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Preface

Large-scale information systems in public utility services depend on computing
infrastructure. Many research efforts are being made in related areas, such as
cloud computing, sensor networks, mobile computing, high-level user interfaces
and information accesses by Web users. Government agencies in many countries
plan to launch facilities in education, health-care and information support as part
of e-government initiatives. In this context, information interchange management
has become an active research field. A number of new opportunities have evolved
in design and modeling based on the new computing needs of the users. Database
systems play a central role in supporting networked information systems for
access and storage management aspects.

The 7th International Workshop on Databases in Networked Information
Systems (DNIS) 2011 was held during December 12–14, 2011 at the Univer-
sity of Aizu in Japan. The workshop program included research contributions
and invited contributions. A view of the research activity in information inter-
change management and related research issues was provided by the sessions
on related topics. The keynote address was contributed by Divyakant Agrawal.
The session on Accesses to Information Resources had an invited contribution
from Susan B. Davidson. The following section on Information and Knowledge
Management Systems had invited contributions from H.V. Jagadish and Tova
Milo. The session on Information Extration from Data Resources included the
invited contributions by P. Krishna Reddy. The section on Geospatial Decision
Making had invited contributions by Cyrus Shahabi and Yoshiharu. We would
like to thank the members of the Program Committee for their support and all
authors who considered DNIS 2011 for their research contributions.

The sponsoring organizations and the Steering Committee deserve praise for
the support they provided. A number of individuals contributed to the success
of the workshop. We thank Umeshwar Dayal, J. Biskup, D. Agrawal, Cyrus
Shahabi, Mark Sifer, and Malu Castellanos for providing continuous support
and encouragement.

The workshop received invaluable support from the University of Aizu. In
this context, we thank Shigeaki Tsunoyama, President of the University of Aizu.
Many thanks are also due for the faculty members at the university for their
cooperation and support.

December 2011 S. Kikuchi
A. Madaan
S. Sachdeva

S. Bhalla
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Secure Data Management in the Cloud

Divyakant Agrawal, Amr El Abbadi, and Shiyuan Wang

Department of Computer Science, University of California at Santa Barbara
{agrawal,amr,sywang}@cs.ucsb.edu

Abstract. As the cloud paradigm becomes prevalent for hosting var-
ious applications and services, the security of the data stored in the
public cloud remains a big concern that blocks the widespread use of the
cloud for relational data management. Data confidentiality, integrity and
availability are the three main features that are desired while providing
data management and query processing functionality in the cloud. We
specifically discuss achieving data confidentiality while preserving prac-
tical query performance in this paper. Data confidentiality needs to be
provided in both data storage and at query access. As a result, we need
to consider practical query processing on confidential data and protect-
ing data access privacy. This paper analyzes recent techniques towards a
practical comprehensive framework for supporting processing of common
database queries on confidential data while maintaining access privacy.

1 Introduction

Recent advances in computing technology have resulted in the proliferation of
transformative architectural, infrastructural, and application trends which can
potentially revolutionize the future of information technology. Cloud Comput-
ing is one such paradigm that is likely to radically change the deployment of
computing and storage infrastructures of both large and small enterprises. Ma-
jor enabling features of the cloud computing infrastructure include pay per use
and hence no up-front cost for deployment, perception of infinite scalability, and
elasticity of resources. As a result, cloud computing has been widely perceived
to be the “dream come true” with the potential to transform and revolutionize
the IT industry [1]. The Software as a Service (SaaS) paradigm, such as web-
based emails and online financial management, has been popular for almost a
decade. But the launch of Amazon Web Services (AWS) in the second half of
2006, followed by a plethora of similar offerings such as Google AppEngine, Mi-
crosoft Azure, etc., have popularized the model of “utility computing” for other
levels of the computing substrates such as Infrastructure as a Service (IaaS) and
Platform as a Service (PaaS) models. The widespread popularity of these models
is evident from the tens of cloud based solution providers [2] and hundreds of
corporations hosting their critical business infrastructure in the cloud [3]. Recent
reports show that many startups leverage the cloud to quickly launch their busi-
nesses applications [4], and over quarter of small and medium-sized businesses
(SMBs) today rely on or plan to adopt cloud computing services [5].

S. Kikuchi et al. (Eds.): DNIS 2011, LNCS 7108, pp. 1–15, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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With all the benefits of storing and processing data in the cloud, the secu-
rity of data in the public cloud is still a big concern [6] that blocks the wide
adoption of the cloud for data rich applications and data management services.
In most cases and especially with Platform-as-a-Service (PaaS) and Software-
as-a-Service (SaaS), users cannot control and audit their own data stored in the
cloud by themselves. As the cloud hosts vast amount of valuable data and large
numbers of services, it is a popular target for attacks. At the network level, there
are threats of IP reuse, DNS attacks, Denial-of-Service (DoS) and Distributed
Denial-of-Service (DDoS) attacks, etc [7]. At the host level, vulnerabilities in
the virtualization stack may be exploited for attack. Resource sharing through
virtualization also gives rise to side channel attacks. For example, a recent vul-
nerability found in Amazon EC2 [8] makes it possible to cross virtual machine
boundary and gain access to another tenant’s data co-located on the same phys-
ical machine [9]. At application level, vulnerabilities in access control could let
unauthorized users access sensitive data [7]. Even if the data is encrypted, partial
information about the data may be inferred by monitoring clients’ query access
patterns and analyzing clients’ accessed positions on the encrypted data. The
above threats could compromise data confidentiality, data integrity, and data
availability.

To protect the confidentiality of sensitive data stored in the cloud, encryp-
tion is the widely accepted technique [10]. To protect the confidentiality of the
data being accessed by queries, Private Information Retrieval (PIR) [11] can
completely hide the query intents. To protect data integrity, Message Authenti-
cation Codes (MAC) [12], unforgeable signatures [13] or Merkle hash trees can
validate the data returned by the cloud. To protect data availability and data
integrity in case of partial data corruption, both replication and error-correcting
mechanisms [14, 15, 16] are the potential solutions. Replication, however, po-
tentially offers attackers multiple entry points for unauthorized access to the
entire data. In contrast, error-correcting mechanisms that split data into pieces
and distribute them in different places [17, 18, 19, 15, 16] enhance data security
in addition to data availability. These techniques have been implemented in a
recently released commercial product of cloud storage [20] as well as in Google
Apps Service for the City of Los Angeles [21].

Integrating the above techniques, however, cannot deliver a practical secure
relational data management service in the cloud. For data confidentiality specif-
ically, practical query processing on encrypted data remains a big challenge.
Although a number of proposals have explored query processing on encrypted
data, many of them are designed for processing one specific query (e.g. range
query) and are not flexible to support another kind of query (e.g. data up-
dates), yet some other approaches lose balance between query functionality and
data confidentiality. In Section 2, we discuss the relevant techniques and present
a framework based on secure index that targets to support multiple common
database queries and strikes a good balance between functionality and confi-
dentiality. As for data confidentiality at query access, PIR provides complete
query privacy but is too expensive in terms of computation and communication.
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As a result, alternative techniques for protecting query privacy are explored in
Section 3. The ultimate goal of the proposed research is to push forward the
frontier on designing practical and secure relational data management services
in the cloud.

2 Processing Database Queries on Encrypted Data

Data confidentiality is one of the biggest challenges in designing a practical
secure data management service in the cloud. Although encryption can provide
confidentiality for sensitive data, it complicates query processing on the data. A
big challenge to enable efficient query processing on encrypted data is to be able
to selectively retrieve data instead of downloading the entire data, decoding and
processing them on the client side. Adding to this challenge are the individual
filtering needs of different queries and operations, and thus a lack of a consistent
mechanism to support them. This section first reviews related work on query
processing on encrypted data, and then presents a secure index based framework
that can support efficient processing of multiple database queries.

2.1 Related Work

To support queries on encrypted relational data, one class of solutions proposed
processing encrypted data directly, yet most of them cannot achieve strong data
confidentiality and query efficiency simultaneously for supporting common rela-
tional database queries (i.e., range queries and aggregation queries) and database
updates (i.e., data insertion and deletion). The study of encrypted data pro-
cessing originally focused on keyword search on encrypted documents [22, 23].
Although recent work can efficiently process queries with equality conditions on
relational data without compromising data confidentiality [24], they cannot of-
fer the same levels of efficiency and confidentiality for processing other common
database queries such as range queries and aggregation queries. Some proposals
trade off partial data confidentiality to gain query efficiency. For example, the
methods that attach range labels to bucketized encrypted data [25, 26] reveal the
underlying data distributions. Methods relying on order preserving encryption
[27, 28] reveal the data order. These methods cannot overcome attacks based
on statistical analysis on encrypted data. Other proposals sacrifice query effi-
ciency for strong data confidentiality. One example is homomorphic encryption,
which enables secure calculation on encrypted data [29, 30], but requires expen-
sive computation and thus is not yet practical [31]. Predicate encryption can
solve polynomial equations on encrypted data [32], but it uses public key cryp-
tographic system which is much more expensive than symmetric encryption used
above.

Instead of processing encrypted data directly, an alternative is to use an en-
crypted index which allows the client to traverse the index and to locate the data
of interest in a small number of rounds of retrieval and decryption [33, 34, 35, 36].
In that way, both confidentiality and functionality can be preserved. The other al-
ternative approach that preserves both confidentiality and functionality is to use
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a secure co-processor on the cloud server side and to put a database engine and
all sensitive data processing inside the secure co-processor [37]. That apparently
requires all the clients to trust the secure co-processor with their sensitive data,
and it is not clear that how the co-processor handles large numbers of clients and
large amount of data. In contrast, a secure index based approach [33, 34, 35, 36]
does not have to rely on any parties other than the clients, and thus we believe
that it is promising to be a practical and secure framework. In the following, we
discuss our recent work [36] on using secure index for processing various database
queries.

2.2 Secure Index Based Framework

Let I be a B+-tree [38] index built on a relational data table T . Each tuple
t has d attributes, A1, A2, ..., Ad. Assume each attribute value (and each index
key) can be mapped to an integer value taken from a certain range [1, ..., MAX ].
Each leaf node of I maintains the pointers to the tuple units where the tuples
with the keys in this leaf node are stored. The data tuples of T and indexes
I are encoded under different secrets C, which are then used for decoding the
data tuples and indexes respectively. Each tree node of the index and a fixed
number of tuples are single units of encoding. We require that these units have
fixed sizes to ensure that the encoded pieces have fixed sizes. The encoded pieces
are then distributed on servers hosted by external cloud storage providers such
as Amazon EC2 [8]. Queries and operations on the index key attribute can be
efficiently processed by locating the leaf nodes of I that store the requested keys
and then processing the corresponding tuple units pointed by these leaf nodes.

Fig. 1 demonstrates the high-level idea of our proposed framework. The data
table T is organized into a tuple matrix TD. The index I is organized into an
index matrix ID. Each column of TD or ID is an encoding unit. ID is encoded
into IE and TD is encoded into TE. Then IE and TE are distributed in the
cloud.

Encoding Choices. Symmetric key encryption such as AES can be used for
encoding [33, 34], as symmetric key encryption is much more efficient than asym-
metric key encryption. Here we consider using Information Dispersal Algorithm
(IDA) [17] for encoding, as IDA naturally provides data availability and some
degrees of confidentiality.

Using IDA, we encode and split data into multiple uninterpretable pieces. IDA
encodes an m × w data matrix D by multiplying an n × m (m < n) secret dis-
persal matrix C to D in Galois filed, i.e. E = C ·D. The resulting n×w encoded
matrix E is distributed onto n servers by dispersing each row onto one server. To
reconstruct D, only m correct rows are required. Let these m rows form an m×w
sub-matrix E∗ and the corresponding m rows of C form an m×m sub-matrix C∗,
D = C∗−1 · E∗. In such a way, data is intermingled and dispersed, so that it is
difficult for an attacker to gather the data and apply inference analysis. To vali-
date the authenticity and correctness of a dispersed piece we apply the Message
Authentication Code (MAC) [12] on each dispersed piece.
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Fig. 1. Secure Cloud Data Access Framework

Since IDA is not proved to be theoretically secure [17], to prevent attackers’
direct inference or statistical analysis on encoded data, we propose to add salt
in the encoding process [39] so as to randomize the encoded data. In addition
to the secret keys C for encoding and decoding, a client maintains a secret seed
ss and a deterministic function fs for producing random factors based on ss
and input data. Function fs can be based on pseudorandom number generator
or secret hashing. The generated random values are added to the data values
before encoding, and they can only be reconstructed and subtracted from the
decoded values by the client.

Encoding Units of Index. Let the branching factor of the B+-tree index I
be b. Then every internal node of I has [�b/2�, b] children, and every node of I
has [�(b− 1)/2�, b− 1] keys. To accommodate the maximum number of children
pointers and keys, we fix the size of a tree node to 2b+1, and let the column size
of the index matrix ID, m be 2b + 1 for simplicity. We assign each tree node an
integer column address denoting its column in ID according to the order it is
inserted into the tree. Similarly, we assign a data tuple column of TD an integer
column address according to the order its tuples are added into TD.

A tree node of I, node, or the corresponding column in ID, ID:,g, can be
represented as

(isLeaf, col0, col1, key1, col2, key2, ..., colb−1, keyb−1, colb) (1)

where isLeaf indicates if node is an internal node (isLeaf = 0), or a leaf node
(isLeaf = 1). keyi is an index key, or 0 if node has less than i keys. For an
internal node, col0 = 0, coli (1 ≤ i ≤ b) is the column address of the ith child
node of node if keyi−1 exists, otherwise coli = 0. For existing keys and children,
(a key in child column coli) < keyi ≤ (a key in child column coli+1) < keyi+1. For
a leaf node, col0 and colb are the column addresses of the predecessor/successor
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leaf nodes respectively, and coli(1 ≤ i ≤ b−1) is the column address of the tuple
with keyi.

Fig. 2. An Employee Table

We use an Employee table shown in Fig. 2 as
an example. Fig. 3(a) gives an example of an in-
dex built on Perm No of the Employee table (the
upper part) and the corresponding index matrix
ID (the lower part). In the figure, the branching
factor of the B+-tree b = 4, and the column size
of the index matrix m = 9. The keys are inserted
into the tree in ascending order 10001, 10002, ...
10007. The numbers shown on top of the tree
nodes are the column addresses of these nodes.
The numbers pointed to by arrows below the keys
of the leaf nodes are the column addresses of the
data tuples with those keys.

Encoding Units of Data Tuples. Let the column size of the tuple matrix TD
also be m. To organize the existing d-dimensional tuples of D into TD initially,
we sort all the data tuples in ascending order of their keys, and then pack every
p tuples in a column of TD such that p ·d ≤ m and (p+1) ·d > m. The columns
of TD are assigned addresses of increasing integer values. The p tuples in the
same column have the same column address, which are stored in the leaf nodes
of the index that have their keys. Fig. 3(b) gives an example of organizing tuples
in Employee table into a tuple matrix TD, in which two tuples are packed in
each column.

Selective Data Access. To enable selective access to small amount of data,
the cloud data service provides two primitive operations to clients, i.e. storing
and retrieving fixed sizes of encoding units. Since each encoding unit or each
column of ID or TD has an integer address, we denote these two operations
as store unit(D, i) and retrieve unit(E, i), in which i is the address of the unit.
store unit(D, i) encodes data unit i, adds salt into it on the client side and then
stores it in the cloud. retrieve unit(E, i) retrieves the encoded data unit i from
the cloud, and then decodes the data unit and subtracts salt on the client side.

2.3 Query Processing

We assume that the root node of the secure index is always cached on the client
side. The above secure index based framework is able to support exact, range
and aggregation queries involving index key attributes, as well as data updates,
inserts and deletes efficiently. These common queries form the basis for general
purpose relational data processing.

Exact Queries. Performing an exact query via the secure B+-tree index is
similar to performing the same query on a plaintext B+-tree index. The query is
processed by traversing the index downwards from the root, and locating the keys
of interests in leaf nodes. However, each node retrieval calls retrieve unit(IE, i)
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(a) Index Matrix of Employee Table

(b) Tuple Matrix of Employee Table

Fig. 3. Encoding of Index and Data Tuples of Employee Table

and the result tuple retrieval is through retrieve unit(TE, i). Fig. 4 illustrates the
recursive procedure for processing an exact query at a tree node. When an exact
query for key x is issued, the exact query procedure on the root node, ID:,root,
is called first. At each node, the client locates the position i with the smallest key
that is equal to or larger than x (Line 1), or the rightmost non-empty position
i if x is larger than all keys in node (Line 2-4).

Range Queries. To find the tuples whose index keys fall in a range [xl, xr], we
locate all qualified keys in the leaf nodes, get the addresses of the tuple matrix
columns associated with these keys, and then retrieve the answer tuples from
these tuple matrix columns. The qualified keys can be located by performing
an exact query on either xl or xr, and then following the successor links or
predecessor links at the leaf nodes. Note that since tuples can be dynamically
inserted and deleted, the tuple matrix columns may not be ordered by index
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Fig. 4. Algorithm exact query(node, x)

keys, thus we cannot directly retrieve the tuple matrix columns in between the
tuple matrix columns corresponding to xl and xr.

Aggregation Queries. An aggregation query involving selection on index key
attributes can be processed by first performing a range query on the index key
attributes and then performing aggregation on the result tuples of the range
query on the client side. Some aggregation queries on index key attributes can
be directly done on the index on the server side, such as finding the tuples with
MAX, MIN keys in a range [xl, xr].

Data Updates, Insertion and Deletion. Data update without change on
index keys can be easily done by an exact query to locate the unit that has the
previous values of the tuple, a local change and a call of store unit(TD, i) to
store the updated unit. Data update with change on index keys is similar to
data insertion, which is discussed below.

Data insertion is done in two steps: tuple insertion and index key insertion.
Data deletion follows a similar process, with the exception that the tuple to
delete is first located via an exact query of the tuple’s key. Note that the order
that the tuple unit is updated before the index unit is important, since the
address of the tuple unit is the link between the two and needs to be recorded
in the index node.

We allow flexible insertion and deletion of data tuples. An inserted tuple is
appended to the last column or added to a new last column in TD regardless of
the order of its key. A deleted tuple is removed from the corresponding column
by leaving the d entries it occupied previously empty. Index key insertion and
deletion are always done on the leaf nodes, but node splits (correspondingly
adding an index unit for the new node and updating an index unit for the split
node) or merges (correspondingly deleting a tuple unit for the deleted node and
updating an index unit for the node to merge with) may happen to maintain a
proper B+-tree.
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Boosting Performance at Accesses by Caching Index Nodes on Client.
The above query processing relies heavily on index traversals, which means that
the index nodes are frequently retrieved from servers and then decoded on the
client, resulting in a lot of communication and computation overhead. Query
performance can be improved by caching some of the most frequently accessed
index nodes in clear on the client. Top level nodes in the index are more likely
to be cached.

3 Protecting Access Privacy

In a secure data management framework in the cloud, even if the data is en-
crypted, adversaries may still be able to infer partial information about the data
by monitoring clients’ query access patterns and analyzing clients’ accessed po-
sitions on the encrypted data. Protecting query access privacy to hide the real
query intents is therefore needed for ensuring data confidentiality in addition
to encryption. One of the biggest challenge in protecting access privacy is to
strike a good balance between privacy and practical functionality. Private Infor-
mation Retrieval (PIR) [11] seems a right fit for protecting access privacy, but
the popular PIR protocols relying on expensive cryptographic operations are not
yet practical. On the other hand, some lightweight techniques such as routing
query accesses through trusted proxies [36] or mixing real queries with noisy
queries [40] have been proposed, but they cannot quantify and guarantee the
privacy levels that they provide. In this section, we first review relevant work
on protecting access privacy, and then discuss hybrid solutions that combine
expensive cryptographic protocols with lightweight techniques.

3.1 Related Work

The previous work on protecting access privacy can be categorized as Private
Information Retrieval and query anonymization or obfuscation using noisy data
or noisy queries.

Private Information Retrieval (PIR) models the private retrieval of public data
as a theoretical problem: Given a server which stores a binary string x = x1...xn

of length n, a client wants to retrieve xi privately such that the server does
not learn i. Chor et al. [11] introduced the PIR problem and proposed solutions
for multiple servers. Kushilevitz and Ostrovsky followed by proposing a single
server, computational PIR solution [41] which is usually referred to as cPIR. Al-
though it has been shown that multi-server PIR solutions are more efficient than
single-server PIR solutions [42], multi-server PIR does not allow communication
among all the servers, thus making it unsuitable to use in the cloud. On the
other hand, cPIR and its follow-up single-server PIR proposals [43], however,
are criticized as impractical because of their expensive computation costs [44].
Two alternatives were later proposed to make single-server PIR practical. One
uses oblivious RAM, and it only applies to a specific setting where a client re-
trieves its own data outsourced on the server [45, 46], which can be applied in the
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cloud. The other bases the foundation of its PIR protocol based on linear alge-
bra [47] instead of the number theory which previous single-server PIR solutions
base on. Unfortunately, the latter lattice based PIR scheme cannot guarantee
that its security is as strong as previous PIR solutions, and it incurs a lot more
communication costs.

Query anonymization is often used in privacy-preserving location based ser-
vices [48], which is implemented by replacing a user’s query point with an enclos-
ing region containing k− 1 noisy points of other users. A similar anonymization
technique which generates additional noisy queries is employed in a private web
search tool called TrackMeNot [40]. The privacy in TrackMeNot, however, is bro-
ken by query classification [49], which suggests that randomly extracted noise
alone does not protect a query from identification.

To generate meaningful and disguising noise words in private text search, a
technique called Plausibly Deniable Search (PDS) is proposed in [50, 51]. PDS
employs a topic model or an existing taxonomy to build a static clustering of
cover word sets. The words in each cluster belong to different topics but have
similar specificity to their respective topics, thus are used to cover each other in
a query.

3.2 Hybrid Query Obfuscation

It is hard to quantify privacy provided in a query anonymization approach. Since
the actual query data and noisy data are all in plaintext, the risk of identifying
the actual query data could still be high. k-Anonymity in particular has been
criticized as a weak privacy definition [52], because it does not consider the
data semantic. A group of k plaintext data items may be semantically close, or
could be semantically diverse. In contrast, traditional PIR solutions can provide
complete privacy and confidentiality. We hence consider hybrid solutions that
combine query anonymization and PIR/cryptographic solutions.

A hybrid query obfuscation solution can provide access privacy, data confi-
dentiality and practical performance. PIR/cryptographic protocols ensure access
privacy and data confidentiality, while query anonymization upon these proto-
cols reduce computation and communication overheads, thus achieving practical
performance. Such hybrid query obfuscation solutions have been used in preserv-
ing location privacy in location-based services [53, 54] and in our earlier work
on protecting access privacy in simple selection queries [55].

Bounding-Box PIR. Our work is built upon single-server cPIR protocol [41].
It is a generalized private retrieval approach called Bounding-Box PIR (bbPIR).
We describe how bbPIR works using a database / data table as illustration.
For protecting access privacy in the framework given in the last section, we can
consider an index nodes, an index / tuple column as a data item and treat the
collection of them as a virtual database for access.

cPIR works by privately retrieving an item from a data matrix for a given
matrix address [41]. So we consider a (key, address, value) data store, where each
value is a b-bit data item. The database of size n is organized in an s× t matrix
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M (s = t = �√n � by default). Each data item x has a numeric key KA that
determines the two dimensional address of x in M . For example, the column
address of an index / tuple column can be the key for identifying the index /
tuple column.

A client can specify her privacy requirement and desired charge budget (ρ, μ),
where ρ is a privacy breach limit (the upper bound probability that a requested
item can be identified by the server), and μ is a server charge limit (the upper
bound of the number of items that are exposed to the client for one requested
tuple). The basic idea of bbPIR is to use a bounding box BB (an r× c rectangle
corresponding to a sub-matrix of M) as an anonymized range around the ad-
dress of item x requested by the client, and then apply cPIR on the bounding
box. bbPIR finds an appropriately sized bounding box that satisfies the privacy
request ρ, and achieves overall good performance in terms of communication
and computation costs without exceeding the server charge limit μ for each re-
trieved item. The area of the bounding box determines the level of privacy that
can be achieved, the larger the area, the higher the privacy, but with higher
computation and communication costs.

The above scheme retrieves data by the exact address of the data. To en-
able natural retrieval by the key of data, we simply let the server publish a
one-dimensional histogram, H , on the key field KA and the dimensions of the
database matrix M , s and t. The histogram is only published to authorized
clients. The publishing process, which occurs infrequently, is encrypted for se-
curity. When a client issues a query, she calculates an address range for the
queried entry by searching the bin of H where the query data falls. In this way,
she translates a retrieval by key to a limited number of retrievals by addresses,
while the latter multiple retrievals can be actually implemented in one retrieval
if they all request the same column addresses of the matrix.

Further Consideration on Selecting Anonymization Ranges. In current
bbPIR, we only require that an anonymization range bounding box encloses the
requested data, and although the dimensions of the bounding box are fixed,
the position of the bounding box can be random around the requested data.
In real applications, the position of the bounding box could also be important
to protecting access privacy. Some positions may be more frequently accessed
by other clients and less sensitive, while some positions may be rarely accessed
by other clients and easier to be identified as unique access patterns. These
information, if incorporated into the privacy quantification, should result in a
bounding box that provides better privacy protection under the constraints of the
requested data and the dimensions. One idea is to incorporate access frequency
in privacy probability, but we should be cautious that a bounding box cannot
include all frequent accessed data but the requested data, since in this case the
requested data may be also easily filtered out.
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4 Concluding Remarks

The security of the data stored in the public cloud is one of the biggest concerns
that blocks the realization of data management services in the cloud, especially
for sensitive enterprise data. Although numerous techniques have been proposed
for providing data confidentiality, integrity and availability in the context and for
processing queries on encrypted data, it is very challenging to integrate them into
a practical secure data management service that works for most database queries.
This paper has reviewed these relevant techniques, presented a framework based
on secure index for practical secure data management and query processing, and
also discussed how to enhance data confidentiality by providing practical access
privacy for data in the cloud. We contend that the balance between security
and practical functionality is crucial for the future realization of practical secure
data management services in the cloud.
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(eds.) SDM 2011. LNCS, vol. 6933, pp. 52–69. Springer, Heidelberg (2011)

[37] Bajaj, S., Sion, R.: Trusteddb: a trusted hardware based database with privacy
and data confidentiality. In: Proceedings of the 2011 International Conference on
Management of Data, SIGMOD 2011, pp. 205–216 (2011)

[38] Comer, D.: Ubiquitous b-tree. ACM Comput. Surv. 11(2), 121–137 (1979)
[39] Robling Denning, D.E.: Cryptography and data security. Addison-Wesley Long-

man Publishing Co., Inc., Boston (1982)
[40] Howe, D.C., Nissenbaum, H.: TrackMeNot: Resisting surveillance in web search.

In: Lessons from the Identity Trail: Anonymity, Privacy, and Identity in a Net-
worked Society, pp. 417–436. Oxford University Press (2009)

[41] Kushilevitz, E., Ostrovsky, R.: Replication is not needed: Single database,
computationally-private information retrieval. In: FOCS, pp. 364–373 (1997)

[42] Olumofin, F.G., Goldberg, I.: Revisiting the computational practicality of private
information retrieval. In: Financial Cryptography (2011)

[43] Gentry, C., Ramzan, Z.: Single-database private information retrieval with con-
stant communication rate. In: Proceedings of the 32nd International Colloquium
on Automata, Languages and Programming, pp. 803–815 (2005)

[44] Sion, R., Carbunar, B.: On the computational practicality of private information
retrieval. In: Network and Distributed System Security Symposium (2007)

[45] Williams, P., Sion, R.: Usable private information retrieval. In: Network and Dis-
tributed System Security Symposium (2008)

[46] Williams, P., Sion, R., Carbunar, B.: Building castles out of mud: practical access
pattern privacy and correctness on untrusted storage. In: ACM Conference on
Computer and Communications Security, pp. 139–148 (2008)

[47] Melchor, C.A., Gaborit, P.: A fast private information retrieval protocol. In: IEEE
Internal Symposium on Information Theory, pp. 1848–1852 (2008)

[48] Mokbel, M.F., Chow, C.Y., Aref, W.G.: The new casper: A privacy-aware location-
based database server. In: ICDE, pp. 1499–1500 (2007)

[49] Peddinti, S.T., Saxena, N.: On the Privacy of Web Search Based on Query Obfus-
cation: A Case Study of Trackmenot. In: Atallah, M.J., Hopper, N.J. (eds.) PETS
2010. LNCS, vol. 6205, pp. 19–37. Springer, Heidelberg (2010)

[50] Murugesan, M., Clifton, C.: Providing privacy through plausibly deniable search.
In: SDM, pp. 768–779 (2009)

 http://www.schneier.com/blog/archives/2009/07/homomorphic_enc.html
 http://www.schneier.com/blog/archives/2009/07/homomorphic_enc.html


Secure Data Management in the Cloud 15

[51] Pang, H., Ding, X., Xiao, X.: Embellishing text search queries to protect user
privacy. PVLDB 3(1), 598–607 (2010)

[52] Dwork, C., McSherry, F., Nissim, K., Smith, A.: Calibrating Noise to Sensitivity in
Private Data Analysis. In: Halevi, S., Rabin, T. (eds.) TCC 2006. LNCS, vol. 3876,
pp. 265–284. Springer, Heidelberg (2006)

[53] Olumofin, F.G., Tysowski, P.K., Goldberg, I., Hengartner, U.: Achieving Efficient
Query Privacy for Location Based Services. In: Atallah, M.J., Hopper, N.J. (eds.)
PETS 2010. LNCS, vol. 6205, pp. 93–110. Springer, Heidelberg (2010)

[54] Ghinita, G., Kalnis, P., Kantarcioglu, M., Bertino, E.: A Hybrid Technique for Pri-
vate Location-Based Queries with Database Protection. In: Mamoulis, N., Seidl,
T., Pedersen, T.B., Torp, K., Assent, I. (eds.) SSTD 2009. LNCS, vol. 5644, pp.
98–116. Springer, Heidelberg (2009)

[55] Wang, S., Agrawal, D., El Abbadi, A.: Generalizing PIR for Practical Private Re-
trieval of Public Data. In: Foresti, S., Jajodia, S. (eds.) Data and Applications Se-
curity and Privacy XXIV. LNCS, vol. 6166, pp. 1–16. Springer, Heidelberg (2010)



Design and Implementation of the Workflow

of an Academic Cloud

Abhishek Gupta, Jatin Kumar, Daniel J. Mathew, Sorav Bansal,
Subhashis Banerjee, and Huzur Saran

Indian Institute of Technology, Delhi
{cs1090174,cs5090243,mcs112576,sbansal,suban,saran}@cse.iitd.ernet.in

Abstract. In this work we discuss the design and implementation of
an academic cloud service christened Baadal. Tailored for academic and
research requirements, Baadal bridges the gap between a private cloud
and the requirements of an institution where request patterns and in-
frastructure are quite different from commercial settings. For example,
researchers typically run simulations requiring hundreds of Virtual Ma-
chines (VMs) all communicating through message-passing interfaces to
solve complex problems. We describe our experience with designing and
developing a cloud workflow to support such requirements. Our workflow
is quite different from that provided by other commercial cloud vendors
(which we found not suited to our requirements).

Another salient difference in academic computing infrastructure from
commercial infrastructure is the physical resource availability. Often, a
university has a small number of compute servers connected to shared
SAN or NAS based storage. This may often not be enough to service the
computation requirements of the whole university. Apart from this in-
frastructure, universities typically have a few hundred to a few thousand
“workstations” which are commodity desktops with local disk-attached-
storage. Most of these workstations remain grossly underutilized. Our
cloud infrastructure utilizes this idle compute capacity to provide higher
scalability for our cloud implementation.

Keywords: Virtualization, Hypervisors.

1 Introduction

Cloud Computing is becoming increasingly popular for its better usability, lower
cost, higher utilization, and better management. Apart from publicly available
cloud infrastructure such as Amazon EC2, Microsoft Azure, or Google App En-
gine, many enterprises are setting up “private clouds”. Private clouds are in-
ternal to the organization and hence provide more security, privacy, and also
better control on usage, cost and pricing models. Private clouds are becoming
increasingly popular not just with large organizations but also with medium
sized organizations which run a few tens to a few hundreds of IT services.

An academic institution (university) can benefit significantly from private
cloud infrastructure to service its IT, research, and teaching requirements.
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In this paper, we discuss our experience with setting up a private cloud in-
frastructure at the Indian Institute of Technology (IIT) Delhi, which has around
8000 students, 450 faculty members, more than 1000 workstations, and around
a hundred server-grade machines to manage our IT infrastructure. With many
different departments and research groups requiring compute infrastructure for
their teaching and research work, and other IT services, IIT Delhi has many
different “labs” and “server rooms” scattered across the campus. We aim to con-
solidate this compute infrastructure by setting up a private cloud and providing
VMs to the campus community to run their workloads. This can significantly
reduce hardware, power, and management costs, and also relieve individual re-
search groups of management headaches.

We have developed a cloud infrastructure with around 30 servers, each with
24 cores, 10 TB shared SAN-based storage, all connected with 10Gbps Fibre
Channel. We run virtual machines on this hardware infrastructure using KVM[1]
and manage these hosts using our custom management layer developed using
Python and libvirt[2].

1.1 Salient Design Features of Our Academic Cloud

While implementing our private cloud infrastructure, we came across several
issues that have previously not been addressed by commercial cloud offerings.
We describe some of the main challenges we faced below:

Workflow: In an academic environment we are especially concerned about
simplicity and usability of the workflow for researchers (e.g., Ph.D. students, re-
search staff, faculty members) and administrators (system administrators, policy
makers and enforcers, approvers for resource usage).

For authentication, we integrate our cloud service with a campus-wide Ker-
beros server to leverage existing authentication mechanisms. We also integrate
the service with our campus-wide mail and LDAP servers.

A researcher creates a request which should be approved by the concerned
faculty member before it is approved by the cloud administrator. Both the fac-
ulty member and cloud administrator can change the request parameters (e.g.,
number of cores, memory size, disk size, etc.) which is followed by a one-click
installation of the virtual machine. As soon as the virtual machine is installed,
the faculty member and the students are informed about the same with a VNC
console password that they can use to remotely access the virtual machine.

Cost and Freedom: In an academic setting, we are most concerned about both
cost and freedom to tweak the software. For this reason, we choose to rely solely
on free and open-source infrastructure. Enterprise solutions like those provided
by VMware are both expensive and restrictive.

Our virtualization stack comprises of KVM[1], libvirt[2], and Web2py[3] which
are open-source and available freely.
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Workload Performance: Our researchers typically need large number of VMs
executing complex simulations communicating with each other through message-
passing interfaces like MPI[4]. Both compute and I/O performance is critical for
such workloads. We have arranged our hardware and software to provide the
maximum performance possible. For example, we ensure that the bandwidths
between the physical hosts, storage arrays, and external network switches are
the best possible with available hardware. Similarly, we use the best possible
emulated devices in our virtual machine monitor. Whenever possible, we use
para-virtual devices for maximum performance.

Maximizing Resource Usage: We currently use dedicated high-performance
server-class hardware to host our cloud infrastructure. We use custom scheduling
and admission-control policies to provide maximal resource usage. In future, we
plan to use the idle capacity of our lab and server rooms to implement larger
cloud infrastructure at minimal cost. We discuss some details of this below.

A typical lab contains tens to a few hundred commodity desktop machines,
each having one or more CPUs, a few 100 GBs of storage, connected over
100Mbps or 1Gbps ethernet. Often these clusters of computers are also connected
to a shared Network-Attached Storage (NAS) device. For example, there are
around 150 commodity computers in the Computer Science department alone.
Typical utilization of these desktop computers is very low (1-10%). We intend to
use this “community” infrastructure for running our cloud services. The VMs will
run in background, causing no interference to the applications and experience of
the workstation user. This can significantly improve the resource utilization of
our lab machines.

1.2 Challenges

Reliability: In lab environments, it is common for desktops to randomly get
switched off or disconnected from network. These failures can be due to several
reasons including manual reboot, network cable disconnection, power outage, or
hardware failure. We are working on techniques to have redundant VM images
to be able to recover from such failures.

Network and Storage Topology: Most cloud offerings use shared storage
(SAN/NAS). Such shared storage can result in a single point of failure. Highly-
reliable storage arrays tend to be expensive. We are investigating the use of disk-
attached-storage in each computer to provide a high-performance shared storage
pool with built-in redundancy. Similarly, redundancy in network topology is
required to tolerate network failures.

Scheduling: Scheduling of VMs on server-class hardware has been well-studied
and is implemented on current cloud offerings. We are developing scheduling al-
gorithms for commodity hardware where network bandwidths are lower, storage
is distributed, and redundancy is implemented. For example, our scheduling al-
gorithm maintains redundant copies of a VM in separate physical environments.
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Encouraging Responsible Behaviour: Public clouds charge their users for
CPU, disk, and network usage on per CPU-hour, GB-month, and Gbps-month
metrics. Instead of a strict pricing model, we use the following model which relies
on good community behaviour:

– Gold: The mode is meant for virtual machines requiring proportionally more
CPU resources than other categories and are well suited for compute-intensive
applications. We follow a provisioning ratio of 1:1 that is we don’t overprovi-
sion as it is expected that the user will be using all the resources that he/she
has asked for.

– Silver: This mode is required for moderately heavy jobs. We typically follow
a overprovisioning ratio of 2:1 which means that we typically allocate twice
as much as resources as the server should ideally host.

– Bronze: The mode is meant for virtual machines with a small amount of
consistent CPU resources typically required when we are working on some
code and before the actual run of the code. We follow a 4:1 provisioning ratio
which means that we typically allow the resources to be overprisioned by a
factor of four.

– Shutdown: In this mode user simply shuts down the virtual machine and is
charged minimally.

The simplicity and the effectiveness of the model lies in the fact that user can
switch between the modes with the ease of a click without any reboot of the
virtual machine.

The rest of this paper is structured as follows: in Section 2 we talk about
our experiences with other Cloud Offerings. Section 3 describes key aspects of
our design and implementation. Section 4 evaluates the performance of some
relevant benchmarks on our virtualization stack over a range of VMs running
over different hosts. Section 5 reviews related work, and Section 6 discusses
future work and concludes.

2 Experiences with Other Cloud Offering

We tried some off-the-shelf cloud offerings before developing our own stack. We
describe our experiences below.

2.1 Ubuntu Enterprise Cloud

Ubuntu Enterprise Cloud[5] is integrated with the open source Eucalyptus pri-
vate cloud platform, making it possible to create a private cloud with much less
configuration than installing Linux first, then Eucalyptus. Ubuntu/Eucalyptus
internal cloud offering is designed to be compatible with Amazon’s EC2 public
cloud service which offers additional ease of use.

On the other side, there is a need to familiarize with both Ubuntu and Euca-
lyptus, as we were frequently required to search beyond Ubuntu documentation
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following the Ubuntu Enterprise Cloud’s dependence on Eucalyptus. For exam-
ple, we observed that Ubuntu had weak documentation for customizing images,
which is an important step in deploying their cloud. Further even though the
architecture is quite stable, it doesn’t support the level of customization required
for an academic/research environment like ours.

2.2 VMware vCloud

VMware vCloud[6] offers on demand cloud infrastructure such that end users can
consume virtual resources with maximum agility. It offers consolidated datacen-
ters and an option to deploy workloads on shared infrastructure with built-in
security and role-based access control. Migration of workloads between different
clouds and integration of existing management systems using customer exten-
sions, APIs, and open cross-cloud standards serve as one of the most convincing
arguments to use the same for a private cloud.

Despite these features and one of the most stable cloud platforms VMware
vCloud might not be an ideal solution to be deployed by an academic institution
owing to the high licensing costs attached to it, though it might prove ideal for
an enterprise with sufficiently good budget.

3 Baadal: Our Workflow Management Tool for Academic
Requirements

Currently Baadal is based on KVM as the hypervisor and the Libvirt API which
serves as a toolkit to interact with the virtualization capabilities of a host. The
choice of libvirt is guided by the fact that libvirt can work with a variety of
hypervisors including KVM, Xen, and VMWare.[2] Thus, we can switch the
underlying hypervisor technology at a later stage with minimal efforts.

Fig. 1. Virtualization Stack

We export our management software in two layers - web-based and command-
line interface (CLI). While our web based interface is built using web2py, a
MVC based Python framework, we continue to use Python for the command
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line interface as well. The choice of the Python as the primary language for
the entire project is supported by the excellent support and documentation by
libvirt and Python community alike.

3.1 Deconstructing Baadal

Baadal consists of four components:

Web Server: The web server provides a web-based interface for management
of the virtual machines. Our implementation is based on web2py.

Fig. 2. List of VMs in Baadal’s database along with their current status and some
quick actions

Hosts: Multiple hosts are configured and registered in the Baadal database
using the web server interface. The hosts run virtual machines and a common
storage based on NAS provides seamless storage to allow live migration of VMs.

Client: Any remote client which can access the virtual machine using Remote
Desktop Protocol (Windows) or ssh.

VNC Server: This server receives requests from clients for VNC console access.
Port forwarding has been set up so that the requests that come to the server are
forwarded to the appropriate hosts, and consequently served from there. This
server can be same or different from the web server based on the traffic that
needs to be handled.

3.2 Workflow

Client requests a VM from Baadal using the web/command-line interface. The
request, once approved by administrator leads to spawning of a VM on any of the
hosts. The host selected for spawning is determined by the scheduling algorithm
as described in the following section.

Once the VM has been setup it can be administered by the user which includes
changing the runlevel of the VM apart from normal operations like shutting down
and rebooting the VM.
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Table 1. Some tests performed on different kinds of hardware infrastructure

Test1 KVM+Desktop2 KVM+Server3 VMware+Server4

Empty Loop(10000000) 21840μs 44321μs 44553μs

Fork(1000000) 29.72 s 6.88 s 3.97 s

Wget(685.29 MB) 54.09 s 20.36 s 9.5 s

cp(685.29 MB) 71.97 s 11.65 s 26.07 s

iscp(685.29 MB) 29.64 s 52.34 s 4.75 s

oscp(685.29 MB) 73.54 s 83.68 s 4.86 s

Ping Hypervisor .2886 s .3712 s .1204 s

Note:
1. Each VMs is allocated 1GB RAM, 1 vCPU and 10 GB Harddisk.
2. Desktops used are lab machines with typical configuration as 4GB RAM, C2D,
500GB hard disk and on a 1Gbps Network
3. KVM+Server refers to KVM hypervisor running on HP Proliant BL460c G7 (16GB
RAM, 24 CPU, 10Gbps Network)
4. VMware+Server refers to VMWare as hypervisor running on Dell PowerEdge R710
(24GB RAM, 16 CPU, 10Gbps Network)

4 Implementation

While designing Baadal the following have been implemented and taken care of:

4.1 Iptables Setup

For accessing the graphical console of the VM users can use VNC console. Due
to migrations of VMs the host of a VM may change and it can be troublesome if
we provide a fixed combination of host IP address and port for connecting to the
VNC console. Baadal uses Iptables and thus setup port forwarding connections
to the VNC server. Clients can connect to the VNC console with the IP address of
the VNC Server and a dedicated port which will be forwarded to the appropriate
host which is currently hosting the user’s VM. In case of migration we change the
port forwarding tables in background without causing any kind of inconvenience
or delays to the user. So the user always connects to the VNC server with a fixed
port number and the IP of the VNC server. The packets from user are forwarded
by the VNC server to the appropriate host and thus all requests are served from
there.

4.2 Cost Model

We have been observing that in an academic environment some people tend to
reserve VMs with high resources which are never used in an optimal fashion. To
reduce such number of occurrences we have implemented a cost model accounting
for the usage case put up by the user (which can be dynamically changed by
him) and the time the machine is running. We have defined three levels 1,2,3
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Fig. 3. Baadal workflow

with 1:1, 1:2, 1:4 as the over-provisioning ratios respectively and have associated
a decreasing order of cost with each of them. The user is expected to switch
between different runlevels according to his requirement. The overall process is
defined in a way leading to better utilization without any need for policing. Since
the runlevels are associated with cost factors users tend to follow the practice.

4.3 Scheduler

When the runlevel for any VM is switched by the user we need to schedule
his VM into an appropriate host. So we use a scheduling algorithm which uses
the greedy strategy for finding the host satisfying the given constraints (VM
run-level and configuration of the hosts and the VM).

As a general observation it is hardly the case that all the VMs are optimally
used. The usage is reduced further during the off-peak hours when we can prob-
ably save on our costs and energy by trying to condense the number of hosts
actually running and switching off the others. While doing this proper care is
taken so as to ensure that the VM doesn’t see a degradation of the services
during these hours.

5 Cost and Performance Comparisons

As both libvirt and KVM have undergone a rigorous testing phase before they
are released as stable releases (which we are using), we need not do rigorous
benchmark tests against the standard tests. We have subjected our scheduling
algorithms to rigorous testing in an order to see if they are behaving as intended.
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The testing has also lead us to further optimization of the algorithms as we are
sometimes introduced to some cases that we didn’t take proper care of.

A second part of testing/experimentation involved the identification of the
constants responsible for overprovisioning of the resources. The constants may
vary from institution to institution but generally tends to be in proximity with
1, 2 and 4 respectively for an academic/research environment like ours.

6 Future Work and Conclusions

6.1 Future Work

In a laboratory setup of any academic institution, resource utilization is gen-
erally observed to be as low as 1-10%. Thus quite a few of the resources go
underutilized. If we can run a community based cloud model on these under-
utilized community infrastructure we would be able to over-provision resources
(like providing each student with his own VM), thereby improving the overall
utilization of the physical infrastructure without compromising on the user’s ex-
perience with the desktop. A significant rise as high as from 1-10% to 40-50% is
expected in the utilization of the resources in the mentioned scheme.

It is common in such environments for desktops to randomly be rebooted/
switched-off/disconnected. Also, hardware/disk failure rates are higher in these
settings as compared to tightly-controlled blade server environments. Being able
to support VMs with a high degree of reliability is a challenge. The solution
we intend to investigate is to run redundant copies of VMs simultaneously to
provide much higher reliability guarantees, than what the physical infrastruc-
ture can provide and seamlessly switching between them. We at IIT Delhi have
implemented Record/Replay feature in Linux/KVM (an open source Virtual Ma-
chine Monitor) which allows efficient synchronization of virtual machine images
at runtime. We intend to use this implementation to provide higher reliability
guarantees to cloud users on community infrastructure.

Currently, we support VMs that run atop the KVM hypervisor, but plan to
add support for Xen, VMware, and others in the near future. Also, we plan to
optimize the software with storage specific plugins. For example, if one is using
storage provided by Netapp he can take advantage of the highly optimized copy
operation provided by Netapp rather than using the default copy operation.

Due to the diversity in hardware characteristics and network topologies, we
expect new challenges in performance measurements and load balancing in this
scenario.

6.2 Conclusions

Baadal, our solution for private cloud for academic institutions, will allow ad-
ministrators and researchers to deploy an infrastructure where users can spawn
multiple instances of VMs and control them using a web-based or command
line interface atop existing resources. The system is highly modular, with each
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module represented by a well-defined API, enabling researchers to replace com-
ponents for experimentation with new cloud-computing solutions.

To summarize, this work illustrates an important segment of cloud computing
that has been filled by Baadal by providing a system that is easy to deploy atop
existing resources, that lends itself to experimentation by the modularity that is
inherent in the design of Baadal and the virtualization stack that is being used
in the model.
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Abstract. Master Data Management (MDM) has been evaluated under the 
contexts from Enterprise Architecture (EA), SemanticWeb, Service Oriented 
Architecture (SOA) and Business Process Intergration (BPI). However, there 
have been very few studies from the point of view of operations of MDM under 
a Cloud Computing environment. In this paper, the results of analysis of 
prospective new issues which arise in MDM under the complicated Cloud 
Computing envrionment such as integrating private Cloud and multi-SaaS have 
been explained. According to the analysis, there will be certain demand to 
develop a new protocol to realize a cooperative operation among them under 
strict security. 

Keywords: Master Data, Meta-Data Management, Operational Constraints, 
Cloud Computing. 

1 Introduction 

The architecture of information systems for enterprises has changed since the era of 
open-downsizing from the mainframes. In particular, Enterprise Application 
Integration (EAI) for an enterprise, Business Process Integration (BPI) for integrating 
the autonomic business processes over multiple independent enterprises, and Service 
Oriented Architecture (SOA) which is generalized from the previous EAI and BPI, 
had arisen during this period. Currently, Cloud Computing which integrates the 
network aspects and the services is attracting the attention. Its various functional 
forms and usage patterns has usually been imagined as follows; the first is Software 
as a Service (SaaS)/Application Service Providing (ASP) in which administration and 
provided services are integrated for the operations by a single vendor. The second is 
Private Cloud for internal use of an enterprise. And the third is Platform as a Service 
(PaaS) and Infrastructure as a Service (IaaS). They provide the computing resources 
instead of value added applications [1]. 

Accordingly, the requirements for standardization of treated data have increasingly 
been extended. Since BPI has been implemented, it is mandatory to standardize the 
semantics of messages exchanged among business applications in order to realize the 
seamless operations for most of the enterprises. However, these efforts have remained 
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in the syntax’s level for a while, and the integration of semantics has relied on the 
individual mapping process of the practical projects, instead. Thus, it tends to be time 
consuming work and this is one of the potential causes that the adaptation speed of 
BPI and SOA in practical uses has been slow. Therefore, Master Data Management 
(MDM), which is the total solution for master data as one of the fundamental 
expressions of data semantics, has currently attracted a lot of interests. 

As MDM is one of the solutions in meta data management, it has had relationships 
with various areas of information systems, so far. The notion of master data has been 
defined in the standard ISO/IEC-9594-7 OSI directory management as one of oldest 
instances [2]. The standard ISO/IEC10728 has been regarded as one of origins of the 
meta data management [3]. In recent years, there is the standardized effort of 
ISO/IEC19763 for a framework of interoperability, and exchanging meta data [4]. As 
an element and an extension, there are efforts for making the standards of Ontology 
from the point of view of Semantic Web, and Universal Business Language (UBL) 
[5], [6]. There is an actual instance of MDM applying Semantic Web such as [7]. 
Furthermore, the idea of MDM has also concerned Enterprise Architecture (EA) from 
the point of view of Data Architecture (DA) (E.g. [8]). This area has a long history, 
and one of the origins might be related to Enterprise Integration (E.g. [9]). 

It is easily expectable that ideal figures of MDM and semantics management might 
be affected as the operational environment applying Cloud Computing has matured 
and has been adopted into practical uses more. The information systems under the 
complicated Cloud environment will soon be realized. For example, they might start 
their services by combining the multiple SaaS/ASPs which provides simple functions 
to mature the business processes, and by combining the applications on a Private 
Cloud with these of SaaS/ASPs. Under the current direction, research of MDM might 
rapidly become insufficient and out of date as far as remaining in the current position 
of existing studies. Most of the existing studies seem to aim at more generic matters 
instead of the specific cases, therefore the major points of research might remain 
around the traditional EA and semantic Web architecture. There might be quit few 
studies done which touch on the potential issues caused by adopting the new 
operation environments. If we would remain in the current position of research, it 
would sound impossible to improve on the difficult situations. In particular, due to the 
complicated Cloud environment, the distributed or failed control of the meta data 
management easily occurs. Therefore, we need a new analysis of the potential issues 
which might be caused in the operation of an enterprise information system under 
such complicated Cloud environments. In this paper, we mainly present the results of 
our analysis and considerations acquired through modeling these operations. 

The remainder of this is organized as follows; in section 2, the definition, 
requirements and effects in regards to MDM are described through demonstrating the 
example of BPI in an enterprise. In section 3, the results of primitive analysis are 
mentioned. It is expectable that the effects described in section 2 might actually 
depend on the use cases. Therefore, it was analyzed what kinds of issues individually 
take place in these primitive cases which a typical complicated Cloud environment 
consists of. In particular, the relationship with Universal Description Discovery and 
Integration (UDDI) will be touched on. Based on the results in section 3, the potential 
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issues occurring when MDM will be operated under such complicated Cloud 
environment will be analyzed in section 4. In section 5, the direction of the potential 
solutions will briefly be discussed after categorizing the issues. Each issue has its own 
complicated background and is also linked with other specific technical areas instead 
of having its isolated features. Thus, it might be difficult to propose potential 
solutions just with the simplified ideas. Mentioning the concrete solutions should be 
avoided here. In section 6, the related works will be introduced. The studies in regards 
to practical analysis, strategic matters and architectural aspects of MDM sound 
prominent as a general trend. This area deeply has the relationships with other 
research areas. So, picked works will be limited with the only studies focusing on 
MDM directly. Finally in section 7, conclusions and future’s direction will be 
mentioned. 

2 Motivation: Importance of MDM 

2.1 MDM: Definition and General Requirements 

According to A.Dreibelbis et al. a master data is defined as the following; ‘Master 
data captures the key things that all parts of an organization must be agree on, both in 
meaning and usage’ [10]. They also insist the importance of the master data 
management to realize more flexible business processes and balanced information 
systems. In particular, a single source of master data which has aspects of accuracy, 
consistency and maintainability in a coherent and secure manner is an ideal function. 
In order to realize this ideal function, the following capabilities are generally required. 
The first is an authoritative source of master data, which can be trusted to be a high-
quality collection of data. The second is the ability to be used in a consistent way 
because of their various opportunities to be applied with normalized semantics. The 
third is flexibility that realizes the ability to evolve the master data and to manage 
them to accommodate changeable practical needs. 

2.2 Issues in Business Process Integration Due to Lack of MDM 

In this section, we explain the issues occurring in BPI due to lack of MDM. Fig.1 
shows a typical model of the environment for BPI, in which a service provider and a 
service requester will execute an exchange process in peer to peer. This model also 
contains a function for design and building time, and shows the procedure using them. 

On the other hand, Fig.2 shows a typical model of a runtime procedure by using the 
elements defined in Fig.1, and also shows the issues arising there. 

The left side in Fig.1 corresponds to a service requester, whereas the right side 
corresponds to a service provider. The common message formats and interface 
definitions for exchanging between them might be managed at Centralized Repository 
during design and building time. At Procedure.B.1, the entities of the both roles will 
individually import these common message formats and interface definitions into 
their own Meta-data repositories which are respectively managed. There are several 
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allowable variations for this phase. Centralized Repository should ideally be UDDI. 
But in some cases, these formats such as XML messages are decided as part of their 
contracts and localized rules for peer-to-peer uses. And they will somehow be shared 
along the localized rules without implementing any physical Centralized Repositories. 
In these cases, XML schema is usually adopted to express these formats. We do not 
here specify a particular architecture of Meta-data repositories. Respective Runtime 
builder as a software development tool will individually import the previous XML 
Schema instance at Procedure.B.2. Then, database internal schemas related to this 
building time are further imported at Procedure.B.3. After all, corresponding 
application runtime programs will be generated. At the service requester side, 
programs named Application Runtime-1 and Application Runtime-2, each of which 
generates an XML message by using data stored in their internal database 
management system, Business Database (in particular Database Meta-data), will be 
generated at Procedure.B.4, and B.5. In the same way, at the service provider side, 
programs named Application Runtime-3, Application Runtime-4, each of which 
decomposes an XML message and stores the fragments of data on the message into 
another Business Database, will be generated in parallel. 
 

 

Fig. 1. A typical model of the environment for BPI. A service provider and a service requester 
execute an exchange process using peer to peer model. 

In general, there are usually two categorized parts in a database management 
system. The first is Database Meta-Data part which contains catalogue data, type 
definition. The second is Business Data-Instance part which treats the real data related 
to business transactions and master instances. In the runtime, the procedure specified 
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in Fig.2 will be executed. Firstly, programs Application Runtime-1, Application 
Runtime-2 of the service requester extract their corresponding data from their 
Business Data-instance at Procedure.R.1. During the Procedure.R.1, the retrieving 
Business Data-instance is the major process for yielding an XML massage instance, 
however there might partly be processes of updating and inserting data. 
 

 

Fig. 2. A typical model of runtime procedure under the typical environment for BPI 

During the Procedure.R.1, when retrieving a master data in the Business Data-
Instance, we assume that an identifier is specified as ‘Identifier1’. Without any efforts 
related to MDM, the form of ‘Identifier1’ usually depends on the local requirements 
of the service requester, and is autonomically decided. Once Application Runtime-2 
generates an XML message, the message will be forwarded to the service provider at 
Procedure.R.2. Then, once Application Runtime-4 receives the XML message at 
Procedure.R.3, it continuously decomposes the message and stores the fragments of 
data into the Business Data-instance of the service provider at Procedure.R.4 and 
Procedure.R.5. During Procedure.R.4, Application Runtime-4 parses the XML 
message, then it manipulates and transforms the message fragments into suitable 
forms corresponding to the internal forms of Business Data-instance. If there is a gap 
between the identifiers, for example, the identifier of the corresponding master data 
inside Business Data-instance of the service provider would be ‘Identifier2’, 
Application Runtime-4 would have to somehow correspond by translating between 
both. After the translation, the program stores the fragments of message data into 
Business Data-instance at Procedure.R.5. 
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If the translation between ‘Identifier1’ and ‘Identifier2’would be easy for example 
by using a simple and clear correspondence rule, there would be few issues. However, 
if there are no unified guidelines and principles in designing master data inside an 
organization, there would obviously be some risks which are difficult to translate in a 
reasonable business period. There is actually a report in regards to treating how much 
loss an organization will suffer by unregulated and non-uniformed data expressions 
and contents [11]. 

3 Analysis of MDM in Primitive Cases 

3.1 Outline 

In the previous section, we explained the issues caused by the poor quality of master 
data in BPI due to the lack of MDM. However, whether these issues occur or not 
actually, depends on the use cases. In general, as the cases of BPI can be categorized 
into several sub cases according to the operational conditions, it is required to analyze 
which operational cases in the macro level these issues depicted in Fig.2 actually 
occur. Therefore, the analysis of identifying potential issues and estimating their 
possibilities will firstly be carried out for individual primitive cases which the generic 
complicated Cloud environment consists of. The primitive cases are identified as 
follows; 

(1) EAI inside an organization such as an enterprise. 
(2) BPI between organizations such as enterprises. 
(3) Master data management as a service. 

The above (1) and (2) will be explained in the next section, and (3) will be done in 
section 3.3. 

3.2 Use Cases of EAI Inside an Enterprise, BPI between Enterprises 

When comparing between both internal case and mutual case of an enterprise for MDM, 
the requirements for the internal case inside the enterprise are obviously dominant. 
Therefore we might mention that different solutions should individually be adopted for 
each case, even if we would assume the seamless integration by BPI between an internal 
communication of an enterprise and an interconnection between enterprises. 

Fig.3 depicts a model consisting of elements of information systems for enterprises 
integration. The information flow in this model is related to the life cycle of 
identification information from defining, managing to referring. Even before adopting 
MDM, the following matters have been general; firstly the multiple Applications-l,-2 
in an enterprise individually have their master data in their independent forms. 
Secondly they deliver their master data to other applications between each other by 
batch programs. Then finally, they respectively modify the delivered data to adjust 
them to their own forms. Therefore, the cases where the issues depicted in Fig.2 
explicitly appear might often be related to the structural changes inside enterprises 
such as rapid business integration like M&A. 



32 S. Kikuchi 

Whereas, there is an element of doubt on the performance when applying the 
solutions having the same or equivalent contexts with internal enterprises to BPI with 
outside partners. There are several types of data corresponding to identification 
information to be exchanged between enterprises. However, product number, document 
number for a contract and a specification are usually generic. In usual cases, it is rare to 
disclose the definition of structure and their semantics of identification information to 
the outside of enterprises. Furthermore, as literal meaningless strings can function as an 
identifier, the potential needs for identifying persons, organizations by matching 
between different codes look a few excepted in the special cases. Even in the case of 
disclosing the definition of structure and their semantics of identification information to 
outside, it also empirically seems infrequent to update them during a short period except 
correcting errors. The situation is the same for defining the multiple identifiers to the 
same object. One of the typical instances of these cases is the specification of 
RosettaNet, Partner Interface Process (PIP) 2A1, ‘Distribute Product Catalog 
Information‘[17]. As the frequency of updating contents in a catalogue depends on the 
product life cycle, it is usually variable. However once every few months seems usual at 
best. If frequent updates occur, it seems more reasonable to adopt a private search 
system for information retrieval, or the model of UDDI instead of using BPI with 
exchanging messages. 

 

Fig. 3. A simplified model consisting of elements of enterprises information systems 

Accordingly, we can conclude that most of cases where there are several synonyms 
in master data and needs to improve these situations for interoperability, remain in the 
internal uses in enterprises. If the same thing is required for interconnection between 
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enterprises, another factor might potentially exist, for instance, poor quality of the 
information managed by UDDI, or hardness for practical operations. 

3.3 Use Cases of MDM as a Service 

We cannot disregard the possibility of MDM as a service. However, it is difficult to 
depict the definite model due to various existing factors which are hard to identify at 
this stage. 

As the amount and size of the master data might loosely be correlative with the total 
amount of data in an enterprise, the needs for MDM might generally depend on the size 
of that enterprise. Additionally as MDM is a solution for the issues arising in the current 
information systems, the MDM is not sufficiently mature yet. Therefore, the approaches 
for a lot of small to medium size enterprises might be different from the larger ones, 
where the previous issues tend to arise prominently and the solution will be 
implemented by themselves. In the cases of the small to medium size enterprises, the 
total number of master data handled by an individual tenant might remain in the tens of 
thousands at most. Therefore the actual demands to manage them on a larger scale have 
remained ambiguous. However, it is absolutely impossible to deny the possibility of 
supplying functions of MDM as an outsourced service, because MDM is one of the 
applications and requires a huge amount of effort to realize an ideal figure.  

Furthermore, not only the above possibility, there are also issues on the structural 
aspect of services as well. From the view point of saving the operational cost, the 
single site policy which promotes multiple users to share the functions, seems more 
effective when serving the functions to disclose the identification information of 
various objects to the public. In fact, this policy seems to be accepted in the practical 
operations such as UDDI. However, the MDM service for small and medium sized 
enterprises tends to treat the small scale of data for each and also requires strict 
security protection. Therefore, there are very few other positive reasons and 
motivation to adopt the single site policy or multi-tenancy oriented except effective 
operations. The hosting service is an alternative solution in this case.  

Generally speaking, there are many points open to debate in defining MDM as an 
outsourced service when considering the requirements of its operations as mentioned. 
However, in the next section we assume the existence of this MDM as an outsourced 
service. 

4 Workflows under Multiple Cloud Environments 

4.1 Outline 

When assuming a more complicated Cloud environment such as combining the 
multiple SaaS/ASPs, further important points would come up for MDM due to new 
operational requirements. Here, we will analyze the use cases of operations under 
complicated Cloud environments after modeling them. In section 4.2, after explaining 
a typical model of the environment, we will mention the procedure of exchanging 
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master data among sites, and the potential issues arising under this environment. 
Then, in section 4.3, during exchanging business XML messages after exchanging the 
master data, the issues caused depending on the situation will be identified. 

4.2 Model and Procedure for Exchanging Master Data: Definition 

Under the assumed model, an enterprise will use various services and several 
platforms provided by multiple SaaS/ASPs, PaaS and IaaS providers, and these 
services and platforms will also be shared by multiple users. Fig.4 and Fig.5 show 
models as the typical environment. Here, we assume multiple users named as 
Enterprise.x (x:1,2,....,n) exist, and multiple providers named as SaaS/ASP.y 
(y:1,2,....,m) exist as well. Then, inside Enterprise.l a MDM managed for local uses is 
implemented and named as ‘Local MDM’. On the other hand, inside SaaS/ASP.1, 
another MDM managed for a commercial service and providing to others is also 
implemented. We can regard this as ‘Global MDM’, because this can handle the 
demands from multiple users as multi-tenancies. Global MDM can provide services to 
multiple Enterprise.x (x:1,2,....,n). Furthermore, we also assume UDDI and other 
repositories (UDDI/Repository) will be deployed inside SaaS/ASP.m.  

 

Fig. 4. A workflow inside an enterprise under complicated Cloud environment including MDM 
procedures 
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Fig.4 also depicts a workflow inside an enterprise including MDM procedures. In 
this figure, we assume Procedure.1.x corresponding to exchanging master data as a 
pre-process will be executed by using SOA. Whereas Fig.5 depicts a workflow for 
exchanging business XML messages between enterprises. However, this figure also 
includes the procedure for exchanging master data.  

The procedures for exchanging master data will be executed as follows; Inside 
Enterprise.1, all of the application programs will update the master data which is 
managed by themselves locally by sending them to Local MDM. Procedure.1.1 and 
Procedure.1.2 will be activated in order to normalize these master data. Then data 
cleansing and normalizing these master data will be carried out. Delivering 
normalized master data coupled with the original master data to the original sender 
applications are continuously performed. Through these processes, semantics 
integration with uniformed expressions is realized among the master data. In the case 
of utilizing the Global MDM service at SaaS/ASP.1 by multiple Enterprise.x 
(x:1,2,....,n) , these Enterprise.x (x:1,2,....,n) must send their master data to Global 
MDM first. Enterprise.n for example, uploads all of its master data to Global MDM at 
Proccdure.1.3, then data cleansing will be started. In this case, the disclosed data to 
the outside by Enterprise.n such as identification information are also uploaded at that 
time. Enterprise.1 uploads all of its master data to Global MDM as well at 
Procedure.1.4 and 1.5, then data cleansing will be done. Procedure.1.4 corresponds to 
the procedure in the case of no existing Local MDM. So, the local Application.E.1.2 
directly uploads its master data to Global MDM, and then data cleansing will be 
performed.  

On the other hand, if a Local MDM exists, the alternative Procedure.1.5 will be 
carried out. In this case, an operational rule must be established, which Global MDM 
at SaaS/ASP.1 or Local MDM managed by Enterprise.1 should be prioritized. If 
Enterprise.1 prioritizes Global MDM at SaaS/ASP.1, Enterprise.1 must deliver the 
normalized master data from Global MDM to another SaaS/ASP.m at Procedure.1.6. 
As this procedure can be regarded as a proxy activity, it might cause an issue on the 
authentication mechanism. Furthermore, a suitable solution must be considered to 
avoid the situation where the service provider knows the contract of its client 
Enterprise.l to another service provider. In order to realize this solution, it is required 
to develop a method to make multiple service providers invisible to each other. If it is 
difficult to develop that method, this leads to a negative situation in prioritizing 
Global MDM. This means that this case will potentially be an operational constraint 
for MDM.  

When Enterprise.n discloses data such as identification information to the outside, 
especially by registering them to UDDI deployed at SaaS/ASP.m, it must register the 
information at Procedure.1.7. Then, through the API of UDDI, the service must also 
be registered at Procedure.1.8. The procedure becomes complicated due to separated 
operations in this case.  

As explained here, there are new issues related to the authentication mechanism 
and the operational rules. Accordingly we need to develop a suitable solution. As a 
conclusion, these issues are caused by commissioning the control of master data to 
outsourced services by multiple Enterprise.x (x:1,2,....,n). 
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4.3 Issues in Execution of Workflows 

After exchanging the master data along the procedures in the previous session, 
exchanging business XML messages will then be carried out. Exchanging these 
messages in Fig.4 can be regarded as follows; exchanging multiple business XML 
messages by Enterprise.l are executed at Procedure.2.1 and Procedure.2.2. In spite of 
using multiple providers such as SaaS/ASP.1 and SaaS/ASP.m, actual workflow is 
substantially equivalent with EAI inside Enterprise.l. At that time, all of the master 
data have already been set with normalized data coupled with the original one. 
Therefore, there are very few possibilities required to exchange newer master data.  

 

Fig. 5. A workflow for exchanging business XML messages between enterprises 

On the other hand, in Fig.5 which depicts a workflow for exchanging business 
XML messages between Enterprise.l and Enterprise.n, there are different aspects with 
respect to the two items listed below;  

(1) A constraint for exchanging business XML messages will be defined with 
dependency on the deployed location of process control function.  

(2) New elemental functions such as UDDI will be needed.  

As for (1), firstly we will consider the case where the business process is controlled 
by Application.E.1.2 implemented in Enterprise.l. In this case, Application.E.1.2 will 
send an XML message to the provider SaaS/ASP.1 at Procedure.3.1. Then, before 
sending an XML message to Enterprise.n, Application.E.1.2 needs to access Yellow 
and Green Pages in UDDI deployed in SaaS/ASP.m to get API and the type of XML 
message at Procedure.3.2. In this case, if Application.E.1.2 tries to get a product 
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number from a catalogue, it should download the related information by using the 
Green Page as well. After that, Application.E.1.2 will send an XML message to 
Enterprise.n at Procedure.3.3. In this case, there are very few situations required to 
exchange the master data anymore because all of the master data have already been 
set with normalized data.  

In contrast, we will continue to examine the other case where the business process is 
controlled by ApplicationS.1.1 deployed in SaaS/ASP.1. In this case, ApplicationS.1.1 
also needs to access Yellow and Green Pages in UDDI to get API and the type of XML 
message and to download the related information at Procedure.3.4. After that, 
Application.S.1.1 will send an XML message to ApplicationS.m.2 deployed in 
SaaS/ASP.m. In this case, there are also few cases that new master data are needed. 
However this procedure could not be carried out, if this activity executed by a request 
from Enterprise.1 would not be authenticated.  

As for (2), we need to consider the quality of the current data stored at UDDI and 
other repositories. As mentioned before, we assume that the Green Page will be 
accessed when downloading the related information at Procedure.3.4. However, it is 
generally difficult and rare to treat the business data with confidentiality such as 
service life cycle information, service quality and quality assurance information on 
the public UDDI in a general security level. It is usually impossible to assure the 
quality of registered information. Therefore, it is necessary to implement these 
functions by combining the public UDDI with more secure repositories such as 
private UDDI. In particular most of the major commercial UDDI services had already 
been closed. It will become an obvious constraint. 

5 Implementation and Performance Considerations 

When assuming the operation of MDM under the complicated Cloud environment 
depicted in Fig.4, Fig.5, new operational issues potentially occur as follows;  

(1) In the case where an enterprise adopts MDM as a service provided by an 
independent SaaS/ASP provider, exchanging master data to another 
SaaS/ASP provider serving another application must be done before 
exchanging business XML messages. This means exchanging master data 
must be done among multiple independent committed providers. In order to 
avoid needless disclosures of the contracts to other service providers, it is 
required to develop a method to make multiple service providers invisible to 
each other. If it is difficult to develop that method, this will lead to a 
potential operational constraint for MDM.  

(2) As a solution for the above (1), an authentication mechanism and a new 
protocol should be developed. As a similar story, there is a case where an 
application deployed at a SaaS/ASP provider must exchange business XML 
data with other multiple applications at the other SaaS/ASP providers 
according to requests of the client enterprise. In this case, the procedure 
could not be carried out if the activity executed by a request from the 
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enterprise could not be authenticated. However, the request for making 
multiple service providers invisible might not be necessary.  

(3) When an enterprise discloses identification information data managed by 
MDM to the outside, especially by registering them to UDDI, the 
procedures will be divided into multiple parts and become complicated. One 
part will be done by the client enterprise, whereas another will be done by 
an independent committed provider. Therefore, a protocol for disclosing the 
data should be designed.  

(4) When disclosing the identification information of various objects to the 
public, maintaining the quality of data stored at UDDI and other repositories 
and their security management are mandatory. However, as it is almost 
impossible to rely on unpopular public/commercial UDDI, more secure 
repositories such as private UDDI might be a potential approach. However, 
this approach might enforce strong constraints for independent operations 
due to the private use oriented. This might often lead to unavailable cases 
for small size enterprises.  

The above operational issues are not only related to MDM, but related to the 
individual specific technical areas as well. Thus, it is required to analyze the 
applicability of solutions with sufficient knowledge on the background when mapping 
between the above issues and solutions. Therefore, we will only touch the surface in 
illustrating ways to solve them here.  

What we can mention as general items from (1) and (2) are about a risk to define a 
complicated procedure due to dividing functions into two entities, and a requirement of 
how to obtain an execution right as a proxy on authentication from the committer. 
Dreibelbis.A et al. have also pointed out the specific issues of MDM on security and 
privacy, which are independent from ours [10]. However, the concrete correspondences 
between their approaches and ours and the verification on their availability have not 
sufficiently been evaluated yet. That will be looked at as future work along with a 
protocol design. The issue of (3) could be divided into the two parts, one of them is as 
an independent issue from (1) (2), and another issue has some dependencies on the 
solutions for (1) and (2). As for the last (4), there is a certain limitation to be applied 
when considering the current situation around UDDI. However, as there is another 
alternative way to provide the equivalent function as a service it is definitely not a 
crucial matter. 

6 Related Studies 

MDM has been evolved as a comprehensive solution in industry. It is immature as a 
research area. Therefore, MDM has been explained under the contexts of other research 
topics. Studies on MDM could be categorized into two parts. The first is a set of 
architectural studies, whereas the second is a set of studies related to the frameworks, 
which have empirically been acquired through learning in many practical projects.  

As for the architectural studies, there are several proposals. Krizevnik.M and 
Juric.M.B mention the importance of data quality to realize SOA, and also propose to 
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deploy MDM function as one of the components of Data service layer [12]. Menet.L, 
Lamolle.M and Zerdazi.A propose the results of classes’ analysis for applying an 
XML form to manage MDM [13]. Both of the studies [12],[13] give us some hints, 
but their aims are totally different from ours. Dreibelbis.A et al. also propose the 
comprehensive architecture in which SOA can be applied [10]. This can be 
contributed when considering the approach of MDM under a complicated Cloud 
environment including multiple SaaS/ASP providers. However the study here focuses 
on the issues caused by the operational conditions of MDM under the complicated 
Cloud environment. Therefore, their aims are also totally different.  

There are also several studies related to the previous frameworks. One of them is 
the study by Cleven.A and Wortmann.F [14]. They propose a framework for 
promoting the MDM projects. According to their idea, the strategies for approaching 
MDM are categorized into four sub areas divided by two axes. The first axis is for 
issue-oriented/solution-oriented and the second axis is for process-driven/data-driven. 
Whereas, the study by Otto.B and Reichert.A, reports the results of the scopes and the 
sizes of MDM projects [15]. The report by Bai.X, et al. gives us an overview 
summary in regards to MDM projects [16]. As MDM is regarded as a comprehensive 
solution including various elemental technologies, these studies are useful when 
thinking about the potential issues related with operations of MDM and considering 
the strategic approach under the complicated Cloud environment. 

7 Summary and Conclusions 

In this paper, we have presented the results of the analysis of the prospective new 
issues which have emerged in the MDM under the complicated Cloud environment 
such as integrating private Cloud and multi-SaaS/ASPs. And we have clarified that 
there are four major potential issues. Following that, we also pointed out that, these 
issues should be solved in combination with other suitable approaches of related 
technical areas, especially based on their current directions of research. In particular, 
we mentioned the needs of development of an authentication mechanism and a new 
protocol in order to make multiple service providers invisible to each other.  

In consideration of future work, we need to structuralize suitable approach more by 
analysing and mapping with existing security and privacy solutions. As a part of this 
approach, it is better to carry out the formulation of the MDM process model under 
distributed and centralized environment in order to verify the constraints and limitations. 
Furthermore, it is required to develop a suitable cost model of MDM operations in order 
to realize suitable MDM operations. This is one of the long term objectives. 
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Abstract. In this paper we discuss the use of views to address the prob-
lem of providing useful answers to provenance queries while ensuring that
privacy concerns are met. In particular, we propose a hierarchical work-
flow model, based on context-free graph grammars, in which fine-grained
dependencies between the inputs and outputs of a module are explicitly
specified. Using this model, we examine how privacy concerns surround-
ing data, module function, and workflow structure can be addressed.

1 Introduction

Provenance in scientific workflows is of increasing interest, as evidenced by sev-
eral recent workshops, tutorials, and surveys on the topic [5,6,18,23]. A number
of tools for capturing provenance have been developed in workflow systems such
as myGrid/Taverna [19], Kepler [7] and VisTrails [13], and a standard for prove-
nance representation called the Open Provenance Model (OPM) [17] has been
designed. By maintaining information about the sequence of module executions
(processing steps) used to produce a data item, as well as the parameter settings
and intermediate data items passed between module executions, the validity and
reliability of data can be better understood and results can be made reproducible.

A repository that includes workflow specifications, executions and provenance
information – provenance-aware workflow information – is clearly useful in many
ways. For example, scientists who wish to perform new analyses may search by
keyword to find specifications of interest to reuse or modify. They may also
search executions associated with a specification to understand the meaning of
the workflow, or to correct/debug an erroneous specification. Finding erroneous
or suspect data, a user may then wish to ask structural provenance queries to
determine what downstream data might have been affected, or to understand
how the process failed that led to creating the data.

However, authors/owners of workflows may wish to keep some of this prove-
nance information private. For example, intermediate data within an execution
may contain sensitive information, such as the social security number, a med-
ical record, or financial information about an individual. Although users with
the appropriate level of access may be allowed to see such confidential data,
making it available to all users through a workflow repository, even for scientific
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purposes, is an unacceptable breach of privacy. Beyond data privacy, a module
itself may be proprietary, and hiding its description may not be enough: users
without the appropriate level of access should not be able to infer its behavior
if they are allowed to see the inputs and outputs of the module. Finally, details
of how certain modules in the workflow are connected may be proprietary, and
therefore showing how data is passed between modules may reveal too much of
the structure of the workflow. There is thus an inherent tradeoff between
the utility of the information shown in response to a search/query and
the privacy guarantees that authors/owners desire.

One technique that can be used to hide details of a workflow is to create
composite modules which encapsulate subworkflows. Composite modules can be
combined to create views of a workflow and its associated executions, showing
users a subset of provenance information and hiding the rest within unexpanded
composite module executions. Originally proposed in [4] as a technique for focus-
ing user attention on relevant provenance, views can also be used to hide private
information, which may include the intermediate data and modules within a
composite module as well as the dependencies between the inputs and outputs
of the composite module.

In this paper, we examine the use of views to implement workflow provenance
privacy. We start in Sec. 2 by describing a model for workflow specifications,
executions, and views. We continue in Sec. 3 by describing initial results on
module and structural privacy, and discuss the connection to views. We close by
pointing to future directions for research.

2 Workflow Model

Our workflow model has several components: specifications, runs, execution
graphs, port dependencies, and provenance graphs. A workflow specification de-
scribes the design of a workflow, while a workflow run (together with information
about the data and processes) describes a particular execution of the given spec-
ification. Following [3], a specification is given by a context-free graph grammar
and the runs corresponding to the specification are given by the graphs in the
language generated by that grammar. Port dependencies are used in the defini-
tion of data provenance graphs, and model fine-grained dependencies between
the inputs and outputs of a module. Rather than giving full details of the model,
we illustrate via an example (see [2] for a more formal treatment).

Workflow Specifications. A sample workflow specification is given in Fig. 1.
The workflow estimates disease susceptibility based on genome-wide SNP array
data for an individual as well as information about lifestyle, family history, and
physical symptoms, and outputs a prognosis for the patient along with recom-
mended lifestyle changes [25]. In the graph, boxes labeled M0, . . . , M16 indicate
modules with input ports indicated by solid circles and output ports indicated by
open circles; and the labeled arrows between output and input ports of different
modules indicate potential data flow. Some of the modules in this workflow are
atomic (M5, . . . , M16). The rest of the modules (M0, . . . , M4) are composite,
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and their expansion to a subworkflow is shown by dotted edges labeled fi (the
name of the production rule). In particular, the root of the workflow is M0,
which expands via f0 to W1. The correspondence between inputs/outputs of
a composite module and the subworkflow to which it expands is indicated in
this figure by reusing names. For example, the initial inputs to the workflow
are (lifestyle,...) and SNPs, and the final outputs are lifestyle change
and prognosis, indicated by double arrows into and out of M0, and those
names are reused within W1. There is also intermediate data within subwork-
flows W1, . . . , W5, e.g. disorders, query, and result.

Note that composite module M3 is recursive, indicated by a cycle, and that
therefore in an execution the atomic module M5 may be executed multiple
times. For simplicity, we have dropped from the figure the alternate termination
condition for this expansion (M3 −→f5 M5).

Workflow Executions. The set of all possible runs of a specification is modeled
as the graph language of the corresponding graph grammar. More precisely, it
consists of all simple workflows that can be derived from the start module and
contain only atomic module. A workflow execution is a run in which each module
is given a unique process id and data flows over the edges. One execution of our
sample specification is given in Fig. 2, in which we reuse the name of the module
as the process id unless the module occurs multiple times in the run, e.g. we
use M5.1 and M5.2 for the two executions of module M5. Data items represent
instances of the abstract data in the specification, e.g. d1 represents the initial
input of SNPs.

Provenance Graphs. Data provenance in workflows is typically considered to
be coarse-grained [9], i.e., the data coming out of each output port of a mod-
ule depends on the data that entered all input ports of the module. However,
the ability to capture fine-grained dependencies is increasingly important in a
number of workflow systems, e.g., Taverna 2 [24] and COMAD-Kepler [22], so
we allow the modeling of fine-grained provenance. That is, as part of the speci-
fication we assume that each atomic module has an associated port dependency
matrix δ(M) showing which inputs are connected to which outputs. This is illus-
trated in our sample execution in Fig. 2 as an edge between input/output ports
within a module execution, which we will call a dependency edge. For example,
in M11 the output d12 depends only on d10 as there is no edge from d2 to d12.
The information contained in an execution allows us to capture provenance for
data items (such as d18 and d19), so we will call them provenance graphs. Note
that the provenance graph for this relatively simple workflow is already complex.
Note also that dependency matrix for composite modules in an execution can be
inferred from the dependency matrices of atomic modules as paths of dependency
and dataflow edges between input and output ports for the composite module.

A provenance query such as “What data does d18 depend on?” can be an-
swered by finding all data items at the origin of a path of dependency and data
flow edges that ends at d18. For our example, this would include data items
d1, d2, . . . , d10, but not d11, . . . , d17. In contrast, d19 depends on all data
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items (d1, d3, . . . , d17) but not d2, since there is no dependency between the
first input port and second output port in M11.

Views. As noted earlier, certain modules in this execution are composite, in-
dicated by boxes containing subworkflow executions (e.g., M0, M1, M2). Con-
trolling the expansion to subworkflows can be used to create views, such as the
one of our sample workflow execution in Fig. 3. In this view (V 1), users can only
see the expansion of M0 and therefore have no access to any intermediate data
except for d9, and cannot see what modules were executed in the implementa-
tion of modules M1 and M2. For example, the answer to the provenance query
“Does the prognosis d19 depend on the output of a PubMed search?” (where
PubMed search matches modules M8 and M13) would be “yes” with respect
to the full provenance graph of Fig. 2 but “no” with respect to V 1 since these
modules are not visible .

Views may also alter fine-grained dependencies between the input and output
ports of a module, as illustrated by module M2 in Fig. 3. Here, there is a
dependency between the first input port and second output port (the given
dependency matrix for M2 in the view) that does not exist as a path within
M2 in Fig. 2. In this view, the output of the provenance query “What data does
d19 depend on?” would therefore include d2 and exclude all intermediate data
except for d9 (i.e., d1, d2, d9).

Finally, we may hide data on edges in a view of an execution (for data privacy)
or delete connections between modules in a specification and its executions (for
structural privacy).

3 Privacy

Privacy concerns are tied to the workflow components: data, modules, and the
structure of a workflow. To illustrate them, consider again the sample workflow
in Fig. 1.

Data Privacy. Certain data in a workflow execution may be confidential. For
example, the output of M1, i.e. the genetic disorder the patient is susceptible to,
should not be revealed with high probability, in any execution, to users without
the required access privilege. Such data masking is a fairly standard requirement
in privacy-aware database systems, and a variety of well known techniques can be
applied, e.g. access control [21]. A key question to consider is whether access to
aggregated provenance data (e.g. the most frequent genetic disorder) is allowed
and, if so, whether some standard notion of privacy like differential privacy (see,
for instance, [12]) used in statistical databases is appropriate for our application.
For example, often random noise is added to the output of a statistical query to
achieve differential privacy in statistical databases, but adding random noise to
the data values may prohibit repeatability of scientific experiments performed
using a workflow.

Module Privacy. Module privacy requires that the functionality of a private
module – that is, the mapping it defines between inputs and outputs – is not
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revealed to users without the required access privilege. Returning to our exam-
ple, assuming that M1 implements a function f1, module privacy with respect
to M1 requires that no adversarial user should be able to guess the output
f1(SNP, ethnicity) with high probability for any SNP and ethnicity input.
From a patient’s perspective, this is important because they do not want some-
one who may happen to have access to their SNP and ethnicity information to
be able to determine what disorders they are susceptible to. From the module
owner’s perspective, they do not want the module to be simulated by competitors
who capture all input-output relationships. It is easy to see that if information
about all intermediate data is repeatedly given for multiple executions of a work-
flow on different initial inputs, then partial or complete functionality of modules
may be revealed. The approach that we take in [11,10] is to hide a carefully
chosen subset of intermediate data, thereby limiting the amount of provenance
data shown to the user and guaranteeing some desired level of privacy. Since
there may be several different subsets of intermediate data whose hiding yields
the desired level of privacy, and certain data may be more useful utility-wise to
users than other data, this becomes an interesting optimization problem.

Note that there is an interesting connection between data and module privacy:
If a module is public (i.e. its function is known), then its output can be simulated
if the inputs are public. Therefore, hiding the output of a public module may
also require hiding some of its input. Furthermore, if a module is invertible then
its input can be simulated if the outputs are known. Again, hiding the input of
a public module may also require hiding some of its outputs.

Structural Privacy. The goal of structural privacy is to keep private the in-
formation that some module M contributes to the generation of a data item d,
output by another module M ′. For instance, in the execution of the workflow
W3, we may wish to hide the fact that the reformatted data from PubMed Cen-
tral (module M13) contributes to updating the private DB (module M12), and
hence to the output of module M12. One possible approach is to delete edges
and vertices from both the visible specification and its execution so as to elim-
inate all paths from M to M ′; for instance, in this example we can delete the
edge M13 → M14. However, by doing so, we may hide additional provenance
information that does not need be hidden (e.g. the existence of a path from
M13 to M15). Another approach would be to avoid altering the structure of
the workflow and instead find a view in which M13 and M12 are hidden in a
composite module P , so that the reachability of any pair (u, v) in P is no longer
externally visible, but in this case we may introduce some new paths that did not
exist before. Since there may be many different views of the same workflow, each
of which has a different composite module structure and different dependency
matrices, we may need to choose the “best” view. Once again one faces a chal-
lenging optimization problem: guaranteeing an adequate level of privacy while
minimizing unnecessary loss of information or introduction of spurious informa-
tion. Techniques from preserving the privacy of social networks [14,1,20,8,16]
may also be useful.
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4 Conclusion

We have presented a model of workflows based on context free graph grammars
in which fine-grained dependencies between inputs and outputs of an atomic
(non-expandable) module can be explicitly specified. Using this model, a view
can be defined using several techniques, including: 1) hiding data in an exe-
cution; 2) hiding substructure within composite modules, e.g. enabling only a
subset of the workflow productions, thereby allowing only some composite mod-
ules expansions; 3) hiding data flow edges in the specification. We also discussed
privacy concerns in workflow provenance – data, module and structure. Applying
a view to an execution yields a subset of the provenance information, in which
module executions and intermediate data of non-expandable modules are not
visible, and hidden data or data flow are not revealed. Note that hiding data
flow edges may introduce false negatives (data that actually is in the provenance
of a given data item is not returned in a provenance query) while using com-
posite modules may introduce false positives (data that is not actually in the
provenance of a given data item is returned) and/or false negatives, depending
on the fine-grained dependency graph associated with the composite module.
The utility of a view to a user can be measured by the number of false positives
or false negatives introduced in the view used to answer provenance queries.

Our approach of using a view to answer provenance queries while ensuring
privacy of the workflow components is quite different from that used in other
areas (statistical databases, data mining, social networks) where random noise is
added or other randomized mechanisms are applied to guarantee privacy. These
approaches do not seem to be directly applicable to our problem; provenance
queries are quite different in nature from aggregate queries, and results of scien-
tific experiments performed using a workflow are expected to be repeatable and
accurate over different executions. The chief challenge is have a formal analysis
of privacy and a utility guarantee of the solutions we provide, which leads to
numerous new research directions. In our initial research for module privacy, we
used a weaker notion of privacy called �-diversity [15]. In our current work we
are studying whether stronger notion of privacy (such as differential privacy)
can be applied meaningfully to our application.
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S., Anand, M.K., Freire, J.: Provenance in scientific workflow systems. IEEE Data
Eng. Bull. 30(4), 44–50 (2007)

10. Davidson, S.B., Khanna, S., Milo, T., Panigrahi, D., Roy, S.: Provenance views
for module privacy. In: Proceedings of the 30th ACM SIGMOD-SIGACT-SIGART
Symposium on Principles of Database Systems, pp. 175–186 (2011)

11. Davidson, S.B., Khanna, S., Panigrahi, D., Roy, S.: Preserving module privacy in
workflow provenance (2010) (manuscript), http://arxiv.org/abs/1005.5543

12. Dwork, C.: Differential Privacy. In: Bugliesi, M., Preneel, B., Sassone, V., Wegener,
I. (eds.) ICALP 2006. LNCS, vol. 4052, pp. 1–12. Springer, Heidelberg (2006)

13. Freire, J., Silva, C.T., Callahan, S.P., Santos, E., Scheidegger, C.E., Vo, H.T.:
Managing Rapidly-Evolving Scientific Workflows. In: Moreau, L., Foster, I. (eds.)
IPAW 2006. LNCS, vol. 4145, pp. 10–18. Springer, Heidelberg (2006)

14. Korolova, A., Motwani, R., Nabar, S.U., Xu, Y.: Link privacy in social networks.
In: CIKM, pp. 289–298. ACM, New York (2008)

15. Machanavajjhala, A., Kifer, D., Gehrke, J., Venkitasubramaniam, M.: L-diversity:
Privacy beyond k-anonymity. ACM Trans. Knowl. Discov. Data 1(1), 3 (2007)

16. Machanavajjhala, A., Korolova, A., Sarma, A.D.: Personalized social recommen-
dations: accurate or private. Proc. VLDB Endow. 4, 440–450 (2011)

17. Moreau, L., Freire, J., Futrelle, J., McGrath, R.E., Myers, J., Paulson, P.: The
Open Provenance Model: An overview. In: Freire, J., Koop, D., Moreau, L. (eds.)
IPAW 2008. LNCS, vol. 5272, pp. 323–326. Springer, Heidelberg (2008)
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Abstract. Databases today are carefully engineered: there is an expensive and
deliberate design process, after which a database schema is defined; during this
design process, various possible instance examples and use cases are hypothe-
sized and carefully analyzed; finally, the schema is ready and then can be popu-
lated with data. All of this effort is a major barrier to database adoption.

In this paper, we explore the possibility of organic database creation instead
of the traditional engineered approach. The idea is to let the user start storing data
in a database with a schema that is just enough to cove the instances at hand. We
then support efficient schema evolution as new data instances arrive. By designing
the database to evolve, we can sidestep the expensive front-end cost of carefully
engineering the design of the database.

The same set of issues also apply to database querying. Today, databases ex-
pect queries to be carefully specified, and to be valid with respect to the database
schema. In contrast, the organic query specification model would allow users to
construct queries incrementally, with little knowledge of the database. We also
examine this problem in this paper.

1 Motivation

Database technology has made great strides in the past decades. Today, we are able
to process efficiently ever larger numbers of ever more complex queries on ever more
humongous data sets. We can be justifiably proud of what we have accomplished.

However, when we see how information is created, accessed, and shared today,
database technology remains only a bit player: much of the data in the world today
remains outside database systems. Even worse, in the places where database systems
are used extensively, we find an army of database administrators, consultants, and other
technical experts all busily helping users get data into and out of a database. For al-
most all organizations, the indirect cost of maintaining a technical support team far ex-
ceeds the direct cost of hardware infrastructure and database product licenses. Not only
are support staff expensive, they also interpose themselves between the users and the
databases. Users cannot interact with the database directly and are therefore less likely
to try less straightforward operations. This hidden opportunity cost may be greater than
the visible costs of hardware/software and technical staff. Most of us remember the day
not too long ago when booking a flight meant calling a travel agent who used magic
incantations at an arcane system to pull up information regarding flights and to make
bookings. Today, most of us book our own flights on the web through interfaces that
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are simple enough for anyone to use. Many enjoy the power of being able to explore
options for themselves that would have been too much trouble to explain to an agent,
such as willingness to trade off price against convenience of a flight connection.

Search engines have done a remarkable job at directly connecting users with the web.
Users can publish documents of any form on the Web. For a keyword query, the user is
pointed to a set of documents that are most likely to be relevant to the user. This best-
effort nature can lead to possibly inaccurate results, but it allows the users the ability to
easily and efficiently get information into and out of the ever-changing Web.

In contrast, the database world has had the heritage of constructing rigid, precisely
defined, carefully planned, explicitly engineered, silos of information based on pre-
dictions regarding data and queries. It was assumed that information would be clean,
rigid and well structured. This has led to databases today being hard to design, hard to
modify, and hard to query.

When we look at characteristics of search, we find that there is very low prediction
and planning burden placed on users – neither to query nor to publish data. Furthermore,
precision, while desirable, is not required. In contrast, users interacting with databases
find themselves fighting an uphill battle with the constant flux of the data they deal with
in today’s highly connected world.

Our goal in this paper is to render database interaction lenient in its demands for pre-
diction, planning, and precision. We call this organic, to distinguish from the carefully
designed and engineered “synthetic” database and query system used today. The result
of an organic query may not be as perfect as the result of an engineered query, but it has
the benefit of not requiring precision and planning, and hence being more “natural” for
most users. To be able to develop such an organic system, let us first study the precision
and planning challenges that users face as they interact with databases.

2 Challenges

2.1 Structure Specification Challenge

Precise specification is challenging for users interacting with a database. Consider an
airline database with a basic schema shown in Figure 1, for tracing planes and flights.
The data encapsulated is starting location, destination, plane information, and times —
essentially what every passenger thinks of as a flight. Yet, in our normalized relational
representation, this single concept is recorded across four different tables. Such splat-
tering of data decreases the usability of the database in terms of schema comprehension,
join computation, and query expression.

First, given the large number of tables in a database, often with poorly named entities,
it is usually not easy to understand how to locate a particular piece of data. Even in a
toy schema such as Figure 1, there is the possibility of trouble. Obviously, the airports
table has information about the starting location and the destination. To find what is
used by a particular flight, we have to bring up the schema and follow the foreign key
constraint, or trace the database creation statements. Neither solution is user-friendly,
and thus the current solution is often to leave the task to DBAs.

The next problem users face is computing the joins. We break apart information
during the database design phase such that everything is normalized — space efficient
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airplane

id
type
serial_number

schedule

id
day_of_week
departure_time
arrival_time

flight_info

id
flight_number
airplane_id
tid
fid
schedule_id
date

airports

id
city_name
airport_name

Fig. 1. The base tables needed to store a “flight”. A flight contains from location, destination,
airplane info and schedule, yet consists of at least four tables. Note that an actual schema for such
data is likely to involve many more attributes and tables.

and amenable to updates. However, the users will have to stitch the information back
together to answer most real queries. The fundamental issue is that joins destroy the
connections between information pertaining to the same real world entities. Query spec-
ification is non-intuitive to most normal users in consequence. But even the design is
brittle. What if a single flight has multiple flight numbers on account of code sharing?
What about special flights not on a weekly schedule? There are any number of such
unanticipated possibilities that could render a carefully designed structure inadequate
instantly.

2.2 Remote Specification Challenge

Querying in its current form requires prediction on the part of the user. In our airline
database example, consider the specification of a three letter airport code. Some inter-
faces provide a drop down list of all the cities that the airline flies into. For an airline
of any size, this list can have hundreds of entries, most of which are not relevant to the
user. The fact that it is alphabetized may not help — there may be multiple airports for
some major cities, the airport may be named for a neighboring city, and so on.

A better interface allows a user to enter the name of the place they want to get to,
and then looks for close matches. This cannot be a simple string comparison — we
need Narita airport to be suggested no matter whether the user entered Narita or Tokyo
or even Tokyu. This does not seem too hard, and some airline web sites will do this.
But now consider a user who wants to visit Aizu. No airline search interface today, to
our knowledge, can suggest flying into Narita airport in response to a search for Aizu
airport even though that is likely to be the preferred solution for most travelers.

On account of difficulty in prediction, it is often the case that the user does not
initially specify the query correctly. The user then has to revise her query and resubmit
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if it did not return desired results. However, essentially all query languages, including
visual query builders, separate query specification from output.

Our goal is to enable users to query a database in a WYSIWYG (What You See Is
What You Get) fashion. Consider the display of a world map. The user could zoom into
the area of interest and select airports geographically from the choices presented. Most
map databases today provide excellent direct manipulation capabilities, including pan,
zoom, and so on. Imagine a map database without these facilities that requires users
to specify, through a text selection of zip code or latitude/longitude, the portion of the
map that is of interest each time. We would find it terribly frustrating. Unfortunately,
most database query interfaces today are not WYSIWYG and can be compared to this
hypothetical frustrating map query interface.

What does WYSIWYG mean for databases? After all, the point of specifying a query
is to get information that the user does not possess. Even search engines are not WYSI-
WYG. A WYSIWYG interface for selection specification and data results involves a
constant predictive capability on the part of the system. For example, instantaneous-
response interfaces (56) allow users to gain insights into the schema and the data during
query time, which allows the user to continuously refine the query as they are typing
the initial query. By the time the user has typed out the entire query, the query has been
correctly formulated and the results have returned. Furthermore, if the user then wishes
to modify the query, this should be possible by direct manipulation of the result set
rather than an ab initio restatement of the query.

2.3 Schema Evolution Challenge

While database systems have fully established themselves in the corporate market, they
have not made a large impact on how users organize their everyday information. Many
users would like to put into their databases (8) information such as shopping lists, ex-
pense reports, etc. The main reason for this is that creating a database is not easy.

Database systems require that the schema be specified in advance, and then populated
with data. This burdens the user with developing an abstract design of the schema –
without any concrete data – a task that we computer scientists are trained to do, but
most others find very difficult. Furthermore, careful planning is required as users are
expected to predict what data they will need to store in the future, and what queries
they may ask, and use these predictions to develop a suitable schema.

Example 21. Consider a user, Jane, who started to keep track of her shopping lists.
The first list she created simply contained a list of items and quantities of each to be
purchased. After the first shopping trip, Jane realized that she needed to add price infor-
mation to the list to monitor her expenses and she also started marking items that were
not in stock at the store. A week before Thanksgiving, Jane created another shopping
list. However, this time, the items were gifts to her friends, and information about the
friends therefore needed to be added to create this “gift list.” A week after Christmas,
Jane started to create another “gift list” to track gifts she received from her friends.
However, the friends information were now about friends giving her gifts. In the end,
what started as a simple list of items for Jane had become a repository of items, stores,
and more importantly, friends — an important part of Jane’s life.
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The above example, although simple, illustrates how an everyday database evolves and
the many usability challenges facing a database system. First, users do not have a clear
knowledge of what the final structure of the database will be and therefore a com-
prehensive design of the database is impossible at the beginning. For example, Jane
did not know that she needed to keep track of information about her friends until the
time had come to buy gifts for them. Second, the structure of the database grows as
more information become available. For example, the information about price and out
of stock only became available after the shopping trip. Finally, information structures
may be heterogeneous. For example, the two “gift lists” that Jane created had different
semantics in their friends information and the database needs to gracefully handle this
heterogeneity.

In summary, for everyday data, the structure grows incrementally and a database sys-
tem must provide interfaces for users to easily create both unstructured and structured
information and to fluidly manipulate the structure when necessary.

3 Proposed Solution

3.1 Presentation Data Model

We propose the use of a presentation data model (36), as a full-fledged layer above
the physical and logical layers in the database. Just as the logical layer provides data
abstraction and saves the user from having to worry about physical data aspects such
as data structures, indices, access methods, etc., the presentation layer saves the user
from having to worry about logical data aspects such as relational structure, keys, joins,
constraints, etc. To do this, the presentation layer should be able to represent data in a
form most suited for the user to easily comprehend, manipulate and query.

3.2 Addressing Structure Specification Challenge

We address the structure specification challenge through the qunit search paradigm (57),
where the database is translated into a collection of independent qunits, which can be
treated as documents for standard IR-like document retrieval. A qunit is the basic, in-
dependent semantic unit of information in a database. It represents a quantified unit
of information in response to a user’s query. The database search problem then be-
comes one of choosing the most appropriate qunit(s) to return, in ranked order. Users
only have to input keywords, which is much simpler than navigating complex database
schema and specifying a structured query. In other words, the precision burden is lifted
from the user. Consider the flight example in Figure 1. A qunit “flight” can be defined
to represent the complete information of what a passenger thinks of as a flight. The
qunit includes starting location, destination, plane, and time of travel. This completely
relieves users from having to manually performing joins among all the tables. As a
user inputs a search criterion, for example “from DTW to LAX, Jan. 2010”, qunits are
ranked based on the input and the best matches are presented to the user.

We now explain the definition of qunits over a database, and how to search based on
qunits. We use a slightly more complex IMDb movie database in order to explain more
effectively. Figure 2 (a) shows a simplified example schema of a movie database, which
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person

cast

movie
genre

name
birthdate

gender

title

releasedate
rating

info

level

role

(a) An Simplified database schema (b) Qunit Search on IMDb

Fig. 2. Qunit Example

contains entities such as movie, cast, person, etc. Qunits are defined over this database
corresponding to various information needs. For example, we can define a qunit “cast”,
as the people associated with a movie. Meanwhile, rather than having the name of
the movie repeated with each tuple, we may prefer to have a nested presentation with
the movie title on top and one tuple for each cast member. The base data in IMDb is
relational, and against its schema, we would write the base expression in SQL with the
conversion expression in XSL-like markup as follows:

SELECT * FROM person, cast, movie
WHERE cast.movie_id = movie.id AND
cast.person_id = person.id AND
movie.title = "$x"
RETURN
<cast movie="$x">
<foreach:tuple>
<person>$person.name</person>
</foreach:tuple>
</cast>

The combination of these two expressions forms our qunit definition. On applying this
definition to a database, we derive qunit instances, one per movie.

To search based on qunits, consider the user query, star wars cast, as shown in Fig-
ure 2 (b). Queries are first processed to identify entities using standard query segmen-
tation techniques (73). In our case one high-ranking segmentation is “[movie.name]
[cast]” and this has a very high overlap with the qunit definition that involves a join be-
tween “movie.name” and “cast”. Now, standard IR techniques can be used to evaluate
this query against qunit instances of the identified type; each considered independently
even if they contain elements in common. The qunit instance describing the cast of the
movie Star Wars is chosen as the appropriate result.

In current models of keyword search in databases, several heuristics are applied to
leverage the database structure to construct a result on the fly. These heuristics are often
based on the assumption that the structure within the database reflects the semantics
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assumed by the user (though data / link cardinality is not necessarily an evidence of
importance), and that all structure is actually relevant towards ranking (though internal
id fields are never really meant for search).

3.3 Addressing Schema Evolution Challenge

In this section we address the schema evolution challenge (Sec. 2.3) by proposing a
technique for drag-and-drop modification of data schemas in the spreadsheet-like pre-
sentation model, enabling organic evolution of a schema and lifting the planning burden
from the user. Consider the example of Jane’s shopping list again. Figure 3 shows how
Jane can organically grow the schema of the shopping list table. Initially, she has only
columns for items to shop (Figure 3 (a)). She later tries to add information about friends
to whom the gifts will be given, for instance, by adding a “name” column in “Shopping
List”. But now, Peter, a close friend of Jane, appears twice since both item Xbox and
iPod will be given to him. As a result, Jane may think it makes more sense to group the
gifts by person. Jane can do this by dragging the header of the name column and drop-
ping it on the lower edge of the “Shopping List” (Figure 3 (b)). This makes the name
attribute a level up; the rest of the columns forms a sub-relation “Gift” (shown in Fig-
ure 3 (c)). Now Jane can feel free to add new information, such as an attribute “address”,
for her friends without worrying that these information would be duplicated (Figure 3
(d)). This process shows how effortless it is for Jane to grow the table about shopping
items to include information about friends and structure the table as she desires.

(a) Initial Shopping List (b) Moving Name Column

(c) After Moving Name Column (d) Adding Address Column

Fig. 3. Organic Schema Evolution

Next, we briefly outline the challenges in building a system such as this, and our
plans to tackle these challenges.

Specification: Specifying a schema update as in Figure 3 is challenging using existing
tools. For example, using conventional spreadsheet software, it is impossible to arrive
at a hierarchical schema as shown in Figure 3 (d). To specify the schema update, one
has to split the table manually. Alternatively, using a relational DBMS, one has to set
up the cross-table relationship, which is not easy for end-users, even with support from
GUI tools.

We show how to use a presentation layer to address the specification challenge. We
design the presentation layer based on a next-generation spreadsheet and it supports
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easy schema creation and modification through a simple drag-and-drop interface. We
call such a spreadsheet span table because it is presented in such a way that both table
headers and data fields can span multiple cells. The presentation supports four key op-
erations: move an attribute to be part of a sub-relation (e.g., we can move the “Name”
column back to “Gift” in Figure 3 (d)), move an attribute out of a sub-relation (the con-
verse of the previous one), create a intermediate sub-relation by moving an attribute up
one layer (e.g., Jane moves “Name” out to create a new sub-relation under “Shopping
List” as in Figure 3 (b)) or down a layer (e.g., moving “In Stock” down deepens it by
inserting a new immediate level, with only “In Stock” in it; Jane can later add new
columns such as “Date” to indicate the timestamp of stocking information).

Data Migration: Once a new schema is specified, there is still a critical task of migrat-
ing existing data to the new schema. Because the schema structure is changed, one has
to introduce a complex mapping in order to “fit” the old data into the new schema. Even
if spreadsheet software supporting hierarchical schema is provided, the user may still
have to manually copy data in a cell-by-cell manner to perform such mapping, which is
extremely time-consuming and error-prone.

We address this challenge with an algebraic layer. Directly below the presentation
layer, the algebraic layer must translate drag-and-drops into operations that modify the
basic structure of the span table. For this purpose, we have proposed a novel span table
algebra consisted of three sets of operations. The first set, schema restructuring oper-
ators, corresponds to the four aforementioned operations in the presentation layer. We
also have a second set of schema modification operators for adding/dropping columns
in any sub-relations. Finally, there is a set of data manipulation operators (insert, delete,
and update), which extends traditional data edit to our hierarchical presentation. This
algebraic layer completely automates the data migration as soon as the the schema mod-
ification is performed.

Data Integrity: Expressing and understanding integrity constraints is central to schema
design, and thus also critical for an organic database where schema is continuously
evolved. Functional dependencies (FD) are often used in database design to add seman-
tics to schemas and to assert integrity constraints for data.

Nested functional dependencies have been studied extensively in the past (32). How-
ever, CRIUS presents some new challenges due to its user-centric support for data and
schema modification. When a user updates data, or modifies the schema, it is important
to understand how the update affects existing dependencies so that we can communi-
cate this information back to the user, and optionally take steps to resolve any resulting
inconsistencies.

For this challenge, we consider two specific operations: data value updates and
schema updates. For the former case, we show how data value updates and integrity
constraints interfere with each other and how we may take advantage of such infer-
ence to guide user data entry from a set of appropriately maintained FDs. Specifically,
we feature autocompletion for qualified data entry and provide a contextual menu to
alert the user each time she issues an update that violates a given FD, in order to pre-
serve data integrity. For schema updates, our hypothesis is that for each schema update
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operation there is a way to “rewrite” involved FDs to preserve their validity. Precisely
how to rewrite the schema is described in detail in (62).

Performance: Schema evolution is usually a heavy-weight operation in traditional
database systems. It is not unusual for a commercial database to take days to com-
plete the maintenance required after schema evolution. IT organizations carefully plan
schema changes, and make them only infrequently. In contrast, everyday users are un-
likely to plan carefully. We would like to develop techniques that support quick schema
evolution without giving up on any of the other desirable features.

We address performance challenge with a storage layer to implement a practical
means of actually storing the data. Conventionally, database systems have been de-
signed with the goal of optimizing query processing. However, schema modifications
(e.g., ALTER TABLE) are often time-consuming, heavy-weight operations in current
systems. We utilize a vertically partitioned format for the storage layer. Our goal is to
significantly reduce the performance penalty incurred due to schema modifications at a
very modest cost of overhead in query processing.

Understanding Schema Evolution: When a schema has evolved over an extended
period of time, it is difficult for a user to keep track of the changes. A natural need is to
concisely convey to the user how a database has been evolving. For example, the user
may query the relationship between columns in the initial schema and the final schema
and how the transformation from old columns to new ones took place over time. We
want to show users the gradual organic changes rather than a sudden transformation.
We could keep track of all the changes step by step, which requires all changes to be
maintained. If such information is not available, which is frequently the case when the
user looks at external data sources, we seek to automatically discover such evolution
from the data. Challenges involve mining conceptual changes from large amounts of
changes to the database (e.g. Inferring the splitting of every “Name” column in each
table to two “First Name” and “Last Name” columns, followed by a normalization of
the names into a single table). Mining such inferences can be done using either just the
data, or a combination of the data and provenance information.

4 Related Work

Database usability started to receive attention more than 25 years ago (23) and gained
more momentum lately (36). Research in database usability has been mainly focusing
on innovative and effective query interface design, including visual, text (i.e., keyword),
natural language interfaces, direct manipulation interfaces, and spreadsheet interfaces.

Visual Interfaces: Query By Example (79), which is the first study on building a query
interface not based on a database query language, allows users to implicitly construct
queries by identifying examples of desired data elements. This work is followed more
recently by QBT (65), Kaleidoquery (55), VISIONARY (9), MIX (54), Xing (27), and
XQBE (13). Alternatively, forms-based query interface design has also been receiving
attention. Early works on such interfaces include (26; 20), which provide users with
visual tools to frame queries and to perform tasks such as database design and view
definition. This direction is more recently followed by GRIDS (64) and Acuity (68),
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and, in XML database systems, by FoXQ (1), EquiX (21), QURSED (60). Adaptive
form construction is studied in DRIVE (53), which enables runtime context-sensitive
interface editing for object-oriented databases, and in (38), which studies how forms
can be automatically designed and constructed based on past query history. Recent work
by Jayapandian and Jagadish proposes techniques for automatic construction of forms
based on database schema and data (39) and expressive form customization (40).

Text Interfaces: The success of Information Retrieval (IR) style (i.e., keyword based)
search among ordinary users has prompted database researcher to study a similar search
interface for database systems. The goal is to maintain the simplicity of the search and
exploit not only the textual content of the tuples, but also the structures within and
across tuples to rank the results in a way that is more effective than the traditional
IR-style ranking mechanism. For relational databases, this approach is first studied
by Goldman et. al. in (28) and followed by many systems, including DBXplorer (2),
BANKS (10), DISCOVER (34), and ObjectRank (7). For XML databases, the inher-
ently more complicated structure within the database content allows the researchers to
explore query languages ranging from pure keywords and approximate structural query,
and has led to various projects including XSEarch (22), XRANK (29), JuruXML (16),
FlexPath (5), Schema-Free XQuery (48), and Meaningful Summary Query (77). A more
recent trend in keyword-based search is to analyze a keyword query and automatically
discover the hidden semantic structures that the query carries. This trend has influenced
the design of projects for both traditional database search (41) and web search (51).

Natural Language Interfaces: Constructing a natural language interface to databases
has a long history (6). In particular, (66) analyzed the expressive power of a declar-
ative query language (SEQUEL) in comparison to natural language. Most recently,
NaLIX (47) proposed a generic natural language interface to XML database, which
is capable of adapting to multiple domains through user feedbacks. However, to this
day, natural language understanding is still an extremely difficult problem, and current
systems tend to be unreliable or unable to answer questions outside a few predefined
narrow domains (61).

Direct Manipulation Interfaces: Direct manipulation (67), although a crucial concept
in the user interface field, is seldom mentioned in database literature. Pasta-3 (46) is
one of the earliest efforts attempting a direct manipulation interface for databases, but
its support of direct manipulation is limited to allowing users to manipulate a query
expression with clicks and drags. Tioga-2 (4) (later developed into DataSplash (58)) is
a direct manipulation database visualization tool, and its visual query language allows
specification with a drag-and-drop interface. Its emphasis, however, is on visualization
instead of querying. Recent work by Liu and Jagadish (50) develops a direct manipula-
tion query interface based on an spreadsheet algebra.

Spreadsheet Interface: Spreadsheets have proven to be one of the most user-friendly
and popular interfaces for handling data, partially evidenced by the ubiquity of Mi-
crosoft Excel. FOCUS (71) provides an interface for manipulating local tables. Its query
operations are quite simple (e.g., allowing only one level of grouping and being highly
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restrictive on the form of query conditions). Tableau (30), which is built on VizQL (31),
specializes in interactive data visualization and is limited in querying capability. Spread-
sheets have also been used for data cleaning (63), logic programming (70), visualization
exploration (37), and photo management (43). Witkowski et al (75) proposed SQL ex-
tensions supporting spreadsheet-like computations in RDBMS.

Query interface is just one aspect of database usability, there are many other research
fields that have direct or indirect impacts on the usability of databases, which we briefly
describe below.

Personalization: Studies in this field attempt to customize database systems for each
individual user and therefore making them easier to explore and extract information by
the particular user, e.g., (24). In addition, studies have also been focusing on analyzing
past query workloads to detect the user interests and provide better results tuned to those
interests, e.g., (45; 19; 35). It is also worth noting that the notion of personalization has
also found interest in the information retrieval community, where the ranking of search
results is biased using a certain personalized metric (33; 42).

Automatic Database Management: To alleviate the burden on database administra-
tors, commercial database systems come with a suite of auxiliary tools. The AutoAdmin
project (3; 18) at Microsoft, initiated by Surajit Chaudhuri and his colleagues, makes
great strides with respect to many aspects of database configuration including physical
design and index tuning. Similarly, the Autonomic Computing project (49; 52) at IBM
provides a platform to tune a database system, including query optimization. However,
none of these projects deal with the user-level database usability that is the focus of this
proposal.

Database Schema Design: This has been studied extensively (11; 76; 12; 59). There is
a great deal of work on defining a good schema, both from the perspective of capturing
real-life requirements (e.g., normalization) and supporting efficient queries. However,
schema design has typically been considered a heavyweight, one-time operation, which
is done by a technically skilled database administrator, based on careful requirements
analysis and planning. The new challenge of enabling non-expert user to “give birth” to
a database schema was posed recently (36), but no solution was provided.

Usability Study in Other Systems: Usability of information retrieval systems was
studied in (72; 78), which analyzed usability errors and design flaws, and also in (25),
which performed a comparison of usability testing methods. Principles of user-centered
design were introduced in (44; 74), including how they could complement software
engineering techniques to create interactive systems. Incorporating usability into the
evaluation of computer systems was first studied in (14). An extensive user study was
performed in (17) to identify the reasons for user frustration in computing experiences,
while (15) takes a more formal approach to model user behavior for usability analysis.
There is also a recent move in the software systems community to conduct serious user
studies (69). However, for database systems in particular, these only scratch the surface
of what needs to be done to improve usability.
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1 Introduction

Harnessing a crowd of Web users for the collection of mass data has recently
become a wide-spread phenomenon [9]. Wikipedia [20] is probably the earliest
and best known example of crowd-sourced data and an illustration of what can
be achieved with a crowd-based data sourcing model. Other examples include
social tagging systems for images, which harness millions of Web users to build
searchable databases of tagged images; traffic information aggregators like Waze
[17]; and hotel and movie ratings like TripAdvisor [19] and IMDb [18].

A primary advantage of crowd-based data sourcing is the ability to reach and
engage a broader intelligence pool. In the Internet era, this has a great potential
of generating information repositories that are otherwise very difficult to con-
struct and for identifying new unforseen solutions and products. The potential
for cost-savings associated with crowd data sourcing also provides attractive pro-
curement alternatives to companies bound to tight budgets, particularly during
economic downturns.

Yet despite some success stories like the ones mentioned above, the actual
realization of the promising advantages from crowd data sourcing are still far
from being well-achieved. This comes notably from the difficulty of managing
huge volumes of data and users of questionable, ever changing, quality and re-
liability. Every single initiative built around this concept had to battle - almost
from scratch - the same non-trivial challenges. The ad hoc solutions found, even
when successful, are application specific and rarely sharable.

To pave the road for successful crowd-based data sourcing, there is a need to
develop sound scientific foundations for the management of crowd-sourced data
[12,13,7]. We believe that such a principled approach is essential to obtain knowl-
edge of superior quality, to realize the task more effectively and automatically, be
able to reuse solutions, and thereby to accelerate the pace of practical adoption
of this new technology that is revolutionizing our life. We briefly describe here
the requirements from such a model and the research advances that have been
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done so far in this direction at the Tel-Aviv Databases group [5,4,3]. We sketch
below a formal model that we developed for capturing diverse facets of crowd-
sourced data. We also describe the reasoning capabilities that are required for
managing and controlling data sourcing, cleaning, verification and querying.

2 Declarative Management of Crowed-Sourced Data

To illustrate the main ideas underlying our proposed framework, let us con-
sider one common technique for attracting the crowd to contribute useful facts,
namely games [16,11]. In the internet era, such techniques have the potential of
generating large databases of facts, that is otherwise very difficult to construct.
However, the design of games that fulfill this potential is not an easy task, and
involves significant challenges. Consider for instance a Web Trivia game where
user answers to questions are used to create a database of facts in some topic.
For instance of capital cities, contributed independently by various Web users.
The players are presented with questions on capital cities, and their answers are
added to the database. This database can in turn be used to answer queries
posed by (a possibly different set of) users. The problem is that some of the
facts contributed by users may be wrong, and some may be contradicting, for
example two different users claiming different cities to be the capital of England.

Even in this simple settings, several dilemmas arise in designing the data
layer of the game: for instance, how to choose the questions that the game poses
to users so as to maximize the expected knowledge gain? Which users to pose
these questions to? How to settle contradictions in the database when answering
queries?

For each of these questions, hard-coded solutions can be employed. But no sin-
gle solution is guaranteed to always achieve superior results, and the quality of
results also depends on the type of data set in hand; and as always, hard-coded
solutions are inflexible, hard to adapt and deploy. In contrast, it is desirable to use
a declarative framework for the data layer of crowdsourcing games (and more gen-
erally for crowd-sourced data collection and management) which allows for rapid
adjustments, modification and optimization. The development of such framework
is our goal. We stress here that we focus on the data layer of games. The full design
of games involves many additional important issues such as GUI, communication
layer and others, that are outside of the scope of the present work.

One may consider using standard declarative data management frameworks
for this task. However, as we next observe, practical techniques in this context
encounter difficulties that are difficult to address with current frameworks. One
such difficulty lies in the uncertainty on which data items are correct; this uncer-
tainty is due to the lack of an authoritative opinion, and it is common to capture
it with probabilities. A related difficulty is due to the recursive dependencies be-
tween the above two challenges: to identify the questions that should be posed
to users, we must first know which data pieces are correct, which require vali-
dation, and which are completely missing. On the other hand, in order to know
how the data should be cleaned, we need to know which users can be trusted,
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this depending on their contribution (correct and incorrect) to the aggregated
data set introduced into the system.

For instance, one possible solution is based on a set of probabilistic, Pagerank-
style rules. A first such rule may randomly decide in which fact to believe, using a
distribution that is based upon the credibility of these two users. The credibility
of users can then be updated accordingly, via a second rule: for instance, users
that supported this fact may now be considered more credible. We may again
choose in which facts to believe, based on these new calculated credibility scores,
etc. The results of these recursive process can be used for the different tasks
listed above. The believed answers can be used to answer queries; the computed
credibility of users can be used to identify users that should be asked to gain
information; and the questions that they will be asked correspond to facts with
high level of uncertainty (close to 50%).

This is only one possible solution, and there are many plausible others. In
particular, for settling contradictions, many approaches been proposed in the
literature in the context of data cleaning [14,1,8,2]. For example, a simple ap-
proach decides between two contradicting facts according to their support [14];
another approach suggests the application of “transformation” rules [1] that fix
parts of the data. [2] presents a technique to solve key violations using prob-
abilistic choice over possible Database repairs. A recent paper [8] suggests to
gradually clean data based on “corroboration”, i.e. the trust the system has in
the users providing it. This is in fact a non-probabilistic (yet recursive) variant
of the PageRank-style policy depicted above. Similarly, the choice of questions
to ask users may be based on facts with low entropy, and the users to which
these question are posed may be those that gained high credibility in related
facts (rather than overall high credibility).

So, we have observed that recursion and probabilistic data lie at the core of the
developed techniques. However, current declarative frameworks (e.g. [10]) either
support only probabilistic rules, or only recursion, but not both. Consequently,
the development of a novel framework is required. We next briefly explain the
principles underlying the one that we propose.

Our framework (described formally in [4,5]) suggests an interface that is based
on SQL, but is augmented by a particular operator that allows to introduce
probabilities, and supports recursive rule invocation. This syntax allows for a
very easy implementation of the various tasks described above. The underlying
model is that of Markov Chain Monte Carlo (MCMC) [15]. The idea is that
we are given probabilistic rules and a query on the data. The former defines
probabilistic transitions between possible Database instances, serving as states
of the Markov Chain. The query possible results are sampled (hence the Monte
Carlo algorithm) in each database instance that is defined by the rules to be
clean. The output is a set of tuples that appeared in the query results, each
accompanied with a probability that intuitively reflects the fraction of its ap-
pearance in the observed samples. As it turns out, this provides an expressive
and flexible framework to easily capture, declaratively, data cleaning/question
selection/answer scoring policies [4].
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Several practical issues rise in the development of the framework. In order for
the question answering mechanism to be practical, it must return its answers to
users in split seconds; However, naturally, running the above sampling algorithm
requires much more time to run in practical cases. Therefore, a further effort is
thus required for designing preemptive computations that are done in offline and
significantly shorten the run-time performance. While we have made some initial
advances in this direction [4] much effort is still required and we believe this to
be an exiting future research direction.
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Abstract. Behavior capture is a popular experimental approach used to obtain 
human-like AI-controlled game characters through learning by observation and 
case-based reasoning. One of the challenges related to the development of 
behavior capture-based AI is the choice of appropriate data structure for agents’ 
memory. In this paper, we consider the advantages of acting graph as a memory 
model and discuss related techniques, successfully applied in several 
experimental projects, dedicated to the creation of human-like behavior. 

Keywords: Behavior capture, learning by observation, case-based reasoning, 
knowledge representation. 

1 Building Believable Game Characters with Behavior Capture 

1.1 Believable Behavior: A Key Feature of Game AI 

Modern computer games and simulation-and-training applications are often 
characterized as “virtual worlds”. This name emphasizes the growing complexity of 
game/simulation environments that are able to create higher sense of immersion than 
ever. This is done not only through hi-quality audiovisual technologies and detailed 
interactive physical models, but also with the help of modern AI methods. 

Many virtual worlds are inhabited both by human-controlled characters and AI 
agents that serve as world’s neutral “native population”, allies or enemies. For 
example, in Unreal Tournament game (Deathmatch mode), independent players try to 
kill each other in a 3D map, and each player can be controlled either by human or by a 
computer (in this case it is usually called “a bot”). In general, computer-controlled 
characters are found in a variety of video games and training simulators. A good 
example of such simulator (or a “serious game”) that involves computer-controlled 
opponents is Virtual Battle Space 2. This software is a variation of 3D world, 
specially designed for initial training of soldiers, and includes numerous training 
scenarios, ranging from vehicle driving in dangerous conditions and team combat to 
cultural-aware interaction with local population [1, 2]. 

                                                           
* Supported in part by the Fukushima Prefectural Foundation, Project F-23-1, FY2011. 
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Detailed and realistic virtual worlds set high demands on the quality of AI-
controlled characters. Relatively simple game environments provide limited acting 
options for an AI engine, so handcrafted finite-state machine-based scripted decision 
making systems usually work well. Complex virtual worlds allow computer-
controlled agents to exhibit complex behavior patterns, thus making the design of 
realistic human-like AI behavior an increasingly difficult task. 

This trend is well known to both academic researchers and game creators. First, it 
is widely emphasized that today’s AI-controlled game characters should be 
believable, i.e. human-like and virtually indistinguishable from human-controlled 
characters, in order to increase the overall enjoyability of a game [3, 4, 5]. Second, it 
is admitted that handcrafted AI systems are hardly able to provide believable 
behavior: scripted AI is easily recognized by experienced players, especially in 
complex virtual worlds. For example, even the best systems, participated in 2K 
BotPrize believability competition among Unreal Tournament bots were unable to 
deceive human judges [6]. 

1.2 Behavior Capture 

In today’s research projects human-like believable behavior is typically constructed 
by means of analyzing actual human behavior patterns and subsequently 
implementing them in AI system. Among them, most interest is evoked by the 
methods that can automatically construct agents’ knowledge by observing behavior of 
human players. This process is known as behavior capture [7]. Behavior capture was 
used, for example, to build Unreal Tournament bots [8, 9], computer-controlled 
boxers [10, 11], and an AI system for a real-time strategy game [12]. 

While general principles of behavior capture can be described as simply as “watch 
what the user does and try to reproduce the same patterns” (see Fig. 1), every 
particular game world sets own challenges. In our works [10, 11, 13] we identified 
several difficulties, related to practical implementation of behavior capture, common 
to a wide variety of computer games, and tried to address them in our AI architecture. 
Currently, our implementation is distributed as a set of tools and libraries under the 

Action 

Game situation & 
Action Game Engine 
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AI Agent 

Game situation 

Knowledge 
base 

AI Agent 
Game Engine 
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Fig. 1. Learning and acting of a behavior capture-based AI character 
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name of Artificial Contender [14]. Below we will introduce the method of 
representing agents’ knowledge in Artificial Contender. 

2 Knowledge Representation with Acting Graph 

2.1 Addressing Challenges and Requirements 

Our system was designed with the following goals in mind [15]: 

• complex, non-repetitive behavior of AI agents; 
• distinct personalities of AI characters, exhibiting a variety of skill levels and 

playing styles; 
• the capability to design, edit and adjust AI’s behavior (for a game designer). 

These requirements served as a basis for our decision to use a variation of finite-state 
machine that we call acting graph as a primary data structure of an AI agent’s 
knowledgebase (see Fig. 2; a similar solution was used in [9]). 

The nodes of this graph correspond to 
game situations. Game situation is a 
unique description of the current state of 
the game world, represented with a set of 
numerical attributes, defined by the game 
designer. For example, for the game of 
boxing such attributes may include the 
coordinates of both opponents, their 
directions (where opponents look), body 
position (standing, leaning, blocking, 
etc.), health state of each player, and  
so on. 

The edges of the graph correspond to 
the observed character’s actions that 
introduce changes into the game states. 
For example, a simple action “move 
left” connects two game situations that 

have a difference in character’s horizontal coordinate. There are no restrictions on 
incoming and outgoing connections: (a) one action may lead to several new game 
states (e.g., due to random factors involved in a game, the same action may yield 
different results); (b) different actions may lead to the same game state; and (c) 
distinct actions may connect the same pair of game situations (if a character is 
blocked between two walls, both “move forward” and “move backward” actions yield 
the same result). Each edge also has an associated probability: while a certain game 
situation may have numerous outgoing actions, not all of them may be equally 
preferable. 

 
 

Fig. 2. Acting graph 
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The ready acting graph represents a complete knowledgebase of a computer-
controlled character. Normally it is being constructed automatically during learning 
by observation phase. A human expert plays the game, and the computer system 
builds the acting graph on the fly according to the following procedure: 

wait for the next user action (A) 

S = (current game situation) 

WHILE game is not finished 

   wait for the next user action (A’) 

   S’ = (current game situation) 

   find graph nodes for S and S’  

   (if a node does not exist, create it) 

   establish a link between S and S’, and label it with A 

   (if this link exists already, increase action probability) 

   A = A’; S = S’ 

END LOOP 

Let us now consider how the selected data structure helps to achieve the stated 
goals. The acting graph stores all behavioral patterns, demonstrated by human 
players. Unlike many knowledge representation mechanisms, such as neural 
networks, it does not eliminate the noise: even if a certain sequence of actions 
occurred only once during the training session, it will be still preserved in the graph. 
Thus an AI agent acquires all idiosyncratic elements of its trainer’s style. By asking 
different human experts to train individual game characters, we obtain separate AI 
agents with different styles of acting [10]. 

Another significant advantage of acting graph is the possibility of manual 
modification. Acting graph can be visualized (we do it with AT&T’s GraphViz 
tool [16]) and edited by the game designer. It is possible to remove unwanted or 
unintentional sections, to create artificial acting sequences, and to join separate graphs 
into a single knowledgebase. 

Acting graph also lets the AI system to analyze the consequences of applied 
actions. The game designers might want to increase AI agent’s skill level by means of 
automatic reward-and-punishment schemes (the use of reinforcement learning in 
behavior capture-based AI is discussed in [11]) or with the help of a heuristic action 
evaluation function. Such a function can traverse a graph, discover that a certain 
action is always weak (e.g., it always leads to game states with lower health level of 
the character), and discard it. 

In general, clear and understandable structure of acting graph leaves enough room 
for new experiments. For example, in one of our research projects we tried to improve 
adaptivity of AI agents as follows. The agent is programmed to constantly learn new 
acting sequences from its current opponent. Each action is marked with a timestamp 
(when it was learned by the system). After certain time interval, old actions are 
removed from the graph. With this technique, we were able to obtain highly adaptive 
behavior: an agent tries to learn its opponent’s tactics, and quickly changes behavioral 
patterns when the opponent decides to try another style. 
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2.2 Decision Making System 

While automatic building of a knowledgebase is a rather straightforward process, the 
use of agent’s knowledge for decision making involves more complicated techniques. 
In order to follow human player’s style of behavior, the AI system has to perform 
case-based reasoning: it needs to identify a node in the acting graph that matches the 
current game situation, and to apply one of the actions, found in outgoing edges. The 
complications are caused by heuristic nature of matching algorithm: perfect matches 
are rare, so the system needs to be able to relax matching conditions gradually until an 
approximate match is found. 

Our system allows the game designer to specify the sequence of search operations 
and their types, used to find an approximate match. There are two basic options: exact 
search with attribute exclusion (static generalization) and search with attribute 
variations (dynamic generalization). 

Exact search finds a node that perfectly matches the given game situation. Since 
game situations are coded with numbers, this is done in O(log n) time for a graph, 
stored as a binary search tree. Attribute exclusions add more flexibility: the game 

designer can specify game 
situation attributes that are not 
taken into account while 
matching. So if the exact match 
is not found, we can repeat the 
search with relaxed conditions. 
In order to implement this 
feature, we require the game 
designer to define all searchable 
combinations of attributes in 
compile time. During learning 
by observation, the system 
builds additional acting graphs 
with reduced nodes, and stores 
them in separate binary search 
trees (see Fig. 3). 

Dynamic generalization is a 
wrapper around basic search 
routine. It allows the designer to 
specify an admissible matching 
range for each attribute instead 

of its exact value. For example, if the current game situation is represented with a 
tuple of three attributes (a0, b0, c0), the use of dynamic generalization on two first 
attributes with a range [-1…1] will match the following nine tuples:  

(a0 – 1, b0 – 1, c0)  (a0, b0 – 1, c0)  (a0 + 1, b0 – 1, c0) 

(a0 – 1, b0, c0)      (a0, b0, c0)      (a0 + 1, b0, c0) 

(a0 – 1, b0 + 1, c0)  (a0, b0 + 1, c0)  (a0 + 1, b0 + 1, c0) 

Fig. 3. Static generalization levels 
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This technique is useful when a certain attribute is important and thus cannot be 
excluded, but its exact value may slightly vary (as in case of game characters’ 
coordinates). Currently, dynamic generalizations indeed rely on multiple calls to the 
basic search routine, thus potentially leading to combinatorial explosion of searches. 
However, in our practical experiments we were able to obtain satisfactory results with 
minimal use of dynamic generalizations. As a future work, we plan to implement 
dynamic generalizations with kd-trees, which should result in much lower O(n1 – 1/k + 
m) time for each range search, where m is the number of reported points, and k is the 
dimension of kd-tree [17]. 

The resulting set of actions, associated with the matching graph nodes, can be 
further re-ranked or filtered by additional heuristic functions. We use many such 
functions, both universal and game-dependent. The most important universal ranking 
function extracts the actions that continue the currently executed acting chain (i.e. the 
actions outgoing from the target graph node of the last used action). As a rule, such 
actions should be preferred by the AI. Also, we use weighted random choice in order 
to take into account action probability, stored in the graph. 

3 3D Boxing: An Example Architecture 

Our experiments with behavior capture-based AI for a 3D boxing game are described 
in the papers [10] and [11]. Here we will only discuss basic knowledge configuration 
for the 3D boxing AI, in order to provide a practical example of a graph-based 
decision-making system. 

3.1 Game State Attributes 

Original game states of the boxing game2 are represented with a set of more than 60 
numeric and Boolean attributes for each of the competing players. The most important 
attributes include: 

• the identifier of a boxer’s current animation sequence (this attribute describes an 
actual pose of a boxer); 

• distance between the opponents; 
• is-player-close-to-knockout-state Boolean flag; 
• is-player-on-ropes Boolean flag; 
• the direction to nearest ropes (boxing ring edge); 
• health and energy values of a player; 
• the identifier of a current boxer’s animation sequence on the previous frame. 

Each action is characterized with the following elements: 

• action identifier (a type of an action) — one of 50 built-in action types, such as 
“move left”, “move right”, “right jab” or “right-hand high block”; 

• action duration (in frames). 
                                                           
2 We used a full-fledged commercial boxing game engine. 
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Not all of game state attributes were considered important, so we have selected a set 
of 28 most valuable attributes to be stored in the 
knowledgebase. Additionally, we have performed 
necessary discretization to ease further retrieval. 
For example, “distance between the opponents” is 
measured in pixels, and thus can have hundreds of 
distinct values. We have scaled this attribute into a 
range of seven values only (“very far”, “far”, “not 
far”, “medium”, “almost close”, “close”, “very 
close”). The same operation was performed with 
other continuous attributes, such as boxer’s health 
and energy levels. 

3.2 Generalizations 

For the system of static generalizations, we have 
selected six different sets of attributes. The most 
accurate set contains all 28 values, while the least 
accurate set is represented with 9 attributes only 
(see Table 1 and Fig. 4). So the AI system can find 
a match for the current game situation on any of 
these six levels of abstraction. 

 
For the system of dynamic generalizations, the following attributes were chosen: 

• distance between the opponents; 
• identifier of a boxer’s current animation sequence (it can be generalized to possible 

“neighboring” sequences — e.g., a boxer can be in lean state, then in stand state, or 
in stand state, then in make-punch state, but it cannot move to the make-punch 
state directly from lean state); 

• (same as above) animation identifier, belonging to the opponent. 

Table 1. Configuration of abstraction levels 

Level Attributes 

 

Level Attributes 

0 28 3 15 

1 22 4 12 

2 17 5 9 

3.3 Decision Making 

As mentioned above, the game designer can specify any sequence of calls to graph 
search function in order to achieve desired AI performance. In general, actions found 
with fewer generalizations, and actions that continue the current acting chain are more 
preferable. 

Fig. 4. Acting graph of 3D 
boxing game (actual fragment 
of level 2 graph, visualized 
with GraphViz) 
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In our case, the system uses at most 22 invocations of the graph search function. 
Each invocation is parameterized with: (a) level (numerical identifier) of chosen static 
generalization; (b) Boolean flag indicating whether dynamic generalizations are used; 
(c) Boolean flag indicating whether the system should extract actions of the current 
acting chain only (see Table 2). 

These 22 parameterizations roughly correspond to different “confidence levels” of 
case-based reasoning decision maker. The system searches for suitable actions, 
sequentially relaxing searching conditions according to confidence levels. The first 
acceptable action is returned as a result. 

The 20th confidence level is reserved for a special heuristics: if no actions were 
found on levels 1-19, the system generates “do nothing” action. The rationale for this 
decision is simple: if no highly confident actions are available, it might be better just 
to do nothing and to give the agent the second chance to find a better action on the 
next request than to proceed directly to less confident “safety levels” 21 and 22. 

To make AI less predictable, we also experimented with a slightly modified 
version of this algorithm. In this version, when the action selection subsystem finds an 
applicable action, it first extracts all other applicable actions at the current confidence 
level, and then returns a random action from this actions list. 

Table 2. Confidence levels3 

L S D C 

 

L S D C 

1 1 off True 12 3 off false 

2 1 on True 13 3 on false 

3 2 off True 14 4 off true 

4 2 on True 15 4 on true 

5 3 off True 16 4 off false 

6 3 on True 17 4 on false 

7 0 off false 18 5 off true 

8 1 off false 19 5 on true 

9 1 on false 20 WAIT 

10 2 off false 21 5 off false 

11 2 on false 22 5 on false 

3.4 Heuristic Filters 

As noted earlier, before an action is considered acceptable, it is analyzed with a set of 
ranking/filtering functions. In our system, we used only four such filters: 
                                                           
3 L = confidence level, S = static generalization’s abstraction level, D = dynamic 

generalizations, C = “extract chain actions only” flag. 
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• “Stumble on ropes”. This filter analyzes backward move actions, leading to 
stumble-on-ropes state (normally they are considered weak), and marks an action 
as acceptable only if the original move action in the knowledgebase resulted in a 
similar stumble-on-ropes state in the human-played game (i.e. it really was a 
human player’s intention). 

• “Stumble on opponent”. Analogously, stumbling on opponent (cinch) is usually a 
disadvantaged situation, and should not be encouraged. Actions, leading to clinch, 
are allowed only if the human player tried to initiate clinch in the original learning 
session. 

• “Repeating actions”. An action is ranked as weak, if it matches one of the last N (in 
our experiments, N = 8) used actions. This filter makes boxer’s behavior less 
predictable and less repetitive. Note though, that “same action” means “same 
action object in the knowledgebase”. The boxer can make two identical actions in a 
row, but they should correspond to distinct objects in the acting graph. 

• “Defer non-punches”. Punch actions are considered stronger than non-punches. 
This filter marks all non-punch actions as weak, so punch actions will always be 
preferred to alternative actions at the same confidence level. 

4 Conclusion 

The feasibility of our approach has been evaluated and proven in a series of 
experiments, involving the games of 3D boxing and soccer. We obtained believable 
and effective characters, able to exhibit human-like behavior style (almost 
indistinguishable from human actions) and to beat human-controlled opponents. 

Our method does not implement reasoning capabilities and long-term planning, so 
its applicability to virtual worlds that demand these features is still an open question. 
We believe that our system can be used, at least, as a tactical AI decision maker, 
while high-level strategic reasoning can be supplied by another AI solution. 

The representation of AI agent’s knowledge as a game graph provides us with two 
major advantages: the agent keeps track of all behavioral patterns of its human trainer, 
and the obtained knowledge is easy to visualize and edit. While the latter point might 
not seem major from the theoretical point of view, it is an important factor for game 
developers, who are responsible for AI quality and prefer to have more control over 
system configuration. 

In addition, our case-based reasoning algorithm is fast. We keep a minimal set of 
expensive operations and achieve our goals with fast search routines. Since game AI 
systems have to work in realtime conditions, speed and robustness of decision making 
algorithms are usually among key requirements, set by the game designers. 
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Abstract. Due to the recent technological improvement of the next-
generation sequencers, reading genome sequence of individual DNA
becomes popular in biology and medical study. The amount of data pro-
duced by next generation sequencers is enormous. Today, more than
10,000 people’s DNAs are sequenced in the world and tera-bytes of data
are being produced in a daily basis. The types of genome information
also vary according to the biological experiments used for preparing DNA
samples. Biologists and medical scientists are now facing to manage these
huge volumes of data with variety of types. Existing DBMS, whose major
targets are business applications, is not suited to managing these biolog-
ical data because storing such large data to DBMS is time-consuming,
and also current database queries cannot accommodate various types of
bioinformatics tools written in various programming languages. Process-
ing bioinformatics workflows in parallel and distributed manner is also
a challenging problem. In this paper, in hope of recruiting database re-
searchers into this rapidly progressing biology and medical research area,
we introduce several challenges in genome informatics from the viewpoint
of using existing DBMS for processing next-generation sequencer data.

Keywords: Personal genomes, bioinformatics, parallel computing,
workflow management.

1 Next-Generation Sequencers

The advent of high-throughput sequencing technology have rapidly changing the
world of molecular biology. In 2001, the human genome project [1], a world-wide
effort to construct a first human reference genome, spent almost 1 billions dollars
to sequence 3 billion base pairs (bp) (3GB of characters comprising of A, C, G
and T letters) of the entire human genome. The time needed to finish this project
was almost 10 years. In 2011 the cost of sequencing 3 billion base-pairs drops to
less than 1,000 dollars in a laboratory equipped with next-generation sequencers
(e.g., Illumina HiSeq2000 [12], ABI SOLiD4 [25]). These sequencers can do this
sequencing work in a week. Large institutes are equipped with a hundreds of these
next-generation sequencers, and have a power to produce several tera-bytes of
sequence data in a day.
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Although the throughput of sequencing has increased, the individual ’reads’,
a fragment of DNA sequences generated by sequencers, are worthless by them-
selves. 800bp is the read length of the Sanger sequencing technology, the older
technology used in the human genome project. The next generation sequencers
use relatively shorter read length ranging 30bp to 400bp at the expense of in-
creasing the sequencing throughput and lowering the costs. Even though, these
short reads have extensive applications after collectively analyzed. For exam-
ple, mapping the indiviaul reads to the reference human genome tells us the
differences of individual DNA sequences from the reference. Some differences of
DNA characters, called mutations, can be a cause of diseases. If we can correctly
associate these mutations and a disease, it provides us a hint for studying the
mechanism of the disease, and hopefully leads to inventing new medicines.

Finding differences of individual DNAs, however, is not sufficient for finding
critical mutations. After the emergence of the next-generation sequencers, we
have learned that each person has almost 3 million of mutations on average.
Among these massive amount of mutations detecting a real cause of diseases is
a difficult problem. One clue to squeeze candidate mutations is the knowledge of
the common variants that are shared in populations. These common mutations
are not likely the cause of rare diseases, e.g., Altsheimer’s disease, Parkinson
disease, etc., which is less frequent in population. To identify the causal variants
of such rare diseases, we need to exclude these common variants from 3 million
candidate mutations. The 1,000 genomes project [5] aims to collect the infor-
mation of these common variants, and is planning to sequence DNAs of 1,000
individuals. Since then the pace of sequencing human genomes has increased; ex-
ome sequencing, a targeted sequencing method for reading only gene regions in
DNA (called exon), has been widely used to differentiate disease affected people
and healthy ones. Recently, several research projects reportedly have sequenced
1,000 to 5,000 persons using exome.

The exome sequencing of one person produces about 10 millions of short-read
sequences. For whole-genome sequencing of a person, it is common to read more
than billions of reads, 40x-80x fold coverage of 3GB human genome, resulting in
120GB to 240GB of sequences in total. The reason why we need to sequence the
human genome more than 3 billion bases, is that the next-generation sequencers
have limited accuracy in reading genome sequences. Even with 99% accuracy
of the catalog spec of Illumina HiSeq 2000, a top runner of the next-generation
sequencers, it still produces 30,000,000 errors if we read 3 billion characters.
To distinguish these sequencing errors from real variants, we need to read the
same region of the genome multiple times, expecting piles of reads aligned to
a close region in the reference genome contain small percentage of sequencing
errors (Figure 1). Although the cost of sequencing becomes less expensive, the
amount of data we need to process becomes tremendously huge. A whole-genome
sequencing of 40x coverage produces 200 millions of short-read sequences. Could
you name any RDBMS that can store 200 millions times 1000 (persons) entries
at ease?
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Fig. 1. Read alignment to a reference genome. Piling up read sequences enables us to
distinguish sequencing errors and actual mutations (variants) in individual DNA.

Another challenge is that the next-generation sequencers have wide-range of
applications in biology. Not only sequencing DNA, these sequencers can be used
for sequencing RNA (RNA-Seq [29,28]). RNA is a product inside a nucleus in a
cell, transcribed from a DNA using its sequence as a template. RNA is fragile
compared to DNA, and may contains more mutations, splicing (cut and paste of
DNAs), etc. Since RNA sequences and the reference genome are likely to be more
different compared to DNA sequences, alignment algorithms must be tolerant
for mismatches and splicing events. RNA-seq is useful to see gene expression in a
cell, which is the evidence that some gene regions in DNA sequences are actually
used to generate RNAs, subsequently RNAs will be used for generating proteins
in our cells. In addition, by capturing the end points of RNA sequences (5’-
SAGE [11]), we can know where the transcription of RNA sequences is started.
Information of transcription-start sites (TSS) is important in order to learn the
function of each gene. With the knowledge of TSSs, we can alter the DNA
sequences of model species (e.g., mouse, flys, etc.) so that the transcription of
the target genes will be blocked. From the change of phenotypes (e.g., shapes,
colors, etc.) we can infer the gene functions.

Surprisingly, the next-generation sequencers can also be used to study physi-
cal structure of DNA inside a cell. Nucleosome is a basic unit of DNA packaging.
Approximately 147 bp of DNA is wrapped around histones, and creates a folded
structure, nucleosome (Figure 2). This three-dimensional structure of DNA has
an important role in controlling gene expressions. It is known that if TSS in the
upstream region of a gene has a chain of nucleosome structures, its gene expres-
sion becomes high. As the nucleosome is loosely structured, the gene expression
becomes low. The mechanism of how each gene is expressed has not been fully
understood, but by using the next-generation sequencers, we can observe such
a structure. Micrococcal nuclease (MNase) is an enzyme which digests nucleic
acids around nucleosome structure. By sequencing and mapping the remaining
fragments around nucleosome to a reference genome, we can know the nucleo-
some locations in DNA sequences (MNase-Seq [22]).

The histons forming nucleosomes can be chemically modified, and these mod-
ifications can be captured by chromatin immunoprecipitation (ChIP) method.
Followed by sequencing DNA regions captured by ChIP experiments (ChIP-Seq
[2]), we can observe these modifications mapped onto a reference genome. DNA
methylation is another type of modifications affected only to C letters in DNA
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Fig. 2. DNA is folded around nucleosomes. MNase digests sequences around nucleo-
somes, so sequences around nucleosomes remain. Sequencing then mapping these DNA
fragments to a reference genome can identify the positions of these nucleosomes in the
genome sequence. The bottom peaks show nucleosome positioning scores, representing
the likelihood of the nucleosome centers positioned there.

sequences. Figure 3 shows ChIP-Seq and DNA methylation states observed by
bisulfite sequencing [17]. These modifications is not directly modifies DNA se-
quences, but seems to be related to three-dimensional structure and functions of
DNA sequences. These superficial changes of DNA are called epigenomic modifi-
cations. The next-generation sequencers open a way to these epigenomic studies.
Various types of ChIP-seq data is now being produced, and these modification
states are different in each tissue (e.g., embryo, liver, somatic cells, etc.). The
modENCODE [19] project collects massive amount of these epigenomic data to
enhance the knowledge of DNA structures and functions. To see the difference
of epigenomic states of each tissue, database that can handle these various types
of data is strongly required.
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Fig. 3. Epigenetic data, including DNA methylation and ChIP-Seq data for different
types of tissues and samples. This picture is a screen shot of the UT genome browser
[20] developed in our laboratory.

2 Current DBMS Is Not Usable

We have explained the variations of data that can be produced by the next-
generation sequencers. To analyze these large amount of data, however, current
DBMS lacks tons of features; How do we store these various data into a single
DBMS? Even if databases are federated, how do we efficiently process queries
using combinations 100GB of data produced for each individual, tissue and bi-
ological experiment? In addition, efficient and scalable data processing is a big
problem. Most of the institutes analyzing next-generation sequencer data use
cluster-type computer system, and submit hundreds of command-line jobs to a
grid engine. For example, write a bioinformatics workflow in Makefile, and let
the job management system (e.g., qmake, GXP make [26]) distribute the jobs to
multiple nodes in the cluster. This approach works well after we stabilized the
workflows. In developing these workflows, however, we need to overcome many
trial and error cycles before we can finally reach a stable workflow satisfying the
research needs. In these try-and-error cycles, bioinformaticians struggle for in-
creasing throughput of disk I/Os for reading massive amount of sequencer data
and generating thousands of output files, filtering out noisy data that is prob-
lematic for some programs, and handling various type of data objects in text or
binary formats.

In an ideal scenario, every data is stored in a DBMS, and then applying user-
defined functions for biological analysis, written in any programming languages,
to a specific part of the data retrieved from the database. These program results



Personal Genomes: A New Frontier in Database Research 83

will be stored in the same DBMS. In reality, however, every data is written in
some special purpose formats, developed by sequencer vendors and academic
institutes (See how many biological data format exists [27]). The first step for
using these data is to write a lexer and parser for translating text-formatted data
into objects in a programming language. After that, we code or use third-party
programs to analyze next-generation sequencer data. Read data may contain
some amount of errors, and may not be usable due to some failures in biological
experiments. Thus, we need to evaluate the quality of the data every time. Since
the output is written in non-indexed text files, parsing the output (via Unix
commands, cut, awk, grep, or using light-weight programming languages, etc.)
can be a tedious task. In addition selecting each component of the workflow
involves several problems; short-read alignment programs, including BWA [15]
and Bowtie [14], have various types of tuning options; the number of mismatches
allowed, quality filter of read sequences, etc. To find the best results, we need to
test various combinations of the parameter sets. Since the amount of data is huge,
each trial takes a lot of hours and days. Hence, simply running bioinformatics
programs can be a sort of biological experiments that require enormous amount
of time.

Biologists and bioinformaticians has thousands of data needed to be managed
in a sophisticated manner. But we cannot find practical usage of current DBMS
in this problem other than publishing the analyzed data using genome browsers
(e.g., UTGB [20], UCSC Genome browser [8], Ensemble genome browser [7],
etc.). These genome browsers store small amount of pre-processed data using
RDBMS, and visualize them in web browsers. Making database usable [13] is a
serious and demanding problem in genome informatics.

3 Challenges in Bioinformatics

In this section, we concentrate on individual problems in bioinformatics analysis
that uses next-generation sequencer data.

3.1 Read Alignment and Assembly

DNA sequences produced by the next-generation sequencers are worthless by
themselves. Alignment to a reference genome is the first step where these short
reads start to have biological meanings. Two major approaches exist for align-
ing reads to a reference: hashing and FM-index based alignments. Hashing ap-
proach creates a hash table of fixed length fragments of reference genomes, called
k-mer hash, where k is the number of fragment length. Since hashing uses non-
overlapping k-mer sequences in the reference sequence, the memory consumption
tends to be huge. While FM-index based approach uses Burrows-Wheeler trans-
formation (BWT) [3] to create database of the entire human genome. The gener-
ated BWT string has the same size of the original sequence, 3GB is sufficient for
computing read alignments. Typical FM-index based alignment programs (e.g.
BWA [15], Bowtie [14]) uses about 6GB of memory for holding BWT strings
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of both the forward and reversed sequences of the human genome. Both ap-
proaches, however, are weak when reference and individual genome sequence are
far different. It has been reported that individual DNA contains various types of
structural variations (repetitive sequences, deletion from reference and insertion
to reference), and almost 3M bases of sequences are novel, which are not present
in the reference genome. Read sequences containing these variations and novel
sequences cannot be aligned to a reference.

To compensate these deficits of read alignment, de novo assembly of short-
read fragments is also used (e.g., ABySS [24], SOAP de novo [16], ALLPATH-LG
[9]). Genome assembly programs first construct de Bruijn graphs in order to see
the set of reads that has some overlaps. These sets of the short reads can be
used to extend the read sequences and create longer ’contig’ sequences. However,
assembly of human genome sequences is not an easy task due to the presence of
repetitive sequences. More than half of the human DNA is said to be repetitive,
and un-tangling cycles generated by repeat sequences in de Bruijn graphs has
been a difficult problem.

For RNA-seq [29,28], more elaborated alignment and assembly algorithms are
required since RNA sequences can be processed in various manners (e.g., splicing,
editing). For the summary of RNA-seq alignment and assembly, see [18]. More
detailed summary of read alignment and assembly programs can be found in [6].

3.2 Finding Disease-Associated Mutations

Mutations that can be found by the next-generation sequencers vary dependent
on the types of the sequencers (Illumina HiSeq 2000, SOLiD4) and characteristics
of alignment programs. For example, BWA [15] in the default settings do not
find alignments with mismatches more than 4% of the read length, 4 mismatches
for 100bp reads. But 5bp or 6bp insertion/deletion in human genome sequences
is not rare, and can be a causal variant of diseases.

When squeezing candidate mutations of diseases, databases should be used
for filtering common variants. Simply using databases of common variants is
vulnerable to the bias of the bioinformatics protocols (e.g., read alignment missed
in BWA). False-positive selection of candidates is relatively safe since it can be
verified by using more accurate sequencing technology (e.g., Sanger sequencing),
but false-negatives must be avoided so as not to overlook causal mutations.
The dbSNP [23] and 1,000 genomes data [5] are frequently used for filtering
common variants, but the process of these data generation are also must be taken
into considerations. Database management system that can save provenance
information is strongly required in this application.

3.3 DBMS for Biological Data Objects

Biological analysis tends to vary. Programs for read alignment, assembly, RNA-
Seq, ChIP-Seq use different types of data objects. Designing table schema for
storing each object in RDBMSs is time-consuming task. We need a quick storage
for hierarchically structured data used in these bioinformatics programs. Cur-
rently text files or some binary formats (SAM/BAM files for describing short
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read alignment results [21]) are frequently used to describe biological data, but
libraries for parsing these formats are required in each programming language.
And also, query operations (e.g., selection, projection, joins) and parallel query
processing algorithms must be re-implemented for each data format. A general-
ized DBMS that can manage various types of biological data formats is in great
demand.

3.4 Aggregate Queries

A proverb, not seeing the forests for the trees, applies well when browsing the
next-generation sequencer data. The data size is huge, so we often failed to
see the global characteristics of the analysis results. Especially there are some
biological patterns that is difficult to notice if we are looking the data locally. For
example, if we aggregate the nucleosome positioning scores in 1000 bp window
and adjusting each score by setting transcription start sites (TSS) of each gene
as the 0 point, we can see a clear chain of nucleosome peaks. This result indicates
a close relationship between nucleosome positioning and DNA transcription.

3.5 Data Visualization

Visualizing the massive amount of DNA sequencer data is also challenging. Fig-
ure 4 shows an example of the visualization of read alignments. Displaying indi-
vidual alignments is precise, but it easily exceeds the display boundaries when
viewing data more than 40x of read depth. A good summary should be gener-
ated to grasp the overview of read alignments. We have been developing UTGB
[20] as a tool for visualizing next-generation sequencer data using a standard
web browsers. Visualization is also important for verifying the results of bioin-
formatics programs and for sharing the produced results between colleagues and
researchers in collaborations.

3.6 Workflow Management

Since the huge amount of time is needed to process next-generation sequencer
data, designing and running workflows needs to be done in parallel. Existing
programming models, however, follows write-once and run as-many-as you want
model. What we need is a workflow management system that can attach a new
program to the already running workflows to enable progressive workflow design.
And also, to avoid re-computation of the entire workflows caused by minor-case
errors that happen only for some exceptional input data, partial evaluation of
workflows is necessary. For example, 95% work can be finished in the first phase.
After fixing some minor case errors, the remaining 5% of the workflows can be
finished in the second phase. Tools supporting this type of progressive workflow
development might be useful.

3.7 Parallel and Distributed Data Processing

Institutes that need to process next-generation sequencer data are usually
equipped with hundreds of CPU cores and huge-memory machines, ranging
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Fig. 4. Visualization of read alignments to a reference sequence (top) using UT Genome
Browser [20]

32GB to a few TBs of memory because these high-end machines are necessary
for running assembly programs. Current trend in distributed processing, how-
ever, is to use commodity hardware with small amount of memory and disks.
Hadoop [10], one of the MapReduce [4] implementations, might be a good fit for
commodity clusters, but enforcing Hadoop to use abundant memory and CPUs
for alignment and biological data processing is not straightforward. We want
to control disk I/Os and memory and CPU usage in biological data processing,
while Hadoop’s map-reduce programming model tries to hide these details from
the users. This difference makes difficult to use existing distributed programming
platforms, mainly designed for web and business applications. MPI is useful in
some applications, for example, when constructing de Bruijn graphs, but it is not
fault tolerant and thus not usable for implementing progressive workflows, de-
scribed in the previous section. Hence, a new parallel and distributed processing
model suited to bioinformatics applications needs to be developed.

4 Conclusions

Database systems today are extremely difficult for using in most of the bioin-
formatics applications, especially for processing next-generation sequencer data.
This paper presents existing problems in managing next-generation sequencer
data in current DBMS, and the challenges need to be addressed. Biologists and
medical scientists are now quite busy in following studies of emerging applica-
tions of next-generation sequencers and occupied in analyzing these data. We
hope database researchers explore this new field, and tackle the database prob-
lems emerging in this new generation of biology and medical studies.
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Abstract. World Wide Web has become the largest source of information. Con-
sequently web based information retrieval, information extraction; automatic 
page adaptation and querying deep-web are gaining importance. The need for 
information retrieval applications is increasing. To address the problems of the 
ever expanding information over the internet, traditional information retrieval 
techniques have been applied. Such techniques are sometimes time consuming, 
and laborious, and the results obtained may be unsatisfactory. This study is an 
attempt to query web pages like MedlinePlus medical encyclopedia by seg-
menting the web pages. It summarizes the existing approaches for web page 
segmentation from the perspective of “structure realization for improved query-
ing” on the web. It proposes a new algorithm VisHue for web page segmenta-
tion based on visual cues and heuristics and further uses the hierarchical  
structure generated by it to develop the Query by Segment or Tag (QBT) query 
interface. This interface is close to the end-user and exploits the relationships 
among the various content groups within a web page. Such an improved query-
interface enables the user to perform in-depth querying. It is a step beyond the 
page-level search. 

Keywords: Web page segmentation, hierarchical structure, advanced querying. 

1 Introduction 

The World Wide Web has become the most important source of information in the 
world. The family of algorithms for web focused information retrieval is growing. 
This is achieved by segmenting the web page, classifying resulting segments. Most 
information retrieval systems on the Web consider web pages as the smallest and 
undividable units, but a web page as a whole may not be appropriate to represent a 
single semantic. Some basic understanding of the structure and the semantics of web-
pages could improve people’s browsing and searching experience [22]. A web page 
usually contains various contents such as navigation, decoration, interaction and con-
tact information, which are not related to the topic of the web-page. Furthermore, a 
web page often contains multiple topics that are not necessarily relevant to each other. 
Therefore, detecting the semantic content structure of a web page could potentially 
improve the performance of web information retrieval [1]. 
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There are a large number of applications which make use of web page segmenta-
tion algorithms such as link analysis, topic distillation, focused crawling, improved 
querying, information accessing, overcoming the limitations of browsing and key-
word searching, building wrappers to structure the web data. Such applications exploit 
the semantic structure within the web page. Furthermore, an acquisition, detection and 
analysis on web contents are paid more and more attention, web page segmentation 
algorithms are becoming an important part of them. 

There has been plenty of work in this area. Some approaches worked on automat-
ing the web page, while some on the learning based splitting of the web page. Kai et 
al. [1] gave an algorithm that used rule based heuristics to segment the visual layout 
of a webpage. On the flip side, Kao et al. [13] gave an algorithm for webpage seg-
mentation that relies on content based features. Other notable works used DOM node 
properties to find webpage segments. While Chakrabarti et al. [12], used template 
based segmentation for enhanced topic distillation. Chakrabarti et al. [11] also gave 
an algorithm based on isotonic regression whose by-product is a segmentation of a 
webpage into informative and non-informative parts [6].  

The main aim of this study is to suggest the best approach for web page segmenta-
tion algorithm that can generate a hierarchical structure of the web page and improve 
the queryingfor websites that have pages like web-documents such as the medical 
encyclopedia entries [14], [15], [16], [17]. The content under these web pages is  
confined under a main node. In section 2, we introduce the concept of “web-page 
segmentation” its need and evolution of various approaches for it and explain their 
categorization.Section 3 presents the characteristics of a good web page segmentation 
algorithm and describe the features of each of the algorithms their strengths and 
weaknesses. We draw a detailed comparison of all the existing approaches w.r.t. faci-
litation in hierarchical structure generation. Among these approaches we mention our 
on-going work on a new visual cues and heuristic rules-based approach for webpage 
segmentationVisHue. In Section 4 we present the new query interface QBT (Query by 
Tag or Segment) based on the hierarchical structure constructed by VisHue and a 
qualitative and quantitative analysis of its efficiency in comparison with the keyword 
search. Section 5 presents the design and scope of improvements of this interface. 
Section 6 gives the summary and conclusions. 

2 Background: Web Page Segmentation 

As the amount of information and services available via the web increases, the use of 
web for accessing information for diverse activities such asshopping and communica-
tion is increasing. The changes have resulted in a more sophisticated presentation of 
content on the web. A web page typically displays a number of different messages to 
the user, which are usually visually distinct. For example, a web page might contain 
advertisements and links to other relevant pages in addition to the main content of the 
page. Thus, an application that intends to re-use content on the web, such as a search  
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engine or a web-to-print application needs to identify the regions of the page that 
contain distinct information [10]. The presentation of a web page involves placing 
different pieces of information on it — each serving a different purpose to the end-
user — in a manner that appears coherent to users who browse the webpage. These 
pieces have carefully-placed visual and other clues that cause most users to subcons-
ciously segment the browser-rendered page into semantic regions, each with a differ-
ent purpose and content [6]. 

Thus, segmentation of a web page can be defined as dividing a web page into 
structural blocks, each block may or may not contain templates or may be part of a 
template. Further, in a segmentation process an area that does not contain templates 
may be divided into several blocks [7]. It demarcates informative and non-informative 
content on a webpage; and also discriminates between different types of information. 
It is very useful in web ranking and web data mining applications. For instance, in a 
multiword query whose terms match across different segments in a page; this infor-
mation can be useful in adjusting the relevance of the page to the query [8]. Also the 
user can be provided with an improved query interface where he can query the seman-
tic groups individually. 

2.1 Hierarchical Structure Generation 

The hierarchical or logical structure of a document plays an important role in many 
applications. For example, work presented in [1] exploits the hierarchal structure of a 
document to carry out anaphora resolution. In [2], the logical structure is used to seg-
ment a web document and perform passage retrieval. Other applications that can make 
use of hierarchical structure include browsers designed for cell phones, PDAs and PCs 
with non-PC terminals as well as text summarization and data mining applications. 
However, the hierarchical structure of web documents is not always explicitly 
represented. Many web designers prefer to use their own styles to represent headings 
than to use the html heading tags meant to convey a document’s logical structure. This 
limitation can be overcome by a heading detection algorithm and a level detection algo-
rithm through which a document’s hierarchical structure can be extracted[18].  

Constructing a query interface using the hierarchical structure of the web page is 
beneficial as it can exploit the various relationships that exist amongst the various 
content groups and also has additional advantages like: 

• In the same domain, there might be a case where important website query interfac-
es are required to be integrated, to create a unified query interface, if each of these 
interfaces is generated using a hierarchical structure of the web page, then it is easy 
to map the attributes.  

• It also provides better query interface matching [19].  
• Such interfaces are more close to the user’s understanding and are qualitatively 

better than those generated by sources having a flat representation.  
• The fields in such an interface are organized in a better manner with appropriate 

labels.  
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2.2 Web Segmentation Approaches 

Until recently, it has been possible to identify distinct regions and components from 
the HTML code that generated a web page. The recent trend towards dynamic web 
technologies implies that the HTML no longer contains sufficient information on the 
contents of the page. Sometimes it contains almost no information, e.g., in the case of 
flash presentations where there is no content in the HTML DOM. Such pages howev-
er remain perfectly understandable to the user. Hence, the DOM-based segmentation 
became obsolete to the new style web pages. They were later replaced by the visual 
cues based approach, but this approach also used the DOM as an underlying tech-
nique. Recent approaches of web page segmentation perform segmentation of a web 
page by rendering the image of the web page, or creating a graph with the segments as 
the nodes of the graph but they do not focus on querying applications.Figure 1, conso-
lidates the evolution between the web page generation technologies and segmentation 
methodologies. It represents evolution of a web-page segment from being a mere 
syntactical HTML fragment to a well-knit semantic region on the web page. As 
shown in the figure, the DOM-based techniques can be successfully applied to plain 
HTML pages.These solutions analyze the HTML DOM and extract information about 
the appearance of objects on the page and thereby, group HTML objects.These solu-
tions fail with dynamic HTML pages. In case of dynamic HTML pages, the object 
hierarchy is often available, but it does not describe the layout and components se-
mantically. When we apply the layout algorithm successively, we divide the page to 
smaller and smaller components, according to the natural visual hierarchy. For such 
pages, visual cues methods based on generic design heuristicsis a sought solution.  
The visual cues add to the capability of the algorithm to handle the evolving web  
page design. 

  

Fig. 1. Evolution of Web Technologies and Web Page Segmentation Methods 
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3 Web Segmentation Algorithms 

3.1 Characteristics of a Good Web Page Segmentation Algorithm 

A web page’s structure and layout depend on different content type it represents or 
the taste of designer styling its content. Thereby main content position differs in  
variety of websites. Even there might be some content in page view that are besides 
each other but actually in DOM tree they are not in the same level or share same par-
ent node. Finding the main content for querying in this situation where the content 
doesn’t follow any specific rules for arranging and positioning elements needs com-
plicated and expensive algorithms. We list the most desired characteristics in a web-
page segmentation algorithm for improved querying: 

• Algorithm should be able to simulate a user visiting the website [2]. 
• It should have high probability to find informative content because in most cases 

actual users in internet wish to query the informative areas and leave the non-
informative segments [2]. 

• It should be capable to generate the hierarchical structure of a web page. 
• The space and time complexity of the algorithm should be reasonable.  
 

Figure 2, displays our target framework in the scenario of human-web interactions. It 
displays the characteristics desired in a good web-page segmentation algorithm and 
how they help in generating an improved query interface.  

  

Fig. 2. The Web Page Segmentation and Query Interface Generation Framework 

3.2 Classification Criteria 

In this sub-section, we classify the various segmentation algorithms based on their 
underlying approach. The classification tree is captured in Figure 3. These algorithms  
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can be broadly classified into three categories: the DOM-based algorithms, these al-
gorithms are dependent on the rendering of the HTML elements based on the underly-
ing or hidden DOM tree of the web page;methods based on visual cues, these can be 
further classified into methods keeping the DOM tree in vision and those combining it 
with heuristic design rules and the modern methodswhich include performing edge  
analysis over the image of the web-page, constructing a weighted graph that is seg-
mented. Another performs shrinking and dividing operations on the web page. In the 
following sub-sections we discuss each one of these approaches, highlight the VisHue 
algorithm for web page segmentation and compare it with its counterpart VIPS [1] 
algorithm. For each of them we discuss the basic approach, existing works utilizing 
the method, strengths and weaknesses. The comparison is summarized in Table 2.  

DOM-Based Algorithms. In general, similar to discourse passages, the blocks pro-
duced by DOM-based methods tend to partition pages based on their pre-defined 
syntactic structure, i.e., the HTML tags. Some simple experiments were performed in 
[21], where sub-trees tagged with <TITLE>, <P>, <H1>~<H3> and <META>were 
treated as blocks, but the results were not encouraging.  

In some cases this approach can deal with “badly” presented pages. Since almost 
all blocks share the same length, there are no priorities for short blocks. As windows 
are overlapped, more blocks are likely to be extracted from a long document than 
VIPS [1]. However, a lot of web pages do not obey the W3C HTML specifications, 
which might cause mistakes in DOM tree structure. Moreover, DOM tree was initially 
introduced for presentation in the browser rather than description of the semantic 
structure of the web page. Hence, two nodes which may appear to be semantically 
related actually may not be related. Much recent work [11], [13], [14], and [17] try to 
extract the structure information from HTML DOM tree [1]. The segmentation by the 
DOM-based techniques is too detailed [4]. After partitioning, although each block 
represents some information, it usually does not provide complete information about a 
single semantic, and thus does not contain good expansion terms [4].  

The weaknesses of this approach are: 

• DOM is a linear structure, so visually adjacent blocks may be far from each other 
in the structure and divided wrongly.  

• Tags such as <TABLE> and <P> are used not only for content presentation but 
also for layout structuring. It is difficult to obtain the appropriate segmentation 
granularity.  

• In many cases DOM prefers presentation to content and therefore it is not accurate 
enough to discriminate different semantic blocks in a web page.   

• The number of possible DOM layout patterns is virtually infinite, which inescapa-
bly leads to errors when moving from training data to Web-scale [20]. 

Visual Cues Based Methods. In the sense of human perception, it is always the case 
that people view a web page as different semantic objects rather than a single object. 
Actually, when a web page is presented to the user, the spatial and visual cues can  
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help the user to unconsciously divide the web page into several semantic parts. There-
fore, it might be possible to automatically segment the web pages by using the spatial 
and visual cues. Visual cues are very helpful to detect the semantic regions in web 
pages. Due to the 2-D logical structure, web pages could be partitioned in a 2-D style. 
A block is assumed to have a rectangle shape and is a closely packed region in the 
original page. 

  

Fig. 3. Classification of Web-Page Segmentation Algorithms 

DOM and Visual Cues Based Algorithm (VIPS) [1]. The VIPS (Vision-based Page 
Segmentation) algorithm extracts the semantic structure of a web page. This semantic 
structure is a hierarchical structure in which each node corresponds to a block. Each 
node is assigned a value (Degree of Coherence) to indicate how coherent the content 
in the block is. The VIPS algorithm makes full use of page layout features: first it 
extracts all the suitable blocks from the html DOM tree, and then tries to find the 
separators between the extracted blocks. Here, separators denote the horizontal or 
vertical lines in a web page that visually cross with no blocks. Finally, based on these 
separators, the semantic structure for the web page is constructed.  

It tries to fill the gap between DOM structure and the conceptual structure of the 
webpage. The algorithm uses the content structure and tries to simulate how actual 
user finds a main content based on structural and visual delimiters. The DOM struc-
ture and visual information are used iteratively for visual block extraction, separator 
detection and content structure construction. Finally a vision-based content structure 
is extracted. In the VIPS method, a visual block is actually an aggregation of some 
DOM nodes. Unlike DOM-based page segmentation, a visual block can contain DOM 
nodes from different branches in the DOM structure with different granularities [4].  

The blocks obtained from VIPS still have the varying length problem and suffer 
from lack of normalization factor. More importantly, it remains unclear whether the 
method would work on passage retrieval and no comparison is provided between this 
method and traditional passage retrieval methods such as windows, which can be 
naturally applied to web documents. A web page will first be passed to VIPS for  
segmentation, and then to a normalization procedure [13]. The blocking result is  
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satisfactory but the algorithm does many loops to reach its desire granularity [2]. We 
also notice that, for those “badly” presented web pages, VIPS usually fails to partition 
them into semantic blocks and thus expansion terms are likely to be irrelevant. Also, 
some relevant long blocks produced by VIPS are ranked low since similarity measure 
tends to favor short documents. 

VisHue Algorithm. The heuristics utilize geometry-related features present on aweb-
page, and apply the rules in a greedy fashion to produce the segments. If the heuristics 
are carefully defined and are generic in nature they prove a strong methodology over-
coming weaknesses like the solutions based on heuristics tend to local minima, or 
they involve a lot of trial and error effort when combined. When combined with the 
visual cues they give a generic approach for web page segmentation and generate a 
hierarchical structure for the web pages. Defining heuristics on the base of the web 
pages can prove more useful rather than the dynamic elements. For e.g.: A heuristic 
rule stating “headings at same level have same orientation” is more generic and appli-
cable than stating “headings of blue color should be aligned left”. Therefore, the for-
mer rule has a broader scope of application. 

For VisHue, we focus on the following key points: 

• A method independent of any underlying source code, web standard or web page 
generation language. 

• Web pages may or may not have clear gaps distinguishing the content groups. 
• Segmentation need not be too detailed and should be focused on developing an 

improved query interface. 
• The segments that are created should be non-overlapping and capable of construct-

ing a hierarchical structure. 

We also assume that (i) Most of the webpages within a website have similar structure 
and (ii) The geometric patterns can be rendered to derive the inter-content relationship. 

  

Fig. 4. The Resultant Content Structure 
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The VisHue algorithm creates a hierarchical structure of the web page which is se-
mantically labeled and is suitable for improved querying. The relationships among the 
content nodes is evident which are perhaps most important for developing a good 
query interface. The approach constructs two structures; one is a skeleton of the web 
page called the domain specific tree where the domain refers to a website or a group 
of similar websites, for instance, “MedlinePlus medical encyclopedia”. It defines a set 
of candidate labels for all the possible contents in the domain, renders the tree seman-
tically and assigns labels to the nodes of the tree based on the candidate set to  
generate a labeled tree termed as the tree of semantics.This approach converts the 
extraction problem to an integration problem. By integrating the two trees we can 
reproduce the hierarchical structure with subheadings and headings of the page which  
are the labels of nodes in the tree.Figure 4, shows thehierarchical structure for the 
MedlinePlus encyclopedia page for the topic “Heart Attack”. The dashed lines indi-
cate that the node has more siblings but are not represented due to space constraint. 
This structure can be mapped to the schema of the web pages directly. We also take 
into account any differences that might occur amongst the various web pages like 
missing subheading etc. In the next section we explain how this structure helps in 
developing a better query interface. 

Modern Methods. In this subsection we take up the modern algorithms for web page 
segmentation. 

Graph theoretic segmentation [6]: This approach formulates the segmentation prob-
lem in a combinatorial optimization framework. It casts it as a minimization problem 
on a suitably defined weighted graph, whose nodes are the DOM tree nodes and the 
edges are the weights expressing the cost of placing the end points in same or differ-
ent segments. It takes this abstract formulation and produce two concrete instantia-
tions, one based on correlation clustering and another based on energy-minimizing 
cuts in graphs. Both these problems have good approximation algorithms.  

The quality of segmentation in this algorithm depends heavily on the edge weights. 
The empirical analysis in the paper shows that the energy minimizing formulation 
performs better than the correlation clustering formulation. It proves that learning 
edge-weights from labeled data also produce appreciable improvements in accuracy. 
The segmentation algorithm is applied as a pre-processing step to the duplicate web-
page detection problem. 

The shortcoming of this approach is the identification of the DOM elements to 
create the graph. The graph construction is a tedious task, involving a lot of terminol-
ogy and in-depth understanding. Hence, using such an approach for the purpose of 
enhancing the querying of a web page will be a complex task where such a high de-
gree of precision in partitioning is not a priority. Moreover, unified query interfaces 
cannot be constructed as the graph will become more complex when many query 
interfaces will be considered together.  
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Site –Oriented Segmentation [7]: Since many pages belonging to a same web site 
share a common structure, look and feel, this approach hypothesizes that one can 
achieve a more accurate segmentation by taking all pages of the same web site into 
account.Based on this idea, the authors of [7] propose and evaluate a segmentation 
method which segments pages according to properties of the whole web site, in-
stead of just information from a single page. The method adopts a DOM tree align-
ment strategy proposed for template detection [31, 33]. This method was developed 
especially for the so called data-intensive web sites, such as digital libraries, web 
forums, news web sites, etc. whose main focus is providing access to a large quanti-
ty of data and services [9]. These sites usually contain a large set of web pages 
which can be organized in a few tens of groups according to the regularity of their 
structure. This approach focuses on input to web search systems and other similar 
applications but depends on the DOM tree of each of the different web pages in the 
website.  

 
Densitomeric Segmentation [20]: This approach builds methods from Quantitative 
Linguistics and strategies are borrowed from the area of Computer Vision.It utilizes 
the notion of text-density as a measure to identify the individual text segments of a 
web page, reducing the problem to a 1D-partitioning task. The distribution of segment 
level text density follows a negative hyper geometric distribution, described by Frum-
kina’s Law. Their extensive evaluation confirms the validity and quality of the ap-
proach and its applicability to the Web. They define an abstract block-level page 
segmentation model which focuses on the low-level properties of text instead of 
DOM-structural information. The number of tokens in a text fragment (or more pre-
cisely, its token density) is a valuable feature for segmentation decisions. 

The strengths of this approach lies in the fact that it reduces the page segmentation 
problem to a 1D-partitioning problem. It proposes a Block Fusion algorithm for iden-
tifying segments using the text density metric. It presents an empirical analysis of the 
algorithm and the block structure of web pages and evaluates the results, comparing 
with existing approaches. It shows the application of the methodology to the field of 
near-duplicate detection. 

Image analyses of the web page [8, 10]: In this approach a layout for segmentation of 
the web page is generated by performing edge analysis on the GUI image (or its trans-
formation).It assumes that the main objects are outlined so that there is a border be-
tween them. It seeks for areas containing information, and groups them into distinct 
layout elements. This technique gives a high level layout; thereby segmenting the 
page to its main components.This approach uses only the visual information and does 
not apply any semantic analysis to group or ungroup elements. It finds these layouts 
recursively deeper into the page. The recursive process continues until down to the 
level of individual elements. Deeper in the hierarchy, this task becomes more difficult  
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because the objects we separate become smaller. Thus, the edges are denser and tend 
to merge.  

After segmentation it uses text detection and applies OCR, which also gives in-
formation about the meaning of a layout object. The text information is important 
for later semantic analysis of the page content. Hence, though the approach seg-
ments the web page visually, it does not pay attention to the semantic grouping. 
Such a technique will fail in case of web-pages with semantically related yet scat-
tered content. 

The visual cues and heuristics based methodVisHue, independent of any standard 
or model over the web andare applicable to plain HTML pages, dynamic HTML pag-
es, flash pages, or those generated by any of the web toolkits, since it does not depend 
on any source codes. Since it iterates only till each part of the webpage is covered by  
some node of the tree, the time complexity of the algorithm is reasonable.The tree 
stored in the memory comprises of just the headings and subheadings and the height 
of the tree is directly proportional to the levels of nesting of the subheadings within 
the page. This number is bounded. The number of leaf nodes is bounded by the  
distinct blocks in the web page. Hence, the space complexity of the algorithm is rea-
sonable. Moreover, its capability to construct a hierarchical structure makes itappro-
priate for query interface design. We highlight the strengths of the VisHue algorithm 
in Table 1. 

Table 1. Comparison between VIPS and VisHue  

Characteristics VIPS VisHue algorithm 
Underlying technique Recognition of Visual 

Cues using basic DOM 
elements 

Visual cues and heuristic 
rules 

Precision Basic DOM elements  Visible segments on the web 
page 

Application Block based web search Advance querying  
Authenticity   

 
Non-overlapping blocks. Better blocks formulation 

than VIPS  
Data structure 

 
Hierarchical tree of all the 
blocks 

Hierarchical tree of  
headings or labels in the 
web page  

Space complexity Entire structure needs to be 
stored  

Only the headings of the 
blocks are stored  

Time complexity Recursive partitioning till the 
basic DOM elements are found 

Less, no attempt to reach the 
indivisible DOM elements. 

Language or standard 
dependency 

DOM dependent None 
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VisHue algorithm scores over its counterpart algorithm VIPS on the following  
features: 

• It addresses the visual design heuristics within a web page, whereas the VIPS algo-
rithm gives heuristic rules which are DOM based. For a web page not based on the 
DOM elements, latter will fail.  

• Some of the heuristics of VIPS like,if all the child nodes of a node are text nodes 
then the node should not be further segmented; implies that a web page where the 
contents are organized under a single node like MedlinePlus medical encyclopedia 
this approach will fail. 

• VisHue labels the hierarchical nodes semantically whereas the VIPS do not assigns 
labels to the block-hierarchy it constructs. 

• The block-based search based on VIPS does not confine the search space for a user 
query though the blocks are returned as results whereas the labels of the VisHue 
algorithm reduce the search space for user queries significantly.  

4 Improved Query Interface Using the VisHue Algorithm 

4.1 Web Page Segmentation and Improved Querying 

Currently, information on the web may be discovered primarily by two mechanisms: 
browsers and search engines. Existing search engines such as Yahoo, Google service 
millions of queries a day. Yet it has become clear that they are less than ideal for re-
trieving an ever-growing body of information on the Web. This mechanism offers 
limited capabilities for retrieving the information of interest; still burying the user 
under a heap of irrelevant information [26]. Also the documents on the web are not 
well-structured so that a program can reliably extract the routine information that a 
human wishes to discover. These searches are generic. For example, if a user wishes 
to find an article authored by a person X. The query results will show all articles with  
an occurrence of X. Such results are not relevant for the end-users as they do not ex-
pect such a generic set of results. Hence, we conclude that there is a need for an in-
depth querying of the web pages. And provide users with results that are from specific 
segments of the web page.  

There have been works like the Block-based Search [4], where the webpage is 
segmented into semantic blocks and the importance values of the blocks are labeled  
using a block importance model [2]. Then the semantic blocks, with their importance 
values, are used to build block-based Web search engines [1], [3].But these blocks do 
not improve the query interfaces. In Object-Level Vertical Search, all the web infor-
mation about a real world object or entity is extracted and integrated to generate a 
pseudo page for this object. These object pseudo pages are indexed to answer user 
queries, and users can get integrated information about a real-world object in one 
stop. This object-level vertical search technology has been used to build Microsoft 
Academic Search (http://libra.msra.cn) and Windows Live Product Search 
(http://products.live.com).Another type of search called Entity Relationship Sear-
chdeploys an Entity Relationship Search Engine in the China search market called 
Renlifang (http://renlifang.msra.cn). In Renlifang, users can query the system about 
people, locations, and organizations and explore their relationships. These entities and 
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their relationships are automatically mined from the text content on the Web. If the 
query terms scatter at various regions with different topics, it could cause low retriev-
al precision. It can be argued that a web page with a region of high density of matched 
terms is likely to be more relevant than a web page with matched terms distributed 
across the entire page even if it has higher overall similarity.  

Keeping the above discussion in mind, and observing the lack of a well formed query 
interfaces for the encyclopedia like websites, prompted us to utilize the work of seg-
menting the web page using the VisHue algorithm for developing a query interface. 
Web page segmentation empowers the user to expand his querying horizons by  
providing him tags or labels of the subtopics within the page that can be queried indivi-
dually. For instance, a disease name in the user’s search criteria will have a web page 
containing details about it, alongside; it can be a part of the symptoms, causes of another 
disease or a diagnosis of some test. When an end-user queries the encyclopedia, he is 
presented with all the results along with the web page about it. All these results may or 
may not be of relevance to him. Instead, providing him a specific set of results, such as 
if the query is “heart attack as a symptom”, will be more beneficial. Hence, the query is 
reformulated in terms of occurrence of the queried term within the encyclopedia. Our 
proposed query interface combines both the object-based as well as the entity-based 
search. It exploits the relationship between different content segments in a web page and 
can query specific regions of the web page. 

4.2 Query by Segment 

Query by Segment is a query interface for the medical encyclopedia by MedlinePlus 
[3]. We refer Query by Segment as QBT (Query by Tag) in the study. It is an  
interface for formulating and retrieving query results by various subheadings and 
headings of different content segments in the web page belonging to the encyclopedia. 
It utilizes the content structure generated by the VisHue algorithm method mentioned 
in previous section and uses the node labels as query fields within which search can 
be performed. It allows the user to confine his search to specific regions within a 
page. It provides only the relevant results for a user query. We compare QBT with 
standard keyword search available at MedlinePlus [3]. Let us suppose that an end user 
wants to search “nausea” as a symptom. Using standard search MedlinePlus, displays 
search results where “nausea” has an occurrence in side effect of medication besides 
in symptoms. On the other hand, using QBT, we can just display nausea from symp-
toms. Further comparison is given in next subsection. 

QBT and the Hierarchical Structure of a Web Page. The node labels of the hierar-
chical structure are mapped to query fields in the QBT interface. The user can select 
the sub-heading he wishes to query and also for a keyword can specify scope of 
search. Once the user selects the subheading or subtitle of a segment to query he or 
she can also choose to search the related topics, related content, read more etc. Next 
he or she moves to the second screen where she or he inputs the value of the fields 
(segment headings) selected in the previous screen. In the figure 5, we see that the 
user enters the values for “causes” and “title” selections. On this screen the user has 
the provision to delete an attribute, perform an “OR” or an “AND” operation on the 
attributes. Once, his or her query is formulated, he or she clicks on the “search” but-
ton and is presented with the results that are best fit for his query. In our example 
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displayed in Figure 5, the results are displayed where “Heart Attack” is found in the 
title and “atherosclerosis” in the “causes” as desired by the user. 

We map the design of the QBT from the hierarchical tree of the web page. The 
child nodes of the description and related content become the search areas within 
which one can search. Their children define the subspaces that can be searched. For 
e.g.: If a user wishes to search a symptom X for a disease say “Heart Attack” checks 
the title to be searched with the keyword “Heart attack” and some keyword for symp-
tom. The content structure enables the interface with a smart search (as required by 
the above example) by incorporating the following points: 

• The left siblings’ limit the options for the right siblings in the query interface. If 
any user selects one sub-heading, it highlights the other sub-headings that co-occur 
with it in the web pages within the encyclopedia. 

• The child nodes of the main content (MC) and related content (RC) define the 
complete search space for a user and the leaf nodes define the fine lines of search 
for the user within them. 

• The candidate set of labels define an exhaustive list of sub-headings that can define 
the searchable areas within the encyclopedia.  

 
Fig. 5. The MedlinePlus QBT Interface 
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A Tour of the QBT Interface. We take a brief look at the QBT interface. The inter-
face is composed of three screens, the subtitle selection screen; screen to enter  
keywords for query and finally the results screen. The initial screen displays a table 
virtually divided into two parts one describing the various headings or sub-topics of 
different segments within the encyclopedia page and the other part defines the scope 
of search in which the user wishes to search a keyword shown in Figure 5 left side. 
For instance, here the user selects “1” occurrence of “causes” it highlights all the co-
occurring segments, the user selects “title” space to search another keyword and 
clicks “select”, he or she is presented with the query formulation screen, where the 
user enters the values for his or her selections; the user is presented with an exhaus-
tive list of values he or she may enter. The fields have a hint based auto-completion 
facility. The second and the final screens are shown in Figure 5 right side. 

Table 3. Comparison of Querying Features between QBT and Traditional Keyword Search 

S.No. Features QBT Keyword Search 

1 Direct 
Answers 

Precise, direct answers returned A set of articles with an 
occurrence of keyword(s) is 
returned 

2 Query 
Capability 

Focused querying  Limited 

3 Retrieval 
Units 

Text snippets along with article 
URLs 

Article URLs 

4 Aggregate 
Queries 

Various querying operations 
like AND, OR and NOT  

Not Possible 

5 Usefulness Exact and relevant results  Large number of results are 
presented which need to be 
sorted by user 

6 Easy to use 
Interface 

Labels are self-explanatory and  
there is provision of defining 
the scope of search for a given 
keyword 

Simple and Advanced option for 
entering the keyword(s) 

 



 VisHue: Web Page Segmentation for an Improved Query Interface 105 

4.3 Performance of the QBT Interface 

In this sub-section we evaluate the performance of the QBT interface, w.r.t the tradi-
tional keyword search available for the MedlinePlus medical encyclopedia.  We draw 
a qualitative and quantitative analysis of the performance of the interface and exhibit 
its efficiency over the existing method to query the encyclopedia. We also differen-
tiate the query formulation of the two methods.  

Implementation Details. The QBT interface is implemented on Windows 7, 64-bit 
OS. Apache HTTP Server is used as a platform to run the application, PHP scripting 
language is used for user interface (UI) design and IBM DB2 database is used. Table3 
presents a qualitative analysis of the QBT interface w.r.t the keyword search.  It lists 
the features of a useful query interface for an end-user to perform efficient informa-
tion retrieval.  

Table 4. Query Formulation in QBT and Traditional Keyword Search 

S. No. User Query QBT Query Keyword Search 
1 Cases where patient has 

hypertension but not high 
blood pressure  

Symptom: 
“Hypertension” 
Symptom: NOT “High 
blood pressure” 

Search has no provision 
of negating one of the 
keywords 

2 Cases for patient to stop 
certain activities before a test 
(can resume normal 
activities after it) 

Before Procedure: 
“Stop” 
After Procedure: 
“Normal” 

Keyword search with 
“stop” and “normal” 
keywords 

3 Heart attack caused by high 
blood pressure 

Cause: “High blood 
pressure” 
Symptom: “heart 
attack” 

Search for keyword 
“heart attack” and “high 
blood pressure” 

4 Poisoning caused by eating 
fish 

Food Source: “Fish” 
Side Effect: 
“Poisoning” 

Search all articles for 
keywords “fish” and 
“poisoning” 

 

Table 3 shows the QBT interface is a far better approach to query or search the 
medical encyclopedias. It has the capability to support aggregated queries and com-
plex queries where user can find articles with occurrence of a keyword and negation 
of another keyword. It is an easy to understand interface that provides the end-user 
precise answers for his queries. All these features make it a much powerful interface 
for medical domain.  

Table 4 shows how a user query is understood by either of the interfaces. The QBT 
interface understands the user query in perhaps the most natural way. Whereas the 
keyword search just picks up the keywords and fails in case of aggregate or negation  
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like queries. We perform a quantitative analysis of the performance of the QBT inter-
face with a small set of queries. We observe the performance of both querying me-
chanisms on these queries and present the analysis in Table 5. The existing keyword 
search in MedlinePlus is generic to the entire website. Hence, we enter a keyword and 
later sort the results belonging to the medical encyclopedia. Table 5 shows a 
comparison between the number of results and number of relevant results and 
calculates their relative percentage. We also compare the rank at which a 
resultdisplayed by QBT occurs in case of the keyword search. Web ranking is critical 
for information retrieval methods as stated in Section 2. The reduction in the search 
space is significant in case of the QBT interface whereas the user may not be able to 
confine his search space in case of  simple keyword search. We calculate the 
percentage of content searched with respect to a total of 4000 web pages within the 
MedlinePlus medical encylopedia. Hence, we conclude that QBT narrows down the 
results and displays only the relevant results to the user and  cuts down the processing 
time of these queries.  

Table 5. Quantitative Performance Analysis of the QBT and Keyword Search for User Queries 
in Table 4 

User 
Query 

Parameters QBT Keyword Search 

1 No. of Results 4 380 
No. of Relevant Results 4 4 
Relative Ranking All 4 No result in top 10 
Relevant Results (%) 100 1.05 
Contents Searched (%) 0.01 100 

2 No. of Results 15 523 
No. of Relevant Results 15 15 
Relative Ranking All 15 No result in top 10 
Relevant Results (%) 100 2.87 
Contents Searched (%) 2.5 100 

3 No. of Results 3 145 
No. of Relevant Results 3 3 
Relative Ranking All 3 No result in top 10 
Relevant Results (%) 100 2.06 
Contents Searched (%) 2 100 

4 No. of Results 3 85 
No. of Relevant Results 3 3 
Relative Ranking All 3 No result in top 10 
Relevant Results (%) 100 3.53 
Contents Searched (%) 0.5 100 

 



 VisHue: Web Page Segmentation for an Improved Query Interface 107 

5 Discussion and Future Work  

The majority of the existing methods for web-page segmentation compute structural 
similarity using features derived from HTML codeor DOM tree representation of web 
pages [1], [5], and [11]. Only little work has been done to compare web pages based 
on their visual structure [6].From a web user's perspective, however,the visual struc-
ture of a web page is more discriminating than the structure of its source code: The 
fundamental reason is that the process of rendering a web page is a non-injective, and 
hence lossy mapping is done from a one-dimensional code fragment into a two-
dimensional arrangement, where the same visual appearance can be generated by very 
distinct HTML code fragments. With ever more complex web pages and more availa-
ble HTML options to create the same design, structural similarity as perceived by web 
users can be only reliably determined from a web page's visual rendering [18]. 

The paper summarizes all the existing works in the field and highlights a detailed 
comparison between them. It gives an account of the on-going work on formulating a 
generic heuristic design-ruleandvisual cues based VisHue algorithm for web page 
segmentation which is more beneficial than the existing methods for querying purpos-
es and constructs a corresponding hierarchical structure. It discusses the QBT inter-
face which is designed by using this approach. Future work will include improving 
the QBT interface; making it more generic, dynamic and intelligent in nature. A prac-
tical evaluation of the proposed VisHue algorithm and a comparison of performance 
between the QBT and the block based search in terms of reliability and scalability. 

6 Summary and Conclusions  

The present study considers a detailed account of the existing approaches for web-
page segmentation. It gives a comparison among these approaches. Since, the face of 
the web is continuously changing the need for such approaches are ever growing. By 
understanding the current techniques, the scope for improvements can be clearly un-
derstood. Combining heuristics with the visual rendering of the web page for web 
page segmentation can prove to be a turning point in the need for language indepen-
dent solutions for web-page segmentation and for improving existing query interfaces. 
The medical domain has a need to evolve in terms of making the available informa-
tion accessible to the end-users in a user-friendly manner. The need for advanced 
query interfaces that provide an in-depth querying persists. Query by Segment or Tag 
(QBT) is an attempt in this direction. It aims at returning the users the desired results 
from the designated parts of the web-page rather than complete web page results. 
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Abstract. Standardized Electronic Health Records (EHRs) make use of 
archetypes for representation of data. In combination with terminologies, the 
archetypes enable powerful possibilities for semantic querying of repository 
data. Such querying enables longitudinal processing of health data, regardless 
of the originating system. The semantics of data is better understood by viewing 
the data in the context of the user interface (UI). The paper demonstrates the 
feasibility of creating a query interface. It introduces a general purpose database 
transformation channel. It will shorten the application development process and 
increase the quality of the software by automatically generating software 
artifacts that are often made manually (and are prone to errors). It is possible to 
know the locations of each leaf datum within information conforming to an 
archetype. The tool helps in the inspection of an archetype in advance, which 
can yield a set of path fragments. It can be used to query instances which 
conform to an archetype for intelligent querying. 

Keywords: Electronic Health Records, Querying, User-Interfaces, Improving 
Information Quality, Archetype-Based EHR. 

1 Introduction 

Electronic Health Records (EHRs) are the paperless solution to healthcare world that 
runs on a chain of paper files. These former Electronic Medical Records (EMRs) have 
bad record design and shallow support of user interfaces to fill in and extract data, 
leading to incomplete and incorrect data records. In contrast, the standardized EHR 
record design is based on clinical investigator recording process [5]. These ensure 
Data Quality (DQ). Its two key principles are data accuracy and data validity. To 
communicate effectively, data must be valid and conform to an expected range of 
values. To be useful, data must be accurate. As the recording of data is subject to 
human error, there need to be built-in control measures to eliminate errors, in manual 
recording and computer entry. DQ also includes reliability, completeness, legibility, 
timeliness, accessibility, usefulness, confidentiality and security [27]. Data quality is 
proportionate to the attainment of achievable improvements in health care. 

Thus, the proposed Electronic Health Records (EHRs) have a complex structure 
that may include data of about 100-200 parameters, such as temperature, blood-
pressure, heart rate and body mass index. Individual parameters have their own 
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contents (Figure 1). In order to serve as an information interchange platform, EHRs 
use archetypes to accommodate various forms of contents [16]. The components 
within EHR data have multitude of representations. The contents can be structured, 
semi-structured or unstructured, or a mixture of all three. These can be plain text, 
coded text, paragraphs, measured quantities with values and units, date, time, date-
time, and partial date/time, encapsulated data (multimedia, parsable content), basic 
types (such as boolean, state variable), container types (list, set) and uniform resource 
identifiers (URI). 
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Fig. 1. Heart Rate Archetype 

1.1 Archetype-Based EHRs 

Standardized EHRs provided by openEHR [24], HL7 [13] and CEN TC/251[10] aims 
to use archetypes. Archetypes allow describing specific clinical concepts ( for 
example, blood pressure, and ECG measurements) as constraint rules that constrain 
the possible types, relationships and values of the record components in an ISO 13606 
‘Composition’ [15]. A ‘Composition’ corresponds to one clinical document. Thus, 
archetype is an agreed formal and interoperable specification of a re-usable clinical 
data set which underpins an electronic health record (EHR). It captures as much 
information about a particular and discrete clinical concept as possible. An example 
of a simple archetype is WEIGHT, which can be used in multiple places, wherever is 
required within an EHR. ISO 13606-2 [16] has defined an Archetype Definition 
Language (ADL) [16], [6], i. e., a formal language that is related to the ISO 13606-1 
[15] reference model. Archetypes expressed in this language will be convertible to 
HL7 Refined Message Information Models (R-MIMs) and Common Message 
Element Types (CMETs). It is intended to harmonize the ISO/openEHR ‘archetype’ 
concept with the HL7 Clinical Document Architecture [14] and HL7 Templates. 

An archetype definition basically consists of three parts: descriptive data, 
constraint rules and ontological definitions (Figure 2). The descriptive data contains a 
unique identifier for the archetype, a machine-readable code describing the clinical 
concept modeled by the archetype and various metadata such as author, version, and 
purpose. The constraint rules are the core of the archetype and define restrictions on 
the valid structure, cardinality and content of EHR record component instances 
complying with the archetype (represented by definition section). The ontological part 
defines the controlled vocabulary (i. e., machine readable codes) that can be used in 
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specific places in instances of the archetype. It may contain language translations of 
code meanings and bindings from the local code values used within the archetype to 
external vocabularies such as SNOMED or LOINC. It may also define additional 
constraints on the relationship between coded entries in the archetype based on the 
code value. The ADL for the archetype ‘heart rate’ is given in Figure 6. ADL is path 
addressable in a similar way, as data in XML. 

 

Dynamic Generation of Archetype-Based User Interfaces for Queries on Electronic 
Health Record Databases

 
 

Fig. 2. Structure of Archetype 

At the storage level, the EHR components use a Reference Model (RM) [5] for the 
physical structure. The archetype defines constraints on the structure, types and values 
of instances of the RM. It enables archetypes to have different granularity levels 
according to the different classes defined in the RM. Thus, there are different 
categories of archetypes such as ‘Composition’, ‘Section’, ‘Entry’ and ‘Item-
Structure’. Each category may have a different structure. Archetypes are stored in 
common agreed repositories that allow both sides, source and receptor, to identify the 
semantic links and relationships between the concepts included within an EHR 
Extract. EuroRec1 requirements include recommendations for repositories [11]. There 
are the public archetypes repositories [9] across the world such as openEHR Clinical 
Knowledge Manager (CKM), NHS repository, Minas Gerais repository and Swedish 
CKM. 

The current research indicates the need for building user interfaces (UI) on the 
top of qualitatively designed archetypes, thus helping to obtain correct and 
                                                           
1  The European Institute for Health Records or EuroRec Institute [11] is a non-profit 

organization that promotes the quality of EHR systems.  
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complete records. The rest of paper is organized as follows. Section 2 describes 
the context of archetypes related to improving quality aspects. Section 3 describes 
querying EHR data with emphasis on high-level user-interfaces for semi-skilled 
users. The dynamic generation of a user-interface based on archetype is discussed 
in Section 4. Section 5 describes the system configurations. Section 6 presents 
related work and discussions. Finally, section 7 presents the summary and 
conclusions. 

2 User- Interfaces for Improving Information Quality  

2.1 Motivation and Background 

Often, the data quality problem is actually a data misinterpretation problem [21]. The 
data source may not have any “error,” within the data that it provided. However, the 
content may not convey the meaning that the receiver expected. The issue is about 
how data in one context can be used in a different context. This is a desirable goal. It 
is sought through standardization efforts [21]. The current research addresses the 
problem of semantic heterogeneity in EHR domain. The archetypes created through 
domain knowledge governance and developing technologies, provide data that is 
consistent with receiver preference (service layer), thereby improving the data quality 
at the receiver end. A prototype query interface has been implemented at the service 
layer for the EHRs that follow the openEHR standard. 

2.2 Improving Data and Information Quality 

Table 1 gives various DQ requirements [37] and their aspects in archetypes. High 
quality archetypes with high quality clinical content are the key to semantic 
interoperability of clinical systems [12]. They aid in decision support. Archetypes 
may define compositional relationships to other archetypes by using ‘Slots’. A ‘Slot’ 
sets constraints in the archetype nodes to define which archetypes can be allowed or 
excluded. These increase the reusability of archetypes because these follow the 
definition of hierarchical structures between archetypes. Terminologies also help in 
achieving semantic interoperability. Terms within archetypes are linked (bound) to 
external terminologies like SNOMED-CT [32]. Thus, archetypes have been chosen in 
current study for resolving the problem of semantic heterogeneity in EHR domain.  

3 Intelligent Querying through Archetypes 

Considering the challenges faced by today’s health record systems (the need to record 
more data, the need to analyse more data and the need to share more data), querying 
plays a vital role in enhancing the information quality of EHR systems. The 
hindrances to querying are detailed knowledge of schema and specialized knowledge 
of query language. 
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Table 1. Data Quality Requirements and Aspects 

Data Quality Requirements Aspects in Archetypes 

Accuracy and Validity Business rules defined in archetypes 

Believability Archetypes developed by domain experts 

Accessibility Sharable Archetypes (through common 
repository) 

Timeliness New and modified archetypes are developed as 
clinical knowledge expands 

Completeness Standardized data definitions, content and 
structure 

Interpretability Fine granularity of data in archetypes and 
Linkage to terminology standards 

Ease of Understanding Translatable to different languages without 
language primacy 

Concise Representation Rich health data definitions 

Consistency Ontology-based archetype transformation 
process (e.g. openEHR archetypes to HL7 
CDA archetypes or CEN 13606 archetypes) 

The Agency for Healthcare Research and Quality (AHRQ) has found low EHR 
adoption rates for physician groups [2]. Need of high-level query language interface 
(as a need) has been identified for improving information quality gains and ease of 
access in EHR domain [29]. In order to achieve information quality, the current 
research identifies the use of generated user interfaces for the purpose of querying. It 
allows querying data at the finest level of granularity (providing flexibility). 

3.1 Schema Analysis 

EHRs allow multiple representations [5]. In principle, EHRs can be represented as 
relational structures (governed by an object/relational mapping layer), and in various 
XML storage representations. 

The schema of the EHR consists of set of archetypes along with their parameters 
and the relationships they have with one another (Figure 3). Archetypes in our data 
model correspond to an entity set. The parameters of the archetype include not only 
simple and multi-valued attributes, but also complex-typed attributes. Unlike ER 
model, our model does not support relationship attributes nor does it distinguish 
between strong and weak attributes.  

EHR has a hierarchical structure. An archetypable data instance in an openEHR 
standard based EHR is either a ‘composition’, or a ‘section’ (which must be contained 
in a composition or section), or an ‘entry’ (which must be contained in a composition 
or section), or an ‘item structure’ (which must be contained within an entry or item 
structure). The hierarchical structure of EHR and categories of archetypes based on 
openEHR standard is shown in Figure 4. 
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Fig. 3. Querying archetype-based EHR based on analogy of EHR Schema and DBMS Schema 

The archetype paradigm (containing categories) is more flexible and easily scalable 
because it provides the means to handle the knowledge evolution. This technology 
avoids reimplementation of systems, migrating databases and allows the creation of 
future-proof systems. Also, these categories are based on the clinical investigator 
recording process [5], hence improving data quality improvement. 

In order to create a data instance of a parameter of EHR, we need different 
archetypes in ADL, and also these archetypes may belong to different categories of 
archetypes. For example, to create a data instance for Heart Rate, we need two 
different archetypes-namely, encounter and heart rate. These archetypes belong to 
different categories viz., ‘composition’ and ‘observation’ (having different structure). 
At the time of query, a user faces this problem- which archetypes must be included in 
querying? 

 

Shelly Sachdeva, Daigo 

 

Fig. 4. Hierarchical structure of EHR and categories of archetypes 

3.2 Data Analysis 

Relatively few archetypes are used to construct quite large slabs of data; a clinical 
example would be ‘ECG results’, where one archetype corresponds to 10 leads’ worth 
of time-series data, with possibly hundreds of samples. Consider a simple EHR of 
health encounter consisting of SOAP (subjective, objective, assessment, plan), which 
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further consists of blood_pressure and heart_rate. The instance data of such an EHR is 
very large. The archetype map is much smaller than its data as shown in Figure 5. It is 
a suitable basis for optimized querying [7]. 

 

Dynamic Generation of Archetype-Based User Interfaces for Queries on Electronic 
Health Record Databases

  
Fig. 5. Data analysis of an EHR transaction [based on 7] 

4 Dynamic Generation of User-Interfaces 

Recent research emphasizes that good graphical user interfaces that support 
customization and data validation play a decisive role for user acceptance and data 
quality [31]. It shows the feasibility of generation of user interfaces from openEHR 
archetypes. However the use of Mozilla XML User Interface Language (XUL) revealed 
some problems (e.g., implementation bugs, inconsistencies, lack of modern 
development environment). Thurston [35] mentions that the presentation of EHR data 
must be flexible to support a variety of access needs and should be extensible to support 
the presentation/viewing needs of various clinical and administrative institutions. The 
opereffa project is the real model of practical EHR use (which is based on openEHR 
standard) [26]. It makes use of archetype-based user interfaces for the purpose of data 
entry and validation. Our proposed study implements the tool for generating user 
interfaces. It shows its usage for the purpose of intelligent querying, and for improving 
information quality aspects. This is the first initiative taken in this regard.  

4.1 User-Interfaces for EHRs 

The generated user interfaces records the maximal data about the physiological 
measurements (Figure 6). For example, blood pressure is higher if a person is lying 
down than if they are sitting or standing. The reading itself has little meaning without 
detailed information about the context in which it was taken. This leads to data quality 
enhancements. Further, the generated UI provides runtime validation of data input - 
thus improving data entry quality. For example, ADL for archetype ‘heart rate’ 
(Figure 6 (left) , line 20) defines the constraint that rate should be greater than 0.  
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This constraint has been represented as shown under ‘rate’ field in the generated UI 
(second graphical widget in Figure 6 (right) shows value of ‘0’ and permits the data 
value only greater than it). 

4.1.1   Challenges Encountered 
The challenges during automatic generation of user-interfaces are dealing with: 

(i) Multitude of representations. 
(ii) Different categories of archetypes having different structures. 

The prototype deals with the multitude representations. A little difficulty is being 
faced while dealing with the link type (‘reference’) object and multimedia (‘media-
type’) object. For example, in case of link type object, the module needs first to 
search for finding the corresponding object (it may be quantity, text, date), followed 
by returning the link path. Consider another example, in case of ‘media-type’ object; 
it is described by referring to a URL according to openEHR Java API. However, URL 
is mentioned but is stated through codes. ADL has codes such as ‘[425, 426, 427,…]’, 
which imply that data should be displayed as [image/cgm, image/gif, image/tiff,…]. 
The software has been coded with a conversion table (for instance, change of ‘425’ to 
‘image/cgm’).  

Archetypes belong to any one among following categories (composition, section, 
entry and item-structure). There are five sorts of entries (observation, evaluation, 
action, instruction, administrative) and four types of item-structures - single entities 
(e.g. weight, height), lists (e.g. blood test results), tables (e.g., visual acuity results) 
and trees (e.g., biochemistry results) (Figure 4). During implementation, it has been 
observed that ‘action’ category completely has another structure. A different 
presentation model according to each category of archetype has been being built. 
Thus, all the concepts (279 developed till date) can be represented by using these 
small number of presentation models. 

For current research, the archetypes have been downloaded from openEHR CKM 
[23]. The corresponding ADLs are stored as an archetype repository. The process of 
user interface generation involves the following: 

(i) ‘LoadADL file’ module loads the ADL archetype. 
(ii) The category of the archetype is being checked. 
(iii) The ADL archetype is read using openEHR Java ADL Parser reference 

implementation which generates Archetype Object Model representation of 
the archetype.  

(iv) These are further pushed to the browser in the form of HTML, using HTML, 
JavaScript and JavaScript libraries (jQuery and jQuery UI), which turns simple 
components into more capable components. 

(v) User sees a capable, dynamic HTML based UI.  

Our approach is dynamic in the sense that whenever clinical knowledge expands, a 
new archetype is being developed by domain expert without changing the underlying 
schema. So, we automatically generate a new user interface based on the newly 
developed archetype. These can be used further for the purpose of intelligent 
querying, leading to quality enhancements for end-users.  
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4.2 Querying EHRs 

The current research is an effort towards the archetype-based high-level query 
interface (Figure 3). In contrast to a traditional setting, where users express queries 
against the database schema, we assert that the semantics of data can often be 
understood by viewing the data in the context of the user interface (UI) of the 
software tool used to enter the data. The conceptual model of the user interface of a 
data-entry application may bear little or no resemblance to the schema of the 
underlying database. User’s view of data in the application is heavily influenced by 
how the data appears in the user interface. Our goal is to allow domain experts with 
little technical skill to understand and query data.  

We propose that intelligent querying is possible through the use of  

(i) Archetype user-interface (Figure 6) and  
(ii) Archetype query maps (Figure 5).  

When data is committed, its “archetype query map” [7] is computed, and stored 
separately to aid efficient querying. The map is simply a list of archetypes used to 
construct the data, keyed by the actual paths in the data where they are used (Figure 5). 

The query interface for heart rate is defined by the contents of its archetype. The 
availability of automatic generation of user-interface on the top of archetypes is 
effectively a service interface for data. The tool helps in the inspection of an 
archetype in advance, which can yield a set of path fragments which can be used to 
query instances which conform to an archetype. The detailed design specifications 
with sample query examples are a topic for future consideration. The current research 
presents the implementation issues and details. The study considers QBE (Query-by-
Example) [38] as a model which can support many levels of user skills and many 
types of functional requirements. It can provide an interface that accepts user’s intent 
and communicates well-formed formulas (W.F.Fs) for computations. The proposed 
approach is implemented on the basic SQL style data operations for queries 
(relational algebraic operations/set-theoretic operations). The various query examples 
have been implemented against the functionality, which includes the basic operations 
- project, select, rename, negation and join (Table 2). It can be further enhanced to 
include full query language operations. Most of the healthcare worker’s needs are met 
by the single table style queries (i.e., single archetype based). However, the approach 
is simple for queries involving multiple archetypes, as it is facilitated by the archetype 
query map. QBE is a relationally complete language [38]. The proposed approach is a 
relationally complete language as it is built as an extension to QBE. Thus, QBE can 
be used for archetype-based EHR data. For querying, it provides archetype as a view 
which provides user-defined subset of a large database. The implementation snapshots 
for the following query example are shown in Figure 7. In future, the authors propose 
to test the functionalities of querying through the described approach for semi-skilled 
users. 

Example: Get the heart rate values where the rate is equal to 120 beats per minute 
and the heart rhythm is regular.  

AQL Expression: 
SELECT obs/data[at0002]/events[at0003]/data[at0001]/items[at0004]/value[at0017], 
FROM EHR [ehr_id/value=$ehrUid]  
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CONTAINS COMPOSITION [openEHR-EHR-COMPOSITION.encounter.v1] 
CONTAINS OBSERVATION obs openEHR-EHR-OBSERVATION.heart_rate.v1] 
WHERE  
obs/data[at0002]/events[at0003]/data[at0001]/items[at0004]/value[at0017]=120 AND 
obs/data[at0002]/events[at0003]/data[at0001]/items[at0005]/value = ‘regular’ 

Query interface: 
Step 1. The concept ‘heart_rate’ is known and selected by the health worker for a 

specified patient. (Figure 7(a)).   
Step 2.  The required archetypes connected with ‘heart_rate’, that is, ‘encounter’ 

and ‘heart_rate’ are prompted to the user in the form of tabular data. (Figure 7(b)).  
     (archetype description of ‘heart_rate’ presented by the system)  
     (archetype description of ‘encounter’ presented by the system) 
     [Restrict] and [project] single patient data 

The system support facilities for specifying restrict operation (rate=120 AND 
rhythm= ‘regular’). (Figure 7(c)). 

5 System Configurations and Architecture 

Client-server architecture has been used as shown in Figure 8. The prototype system 
has been implemented using Java 6 [17], Struts 1.3.10 [33]. A tomcat 6.0 [36] server 
has been used. The libraries from openEHR Java API 1.0.1 [25] have been 
incorporated. The other components used are JavaScript (JS) libraries such as, jQuery 
1.6.2 [19] and jQuery UI 1.8.16 [20]. jQuery UI provides abstractions for low-level 
interaction and animation, advanced effects and high-level, themeable widgets, built 
on top of the jQuery JavaScript Library, that you can use to build highly interactive 
web applications. 

The current prototype has been implemented based on standardized openEHR 
specifications. To standardize the representation of an international electronic health 
record, the abstract specifications are defined using the UML notation and formal 
textual class specifications [5]. The prototype makes use of the archetypes 
downloaded from a public repository named openEHR CKM [23]. It has 279 numbers 
of archetypes developed through domain-knowledge governance till date. The 
prototype has been tested by generation of user-interfaces for a selected list of 
archetypes. A sample is presented in Figure 9. It consists of examples taken from each 
category of the archetypes. 

Requirement of specific user interface elements and screen design for medical 
applications have been studied in a wider extend recently. There are many research 
initiatives by Microsoft such as, Microsoft Health Common User Interface (MS CUI) 
[22] trying to produce UI elements which would serve better than the usual text box, 
combo box and other well known UI elements.  However, investing into strong UI 
technologies does not solve the problem, because standardized EHR implementations 
(openEHR) heavily rely on models, in other words composition of RM classes 
described by ADL [34].  Joining the UI to these models is an architectural challenge. 
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Server
Client: Browser

JavaScript
JS Library

(jQuery , jQueryUI )

Tomcat Server
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(openEHR API)

Archetype 
Repository

 

Fig. 8. System Configurations for Generation of User-Interfaces 

openEHR-EHR-COMPOSITION.report.v1
openEHR-EHR-COMPOSITION.prescription.v1.adl

openEHR-EHR-EVALUATION.problemdiagnosis.v1
openEHR-EHR-OBSERVATION.laboratory-hba1c.v1
openEHR-EHR-OBSERVATION.blood_pressure.v1

openEHR-EHR-OBSERVATION.body_mass_index.v1
openEHR-EHR-OBSERVATION.heart_rate.v1

openEHR-EHR-OBSERVATION.lab_test-microbiology.v1.adl
openEHR-EHR-ITEM_TREE.medication-vaccine.v1

openEHR-EHR-ITEM_TREE.imaging.v1
openEHR-EHR-ACTION.procedure.v1.adl

 

Fig. 9. Sample List of Archetypes 

Table 2. Relational operations for querying 

Query Languages→
QL Functionality↓ 

SQL AQL Proposed 
approach 

Project √ √ √ 

Restrict √ √ √ 

Rename √ √ √ 

Negation √ √ √ 

Join √ √ √ 

Relational operators/ 
Boolean Operators 

√ √ √ 

Rename √ √ √ 

Disjunction √ √ √ 

Union √ √ √ 

Difference √ √ √ 
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6 Related Work and Discussions 

Archetype Query Language (AQL) [3] has been developed by openEHR for querying 
archetype-based EHRs. AQL is used by developer level users (skilled users). Its 
syntax is complex. It requires more skills than SQL and XQuery, which are at 
application level. It also requires the knowledge of ADL path. Ocean informatics 
provides query builder tool for building AQL queries [28]. It often limits the query 
expressiveness. A common challenge of many query building tools is a case of a 
complex query. The limitation may be because the chosen graphical metaphor or the 
tool’s native modeling paradigm cannot support all necessary query criteria; or there 
is limited capability to combine interim solution layers within the tool (e.g., output of 
one query criterion is input for another criterion). In comparison, the EHR system 
must have an appealing and responsive high-level query interface that provides a rich 
overview of data and an effective query mechanism for patient data. It should support 
semi-skilled users at clinics or hospitals. 

All of the form-based query interfaces share two characteristics in common, 
besides their form-based nature. First, they are all intended to hide some complex 
query operations from the user. In most cases, the complex query operation in 
question is the join operator. Second, these techniques typically expose only a subset 
of the data available in a database. For instance, an application may have a search 
form for building complex queries to find medical providers in a database, but that 
form was custom-built by a developer anticipating a certain class of query; one cannot 
then use the same query form to search for patients. In recent research, one of the 
metrics that they use to evaluate their generated search forms is coverage of schema 
elements (tables and foreign keys) because they generate forms only for the most 
frequently accessed tables and the most frequently issued queries (to keep the number 
of generated forms low) [18].  

Jayapandian and Jagadish [18] proposed tools that generate forms-based query 
interfaces based on the schema of the database (and the profiles of executed queries). 
The query interface generation in the current study is through the EHR schema, 
presented in section 3.1. It uses the bottom-up approach for the query interface 
generation. In our proposal, the user’s view is incorporated despite the use of actual 
database schema tables, which is more user-friendly. The current research treats the 
user interface itself as a view schema and constructs the query interface. It does not 
require users to specify complex operators such as joins. The query interface exposes 
all the data that is available in the user interface of the application in a similar way, as 
the QBE approach. It generates a query interface from the conceptual model. The 
interface poses limitation in the kinds of queries that it can express relative to SQL. 

FoxQ [1] and EquiX [8] help end users rather than form developers to build forms 
to query a database. These approaches provide graphical view of the database schema 
and allow users to specify predicates on schema attributes to build queries 
incrementally. We provide a tabular view of archetype map (archetypes involved in 
querying) and allow users to specify predicates on archetype attributes to build 
queries incrementally. 

Earlier, the use of XQBE (XQuery-by-Example) interface directly over the XML 
description of archetype has been examined [30]. The XQBE interface requires some 
knowledge of tree or graphs on the part of users, whereas QBE interface is quite 
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simple and intuitive to use. In the current approach, the archetype query map in 
combination with archetype user interfaces provide the information of what items will 
be available in any actual data, enabling complex queries to be served easily. 

6.1 Information Quality Requirements 

The keyword and form-based interfaces have limitations for EHR domain, where 
obtaining accurate and qualitative data is very important for medical users. Suitable 
query language capable interfaces enhance information quality. Many previous 
studies have identified the need of high-level query language interface for improving 
information quality gains in EHR domain [29] [32].  

Various information and data quality issues have been reported in data integration 
systems [4]: 

(i) Technological heterogeneity  
(ii) Schema heterogeneity due to  
   -  Different data model and  
   -  Different data representations, and 
(iii) Instance-level heterogeneity (caused by different conflicting data values provided 
by distinct sources for the same objects). These are caused by quality errors such as 
accuracy, consistency, completeness and currency errors. 

The recent research studies highlight the handling of these issues through the use of 
abstract specifications (defined using UML), adherence to a single Reference Model 
and adoption of international set of archetypes developed through domain knowledge 
governance. Thus, this paper contributes in following ways. First, it demonstrates that 
information and data quality can be included as an integral part during the user-
interface generation. Secondly, it offers a perspective for the migration from today’s 
focus on the EHR domain towards a broader concern for enhancing information 
quality. The research highlights the need for Quality of the content being accessed 
from EHR repositories. It is related to topics like “structuring” the data, information 
sources, modeling and encoding, and consolidating redundant data. It focuses on how 
the method of data capture (through archetypes) plays an important role in shaping 
what is possible to measure in an electronic environment.  

The generated user-interfaces specify the design of the clinical data that a health 
care professional needs to store in a computer system. Thus, we show how the 
generation of UI can be used to capture context knowledge and improve information 
access and its quality by automatically reconciling semantic differences between the 
sources and the receivers. The proposed interface meets a key requirement for 
semantic interoperable EHR systems which is the key to information and data quality 
in healthcare domain.  

7 Summary and Conclusions 

Keeping in mind, the ultimate goal of data engineering, which is to put high quality 
data in the hands of users, this study has explored the generation of user interfaces 
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from archetypes (which are powerful representations of clinical knowledge). The 
current research treats the user interface itself as a view schema and constructs the 
query interface against it that may be more user-friendly. The efforts are undergoing 
for implementation to further test the approach with sample set of queries for all 
database operations with medical users. The graphical interface would complement 
efforts by the openEHR foundation, Microsoft, ISO 13606 and CEN/TC251 
(European committee for standardization), which are working on semantic 
interoperable EHRs, making use of archetype-based EHRs. Thus, querying in an 
environment, where all sources and all receivers of data always have the same 
meanings, will reduce the problem of semantic heterogeneity. 

In contrast to the old message paradigm, the archetype paradigm is more flexible 
and easily scalable because it provides a means to handle knowledge evolution. This 
technology avoids reimplementation of systems, migrating databases and allows the 
creation of future-proof systems. The study explores the aspects of archetypes 
considering the DQ attributes of wholeness, discrete, specialization, simple, generic 
and re-usable.    
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Abstract. Existing OLAP user interfaces typically explore hierarchical multi-
dimensional data through tabular data cube views. Aggregation is supported by 
dimension hierarchy level selection and filtering by slice and dice operations. 
Aggregation determines the size of data cube cells while filtering determines 
the cells in the view. Table based interfaces provide views that typically include 
two or three dimensions at a chosen level of aggregation. This paper describes 
an interface that is based on an alternative paradigm, parallel coordinates. 
However, instead of parallel axis, we use parallel dimension trees. The interface 
supports data aggregation and filtering operations. It supports both proportional 
and fixed value dimension scales. It supports a range of exploration tasks 
including viewing data distribution, comparing data distributions and viewing 
correlation. The main benefit of our interface is its support for rapid and 
flexible overviews across many dimensions and multiple hierarchy levels at the 
cost of less detailed views.  

Keywords: OLAP, data exploration, visualisation, user interface. 

1 Introduction 

OLAP (OnLine Analytical Processing) [2] is the interactive exploration of 
hierarchical multi-dimensional data. For example sales data can be analysed along 
product category, price, location and date dimensions. Multiple aggregation levels can 
be defined for each dimension. For example dates can be aggregated by day, month, 
quarter and year. The standard OLAP data models is a data cube with hierarchies over 
each dimension. A data cube is formed by aggregating n-dimensional data facts into 
n-dimensional base cube cells where cells can contain fact counts or the sum of a fact 
measure such as sales value. The dimension hierarchy’s lowest levels determine base 
cube cells. Views over a base cube are facilitated by two transformations (i) a cube 
operator applied to add subtotals [4] and (ii) further aggregation of base cells into 
larger cells (that sum base cell values) determined by higher dimension tree levels. 

Table based OLAP interfaces such as pivot tables [6,9,10] support all possible 
tabular views over a data cube at varying granularities. A user can slice and dice to 
restrict the cube to tabular subsets and can drill-down or roll-up though dimension 
hierarchies to view the cube at different granularities. These operations apply equally 
to cells containing aggregated facts and subtotals.  
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An OLAP interface supports a variety of user exploration tasks: looking up the 
value of a specific data cube cell, observing and comparing data distributions across a 
dimension for a chosen subset, and looking for association and correlation. For 
example a user may wish to see the distribution of hat sales by location and then 
break this down by quarter to compare the first and second quarter sales' distributions. 
A user may also want to check if there is an association between product type hat and 
particular locations. Table based interfaces have two major limitations.  First, as the 
number of dimensions increases initial exploration can become more difficult. Table 
views typically contain 2 or 3 dimensions along which data distribution can be easily 
read. If there are many dimensions, say five or more, the user must choose a subset of 
these dimensions to display and pivot. If there are even more dimensions, there are 
even more choices to be made. Second, if the data is sparse, views over the base cube 
and lower aggregation levels become unusable as most cells are empty. Examples of 
sparse data include web log and network traffic particularly when small time slices 
are used. 

We have developed an OLAP interface that targets these issues. It provides data 
cube views that are less sensitive to the number of dimensions and to data sparsity, 
while still providing aggregation and filtering capabilities to support standard OLAP 
user tasks. It is implemented in our SGViewer (Structured Graph Viewer) tool. The 
interface is based on (i) parallel coordinates rather than cartesian coordinates to 
support 5-8 dimension views and (ii) proportional hierarchical dimension scales rather 
than fixed scales to support both dense and sparse data. The tradeoff for our systems 
benefits is that each individual dimension view is less detailed, containing 1 or 2 
dimensions. We expect our approach can compliment traditional tabular approaches, 
particularly for early exploratory data analysis of new data where viewing 1-D 
distributions for each dimension is a natural starting point. 

Our system has been presented [8] from an information visualisation perspective. 
This paper builds on that work by providing an OLAP perspective and describing 
support for fixed scale dimension views and correlation views. 

The next section presents related work. Section 3 presents a mapping from data-
cube to parallel dimension views, our hierarchical proportional dimension view 
visualisation and our division and restriction query operators. Section 4 presents a 
sales data use case and data preparation, Section 5 presents our systems support for 
association and correlation views and Section 6 discusses limitations. 

2 Related Work 

The standard interface for OLAP is the pivot-table. To setup a pivot-table a user first 
decides on the axis for their table by dragging dimensions from a list of dimensions 
onto X and Y-axis. If more than one dimension is dragged onto the X-axis a nested 
table is formed. Colours can be allocated to a dimension. Users choose from a wide 
variety of charts, such as bar charts, to present their tables.  

Tableau [10] based on Polaris [9] is leading pivot-table software. Its unique feature 
is support for nested tables that can show a grid of charts. When used in combination 
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with a colour legend a single table can show five dimensions of data. Tableau also 
allows dashboards of coordinated tables and filters to be created. Microsoft has 
recently innovated their pivot-table offering with Power Pivot [6], which supports 
dimension sliders that act as global filters on a dashboard of up to four charts. 

Parallel coordinate charts [5] typically show n-dimensional data using n vertical 
axis where each axis has an annotated scale. Each data point is shown by plotting it on 
each axis, then drawing a path through these axis positions. The biggest advantage of 
parallel coordinates is they easily scale to 10 or more dimensions. Unlike bar charts, 
which are designed to present aggregated data, parallel coordinates work best when 
presenting distinct points. However, a range of parallel coordinate systems have been 
developed that support some aggregation through the use of density map style 
blurring [3] or explicit aggregation in the case of parallel sets [1]. Our work is not 
table based like Tableau, it is parallel axis based. Rather than supporting a single level 
of aggregation [5], our system supports the multiple levels of aggregation that are 
implicit in a dimension hierarchy. 

OLAP is part of what is now called BI (business intelligence), which is concerned 
with integrating manual data exploration with statistical and heuristic analysis to find 
patterns and make predictions. Our focus in this paper is with the traditional OLAP 
task of supporting manual data exploration via interactive charts.  

 

Fig. 1. Startup screenshot of SGViewer presenting sales data in: line, brand, outlet, market and 
price dimensions. Parallel dimensions are stacked vertically while widths indicate proportions. 
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Fig. 2. Sales data cube with subtotals above dimension views containing some aggregate cells 
and all base cells 

3 Parallel Dimension Views 

This section presents our interface design based on parallel dimension views. Fig. 1 
shows our interface presenting each dimension in a separate parallel view. Here we 
define which data cube cells appear in an initial view, and then present a hierarchical 
proportional visualisation for each dimension view. Finally two ways of evolving 
views to present additional portions of a data-cube are described. 

Table 1. A fact table of sales data with product, size and time dimensions and sales counts 

 Product Size Time Sales 

1 hat med Q1 100 
2 hat med Q2 50 
3 hat large Q1 150 
4 hat large Q2 250 
5 cap med Q1 120 
6 cap med Q2 160 
7 cap large Q1 110 
8 cap large Q2 200 

 
Table 1 presents a fact table of sales data that has been aggregated in three 

dimensions: product, size and time. The eight facts appear in fig. 2 as the eight yellow 
base cube cells. The remaining cube cells contain subtotals. Each cell in the cube is a 
tuple (p,s,t). Dimension totals are denoted with '*'. For example, (h,*,*) denotes the 
total sales for hats over all combinations of size and time while (*,*,*) denotes the 
total of all sales. The latter cell appears at the top-right-back of the cube. 
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The overall total and one dimensional subtotals (those tuples with two *'s such as 
(h,*,*) are the red cube cells. These cells form the top of each parallel dimension 
view. The product view is a tree with root (*,*,*) and children hat (h,*,*) and cap 
(c,*,*) placed above all base cube cells. Size and time dimension views are built in 
the same way. If the product, size or time dimension hierarchies contained more 
levels the extra levels would also be included. Note each base cube cell is placed 
under its appropriate subtotal, so the order of base cube cells is different in each 
dimension view. The three views only show a subset of the subtotal cells; there are 12 
cells that are not included. Additional operators will be introduced to access them. 

Fig. 3 (top) shows the product dimension with our nested proportional 
visualisation. Cell values are represented by relative widths. The cap cell with value 
590 is slightly wider that the hat cell with value 550. The highest valued base cube 
cell (with value 250) is the widest. Overall the dimension view shows a tree of nested 
proportions. 

Fig. 3. The initial proportional product view, the view after division by time and view after 
restriction to Q1 

Views can be divided or restricted to see more detail. Fig. 3 (middle) shows the 
effect of dividing the product view by time. The top box shows three values: the 
overall total (*,*,*) and its division into (*,*,q1) and (*,*,q2) parts. Hat and cap boxes 
have been divided in a similar way. The (h,*,*) cell has been divided into (h,*,q1) and 
(h,*,q2) proportional parts. The eight base cube cells are now coloured according to 
quarter. The divided view presents nine subtotal proportions. Fig. 3 (bottom) shows 
the effect of restricting the product view to the first quarter, that is to the subtotals 
(*,*,q1), (h,*,q1) and (c,*,q1) and four base cells. 
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Our design coordinates dimension views. Division and restriction are applied by 
making selections in one or more views to effect other views. A colour partition of the 
time view divides the other dimension views into slices. A filter selection of Q1 in the 
time view restricts the other dimensions to the Q1 slice. Division can be applied once 
while restriction can be applied repeatedly. Restricted views can be coordinated in a 
variety of ways [7]. The default coordination is progressive querying; when a 
selection is made in a dimension view, later selections do not change that view. 
Division and repeated restriction can be used in combination to view and compare 
distributions across any part of a data cube. 

Fig. 4. Fixed scale views of the product dimension: the initial view, the view after division by 
time and view after restriction to Q1 

Dimensions can also be shown with a fixed tree rather than a proportional tree 
scale. Fig. 4 shows an example. The leaves of each dimension tree view are base cube 
cells that have a fixed width, where fill area is varied to reflect varying counts or 
measure values. Cell and category box fill areas are relative, that is, they are relative 
to the highest value on each tree level. For example in the initial view, the highest cell 
value is 250, so cell 1 with a value of 100 is shown 40% filled. Query operations no 
longer change the visible structure of dimension trees. Division by time, then filtering 
by time, change cell and category box fill areas rather than change cell and category 
box widths, where the latter can have the effect of excluding cells and categories from 
view. 
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4 System Usage 

4.1 Exploring Sales Data 

Fig. 1 showed an initial view of an electrical appliance distributor's sales data, a small 
dataset of 365 orders (for 5254 items in total) with five dimensions and two measures: 
quantity and profit per order. Fig. 1 showed most sales were by department stores 
rather than specialty furniture or home stores. The overall distribution of sales across 
the other dimensions can also be read. Sales were evenly divided among three 
appliances while there were more sales to San Diego and San Jose than to Boston and 
New York. Sales were evenly split above and below the 500-dollar price point.  

We wish to explore further. We are most interested in department stores as they 
were the largest contributor, but we also wanted more detail on the breakdown of 
sales from Boston and New York versus San Diego and San Jose. We selected 
department stores to restrict the other dimension views to department sales and 
applied green and orange to Boston and New York respectively to divide the other 
dimensions by these outlets. Finally we shuffled the dimension views placing the 
selected market view at the bottom and the coloured view at the top to make reading 
easier. Fig. 5 shows the result. 

Fig. 5. Exploring sales data with SGViewer. Outlet, Line, Brand and Price dimension views 
have been restricted to department while all dimensions have been divided into Boston, New 
York and other outlet sales. 

The distribution of sales from department stores for Boston, New York and other 
outlets are shown in the line, brand and price point views. The line view shows each 
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location's sales are evenly spread across the three appliances. However the brand view 
shows divergence. Most Boston sales are Gen A brand while most New York sales 
are for AutoKitchen or KitchenWare brand items. The price dimension view shows 
most Boston sales are below the 500-dollar price point while most New York sales 
are above the 500-dollar price point. It would be interesting to breakdown the line 
dimension view further by brand to see how the KitchenWare and Gen A brands 
associate with individual appliance types. This would require a further division of the 
line view. SGViewer supports a second division operator, pattern mask that could be 
used for this task. 

Colour division and pattern division can only be applied in one dimension view. 
Restrict selections can be made in many dimension views. For example to see the line 
and brand breakdowns for sales to Boston department stores costing less than 300 
dollars we would select Boston, Department and both 100-200 and 200-300 price 
intervals. This would restrict the line and brand views to Boston and Department and 
(100-200 or 200-300) sales. SGViewer supports three restriction coordination modes: 
default, result and global.  In the default progressive query mode a selection restricts 
only those dimension views that have not been selected. In result mode all views are 
restricted. In global mode no views are restricted instead box borders are highlighted. 

 

Fig. 6. Network data with six dimensions. A sparse data cube of 100,000 non-empty cells with 
two hot spots. 
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4.2 Data Preparation 

We used a supporting tool MakeSGF to convert our example sales data from a 
spreadsheet into an SGF (Structured Graph Format) XML document that SGViewer 
loads. MakeSGF is a Java application while SGViewer is a Java application/applet. 
MakeSGF's input is a fact table and dimension tables (as tab or comma delimited text 
files). Numeric scales like prices can be defined without a dimension table. Facts and 
dimensions are joined by ID matching, interval value matching, prefix text matching 
or tree path text matching.  

5 Association and Correlation Views 

This section presents two interface features for showing the relationship between 
dimensions: hot spots and spectrum colouring. Hot spots are individual base cube 
cells that have such high values they are visible even when the cube is very large. For 
example Fig. 6 shows 1 million network message headers that were processed into a 
sparse data cube of about 100,000 non-empty cells. Given a display width of one 
thousand pixels, 100 base cells on average will fit into each pixel width. However in 
Fig. 6 there are two major exceptions, highlighted cells C_4343 and C_65335 that 
occupy 20% of the view width. They indicate a large data transfer that occupied a lot 
of bandwidth during the time slice shown. To look for hot spots or clusters in a subset 
of dimensions or at different granularities SGViewer requires recalculated cube input. 

Fig. 7. Three parallel dimension views of student result data: exam mark, assignment mark and 
degree program. Exam marks correlate with assignment marks but not with degree program. 

In the previous sections we used division by colour to compare several data 
distributions within a dimension view. Here we compare distributions across multiple 
dimensions to get an overview of the mapping between dimensions for selected data. 
Fig. 7 provides an example of 20 students in three dimensions: exam mark, assignment 
mark and degree program. A reasonable expectation would be that those students who 
did assignments well would also do well in the exam. That is, each student's exam mark 
rank would match their assignment mark's rank. This is shown in Fig. 7 where 
assignment mark colour sequence matches the exam mark colour sequence. In contrast 
each exam grade has been spread equally across each degree program indicating no 
association. Note that this visualisation checks for correlation between the top-most 
dimension exam-mark and the other two dimensions, rather than between adjacent pairs 
of dimensions. 
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Fig. 8 shows some real student data. We restricted the view to the two best 
performing tutorials to see how exam mark, assignment mark and degree programs 
are related. Exam and assignment marks appear to correlate as their colouring is 
mostly in sequence though with some breaking up at the lower end of the scale. While 
the degree program dimension shows a mostly even distribution of exam performance 
across degrees. Finally note that in Fig. 8 (unlike in Fig. 7) colour alignment and 
dispersion is read between dimension categories rather than cells. This ensures our 
colouring technique will work for arbitrary sized datasets. 

Fig. 8. View of student data showing a partial correlation between exam and assignment mark 

6 Limitations 

This section briefly discusses limitations of our system with respect to scalability and 
visual clutter. SGViewer is a memory bound component, requiring about 1GB of 
memory per 200K non-empty data cube cells. Supporting larger datasets may require 
using less dimensions or shallower dimension trees to reduce the number of base cube 
cells. There is no strict limit on the number of dimensions that can be loaded by 
SGViewer; the limitation is on how many can be displayed. About 8 - 12 dimensions 
can be shown on a display with a height of 800 - 1200 pixels, depending on the depth 
of each dimension tree. 

Colour division can contribute to visual clutter. A careful comparison between Fig. 
5 and 8 shows how our system addresses this. When the color spectrum operation is 
applied to a dimension, setting each top-level category to a different colour from a 
palette, root category and leaf cell colours are suppressed to reduce visual clutter. In 
contrast, when colours are applied manually as shown in Fig. 5, root categories and 
leaf cells are coloured. Use of an appropriate colour scheme can reduce visual clutter. 
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Our system supports heatmap palettes of 5, 7 and 9 colours.  A heatmap palette is 
based on two colours and graduated intensities, for example, red, light red, white, 
light blue and blue. However, heatmap palettes are more suitable for dividing numeric 
rather than categorical dimensions as their intensity scale implies a left-to-right 
ordering of categories in the dimension to which they are applied. Visual clutter can 
also be moderated by careful choice of dimension tree fan out factors, when such a 
choice is possible. A fan out of 5 - 10 children, particularly for the root category in 
each dimension, aligns well with our colour palettes' 5 - 9 colours. 

7 Conclusion 

This paper describes an OLAP interface based on parallel dimension views rather 
than tabular views that supports showing all dimensions at all levels at the cost of less 
detailed views. Slicing and dicing is supported through view restriction and colour 
division. Colour division can also be used to reveal association and correlation. We 
expect our interface design is a complement rather than an alternative to existing table 
based approaches, particularly for the initial exploration of unfamiliar datasets. 
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Abstract. In the literature, collaborative filtering (CF) approach and
its variations have been proposed for building recommender systems. In
CF, recommendations for a given user are computed based on the rat-
ings of k nearest neighbours. The nearest neighbours of target user are
identified by computing the similarity between the product ratings of the
target user and the product ratings of every other user. In this paper,
we have proposed an improved approach to compute the neighborhood
by exploiting the categories of products. In the proposed approach, rat-
ings given by a user are divided into different sub-groups based on the
categories of products. We consider that the ratings of each sub-group
are given by a virtual user. For a target user, the recommendations of
the corresponding virtual user are computed by employing CF. Next, the
recommendations of the corresponding virtual users of the target user are
combined for recommendation. The experimental results on MovieLens
dataset show that the proposed approach improves the performance over
the existing CF approach.

Keywords: Electronic commerce, Recommender systems, Collabora-
tive Filtering, Mass-customization, Classification, Customer loyalty,
Cross-sell, Up-sell.

1 Introduction

A recommender system for an E-commerce site receives information from a cus-
tomer about which products he/she is interested in, and recommends products
that are likely to fit his/her needs. Today, recommender systems are deployed on
hundreds of sites, serving millions of customers. For example, recommender sys-
tems are employed to suggest books on AmazonTM(www.amazon.com).
Currently, recommender systems have become a key component of modern
E-commerce applications. Several research efforts are going on to investigate
efficient algorithms for building recommender systems [1,2,3].

In the literature, collaborative filtering (CF) approach has been proposed to
build recommender systems [4]. There are two types of CF approaches: memory-
based and model-based. Model-based CF approaches compute predictions by
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Table 1. Sample of transactions in a book store

User/Category S1 S2 S3 S4 C1 C2 C3

U1 1 1 1 0 1 1 0

U2 1 0 0 0 1 1 1

U3 1 1 0 1 0 0 0

U4 1 0 1 1 0 0 1

U5 0 1 0 0 1 1 1

U6 0 0 1 0 1 1 0

modeling user and item and memory-based CF approaches compute recommen-
dations based on the purchase history of products and users. Improving the
performance of CF approach is one of the research issue [1].

In this paper, we make an effort to propose the improved memory-based CF
approach by exploiting the categories of products.

The CF approach works by building a database of product ratings given by
customers. It recommends products to the customer based on the ratings of
other customers who gave similar product ratings. To recommend products to a
target user, finding other users who have similar preferences with the target user
is an important step. In CF, the recommendation for a target user is computed
based on the ratings of k nearest neighbours. Under CF, the product ratings
of the target user are compared with the product ratings of other users, and
the nearest neighbours are computed based on the similarity values. We have
observed the fact that there is an opportunity to improve the performance of
CF if we process the ratings of the user by grouping them category-wise. In CF,
during the neighbourhood formation step, the similarity values of the product
ratings between two users are computed by considering the product ratings of
each user as one unit. Normally different sub-groups, based on categories, exist
in the set of products rated by a user. It means that users may rate products
similarly with respect to certain categories and dissimilar with respect to other
categories. In this situation, if we carry out comparison at the user-user level,
there is a possibility to miss the close neighbours with respect to categories. So, if
we find the neighbourhood by comparing the ratings at the category-level, there
is an opportunity to improve the performance of CF. We explain the proposed
idea through Example 1.

Example 1. Let U1, U2, U3, U4, U5 and U6 be the users and S1, S2, S3, and S4

are story books and C1, C2 and C3 are the books related to computer science.
Table 1 shows the user-book matrix where the value ‘1’ indicates that the user
has purchased the corresponding book (rating = 1) and a ‘0’ indicates that
the user hasn’t purchased the book (rating = 0). Let U1 be the target user. If
we find the similarity of other users with U1, the top two neighbours selected
for U1 will be U2 and U5. The similarity is computed based on the number
of common books purchased. If we compare category-wise, the neighbours of U1

computed by considering only story books are U3 and U4. In this way, the notion
of neighbourhood changes if we find the similarity by considering entire user as
one unit and each category as one unit.
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In the proposed approach, each user ratings are divided into different sub-users
by exploiting the categories of products. We consider that the ratings of each
sub-group are given by a virtual user. For a target user, the recommendations of
the corresponding virtual user are computed by employing CF. Next, the recom-
mendations of the corresponding virtual users of the target user are combined
for recommendation. The experimental results on MovieLens dataset show that
the proposed approach improves the performance over the existing CF approach.

The rest of the paper is organized as follows. In the next section, we discuss
the related work. In section 3, we briefly explain CF. We present the proposed
approach in Section 4. Experimental results are presented in Section 5. The last
section consists of summary and conclusions.

2 Related Work

A survey on the approaches used for building recommender systems is carried out
in [1]. The survey paper discusses various limitations of recommendation methods
and suggests possible extensions. These extensions include, among others, an im-
provement of understanding of users and items, incorporation of the contextual
information into the recommendation process, support for multi-criteria ratings,
and a provision of more flexible and less intrusive types of recommendations.

The CF approach is a popular recommendation approach and several varia-
tions have been proposed in the literature. The user-based CF is proposed in
[4] and the item-based CF is proposed in [5,6]. A fusion framework of both
user-based and item-based approaches have been proposed in [2]. Wang [7] has
shown how the development of CF can gain benefits from information retrieval
theories and models, and proposed probabilistic relevance CF models. Horting
[8] is a graph-based recommendation technique in which nodes are consumers,
and edges between nodes indicate degree of similarity between two consumers.
Bell and Koren [9] have used a comprehensive approach to improve the perfor-
mance of CF by removing global effects in the data normalization stage of the
neighbour-based CF and working with residual of global effects to select neigh-
bours. A user-based CF which is based on an analysis of prediction errors is
presented in [10].

A rate-item-pool-based (RIP-based) approach has been proposed in [11]. The
RIP-based approach refines the contribution of the global neighbourhood by
weighing the impact of global neighbours with a fine-grained similarity metric
based on RIPs, and subsets of item ratings in the active user’s profile. Ensemble
method has been proposed to improve the performance of CF algorithms [12]
which combines the predictions of different algorithms (the ensemble) to obtain
the final prediction.

In [13], two approaches based on CF namely latent factor models and neigh-
bourhood models are exploited to propose an effective recommendation algo-
rithm. A recursive prediction algorithm is proposed in [14] which suggests that
if a nearest-neighbour user has not rated the given item, it’s value is estimated
based on his/her own nearest neighbourhood. Next, the the estimated rating
value is used in the the prediction process for the final active user.
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An alternative method to find neighbourhood by exploiting lower-bound sim-
ilarity is proposed in [15]. A preference-based organization technique has been
proposed in [16] to accelerate users’ decision process. It suggests that rather than
explaining each item one by one, a group of products can be explained together
by a category title, provided that they have shared tradeoff characteristics com-
pared to a reference product. A prediction algorithm is discussed in [17] which
predicts the ratings of items that they have not rated for every user. The al-
gorithm proposed in [18] visualizes the problem as node selection on a graph,
giving high scores to nodes that are well connected to the older choices, and at
the same time well connected to unrelated choices.

In this paper, we have made an effort to propose an improved recommendation
approach by exploiting the categories of products. The proposed idea is different
from the preceding approaches as it exploits a notion of “virtual user” for finding
efficient neighbourhood.

3 Collaborative Filtering Framework

In this section we explain CF. It [4] consists of three sub-tasks: data represen-
tation, neighbourhood formation and recommendation generation.

1. Data representation
The input data is a collection of products purchased or rated by a user.
Assume that there are m users and n products. It is usually represented
as a m × n user-product matrix, R, such that ri,j is ‘1’ if the ith user has
purchased the jth product, and ‘0’, otherwise.

2. Neighbourhood Formation
The main goal of neighbourhood formation is to find, for each user u, an
ordered list of k users N={N1,N2,...,Nk} such that u /∈ N and sim(u,N1)
is maximum, sim(u,N2) is the next maximum and so on. The most exten-
sively used similarity measures are based on correlation and cosine-similarity
[5,19,20]. After computing the proximity among users, the next task is to ac-
tually form the neighbourhood. Different kinds of neighbourhood formation
approaches can be employed. The Center-based [4] approach forms a neigh-
bourhood of size k for a particular user c by simply selecting the k nearest
other users.

3. Generation of Recommendation
In this step, top-N recommendations (N > 0) are computed for a given user.
For this, Most-frequent Item Recommendation method can be used. The pro-
cedure is as follows. It looks into the neighbourhood and scans through the
ratings data for each neighbour and performs a frequency count of the prod-
ucts rated. After sorting the products according to their frequency count, it
returns the N most frequent products that have not yet been purchased by
the target user as recommendation.
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4 Proposed Approach

It can be observed that the neighbourhood formation process plays a key role in
improving the performance of recommender system. Under CF, a fixed number
of neighbours for the target user are selected by considering the ratings of the
one user as a single unit. This is appropriate if a typical user rates/purchases the
products in all categories in a uniform manner. However, a user may not purchase
or rate the products in all categories in a uniform manner in certain kinds of
applications. That is, a typical user rates more number of products in certain
categories and rates few products among other categories. So, if we consider the
ratings of one user as a single unit and find similar users, there is a possibility
of missing genuine neighbours. There is a scope to improve the performance, if
we divide the user ratings into sub-groups by exploiting categories and build an
algorithm by computing neighbourhood at category level.

Similar to CF, the proposed category-based CF (CCF) consists of the fol-
lowing steps: data representation, neighbourhood formation, and generation of
recommendation.

The CCF approach divides a target user into several virtual users by consid-
ering that each category of products of user are rated by a virtual user. We find
neighbours for each virtual user of a target user by employing CF. Next, the rec-
ommendations to the target user are computed by combining recommendations
of the corresponding virtual users. We explain these steps in detail.

1. Data representation in CCF
In CCF, a user is fragmented into virtual users on the basis of the categories
of the purchased products. For instance, a particular user u has purchased
n products which can be classified under c categories. The transaction of
a user u is divided into c virtual users. Let m, p, c, and v represent the
number of real users, products, categories and virtual users respectively.
Then, v = m × c. So, (v × p) virtual user-product matrix will be formed.

2. Neighbourhood Formation in CCF
In CCF, neighbourhoods are formed by processing the ratings of virtual
users. For a given real user, neighbourhood is formed for all the corresponding
virtual users. The proximity and neighbourhood methods of CF can be used.

3. Generation of recommendation in CCF
The process of recommendation generation in CCF is different from CF. At
first, we have to generate recommendation for each virtual user of the corre-
sponding target user. We can follow the most-frequent item recommendation
method for this step. Next, recommendations have to be combined to gen-
erate final recommendations to the target user. Several options are possible.
We present two approaches.
(a) Random Approach: We combine all the recommended products into one

set. To find top-N recommendations for a particular user, we randomly
select N recommendations from this set.
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(b) Ranking Approach: In this algorithm, we select top ranked P (P > 0)
virtual users and follow random approach. The ranking approach is as
follows. At first, the virtual users of a target user are ranked based on the
number of products rated. The virtual user who rates the large number
of products receives higher rank. To find top-N recommendations for

a particular user, we randomly select �N

P
	 recommendations from the

corresponding top-P virtual users.

5 Experimental Results

We conducted experiments on the data set provided by MovieLens (http://www.
grouplens.org/) project. We selected 943 users to obtain 10,0000 ratings on 1682
movies. All ratings follow the 1 (bad) - 5 (excellent) numerical scale. The data
set was converted into a user-movie ratings matrix R that had 943 rows (i.e., 943
users) and 1682 columns (i.e., 1682 movies). There are total 18 genres available.
The initial dataset was divided into five distinct splits. All the experiments are
performed on each of the five splits and average value is reported.

Dataset (each split) was divided into two parts: the training set and the
test set. Experiments have been done on the training set, and generated a set of
recommendations, we call the top-N set. We then look into the test set and match
products with our top-N set. Products that appear in both sets are members of
a special set, we call the Hit Set and each match is known as a Hit.

We employed recall, precision, and F1-metric [3] as performance metrics. The
definitions of precision, recall and F1-metric are as follows.

– Precision. It is defined as the ratio of hit set size to the top-N set size, i.e.,

precision =
size of hit set

size of top − N set
which can be written as

precision =
|test ⋂

top − N |
|N | . (1)

– Recall. It is defined as the ratio of hit set size to the test set size, i.e.,

recall =
size of hit set

size of test set
which can be written as

recall =
|test ⋂

top − N |
|test| . (2)

– F1-metric. It is a combined effect of both recall and precision.

F1 =
2 ∗ recall ∗ precision

recall + precision
. (3)

Using the genres of a movie as the categories of a product, 943 users have been
fragmented into several other virtual users. The neighbours of a virtual user have
been formed using center-based neighbourhood method. The most-frequent item
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recommendation is used for generating recommendations to the virtual users.
The total number of recommendations for a virtual user and to a target user has
been set at 10, i.e., N = 10.

We have conducted experiments by fixing k=70 (number of neighbours for
virtual users) and varying the number of virtual users from 1 to 18 (there are
only 18 genres in the dataset). So each virtual user can only be split into maxi-
mum of 18 virtual users. Figures 1(a), 1(b), and 1(c) show the precision, recall
and F1-metric performance of CF, CCF with random and CCF with ranking
approaches respectively. It should be noted that the performance of both CF
and CCF with random method does not vary with the number of virtual users.
The performance curve of CCF with random method indicates the recommen-
dation performance obtained by selecting final recommendations randomly from
the recommendations of 18 virtual users. It can be observed that CCF with ran-
dom method improves the performance over CF. It is due to the fact that by
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Fig. 1. Performance results of # of virtual users vs (a) Precision, (b) Recall and (c)
F1-metric
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Fig. 2. Performance results of k vs (a) Precision, (b) Recall and (c) F1-metric

computing neighbourhood at the category level, the proposed approach is able
to get the efficient neighbourhood as compared to CF. It can be noted that the
performance of CCF with ranking method varies based on the number of virtual
users. As we increase the number of virtual users, the performance increases
gradually to the peak. It then gradually decreases and coincides with the ran-
dom approach as expected. The results show that the performance of CCF with
ranking method is significantly higher than CF. It indicates that by computing
the recommendations from the top ranked virtual users, it is possible to capture
the neighbourhood based on user interests in an efficient manner.

We have also conducted experiments by fixing number of virtual users to five
and varying number of neighbourhood virtual users from 10 to 150. Figure 2(a),
2(b), and 2(c) shows the precision, recall and F1-metric performance respectively.
As we increase the number of virtual users in neighbourhood, the performance of
CF, CCF with random, and CCF with ranking approaches increases gradually
and saturates. It can be observed that CCF with random method improves the
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performance over CF. Also, the results show that the performance CCF with
ranking method is higher than the other two approaches.

Overall, the experiment results show that the proposed approach improves
the performance over CF.

6 Conclusion and Future Work

Recommender system is the main component in E-commerce systems. In this
paper, we made an effort to improve the performance the CF approach which
is being used to build recommendation systems. We have proposed a framework
in which each user is divided into virtual users based on the categories of the
products rated. The proposed approach divides each user into corresponding vir-
tual users, computes recommendations for each virtual user and combines these
recommendations to give recommendations to the target user. Through experi-
mental results, it has been shown that it is possible to improve the performance
of recommender systems using the proposed approach.

As a part of future work, we are planning to conduct extensive experiments
by employing different neighbourhood formation and similarity methods. We
are planning to investigate improved methods to combine the recommendations
computed for virtual users for giving final recommendations to the user. We
are also planning to investigate how the notion of virtual user improves the
performance of item-based, model-based and other variations of CF approaches.
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Abstract. This paper proposes a method to detect unexpected correlation from 
between a current topic and products word of mouth in buzz marketing sites, 
which will be part of a new approach to marketing analysis. For example, in 
2009, the super-flu virus spawned significant effects on various product market-
ing domains around the globe. In buzz marketing sites, there had been a lot of 
word of mouth about the "flu." We could easily expect an "air purifier" to be 
correlated to the "flu" and air purifiers’ shipments had grown according to the 
epidemic of flu. On the other hand, the relatedness between the "flu" and a 
"camera" could not be easily expected. However, in Japan, consumers' unfore-
seen behavior like the reluctance to buy digital cameras because of cancella-
tions of a trip, a PE festival or other events caused by the epidemic of flu had 
appeared, and a strong correlation between the "flu" and "camera" had been 
found. Detecting these unforeseen consumers' behavior is significant for today’s 
marketing analysis. In order to detect such unexpected relations, this paper ap-
plies the dynamic time warping techniques. Our proposed method computes 
time series correlations between a current topic and unspecified products from 
word of mouth of buzz marketing sites, and finds product candidates which 
have unexpected correlation with a current topic. To evaluate the effectiveness 
of the method, the experimental results for the current topic ("flu") and products 
("air purifier", "camera", "car", etc.) are shown as well. By detecting unex-
pected relatedness from buzz marketing sites, unforeseen consumer behaviors 
can be further analyzed. 

Keywords: Data mining, Marketing analysis, Web Intelligence, Dynamic time 
warping, Social media analysis. 

1 Introduction 

Data mining techniques for product marketing to analyze word-of-mouth in social 
media such as blogs and buzz marketing sites have recently become an active area of 
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research[3-6, 11]. In analyzing product reviews or reputation in social media, almost 
all existing research focuses first on specific products, and extracts typical evaluation 
expressions such as “favorite,” “dislike,” “expensive,” and “useful.” They then calcu-
late positive/negative degrees of extracted expressions. We have also researched data 
mining techniques on home electrical appliances such as air purifiers and front load-
ing washing machines with automatic drying systems, and proposed a reputation 
analysis framework for buzz marketing sites[13]. It may be easy to analyze a specific 
product’s reputation, because the target product’s characteristics can be illustrated by 
the ontology for the product, which is constructed with relatively little effort.  

On the other hand, for buzz marketing sites, it is very difficult to analyze unex-
pected consumer behavior for “unspecified products” which is caused by current top-
ics such as an epidemic of flu and a great disaster. Because the target product is not 
explicit, it is not possible to prepare a specific ontology in advance. To detect unex-
pected consumer behavior, we also have proposed the graph-based consumer behavior 
analysis framework [15, 16]. Our previous proposed framework visualizes time series 
variation of unforeseen relations between a current topic and unspecified products 
from buzz marketing sites. In our previous experiments concerning the super-flu 
spawn in 2009, we could find an unexpected consumer behavior as follows; in threads 
about digital cameras, we discovered that many persons wrote that the flu made them 
cancel plans of children’s PE festivals and trips during Golden Week in Japan, since 
people had to be confined at home. The flu pandemic made consumers hold off buy-
ing digital camera, since people who had been planning to take photos at those events 
were reluctant to buy digital cameras due to the flu pandemic. The reluctance in buy-
ing digital cameras because of the flu was not something we’d expect. On the con-
trary, we could easily expect more air purifiers to be sold because of the flu pandemic. 
We can say that the relation between the flu and digital cameras can be recognized as 
an unforeseen and unexpected relationship.  

The problem for finding unexpected relations between a current topic and unspeci-
fied products is how we can easily find the target unspecified products. To address the 
problem, this paper proposes a method to detect correlations between a current topic 
and unspecified products from buzz marketing sites. For detecting unexpected corre-
lations, this paper applies the dynamic time warping techniques. Our method com-
putes time series correlation based on the occurrence patterns of both a current topic 
and products, and selects product candidates which may cause consumers' unexpected 
behavior. By detecting unexpected correlation, unforeseen consumer behaviors can be 
further analyzed. Our proposed method will be part of a new approach to marketing 
analysis. This is the novel point in this paper. 

The following section explains our previous method “Graph-based Consumer Be-
havior Analysis.” Section 3 refers to existing research. In section 4, our proposed 
method using the dynamic time warping technique is described. Section 5 shows  
experimental results. Finally, section 6 gives concluding remarks and describes the 
direction of future work. 
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2 Graph-Based Consumer Behavior Analysis 

This section briefly explains our previous proposed method “Graph-based Consumer 
Behavior Analysis[15,16].”  Our previous proposed method consists of the following 
six steps (Fig.1): 

Step1. Crawling 
Step2. Language processing 
Step3. Graph transformation 
Step4. Visualization 
Step5. Graph edit distance calculation 
Step6. Consumer behavior detection 

Buzz marketing
site
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Consumer Interest 
Analysis DB
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Dictionaries

News site 4.Visualization

5.Graph edit
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News site

News site
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Marketing Info.
Marketing Info.

Marketing Info.  

Fig. 1. Consumer behavior analysis framework 

In Step1, word-of-mouth in buzz marketing sites is crawled according to the given 
query which is a term of a current topic like “flu.” As the target buzz marketing site, 
we have selected the online bulletin board of kakaku.com[2], that is the most popular 
buzz marketing site in Japan.  

In Step2, the crawling results of Step1 are analyzed by language processing  
technique. We’ve defined one word-of-mouth as one document. This step extracts 
keywords that are nouns, verbs, adjectives, and adverbs from one document using 
morphological analysis. Then the score of an individual keyword is calculated. As 
score calculation method, the step uses RIDF(residual IDF), LSA(latent semantic anal-
ysis), and tf-idf(Term Frequency- Inverse Document Frequency). According to our 
examination, at the moment, RIDF is appropriate for extracting keywords which indi-
cate the document content.  
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In Step3, we construct directed graphs to show consumer behavior structure from 
the output of Step2, which is a matrix between message id and keyword id with high 
score. As a directed graph, we use the concept graph due to Hirokawa[1], which makes 
relevance hypernym relations of keywords appearing in a set of documents based on 
co-occurrence frequencies. In our framework, the posted date is delimited by appropri-
ate period (e.g. monthly, weekly, or daily) and the graph structures are formed accord-
ing to the period. 

Step4 is a visualization module to show concept graph structures which is made by 
Step3. Fig.2 illustrates an example of the concept graph visualization related to the 
“flu” in 2009 from the kakaku.com BBS sites. There is a large island structure discuss-
ing digital camera and air purifier. 

Our hypothesis is that major changes of the concept graph structures show con-
sumers’ behavior changes. To detect the consumers’ behavior change, we employ 
graph topology-based distance for measuring changes in concept graph topology over 
time. In Step5, the graph edit distance[14] is calculated from a set of concept graph 
data (the outputs of Step3). By analyzing time series variation of the graph edit dis-
tance, people interest changes can be detected and unexpected consumer behavior can 
be analyzed.  Fig.2 shows the results of the graph edit distance calculation as well. In 
Fig.2, graph structures about digital cameras are recognized in the concept graphs of 
January, May, July, August, September and October of 2009. With the plots in Fig.2, 
we recognize that the major structure changes happened in May and July, and a part 
of substructure emerged in July is preserved until October. Compared to real sales of 
digital cameras, sales increased in June (after May) and October (after September). 
We can guess, therefore, that the structure change in May and October illustrates con-
sumer behavior change. 

 

Fig. 2. Monthly concept graphs related to “flu” in 2009, and substructures related to  
“air purifier,” “digital camera” 
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The problem for our previous method is how the pair of a current topic and unspe-
cified products that would have unexpected relationship can be easily found. In our 
previous method, we’ve detected the unexpected correlation manually. However, to 
increase efficiency, the automatic detection method is needed. To address the prob-
lem, this paper proposes an unexpected correlation detection method using the dy-
namic time warping.  

3 Related Work 

3.1 Research on Reputation Analysis 

Various researchers have analyzed product reviews and reputation from social media 
[3,4,5,6]. Nagano et. al[3] propose the word-of-mouth engine to present product repu-
tation on the Web. In their system, users first specify the products by taking pictures 
using cell-phone cameras. The system then retrieves word-of-mouth information and 
extracts typical evaluation words like “favorite,” “dislike,” “expensive,” and “useful” 
about the specific product. It also calculates positive/negative degrees. Kobayashi  
et. al[4] define the main portions of an opinion as (object, attribute, opinion). Asano 
et. al[5] also define the basic element of reputation as (object, evaluation point, ex-
pression). To extract reputation from word-of-mouth information, both propose a 
technique for efficiently building an object name dictionary, an attribute expression 
dictionary (ontology), and an opinion word dictionary for the specific object domain. 
Spangler et. al[6] propose an automated way to monitor social media to analyze the 
specific corporate brand, reputation, consumer preferences and buying habits. They 
also offer a mechanism for developing the ontology, near-real-time gathering of 
word-of-mouth information and the calculation of positive/negative measures. This 
related work targets specific products, extracts evaluation expressions from word-of-
mouth in social media and calculates sentiment orientations of extracted expressions 
to analyze product reviews and reputation. They require specific ontology. Our pro-
posed method, however, does not target specific products, and a specific ontology is 
not needed. We focus on a current topic and visualize the unforeseen relations be-
tween a current topic and unspecified products from buzz marketing sites. Through 
the visualization, we can detect unexpected consumer behavior. 

3.2 Research on Analyzing Correlation over Time 

Various researchers have analyzed correlation over time. Zhu et. al[7] propose a me-
chanism for finding a song by humming part of the tune. They use the dynamic time 
warping (DTW) technique and improve both the retrieval precision and speed by 
introducing existing dimensionality reduction to DTW indexes. Our approach is also 
based on the dynamic time warping technique, but focuses on word correlation over 
time. Word correlation is not relatively complicated in comparison with the hum tune, 
so that we can concentrate on how to utilize the result of detecting word correlation. 
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Otanto et. al[8] propose the Dynamic Conditional Correlation model, which uses the 
idea of distance between dynamic conditional correlations, and the classical Wald 
test, to compare the coefficients of two groups of dynamic conditional correlations. 
They apply their method to a set of financial time series. Loy et. al[9] propose an 
approach to understanding activities from their partial observations monitored through 
multiple non-overlapping cameras separated by unknown time gaps. They use a new 
Cross Canonical Correlation Analysis (xCCA) to formulate to discover and quantify 
the time delayed correlations of regional activities observed within and across mul-
tiple camera views in a single common reference space. Unlike existing approaches, 
we focus on word correlation over time to detect the unexpected correlation between a 
current topic and unspecified products. Our target data is different from existing  
approaches' target data. 

3.3 Research on Detecting Word Relation over Time 

Regarding research on detecting word relation over time, Radinsky et. al[10] propose a 
semantic relatedness model, Temporal Semantic Analysis (TSA) which captures the 
words’ temporal information. It targets words in news archives (New York Times, etc.) 
and utilizes the dynamic time warping technique to compute a semantic relatedness 
between pre-defined words. Our approach is also based on the dynamic time warping 
technique. But, our aim is to detect the unexpected correlation between a current topic 
and unspecified products. Wang et al[11] propose time series analysis which has been 
used to detect similar topic patterns. They focus on specific bursty topic patterns in 
coordinated text streams and try to find similar topics. Their aim is to detect similar 
topic patterns. 

While our work also makes use of temporally evolving statistics, our target data is 
word of mouth in buzz marketing sites and the goal is different in that we seek unspe-
cified products that consumers show unexpected behavior for the products. We do not 
pre-define the products which have unexpected correlation with a current topic. We 
propose a new marketing research framework. This is the novel point of our work. 

4 Detecting Correlation between a Current Topic and Products 
Using Dynamic Time Warping 

As we mentioned above, the problem for our previous proposed framework is that how 
we can easily find the unspecified products which have unexpected correlation with a 
current topic. To address the problem, this paper proposes the unexpected correlation 
detecting method using the dynamic time warping. Our proposed method targets buzz 
marketing sites and try to find unforeseen correlation between a current topic and un-
specific products. This method will be inserted into the previous proposed framework 
as “Step3-2. Correlation calculation” after Step2 (Language processing) (Fig. 3). 
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Fig. 3. New consumer behavior analysis framework including our proposed method 

4.1 Dynamic Time Warping 

This section explains the dynamic time warping (DTW) definition. 
The dynamic time warping distance measures the similarity [17] between two time 

series that may differ in time scale, but similar in shape. For example, in speech rec-
ognition, this method is used to identify similar sounds between different speakers 
whose speech speed and pitch might be different. We use this technique to detect the 
correlation between a current topic and products. The influence by a current topic 
sometimes follows the development of the current topic. To address this time lag, 
DTW which can measure similarity between two sequences that may vary in time or 
speed is appropriate. 

The standard definition of dynamic warping distance is as follow; 

• Definition 1. Local cost matrix 21 tstsRC ×∈  between two time series ts1, ts2 as  

 
[ ] [ ] 2121j,i ts...1j,ts...1i,jtsitsC ∈∈−∈                 (1) 

where [ ] [ ]jtsits 21 −
 
is a distance metric between two points of the time series. 

Given this cost matrix, DTW constructs an alignment path that minimizes the cost over 
this cost matrix. This alignment p is called the “warping path,” and defined as follows; 

• Definition 2. Sequence of points pairs as 

( )k1l pair,...pairPair =                              (2) 
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where ( ) 21l ts...1ts...1j,iPair ×∈=  is a pair of indexes in ts1 and ts2 re-

spectively. Each consequent pair preserves the ordering of the points in ts1 and ts2,  
and enforces the  first and last points of the warping path to be the first and last 
points of ts1 and ts2. For each warping path p we compute its cost as follows; 
 

• Definition 3. Cost of warping path p as 

( ) ( )1

k

1i

paircpc 
=

=                             (3) 

The DTW is defined to be the minimum optimal warping path as follows; 

• Definition 4. DTW between two time series ts1, ts2 as 

( ) ( )






 ∈= × 21 tsts

21 Pp|pcmints,tsDTW                   (4) 

where P are all possible warping paths. A dynamic programming algorithm (similar to 
the one in Fig. 6) is usually applied to compute the optimal warping path of the two 
sequences. 

4.2 Step3-2: Correlation Calculation 

Our proposed method will be inserted into the previous proposed framework as 
“Step3-2.” Inputs for the step are results of Step2. The method will be done in parallel 
with Step3 and find product candidates as unspecified products that would have unex-
pected relationship with the current topic. In order to detect unexpected correlations, 
the method applies the above-mentioned dynamic time warping techniques for analyz-
ing word correlation over time. The following is the process of our method. 

1. At first, as for the results of Step2, the number of  occurrences of a target current 
topic w such as “flu”, “great earthquake”, etc. in buzz marketing sites is counted 
according to the appropriate period (daily, weekly, monthly, etc.) delimited in  
advance.  
 

2. We’ve decided products categories in kakaku.com as the products for calculating 
correlation with a current topic. It is not possible to calculate correlation for all ex-
isting products. Kakaku.com provides around 2000 product category list on their 
sites.  Since the product categories provided by kakaku.com are well-organized 
and reliable, we’ve supposed that they are appropriate for calculating correlation. 
As for the results of Step2, we count the number of occurrences of these 2000 
product categories, as well as the current topic. The number of occurrences is 
counted according to the appropriate period delimited in advance. 
 

3. For both the current topic and each product category, we’ve calculated the occur-
rence pattern based on the following formula. 
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Where ntl is the number of occurrence for the lth period of the current topic and npjl is 
the number of occurrence for the lth period of the jth product. 
 
4. Using dynamic time warping technique, we calculate correlations between the cur-

rent topic occurrence pattern and each product occurrence pattern, then compute 
distances Dt-pj for each correlation. 

 

5. Products with high distance (Dt-pj <= T) will be extracted as product candidates 
which has a strong correlation with the current topic. Where T is a threshold for the 
distance. 

These product candidates will be the result of this Step3-2 (Correlation calculation). As 
for the product candidates, in Step5, we seek substructures which include terms of 
product candidates from the concept graph structures. If there are substructures, they 
will be extracted, and the graph edit distance between substructures will be calculated. 
This graph edit distance calculation will be done based on our previous proposed  
method. Products with major graph structure changes will be recognized unspecified 
products which cause unexpected consumer behavior. Then, Step6 (Consumer  
behavior detection) refers a marketing data such as product shipments as an evidence 
of unexpected consumer behavior to confirm whether there are correlation between the 
product occurrence pattern and a marketing data.  

5 Experimental Result 

Based on our method, we conducted the experiments. This section shows the results of 
our experiment.   

In our experiment, we set w=“flu” and T=1.0. The delimited period is one week. At 
first, we retrieve post documents from January 2009 to December 2009 in buzz mar-
keting sites of kakaku.com by the query “flu.” As a result, 857 documents were  
retrieved. As for these 857 documents, we calculate the correlation between the “flu” 
and product categories of kakaku.com.  To calculate the correlation based on the dy-
namic time warping, we used R[18] which is a free software environment for statistical 
computing and graphics.  As an example, we select main products, “camera”, “air 
purifier”, “car”, “printer”, “mobile” and “television.” Table 1 shows the distance calcu-
lation results between the “flu” and example products based on our calculation. 

Fig. 4 shows the occurrence pattern of “flu”, “air purifier” and “camera”. And Fig. 5 
shows the occurrence pattern of “flu”, “car”, “printer”, and “television.” 
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Fig. 4. Occurrence pattern of  “flu”, “air purifier”, “camera”, “car”, “printer”, and “television” 
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Fig. 5. Occurrence pattern of “flu”, “air purifier”, “camera”, “car”, “printer”, and “television” 

In Fig.4 and Fig.5, the horizontal axises show the number of week in 2009. The ver-
tical axises show the occurrence ratio for each product derived by the formula (5) and 
(6). According to Fig.4, there seem correlations between the “flu” and the “camera”/ 
the “air purifier.” On the other hand, in Fig.5, there seem less correlations between 
“flu” and other products. By computing the dynamic time warping paths, we confirm 
these correlations. 

Fig. 6-11 show the warping path of each pair (“flu” and “camera”, “flu” and “air pu-
rifier”, “ful” and “car”, “ful” and “printer”, “ful” and “mobile”, and “ful” and “televi-
sion”) in a time warping grid.  Warping path distances of Fig.6 (“ful” and “camera”), 
and Fig. 7 (“flu” and “air purifier”) are short. This means that both the relation between 
“ful” and “camera”, and the relation between “flu” and “air purifier” are correlated. On 
the contrary, warping path distances of other products are longer. This means these 
products are not correlated with the “ful.” 
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Fig. 6. Dynamic time warping path between 
the “ful” and the “camera” 

 

0 10 20 30 40

0
10

20
30

40

Query index

R
ef

er
en

ce
 in

de
x

 
Fig. 7. Dynamic time warping path between 
the “ful” and the “air purifier” 

 

0 10 20 30 40

0
10

20
30

40

Query index

R
ef

er
en

ce
 in

de
x

 
Fig. 8. Dynamic time warping path between 
the “ful” and the “car” 
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Fig. 9. Dynamic time warping path between 
the “ful” and the “printer” 
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Fig. 10. Dynamic time warping path between 
the “ful” and the “mobile” 
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Fig. 11. Dynamic time warping path between 
the “ful” and the “television” 



158 T. Hashimoto, T. Kuboyama, and Y. Shirota 

  
Table 1 shows the distance derived from the dynamic time warping for each pair. 

The distance of “camera” and “air purifier” are less than T (=1.0). On the other hand, 
the distance of “car”, “printer”, “mobile” and “television” are larger than T. Therefore, 
both “camera” and “air purifier” seem to correlate with the “flu.” Based on the results, 
we can recognize “camera” and “air purifier” as product candidates which have corre-
lations with the “flu.” 

Table 1. The distance based on dynamic time warping between “flu” and major products 

 

To confirm our result, we compare the occurrence pattern of product candidates 
with the real product shipments. Fig. 12 shows the volume of shipments for digital 
single-lens reflex camera in 2008 and 2009 and the occurrence pattern of camera in 
kakaku.com BBS sites. In 2008, an ordinary year, the lack sales in March, April, May, 
September and November do not exist. On the contrary, in March to May and 
September to November 2009, the volume of shipments in 2009 is negatively 
correlated with the occurrence pattern of camera. We can say that for a camera, con-
sumers' unexpected behavior appears. On the other hand, Fig. 13 also illustrates the 
volume of shipments for air purifiers in 2009 and the occurrence pattern of air purifiers 
in kakaku.com BBS sites. We easily detect a correlation between the volume of ship-
ments and the occurrence pattern. We recognize this kind of explicit relationships as 
expected consumer behavior. 
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Fig. 12. The occurrence pattern of camera and the volume of shipments for digital single-lens 
reflex camera in 2008 & 2009. (Cited: The Camera Information Center: Camera information 
Center Report, http://www.camera-info.net/index.htm). 
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Fig. 13. The occurrence pattern of air purifier and the volume of shipments for air purifier in 
2009. (Cited: : GfK Marketing Services Japan Ltd., http://www.gfkjpn.co.jp/). 

Regarding the scalability, we have not applyed our proposed method for a large data 
yet.  In fact, our method does not need to evaluate all time series data to find the op-
timal alignment. We plan to detect the specific bursty topic patterns , and then find 
correlations between the current topic and products. As for the algorithm for detection 
bursty structures in data streams, there are several researches[19, 20].  And there are 
also several proposals to improve the computational efficiency of the dynamic time 
warping[21, 22]. Especially, Salvador et. al[21] proposed FastDTW, an approximation 
of DTW that has a linear time and  space complexity. We are going to evaluate these 
algorithms and introduce appropriate algorithms into our method.  

6 Conclusion 

In this paper, we proposed a method to detect correlations between a current topic and 
unspecified products from word of mouth in buzz marketing sites. For detecting un-
expected correlations, this paper applies the dynamic time warping techniques to ana-
lyze over time. Our method computes time series correlation based on the occurrence 
patterns of both a current topic and products, and selects product candidates which 
may cause consumers' unexpected behavior. Our proposed method uses the dynamic 
time warping technique to compute time series correlation between a current topic 
and products. The method calculates the dynamic time warping paths for the 2000 
product categories, which are classified in kakaku.com, and extracts product candi-
dates which will have a unexpected correlation with a current topic. According to our 
method, we conducted the experiments and confirm the effectiveness. By our method, 
we could detect the unforeseen correlation between the “flu” and “camera”, while 
there are no relatedness between the “flu” and “car”, “printer”, and “television.” Of 
course, we confirmed expected correlations between “flu” and “air purifier.” We indi-
cated the real marketing data about the "camera" as an evidence of unexpected con-
sumer behavior to confirm unforeseen correlation. 
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As future work, we will acquire other data examples that can express unexpected 
consumer behavior from buzz marketing sites, and evaluate the effectiveness of our 
proposed method using the dynamic time warping. In addition, at the moment, from 
the product candidates which have correlations with the current topic, we manually 
decide products which have unexpected correlations. To automatically detect products 
with unexpected correlations, we investigate the measure for judging unexpected 
correlations. 

Our proposed method is part of a marketing analysis framework which can detect 
unexpected correlation between a current topic and products. We can say that by de-
tecting unexpected correlation, unforeseen consumer behaviors can be further ana-
lyzed and we can achieve the new marketing analysis. 
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Abstract. This paper proposes a novel method for analyzing PC usage
logs aiming to find working patterns and behaviors of employees at work.
The logs we analyze are recorded at individual PCs for employees in a
company, and include active window transitions. Our method consists
of two levels of abstraction: (1) task summarization by HMM; (2) user
behavior comparison by kernel principle component analysis based on
a graph kernel. The experimental results show that our method reveals
implicit user behavior at a high level of abstraction, and allows us to
understand individual user behavior among groups, and over time.

Keywords: user behavior analysis, PC usage patterns, pattern extrac-
tion, hidden Markov model, graph kernel, kernel principal component
analysis.

1 Introduction

Computers with window-based user interface are nowadays common and vital
tools for everyday business activities in most companies. Workers use their own
computers in the workplaces, and open a number of windows for applications
such as word processor, spreadsheet, web browser, and email client on their com-
puter displays. Computer systems are capable of recording window transitions,
which are changes of active/focused windows, into log files. These window tran-
sition data potentially provide a rich source of user behavior information on
computers, and allow us to extract knowledge of the usage patterns of applica-
tions and to generate user behavior models. Furthermore, we expect that these
models lead to evaluation and improvements of job performance and productiv-
ity, and to the application of anomaly detection of user behavior on computers.

Since the raw log data are, in general, too massive to handle, and too mi-
croscopic to interpret usage patterns, they are needed to be summarized at a
higher level of abstraction. To summarize the data into an understandable form
of user behavior, there are several sub-problems to be addressed, i.e., identifying

S. Kikuchi et al. (Eds.): DNIS 2011, LNCS 7108, pp. 162–178, 2011.
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task segments, modeling user behavior based on task segments, and comparing
and clustering user behavior models. In this paper, we address the following two
problems.

1. Many workers are involved with various tasks on computers, and usually
switch a number of application windows in a task. We, thus, assume that a
segment of consecutive window transitions is supposed to correspond to a
task. First, we identify each task segment in a long window transitions, and
make a generative model of user behavior.

2. Next, we compare generative models among users to investigate user behav-
ior from a group viewpoint.

To tackle the first problem, we employ a hidden Markov model (HMM), and
engineer our model to HMM. The resulting models are in the form of ergodic
Markov models of tasks. In the second problem, we apply a graph kernel and ker-
nel principal component analysis to comparing the structural differences among
these models.

Contributions. Our contributions in this paper are as follows: (i) we propose a
task summarization method from active window transition logs based on hidden
Markov model, and generate user behavior models from the summarization; (ii)
we also propose a comparison method among user behavior models based on a
graph kernel; and (iii) we empirically examine our method by using real world
data. We emphasize that our method consists of two levels of abstraction: (1)
task summarization by HMM; (2) user behavior comparison by kernel Principle
Component Analysis based on a graph kernel. To the best of authors’ knowledge,
our method is a novel approach for extracting knowledge from log data. The
analysis results show that our method reveals implicit task patterns at a high
level of abstraction for gaining a better understanding of user behavior.

Related Work. There are a vast amount of studies related to the task or event
summarization from log data [1,2,3,4,5,6,7,8]. For example, Kiernan and Terzi
proposed an algorithm for generating event summaries based on hidden Markov
Models [9]. Our method strongly relies on this algorithm in the first step, but
the resulting summaries are not enough for understanding user behavior in the
level of abstraction. Our method aims at a higher abstraction. Renaud and Gray
made an analysis of user activities from the log data of key strokes, mouse clicks,
and windows focuses [10]. Also Brdiczka et al. introduced a novel method for
characterizing routine tasks from the active window transition [11]. However,
in both studies, the comparison method among user behavior over time are not
proposed. Ferreira et al. [12] proposed a mining method from sequential data, and
obtained process transition models. This method focuses on the common event
patterns shared in all users, whereas our method sheds light on the differences
among user behavior patterns.
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Organization. This paper is organized as follows. In Section 2, we describe
the method for summarizing window transition patterns from the active window
transition logs based on the hidden Markov model. In Section 3, we propose a
novel method for comparing user behavior models generated by the method in
the previous section. In Section 4, we conduct the analysis based on the proposed
methods, and discuss the results. Finally, we conclude this paper in Section 5
with future work.

2 Summarizing Window Transition Patterns

The window transition log is regarded as a sequence of events. It appears reason-
able that existing sequence mining methods, such as frequent episode/pattern
mining [8], are applicable to modeling user behavior through the event sequence.
However, even just flipping two consecutive events in the log makes the pattern
different in these sequence mining methods. It is too sensitive to the order of
events for modeling user behavior. This is because tasks on computer are not
so strictly related to the order of window transitions. Hence, we model each
task as the rate of events in a disjoint segment of the sequence after the event
summarization method by Wang et al. [13].

2.1 Window Transition Logs

A window transition log contains a sequence of process names corresponding
to active windows such as Excel, Word, Explorer, and Outlook with interval
timestamps and user IDs. This sequence of process names is at a low level of
abstraction from which it is hard to interpret the workflow. Therefore, it is
helpful for a better understanding of user behaviors to segment the sequence
into meaningful chunks so that the boundaries of chunks implicitly indicate the
changes of tasks on computers at a higher level of abstraction.

Table 1. Active Window Transition Logs

Application Start Time Duration (sec)

Web 2010-04-01 8:00:30 403
Mail 2010-04-01 8:07:13 165
Word 2010-04-01 8:10:15 503
Web 2010-04-01 8:18:38 386
Excel 2010-04-01 8:25:04 303
Word 2010-04-01 8:30:20 440
...

...
...

Word 2010-04-01 9:04:30 328
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Observations from Log Data. We formulate the window transition log as
a sequence of event sets. Let E be the set of events {e1, . . . , em} observed in
the log such as Excel and Word. We assume that time is measured in equal
discrete intervals t ∈ {0, 1, . . . , T}, and what we observe is just the set of events
occurring in the interval [t− 1, t) for each t ∈ {0, . . . , T}, where [t− 1, t) denotes
the duration t′ such that t − 1 ≤ t′ < t. We denote by ot the set of events
observed in the time interval [t − 1, t), i.e. ot = {e ∈ E | e occurs in [t − 1, t)}.
Therefore, we have an event set sequence as our observation

O = (o1, . . . , oT ), where ot ⊆ E for t ∈ {1, . . . , T}.

Example. Here, we have the active window transition log as shown in Table 1.
Then, we obtain the following sequence of event sets for E = {web,excel,word,mail}:

O = ({web,mail},{web,word},{word,excel},{word,mail},
{web,word,mail},{excel,word},{excel,word,mail}).

Note that we discretize time with a constant interval as in Fig. 1.

event

o t

7
web

excel

word

mail

0 1 3 4 5 62

{excel,word,mail}{web,mail} {web,word} {web,excel} {word,mail} {web,word,mail} {excel,word}

t

Fig. 1. Observations obtained from log data

2.2 User Behavior Modeling

We first construct probabilistic generative models of the sequence of event sets
with hidden Markov Model (HMM). To model user behavior at a higher abstrac-
tion, we segment the sequence of event sets O = (o1, . . . , oT ) into the sequence
of chunks I = (I1, . . . , Iτ ) as follows

o1, . . . , ot1−1︸ ︷︷ ︸
I1

, ot1 , . . . , ot2−1︸ ︷︷ ︸
I2

, ot2 , . . . , otτ−1, otτ , . . . , oT︸ ︷︷ ︸
Iτ

,

where t1 < t2 < · · · < tτ ≤ T and Ii = (oti , . . . , oti+1−1) for i ∈ {1, . . . , τ}. Note
that let tτ+1 − 1 be T for consistency.
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Table 2. Notations used in the paper

0, . . . , T discrete time sequence
E = {e1, . . . , em} set of events
O = (o1, . . . , oT ) sequence of event sets
ot ⊆ E set of events observed at time t
I = (I1, . . . , Iτ ) sequence of segments
S = {s1, . . . , sK} set of states of tasks
S = (σ(1), . . . , σ(τ )) sequence of states corresponding to I
a(si, sj) transition probability from si to sj

bs(o) probability observing o in state s
πs initial probability of state s
Ms = (Ps(e1), . . . , Ps(em)) task summary of state s

Task Transition. We assume that users have K states of tasks. Henceforth, we
regard that each task corresponds to state si ∈ {s1, . . . , sK}. Hence, the set of
tasks is denoted by the set of states S = {s1, . . . , sK}. Also, we assume that each
segment Ii in the sequence I corresponds to a task σ(i) ∈ S for i ∈ {1, . . . , τ}.
Thus, a user starts work with state σ(1) at segment I1, and ends with state σ(τ)
at segment Iτ with a task transition S = (σ(1), . . . , σ(τ)).

A transition probability from state si to sj is denoted by a(si, sj) for any two
states si, sj ∈ S, and represented by the matrix A = {aij}, where aij = a(si, sj).
The initial probability of state s is denoted by πs, which is the probability of
a user starting with state s ∈ S, and Π denotes the set of initial probabilities
{πs1 , . . . , πsK}.

Task Summary. In our modeling, each task s determines the probabilities of
window applications observed. From the intuitive point of view, it is a natural
modeling of tasks since, for example, when we are in the task of making web
pages, we activate the windows of web browser and HTML editor more often than
the windows of other applications. Therefore, we assume that a user engaged in
the task s ∈ S activates a set of windows o ⊆ E with the output probability
bs(o). Let B be the set of bs(o) for any s ∈ S and o ⊆ E .

Given the set B, the probability that the window e is activated in a state s is
denoted by Ps(e) for e ∈ E , and estimated as follows.

Ps(e) =
∑

o⊆E such that e∈o

bs(o).

Hence, a user in task s activates the windows of applications e1, . . . , em with the
probabilities Ps(e1), . . . , Ps(em), respectively, where m is the number of appli-
cations considered, i.e. m = |E|. We denote the m-tuple of probabilities for task
s by

Ms = (Ps(e1), . . . , Ps(em))

and regard it as the task summary of s.
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2.3 Inferring User Behavior Models

The HMM is defined with the parameters λ = (Π, A, B). Each hidden state of
HMM corresponds to the task which generates a combination of applications
with the probability B, starts with the probability Π , and transits to another
with the probability A. In our method, summarizing user behavior is regarded
as the estimation of the parameters λ from the sequence of observation O.

We apply the Baum-Welch algorithm [14] to estimating HMM parameters
λ. Since the HMM here is attributed to the ergodic model(all states can be
connected from any states), the initial parameter setting is significant.

In this paper, we introduce a specific initialization method based on k-means
clustering as follows.

1. Segmenting the sequence of observations O into L segments by connecting
similar neighbor observations.

2. Clustering segments by k-means clustering algorithm.
3. Assigning each cluster as a distinct state, and estimating HMM parameters

in this setting of segmentation and states.

At Step 1, we start with setting each observation in the sequence O as one
segment, i.e. I = (o1, . . . , oT ) = (I1, . . . , IT ). For each segment Ii, the cost for
merging it to the next segment is estimated, and two adjacent segments with
the minimal cost are merged. Let Ii ◦ Ii+1 be the segment mering Ii and ii+1.
The merge cost is defined as follows:

cost(Ii, Ii+1) = − log2(P (Ii ◦ Ii+1 | M ′
i,i+1))

+ log2(P (Ii | M ′
i)) + log2(P (Ii+1 | M ′

i+1)),

where − log2(P (Ii | M ′
i)) is the number of bits required to describe the

segment Ii under the model M ′
i . The model M ′

i is the tuple of probabilities
(Pi(e1), . . . , Pi(em)) estimated from segment Ii. (Note that M ′ is similar to the
task summary M introduced in the previous section, but these are not the same.)
Each Pi(ej) is estimated by Pi(ej) = n(ej , Ii)|/|Ii|, where n(e, I) denotes the
number of time points at which event e occurs in the segment I, and so does
n(ē, I) the number of time points at which event e does not occur in I. (The
model M ′

i,i+1 is also estimated from the segment Ii ◦ Ii+1.)

P (Ii | M ′
i) =

∏
e∈E

Pi(e)n(e,Ii)(1 − Pi(e))n(ē,Ii)

This merging operation is repeated until a minimal merge cost is greater than a
given threshold.

At Step 2, each segment Ii is labeled with a state s ∈ S using k-means clus-
tering algorithm. In clustering, the distance function between two segments Ii

and Ij is measured by symmetrized Kullback-Leibler divergence between corre-
sponding models M ′

i and M ′
j.

dist(Ii, Ij) =
∑
e∈E

Pi(e) log
Pi(e)
Pj(e)

+
∑
e∈E

Pj(e) log
Pj(e)
Pi(e)

.



168 R. Saito et al.

Now, we can assume that each observation ot is labeled with a state ct ∈ S for
t ∈ {1, . . . , T} as the result of clustering.

At Step 3, now for each time point t ∈ {1, . . . , T}, the observation ot belongs
to a cluster s ∈ S due to Step 2. Let D(s) be the set of observations attributed to
the cluster s, and let n(e, D(s)) be the number of observations in D(s) including
event e.

Now, we can estimate the task summary Ms = (Ps(e1), . . . , Ps(em)) for a task
s ∈ S, where Ps(e) = n(e, D(s))/|D(s)|. Let C(s) be {t ∈ {1, . . . , T} | ct = s}.
Then, we estimate the initial parameters of HMM as follows:

πs =
D(s)

T
, a(si, sj) =

|C(si) ∩ C(sj)|
|C(si)| , bs(o) =

∏
e∈E

qs(e, o),

where

qs(e, o) =

{
Ps(e) if e ∈ o

1 − Ps(e) otherwise.

Starting with these initial parameters, we apply the well-known Baum-Welch
algorithm [14] to estimate HMM parameters. In addition, to extract the most
likely hidden state sequence, i.e. task transition, from the refined HMM, we also
employ Viterbi algorithm [14].

3 Clustering User Behavior

Now we have the user behavior models in the form of ergodic Markov models
through the method in the previous section. We want to compare user behavior
at the level of this abstraction. In this section, we present a method for measuring
similarity between two models for visualizing and clustering user behavior.

3.1 Similarity Measure between Two User Behavior Models

The user behavior models inferred by the previous section are regarded as di-
rected graphs in which each vertex is labeled with task summary and each (di-
rected) edge is labeled with the transition probability from one task to another.
This graph is also referred to as a task transition graph in this paper.

As the similarity measure between two task transition graphs, we employ
the marginalized kernel between labeled graph proposed by Kashima et al. [15]
since the random walk model in the graph kernel is appropriate for the task
transition model. Intuitively, this kernel compares two random walkers’ trails
on two graphs. A random walker starts from a vertex and moves on to the
next vertex according to transition probabilities on edges. After τ -steps, the
walker finishes a sequence of τ tasks. Each task sequence is weighted with
the production of all the transition probabilities of tasks. The kernel computes
the similarity between any possible pairs of weighted sequences of the same
length in two graphs, and sum them up from length one to infinity.
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A task transition graph is denoted by G = (S, E), where S is the set of
vertices and E ⊆ S × S is the set of directed edges. Each vertex corresponds
to a task summary in the task transition graph. (We abuse the notation by
identifying each vertex s ∈ S to both its label and a hidden state inferred by the
previous section.) A task sequence of length τ is denoted by S = (v1, . . . , vτ ),
where v1, . . . , vτ are vertices in S, the consecutive vertices vi and vi+1 in S are
connected by the edge (vi, vi+1) ∈ E. By Sτ (G), we denote the set of all task
sequences of length τ in graph G.

The probability of task sequence S ∈ Sτ (G) generated by the random walk
on G is

P (S | G) = πv1

(
τ∏

i=2

a(vi−1, vi)

)
πvτ ,

where the random walker starts from vertex v1 with probability πv1 , ends at vτ

with πvτ , and a(vi−1, vi) is the transition probability from vi−1 to vi. In our case,
we assign the start and end of office work to two states v1 = s1 and vτ = sK in
S, respectively.

Then, the similarity between two task transition graphs G1, G2 is denoted by
K(G1, G2) and given as follows:

K(G1, G2) =
∞∑

τ=1

∑
S1∈Sτ (G1)

∑
S2∈Sτ (G2)

P (S1 | G1)P (S2 | G2)k(S1, S2),

where k(S1, S2) is the similarity (subkernel) between two sequences S1 and S2

without transition probability, and δ(S1, S2) = 1 if S1 is equal to S2, otherwise
δ(S1, S2) = 0.

Kashima et al. [15] proposed a simple and efficient algorithm for computing
the similarity measure based on a fixpoint computation. This type of similarity
measure is called a kernel function which is a class of functions implicitly rep-
resented as the cross product of two feature vectors, and is applicable to a wide
range of multivariate analysis and machine learning methods.

As the similarity between two sequences S1 = (v1, . . . , vτ ) and S2 = (v′1,
. . . , v′τ ), we design the following simple kernel function:

k(S1, S2) =
τ∏

i=1

ks(vi, v
′
i),

where ks(vi, v
′
i) is the similarity between two task summaries Ms =

(Ps(e1), . . . , Ps(em)) and Ms′ = (Ps′ (e1), . . . , Ps′(em)). Here, we assume that
the states s and s′ correspond to vi and v′i respectively. Also we design ks(v, v′)
as the cosine similarity:

ks(v, v′) =
Ms · Ms′

‖Ms‖ ‖Ms′‖ .
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4 Analysis and Discussion

We conducted an analysis of active window transition logs for a real IT corpo-
ration. Our analysis consists of two states: (i) the task summarization for each
user, (ii) the comparison among users and visualizations.

4.1 Target Log Data

The target log data are provided by a software company that designs, develops,
markets, and support softwares. Most employees work from 9:00 to 17:00 with
one hour lunch break, five days a week, and the majority of employees use
their own desktop computers running Microsoft Windows. The company has
six departments for Administrative, Sales Office, Marketing, Technical Support,
Research and Development, and Quality Control. In this study, we target the
log range from 8:00 to 21:00.

We employ the following nine categories for applications regarded as events,
where the category “Others” includes any other applications except for the major
applications used in the company.

E = {Mail, Web, Explorer, Word, Excel, PowerPoint, Editor, Viewer, Others}
In particular, the category “Mail,” “Web,” “Editor,” and “Viewer” respectively
indicate the groups of applications with the same role at work. For example,
the category “Web” includes web browsers such as Internet Explorer, Firefox,
Chrome.

4.2 Task Transition Inferred by HMM

In inferring task transition models from the log data by HMM, we set the num-
ber of hidden states as twelve including the starting (state 1) and ending states
(state 12) of everyday work, and the null state (denoted by “nop”, state 12) for
no-operation. The states are shared over all users for comparing among user be-
havior models. Figure 2 shows the task transition for four months for an employee
(USER1). In this figure, each task state is expressed by color. USER1 joined the
company and started basic training at the end of August. After that, USER1
received on-the-job training and involved in handover practice till October. At
November, USER1 started practical work.

As shown in Fig. 2, in September, most assigned states are state 7, 8 and 11;
in October are state 5, 7, 10 and 11; and in November and December are state
5, 7 and 10. We can confirm that, for each working period of basic training,
on-the-job training, and practical working, the patterns of task transitions are
different. Since the state 7 occurs beyond these three periods, it appears to be
a fundamental work unit of USER1. In contrast, the state 11 occurs exclusively
in September and October, especially at the start and end of each working day.
Since we do not observe the state 11 within such a long duration in the other
months, we can guess that this state is related to training, for example, writing
planning documents or reports about training.
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Fig. 2. The task transition of USER1 for four months: the horizontal axis indicates
working time, and the vertical axis indicates the date in the form of (MM/DD); the
twelve states of tasks are expressed by colors

Figure 3 shows the task transition as the Markov model inferred by HMM
(upper in Fig. 4), and two task summaries for top two steady-states (lower 3)
from the stationary distribution of the Markov model. Figure 4 shows the steady-
state distribution of the Markov model in Fig. 3(upper).

We show the task transition and its steady-state distribution in Figure. 4 and
Figure 3 from the estimated HMM.

For USER1, the ration of two steady-states 7 and 10 are exclusively high
except for the null state 2 (State 2 stands for no operation on a computer).
Thus, USER1 is mainly involved in the tasks implied by state 7 and 10, and
mutually switches between these tasks.

The difference between two states 7 and 10 lies in the frequency of mail
application usage. In these states, Explorer and Excel are mainly used. Hence,
we can guess that USER1 usually uses Explorer and Excel, and occasionally uses
a mail application at practical work. In addition, the observation that state 10
appears after the end of September, and does not in September, suggests that
USER1 starts exchanging e-mail after the training period.
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Fig. 3. (i) Task transition inferred by HMM (upper); (ii) Top two steady-states from
the stationary distribution(lower)

4.3 User Behavior Clustering by Static State Distributions

To confirm the validity of our modeling method, we conduct the hierarchical
clustering for user behavior by measuring the distance between the stationary
distribution for all users. The results are shown in Fig. 5. We exclude state 2
(null state) from the input of clustering since the probability staying at the null
state does not have direct effect over the working patterns on computers, and
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Fig. 4. The steady-state distribution of the task transition in Fig. 3(upper)

the ratio of the null state depends on the users leaving seat, having meetings,
or working at their own desk. In Table 3, we show the number of users in each
department recorded in logs.

Table 3. Department

Department Abbreviation Number of users

Marketing marketing 7
Quality Control Assurance qa 8
Research&Development rd 17
Sales sales 9
Sales Office sales office 2
Technical Support tech support 16

We can confirm that the users in the same department are clustered very
closely, especially in Marketing(marketing), Research&Development(rd),
and Quality Control Area(qa). Also, we observe that the pairs of (sales02,
sales09), (tech support05, tech support09), and (sales office01, sales office02) are
respectively clustered very closely. According to a hearing, these pairs of users
are involved in the same tasks respectively in a complementary style. In general,
it is natural assumption that the working patterns of the users in the same de-
partment are more similar than the patterns in the different departments. Our
experiment supports this conjecture and the validity of our method. On the
other hand, the users in Technical Support are divided into multiple clusters.
We verify the result by confirming that these users are actually involved in the
different tasks from each other.

4.4 User Behavior Clustering by Graph Kernel

We apply kernel Principle Component Analysis(kernel PCA) [16] based on
the graph kernel described in the previous section to generating monthly task
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Fig. 5. Hierarchical clustering based on the distance between stationary distributions
for all users

transition models. These models are generated from the logs for four months of
60 users.

We show the scatter plot of principal component scores obtained by kernel
PCA for monthly task transition models of all users in Fig. 6. In Fig. 7, we
extract a pair of users in Sales Office, and plot the monthly models from Fig. 6.
As shown in Fig. 7, these users are closely plotted except for October. They both
joined the company in September. Following initial training in September, they
received on-the-job training in October, and then they started working from
November. They have been working together sharing the same tasks from the
initial training. This fact is also supported by our method using the graph kernel.
The result implies that our method using kernel PCA is capable of detecting the
change of working patterns over time.

Figure 8 shows the plot of all user in Technical Support and Marketing. The
points of users can be divided into two groups according to the departments by
a line. This fact shows that task patterns in the two departments are recogniz-
able, and the users of two departments can be classified from logs without the
department information.
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In the last analysis, we infer the task transition models on the daily basis
for USER2 for four months, i.e. about 80 days, and apply kernel PCA to these
models. Figure 9 shows the scatter plot of the models with the first and third
principal component. We can confirm that the task transition models are clearly
divided into four clusters. USER2 is engaged in atypical(non-routine) work, and
this observation shows effectively that USER2 has four patterns of work. For
many users, clear clusters are confirmed, while for many others clusters are not
confirmed.

We conducted a hearing for USER2 to confirm the relationship between our
results and actual working patterns of USER2. Table 4 shows the summary of the
investigation (the date is in the form of MM/DD). “General work” includes sev-
eral tasks, and USER2 did not concentrate on a specific one task. “Proofreading”
and “Writing manuscript” respectively indicate that USER2 spent on the same
tasks throughout the day. According to Table 4, Cluster 3 and 4 respectively
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correspond to “Proofreading” and “Writing manuscript.” The two exceptions in
11/22 and 11/30 are considered that these models also mainly include “Writing
manuscript.” The other “General work” models are divided into two clusters 1
and 2. We observe that most days in the cluster 1 are Monday or Friday also for
the other months besides November. According to the hearing, USER2 attends
regular meetings, and has outside jobs especially on Monday and Friday.
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Table 4. Cluster number and actual work

Cluster number Date Hearing results

1 11/01 Mon General work
1 11/05 Fri General work
1 11/26 Fri General work

2 11/02 Tue General work
2 11/08 Mon General work
2 11/12 Fri General work
2 11/18 Thu General work
2 11/24 Wed General work
2 11/29 Mon General work

3 11/04 Thu Proofreading
3 11/10 Wed Proofreading
3 11/11 Thu Proofreading
3 11/19 Fri Proofreading
3 11/25 Thu Proofreading

4 11/09 Tue Writing manuscript
4 11/15 Mon Writing manuscript
4 11/16 Tue Writing manuscript
4 11/17 Wed Writing manuscript
4 11/22 Mon General work
4 11/30 Tue General work

From these observations, we can show that our method reveals implicit task
patterns at a high level of abstraction from the active window transition logs.

5 Conclusions and Future Work

In this paper, we propose a new method for understanding user behavior on
computer from active window transition logs. The method is based on infer-
ring generative models of window transitions using hidden Markov model, and
comparing these models using kernel principal component analysis for graph
structures. The analysis for the real world logs in a company shows that our
method allows us to understand user behavior at a high level of abstraction, and
enables us to compare the user behavior among groups and over time.

In future work, from the technical point of view, we plan to introduce a more
sophisticated method for estimating HMM parameters including the number of
states using Bayesian nonparametric HMM. To evaluate and show the effec-
tiveness of our method, we need much more information other than computer
operation logs by conducting questionnaires and hearings to compare the low
level abstraction of user behavior in computer logs with the high level abstrac-
tion of behavior such as questionnaire results. Also, we plan to apply our method
to the anomaly detection of user behavior among groups or the change detection
of it over time.
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Abstract. We consider information filtering methods that use materi-
alized skyline view. Skyline query contains data objects that are prefer-
able for each user even though users’ preference is different for each.
We propose various kinds of skyline queries such as skyline on relatively
high-dimensional numerical databases, skyline on spatial databases, and
skyline set. We materialize such skyline information to make concise
answer for each query. We also considered methods for maintaining ma-
terialized skyline view up to date to handle an update for a numerical
database.

Keywords: Information Filtering, k-Dominant Skyline, Skyline Sets,
Spatial Skyline, Temporal Skyline.

1 Introduction

With rapid growth of information technology, we can collect information and can
construct databases easier than ever. As a result, there are too many information
to find necessary answers quickly. In such situation, information filtering methods
are important.

Skyline query function is one of promising information filtering methods.
Given a k-dimensional database DB, an object p is said to be in skyline of
DB if there is no object q in DB such that q is better than p in all k dimension.
If there exist such object q, then we say that p is dominated by q or q dominates
p. Figure 1 shows a typical example of skyline. The table in the figure is a list of
hotels, each of which contains two numerical attributes “distance” and “price”.

Preference of each user of the hotel database is different. For example, one
user wants to find the cheapest one, while another wants to find the nearest
one. Skyline of the database is {h1, h3, h4} (See Figure 1 (b)). In general, each
user can find the optimal hotel of her / his preference in the skyline. Therefore,
information filtering by using skyline queries is useful to filter unnecessary in-
formation. A number of efficient skyline algorithms have been reported in the
literature [1,2,3,4,5].
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Fig. 1. Skyline Example

2 General Numerical Database

The skyline query can greatly help user to filter information. It is always assumed
that all the attributes are involved in the skyline queries, that is, the dominating
relationship is evaluated based on every dimensions of the dataset. However,
a major drawback of skylines is that, in datasets with many dimensions, the
number of skyline objects becomes large and no longer is an effective for filtering
information.

To deal with this dimensionality curse, Chan, et al. considered k-dominant
skyline query [6]. They relaxed the definition of “dominated” so that an object
is more likely to be dominated by another.

2.1 Preliminary of k-Dominant Skyline

Assume there is an n-dimensional database DB and D1, D2, · · ·, Dn be the n
attributes of DB. Let O1, O2, · · ·, Or be r objects (tuples) of DB. We use Oi.Ds

to denote the s-th dimension value of Oi. Without loss of generality, we assume
smaller value is better in each dimension.

An object Oi ∈ DB is said to dominate another object Oj ∈ DB, denoted as
Oi ≺ Oj , if (1) for every s ∈ {1, · · · , n}: Oi.Ds ≤ Oj .Ds; and (2) for at least one
t ∈ {1, · · · , n}: Oi.Dt < Oj .Dt.

The skyline of DB is a set of objects that are not dominated by any other
objects. For example, skyline query for Table 1 dataset returns five objects:
O2, O3, O5, O6, and O7. Objects O1 and O4 are not in skyline because they are
dominated by O7.

An object Oi is said to k-dominate another object Oj , denoted as Oi ≺k Oj , if
(1) Oi.Ds ≤ Oj .Ds in k dimensions among n dimensions and (2) Oi.Dt < Oj .Dt

in one dimension among the k dimensions. We call such Oi as k-dominant object
and such Oj as k-dominated object between Oi and Oj .
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Table 1. Symbolic Dataset

Obj. D1 D2 D3 D4 D5 D6

O1 7 3 5 4 4 3
O2 3 4 4 5 1 3
O3 4 3 2 3 5 4
O4 5 3 5 4 1 2
O5 1 4 1 1 3 4
O6 5 3 4 5 1 5
O7 1 2 5 3 1 2

An object Oi ∈ DB is said to be a k-dominant skyline object of DB if Oi is
not k-dominated by any other object in DB. We denote a set of all k-dominant
skyline objects in DB as Skyk(DB). Note that conventional skyline objects are
n-dominant objects and are in Skyn(DB).

In Table 1, for example, if k = 5, the 5-dominant skyline query returns two
objects: O5 and O7. Objects O1, O2, O3, O4, and O6 are not in 5-dominant skyline
because they are 5-dominated by O7. The 4-dominant skyline query returns
only one object, O7, and the 3-dominant skyline query returns empty. Like this
example, we can control the selectivity by changing k.

The k-dominant skyline has following property [7]. Any object in Skyk−1(DB)
must be an object in Skyk(DB) for any k such that 1 < k ≤ n. Any object that
is not in Skyk(DB) cannot be an object in Skyk−1(DB) for any k such that
1 < k ≤ n. Similarly, every object that belongs to the k-dominant skyline also
belongs to the skyline, i.e., Skyk(DB) ⊆ Skyn(DB).

The conventional skyline is the k-dominant skyline where k = n. If we de-
crease k, more objects tend to be k-dominated by other objects. As a result,
we can reduce the number of k-dominant skyline objects. Using above proper-
ties, we can compute Skyk−1(DB) from Skyk(DB) efficiently. For example, O1

and O4 of Table 1 are not in Sky6(DB) because they are 6-dominated by O7.
Therefore, they cannot be a candidate of k-dominant skyline object for k < 6.
We can prune such non-skyline objects for further procedure of the k-dominant
query. If we consider 5-dominant query, then O2, O3, and O6 are 5-dominated
objects. Therefore, we can prune all of those five objects in 4-dominant query
computation. Thus, by decreasing k, more dominated objects can be pruned
away.

2.2 k-Dominant Skyline View

In order to compute k-dominant skyline efficiently, we compute domination
power of each object. We say an object Oi has δ-domination power if there
are δ dimensions in which Oi is better than or equal to all other objects of DB.
We sort objects in descending order by domination power. If more than one ob-
jects have same domination power then sort those objects in ascending order of
the sum value. This order reflects how likely to k-dominate other objects.
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Table 2 is the sorted object sequence of Table 1, in which the column “DP”
is the domination power and the column “Sum” is the sum of all values. In the
sequence, object O7 has the highest domination power 4. Note that object O7

dominates all objects lie below it in four attributes, D1, D2, D5, and D6.
After computing the sorted object sequence, we compute dominated counter

(DC) and dominant index (IDX). The dominated counter (DC) indicates the
maximum number of dominated dimensions by another object in DB. The domi-
nant index (IDX) is the strongest dominator. That means IDX keeps the record
of the corresponding strongest dominator for each object.

Table 2. Ordered Domination Table

Obj. D1 D2 D3 D4 D5 D6 DP Sum DC IDX

O7 1 2 5 3 1 2 4 14 3 O5

O5 1 4 1 1 3 4 3 14 4 O7

O4 5 3 5 4 1 2 2 20 6 O7

O2 3 4 4 5 1 3 1 20 5 O7

O6 5 3 4 5 1 5 1 23 5 O7

O3 4 3 2 3 5 4 0 21 5 O7

O1 7 3 5 4 4 3 0 26 6 O7

Skyk(DB) is a set of objects whose DC is less than k. In Table 2, for
example, according to the dominated counter, we can see that Sky6(DB) =
{O7, O5, O2, O6, O3}, Sky5(DB) = {O7, O5}, and Sky4(DB) = {O7}. Since there
is no object whose DC value is less than 3, thus Sky3(DB) = {∅}. Using this
table, we can quickly answer the k-dominant skyline query for a given k.

2.3 View Maintenance and Remarks

In order to maintain the ordered domination table up to date, we have to re-
calculate the table if necessary. The IDX column in Table 2 is used for the
maintenance procedure for database updates. The detailed procedures are given
in [7].

To deal with the dimensionality curse of skyline query, another popular
counter measure is to reduce the number of dimensions and provide skyline
for the reduced space. Subspace Skyline and Skycube [8,9,10] materialize all
possible subspace skyline. Users can choose their preferred subspace and can
retrieve corresponding skyline from the materialized subspace skyline. However,
to compute skylines on every subspace required prohibitive cost.

Instead of materialize all subspace skyline, we are now considering using the
ordered domination table to answer the subspace skyline query. Though the
response time is worse than the materialized subspace skyline method, we can
utilize the domination power and the sum to compute subspace skyline efficiently.
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3 Additional Distance Attributes

There are many spatial entities such as hotels, stations, restaurants, convenience
stores, supermarkets, and so on. Each of such spatial entities has location in-
formation. Using the location information, we can add important distance at-
tributes to databases such as distance to the nearest hotel, distance to the nearest
station, and so on, which we call “nearest attributes”.

In order to add the nearest attributes for each pair of spatial entities efficiently,
we construct a Voronoi diagram for each spatial entity.

3.1 Voronoi Diagrams and the Point Location Problem

We use a Voronoi diagram for finding the nearest point (instance) of a spatial
entity. A Voronoi diagram is an efficient data structure for this purpose [11].
Figure 2 shows an example of a Voronoi diagram. Assume that we have a set of
n points, P = {p1, ..., pn}, in a plane, then the Voronoi diagram of P , V or(P ),
is the subdivision of the plane into n regions, called “Voronoi regions,” one for
each point, called a “Voronoi point.”

Let pi ∈ P be a Voronoi point of V or(P ) and Reg(pi) be the corresponding
Voronoi region. The Voronoi diagram has the following property.

A point q lies in the region Reg(pi) if and only if dist(q, pi) ≥ dist(q, pj)
for each pj ∈ P with j �= i.

Pi

q

Fig. 2. Voronoi Diagram

We can find the nearest point pnearest ∈ P from a point q efficiently by using
this property of the Voronoi diagram V or(P ). Algorithm 3.1, often called point
location, is one such algorithm.

Though the worst case time complexity of Algorithm 3.1 is O(n), the expected
running time is approximately constant if we can start the algorithm from a
Voronoi point that lies close to the nearest point in Step [1].
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Algorithm 3.1. Point Location in Voronoi Diagram
Input 1: q (a point)
Input 2: V or(P ) (the voronoi diagram of a set of points P )
Output: pnearest (the point in P nearest to q)
01. Choose an arbitrary starting point pi ∈ P .
02. Initialize the distance value as dmin = dist(pi, q).
03. For each Voronoi region Reg(pj) that is adjacent to Reg(pi):
04. If dist(pj, q) < dmin, then set the values of dmin = dist(pj , q), pi = pj.
05. Go to Step [3].
06. Return pi as pnearest.

3.2 Quaternary Tree Indexing

A quaternary tree like Figure 3 is often used for indexing a two dimensional plane.
We used a quaternary tree for indexing sets of points of each spatial entity. As
the root note of the tree, we use a large rectangle that covers all the points in a
database. Then, we divide the rectangle into four equal-sized subrectangles. We
continue this division procedure for each rectangle, recursively. Since the width
and depth of each leaf node of the tree is fixed, we can find a leaf node for each
point in a constant time.

Fig. 3. Quaternary Tree

For each spatial entity, we assign a representative point to each node as a
label of the node. A label of a leaf node is chosen arbitrary from all points that
belong to the node. A label for an ancestor node is chosen from the labels of its
child nodes. If there is no point in a leaf node, we label the node null.

For example, assume a leaf node, say node1, contains three restaurants
(restaurant1, restaurant2, and restaurant3), one hotel (hotel1), and no station.
In this case, we choose a restaurant from those tree arbitrary as the “restaurant”
label of node1. The “hotel” label of node1 is hotel1 since it is the only one hotel
in the node. The “station” label of node1 is null since there is no station in
the node.
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In Step [1] of Algorithm 3.1, we search for the nearest point from the label
of the leaf node that the point q lies in. If the label is null, we use the non-null
label of its closest ancestor node.

For example, there is a record of a database that lies in node1 whose “restau-
rant” label, “hotel” label, and “station” label are restaurant1, hotel1, and null,
respectively. Assume we are now computing “nearest restaurant”, “nearest ho-
tel”, and “nearest station”, for the record. For the nearest restaurant and the
nearest hotel, we start the point location algorithm from restarant1 and hotel1,
respectively. For the nearest station, we climb the tree since the “station” label
of node1 is null until we can reach a node that has non-null station label. Then,
we start the point location algorithm from the station label of the ancestor node.

This quaternary tree indexing of Voronoi points and the heuristics for labeling
of the nodes in the tree significantly improves the expected running time of
Algorithm 3.1. As a result, the expected running time for finding the nearest
instance of a spatial entity will be approximately constant.

3.3 Voronoi Diagram Construction and Maintenance

We construct the Voronoi diagram for each spatial entity. Algorithms for con-
structing Voronoi diagrams have been investigated intensively. The problem is
proved to be Ω(n log n) where n is the number of Voronoi points [11]. There
is a known algorithm whose worst time complexity is O(n log n), which is the
optimal complexity.

Ohya et al invented an efficient algorithm whose average time complexity
is O(n), though the worst time complexity is O(n2) [12,13]. In general, most
applications prefer to an algorithm whose average running time is fast. Therefore,
we used this efficient method.

Once we construct the Voronoi diagram for each spatial entity, we save them
as the index data structure for computing the nearest attribute of the spatial
entity. In order to maintain the nearest attributes up to date, we have to update
Voronoi diagram if an insertion or a deletion occurs to a spatial entity.

If a point p is inserted or deleted from a Voronoi diagram, we, first, find
the Voronoi region Reg(p) that contains p, which takes constant time by using
Algorithm 3.1 together with the quaternary tree index. Then, we update the
affected regions that are adjacent to Reg(p).

4 Skyline Sets

We also consider a skyline query for sets of objects in a database. Let s be the
number of objects in each set and n be the number of objects in the database.
There are nCs sets in the database. We consider an efficient algorithm for com-
puting convex skyline of the nCs sets, which we call “convex skyline sets”.

Figure 4 (a) is a list of 3-sets, in which all of the combinations of three ho-
tels, which are in Figure 1, are listed. The “h123” denotes a set of {h1,h2,h3}.
“Distance” and “price” of “h123” are the sum of the “distance” and “price” of
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respective hotels in the set. Skyline of the sets of three hotels are {h123, h135,
h235, h234, h345}. Our convex skyline sets query efficiently computes those convex
skyline sets. Detailed algorithm of the skyline sets is presented in [14]. By mate-
rializing skyline sets, we can make concise answers for group selection problems.

Recently, to preserve the individuals’ privacy is one of the important data
management issues. In many databases, we have to hide individual record’s val-
ues to preserve privacy even though there is no ID information. In such situation,
convex skyline sets query can be utilized.

Convex skyline sets query does not disclose individual values of an object.
Instead, it discloses aggregated values of s objects. It will be one of the most
promising alternatives for decision making in a privacy aware environment.

If one wants to know the cheapest hotel, she/he can find that the cheapest
set is h123 from the skyline and can easily imagine that the price of the cheapest
hotel is around 4, since price of the cheapest 3-set h123 is 12. Similarly, if one
prefers cheaper and closer, she/he may choose h235 from the skyline and can
easily imagine the value of the preferable choice from the aggregated values.

In another case, we have to choose a set instead of individual data record.
For example, an event organizer might want to reserve rooms in three different
hotels around the event venue. Our skyline set query can provide preferable set
for her/him.

Fig. 4. Skyline of 3-Set

4.1 Spatio-Temporal Skyline Set

We can expand the idea of skyline query into spatio-temporal data for the sky-
line sets problem. Table 3 is an example of such spatio-temporal database.
The “time” column shows an attribute that contains a time stamp informa-
tion. The “lat.” and “lon.” are latitude and longitude of each object’s location,
respectively.
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Table 3. Spatio-Temporal Database

obj. time lat. lon. att1 att2 ...

o1 2 35.742 135.221 3 8
o2 5 38.421 134.822 5 4
o3 6 39.012 138.500 4 3
o4 3 35.985 138.159 9 2
o5 9 36.058 133.318 7 3

Assume we are considering 5C3 = |S| 3-sets in the database containing 5
objects as in Table 3. Following table is the projected aggregated list of 3-sets.

3-set Twidth att1 att2 ... 3-set Twidth att1 att2 ...
o123 4 12 15 o145 7 19 13
o124 3 17 14 o234 3 18 9
o125 7 15 15 o235 4 16 10
o134 4 16 13 o245 6 21 9
o135 7 14 14 o345 6 20 8

In the list, “o123” denotes a set of {o1,o2,o3}. “Twidth” is width of 3 time
stamps of each 3-set. And, “att1” and “att2” is the sum of “att1” and “att2” of
each 3-set, respectively.

Temporal skyline 3-set query outputs convex 3-sets of the list for the database
in Table 3. Temporal skyline set query is able to give a clue, for example, what
is the best portfolio that gained profit in a small period of time, what is the best
group of players that performed best within a short period of time, and so on.

By using spatial information such as “lat.” and “lon.” in Table 3, we can
compute spatial skyline sets. Following table is the projected aggregated list of
3-sets for spatial skyline sets.

3-set area att1 att2 ... 3-set area att1 att2 ...
o123 13.53 12 15 o145 1.53 19 13
o124 8.94 17 14 o234 11.13 18 9
o125 5.10 15 15 o235 15.31 16 10
o134 11.78 16 13 o245 11.79 21 9
o135 16.95 14 14 o345 15.69 20 8

In the list, “area” is the area of the minimum bounding rectangular of 3
locations of each 3-set. Spatial skyline 3-set query outputs convex 3-sets of the
list. Spatial skyline set query is able to give a clue, for example, where are places
that have a lot of crimes, where are places that contains a lot of customers, and
so on.
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5 Conclusion

Information filtering methods are more important than ever since there are too
many information to find necessary answers quickly. We consider information
filtering methods that use materialized skyline view. Skyline query contains data
objects that are preferable for each user even though users’ preference is different
for each.

We propose various kinds of skyline queries such as skyline on relatively high-
dimensional numerical databases, skyline on spatial databases, and skyline set.
We materialize those skyline information to make concise answers for each query.

We also considered methods for maintaining materialized skyline information
up to date to handle an update for a numerical database. Currently, we are now
considering methods for handling updates for spatial skylines and skyline sets.
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Abstract. Electronic news media consistently use a specific language
frame for efficient knowledge delivery and opinion formation. Since ma-
chine representation of logographs, and their derived forms, such as
ideograms, and the Chinese characters in general, enumerates to a large
set of symbols, the information content of particular text sequence inter-
connects context patterns across various scope ranges. Here we concern
with the enumerated form of sinogram reflecting on the characters not
only historically and culturally, but also educationally. Logographs vi-
sually invoke mutual functional relations by design and through their
usage in overlaping scopes. Here we study the procedural summarization
of text originally intended for online news distribution and the prefer-
able evaluation method of its usability. Sinogrammatic electronic news
sentences are analyzed for mutual similarity patterns both inward and
outward, in order to facilitate sentence extraction for summary inclusion
while reflecting on the principle of characters. Traditional partition of lin-
guistic knowledge representation is aided by invocation of bypass routes
in logographic text similar to software pictograms, for which design and
usage frames are coeducational. Machine extracted summaries are com-
pared with human chosen sentences while employing the Turing test to
ascertain cohesion of Human - Human and Human - Machine compari-
son. The implementation of popularity-based summarization algorithm
is available as a Java program.

1 Introduction

Recent research developments in summarization algorithms, which extract or ab-
stract substances from a range of text data including information designed for on-
line distribution, have been in part motivated by increase of electronic commerce
(e.g. automatic abstracting of product manuals) and online search engines (e.g. to
decrease volume of text to be indexed for cataloguing) [1,2,3,4,5,6,7,8,9,10,11,12].
It is especially in such technological area that new words and collocations are
frequently introduced, tested, commercially and technically framed for multiple
usage, and balanced with product economics and usage fashion. Some of such
neologies are eventually admitted into broader linguistic existence (as defined
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by sizable usage statistics throughout the population, standardization as intel-
lectual property, or recognition for use in education). Inversely, current words
and collocations can be analyzed back for such formative meaning substance
(following historical data or implied routes based on the prevalent usage in the
past or typical context). Whereas English information is still dominant subject
of the research papers, other languages, such as those of Asia, increasingly gain
importance.

In accord with the increase of online data, number of internet users worldwide
has risen dramatically [13], decreasing in turn the ratio of English speaking pop-
ulation due to Asian countries, and especially sinogram readers. Here we analyze
the specifics of the popularity based concept to the extraction of document sum-
maries in case of Chinese language, and using major online news repositories.
The method, in case of the English language, has been formulated by P. Arun
Kumar et al. [7]. Following the general outline, the potential of the popularity
based aggregation concept in general is recognized and proved natural for lo-
gographs, and in particular for the Chinese online newspaper articles. In brief, it
is the natural language frame of sinogram that allows us to meaningfully postu-
late sentence filtering through popularity [8] as a direct summarization method,
which is programmable via statistical ranking of ideographic character occur-
rences dynamically interpreted through the current popularity of aggregating
sentence clusters throughout all stages of extraction.

Our work is organized as follows. Elements of popularity-based approach are
briefly reviewed in the next section. In particular, the clustering algorithm for
selecting the most popular text sentences is reviewed along with the definitions
of local and global similarity coefficients. It is shown that in case of newspaper
articles, popularity concept can naturally include explicit importance weights,
which are allocated to various parts of newspaper articles by design. Section 3
explains specific features of sinogram text processing, and outlines the imple-
mentation of present approach. Integration of our algorithm with representative
online news text is assured in Section 4 by means of Turing test for the computer
program and a group of human volunteers. In contrast to standard information
retrieval measures unsuited for small and diverse samples, we are thus able to
meaningfully calibrate summarization framework via indistinguishability of hu-
man and machine summarization actions. Concluding remarks in the last section
summarize our main findings.

2 Popularity Based Abstract Extraction

The concept of popularity has been established for search engine application ar-
eas, such as Hyperlink-Induced Topic Search [6] and PageRank [10] approaches
to document cataloguing and dynamic contents provision. For instance, the for-
mer algorithm builds on concepts of authority and hub value. Authority and hub
values are mutually related based on the number of links pointing to or out from
a particular webpage. Authority value of document is computed as the sum of
scaled hub values that point to it. Hub value of document is the sum of scaled
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Fig. 1. Basic steps in constructing textual similarity graph

authority values of documents it points. We emphasize in this context that sino-
gram offers a palette of culturally established context tools beyond counting of
vertex in-degree and out-degree as the number of explicit links, due to several
levels of context hierarchy. The potential of linked information containers for
knowledge framing is however vast, and not fully exploited, such as in case of
encyclopedia assembly [1], in broader procedural framework of what could be
named in our viewpoint as socioformatics.

In case of text summarization, sentence popularity is defined by number of
similar sentences that appear in the same document. Similarity of two sentences
is correspondingly defined as a relative ratio of words common to both of them.
Due to linguistic complexity of most languages, it is not a priori obvious what
kind of text preprocessing is suitable for extracting good summaries or abstracts,
which is the most important obstacle and ambiguity source for text summa-
rization. For instance, if words were used to define the similarity, then “old,”
“age,” and “oldster” would appear as unrelated units. If morphemes were used,
then “crown” could appear ambiguous depending on the context, while “point,”
“pointless” and “pointy” could appear similar. Here we make use of the fact that
a fully logographic writing system has morphemes consistently standardized as
characters, which reduces grammatical (program) processing load via extended
vocabulary (larger data base). Enumeration of similarity in terms of character
popularity thus naturally provides most representative sentences into resulting
document summary.

The key element of popularity-based summarization is an iterative construc-
tion of similarity graph from all sentences in the document. The vertices of the
graph are formed by clusters of similar sentences. Weights assigned to graph
edges quantify the vertex connection links measured in the similarity space.
Whether a sentence should be a part of a particular sentence cluster at one ver-
tex, or not, is decided by the similarity value of the sentence and the cluster. To
that aim, a threshold value τ for the global similarity coefficient (GSC), and the
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local similarity coefficient (LSC) is defined [7]. Both coefficients can take any
number between 0 and 1 as given below. In what follows, a “word” will mean
one sinogram character by definition (cf. Section 3).

2.1 Elementary Algorithm for Abstract Extraction

Figure 1 shows the flow of sentence clustering when building text similarity
graph. Initially, every document sentence is represented by one graph vertex.
The most similar sentences are merged to build a cluster, and then replaced by
an artificial sentence representing common words in the newly created graph
vertex. The parental vertices are deleted at the same time. Finally, all other sen-
tences, not yet assigned to the clusters, are screened for similarity with the new
vertex (higher than the threshold value), and possibly merged to it. The clus-
tering procedure then restarts again, until all sentences over a certain similarity
threshold are exhausted.

In constructing the similarity graph, there are two key functions taking a pair
of sentences on input: the global similarity coefficient (GSC), the local similarity
coefficient (LSC), and one parameter: the threshold value τ to determine the
binary-valued similarity relation.In the following, we denote the total number of
sentences in the source document text as N .

Global Similarity Coefficient. The global similarity coefficient between every
two sentences Si and Sj is defined as follows,

GSC(Si, Sj) =
2 × n(common words of Si & Sj)

n(Si) + n(Sj)
(1)

∀i �= j ≤ N
n(X) : number of words in vertex X, 0 ≤ GSC ≤ 1.

Here GSC is used to form a cluster seed (e.g. vertices S1 and S3 in the particular
example in Fig. 1).

Local Similarity Coefficient. After the n(C) common words of the two most
similar sentences Si0 and Sj0 are stored in the cluster C(Si0 , Sj0), the LSC is
calculated for all sentences except Si0 and Sj0 . The local similarity coefficient is
defined as follows,

LSC(Sk, C) =
2 × n(common words of Sk & C)

n(Sk) + n(C)
(2)

∀k �= i0, j0
C: cluster, 0 ≤ LSC ≤ 1.

LSC is used to grow the clusters (cf. e.g. the vertex S4 in Fig. 1 added to the
cluster of S1 and S3).

Since the GSC decreases with similarity of shortened sentences constructed
by common words, the iterative algorithm eventually stops when the threshold
value is reached (at most after N steps).
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Clustering and Threshold Values. The threshold value specifies whether a
certain graph vertex (sentence or cluster) should be connected to another graph
vertex (sentence or cluster). The threshold values of 0 and 1 correspond to the
case of one or N graph vertices, respectively. Setting up a proper threshold value
facilitates the separation of the main themes in the text and facilitates capture
of diverse content aspects [7].

Process of Abstract Extraction. The process of abstract extraction gener-
ally consists of four parts: Preprocessing, Building Text Graph, Clustering into
Themes and Sentence Choice.

1. Preprocessing
Generally, all stop words with high frequency and negligible relevance should
be removed from the source text before summarization. Since logographic
text reasonably dissolves weight of such problem, we do not preprocess sino-
gram document text sources. This allows for more objective evaluation of
popularity-based summarization in this work.

2. Building Text Graph
In the initial stage for building the text graph, words that separate each
sentence are used as delimiters, in order to recognize text sentences as new
graphvertices. This work adopts “◦” (as “.” equivalent to sentence period),
“?” and “!” as delimiters. Then the document text is initially represented as
an undirected graph which consists of single-sentence vertices.

3. Clustering into Themes
Clustering is the most important part of the algorithm. The procedure is
based on the the two types of similarity coefficients.

4. Sentence Choice
After all sentences fall into the thematic groups represented by clusters,
resulting groups are sorted in decreasing order based on the number of sen-
tences merged together in each group. A group with a larger number of
sentences has the higher priority to be included in the summary. The num-
ber of groups to be selected is at most the number of sentences required
by the user for the summary. From each selected group, one representative
sentence is extracted, as discussed subsequently.

Thematic groups selected by above algorithm result from the popularity-based
selection. On the other hand, in weight-based methods, representative sentences
are typically selected according to features such as cues or location in the article.
A hybrid approach is likely to improve effectiveness of summary extraction.
Therefore in case of newspaper articles, such hybrid approach naturally comes
into play when selecting the final representative sentence for each cluster.

Cluster Selection of Representative Sentence. The weight-based approach
for news articles is applied implicitly in present work. Among the original
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sentences merged into each cluster1, the one with upmost position in the news
article is selected into the summary. Such particular choice corresponds to the
implicit contents ranking common in the news, which can therefore be considered
as an application of the weight-based approach. The weight-based approach also
naturally comes into play when the number of sentences included in two or more
clusters is the same. The cluster with a representative sentence located in the
upper part of the article is set to have a larger priority to enter the final summary.

2.2 Logographic Features of Sinogram Text

Sinogram characters are different from English letters in whether each character
is logogram or phonogram. Every sinogram character carries a meaning in itself.
Therefore, in this work, every single character is counted as a word, resulting in
easy preprocessing and low summarization cost. For instance, there is no need to
recognize and distinguish the past form, adjectives or adverbs, such as “clean”
and “cleanly,” “help” and “helped.”

Figure 2 shows several illustrative examples of sinogram characters; (1)

�
        river             (1) 

��
clean             (2)

��
clean water        (3) 

����
(àolínp	kè) Olympic   (4) 

Fig. 2. Examples of sinogram characters

is the basic symbol meaning a river, simple example of one character, which is
regarded as a word. In addition, there are strings consisting of two or more char-
acters. For instance, example (2) in Fig. 2 means clean, while example (3) means
clean water. Example (2) consists of two characters, but when these characters
are used separately such as in example (3), the second character of example (2)
still keeps its meaning as “clean” in the first character of example (3). Therefore,
in example (2), little effect is expected even when several characters are sepa-
rately counted as words, along the lines of present approach. In the example (3),
the first character indicates “clean” and second character means “water”. As
every character has a morpheme connotation, it seems suitable to regard each
character as a word, yet still in very good harmony with dynamic multi-character
meaning (de)composition in sequential order.

1 The original sentences are stored in a linked list array labeled by the order of inclusion
and the particular graph vertex. A heap of vertex pairs is created to maintain the
GSC priority queue.
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Naturally, there are sinogram characters grouped together to indicate a word,
yet in complete absence of particular meaning for all of them. The example (4)
in Fig. 2 shows such case. The four Chinese characters have no traditional mean-
ing. They are used for the word “Olympic” to represent the sound of western
word. The letters in the brackets show the pin-yin transliteration into Roman
alphabet. The individual characters do not traditionally function as logograph;
the separated meaning appears void, at least in traditional cultural context.

However, compared to phonetic transcription alphabets in other languages,
sinogram has a much larger set of available symbols. When representing the
sound “ya”, for example, there exist 32 characters expressing the same sound.
From this point of view, even if characters with void meaning are used to rep-
resent a sound, it is plausible to expect that selected characters do not signifi-
cantly overlap with other words; in fact they are used in semantically consistent
way for most adopted foreign words, wherever possible. Therefore, even in the
case of example (4), the logographs are not, in fact, meaningless. That is also
why no word or character is omitted in the preprocessing of sinogram text
document source.

Let us also mention that there exist two main written forms of sinogram text,
namely the simplified one and the traditional one. Since we deal with extracting
summaries from independent documents, such fact does not pose any difficulty:
it is uncommon to mix both types in one document. Our java implementation
deals with both traditional and simplified document encoding. The program is
briefly outlined in the following two subsections.

2.3 Sinogram Encoding in Text Summarization

In dealing with sinogram, java is one of the appropriate programming language
tools because it supports Unicode. CJK Unified System [14] has the range from
U+4E00 to U+9FBB (19968 to 40891) in the Unicode Standard, Version 4.1,
which supports both the simplified and traditional versions. All characters in
the input article are converted into the integer data type and stored as a numer-
ical array. By subtracting 19968 from the Unicode character table, the values
in the integer data array range from 0 to 20923. In order to separate article
sentences, only three delimiters, “◦”, “?” and “!”, have been used. The program
is implemented as a Java application.

3 Evaluation and Results

In order to evaluate the efficiency of machine text summarization rigorously,
we have collected a representative set of newspaper articles, and gathered a
10-member volunteer group. Human-extracted abstracts are compared to the
abstracts extracted by the computer program. To compare between the two, we
calculate the relevance score (RS) between all pairs of extractors (human vs.
human, or human vs. computer in the sense of Turing test).

The source text was distributed to human extractors as follows.
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Fig. 3. Human extraction format for evaluation

1. Ten native speakers
2. Each person extracts summaries from ten articles
3. Among the ten articles, five articles are common for all people

The other five articles are unique to each human extractor
4. Number of different articles: 5 × 10 + 5 = 55
5. Article length: 20 to 25 sentences (labeled by Latin alphabet letters)
6. Number of sentences to be extracted: three
7. Article type: international, domestic, education, finance, social

eleven articles for each type: 11 × 5 = 55
8. Articles from five thematically different websites (eleven articles for each):

11 × 5 = 55. The sources are SINA (international, C1) [15], CCTV (domes-
tic, C2) [16], RENMIN (finance, C3) [17], TOM (education, C4) [18], and
XINHUA (social, C5) [19].

9. Each person extracts summaries from every article type
10. Each person extracts summaries from all five websites

The abstract extraction results for the common articles are used to calculate the
spread of summarization within human reference group. Since the summarization
is performed by selecting appropriate sentences, the results were readily collected
by using questionnaire forms shown in Fig. 3.

3.1 Calibration: Human vs. Human Extraction

In order to compare the computer vs. human summarization, the pairwise rel-
evance score (RS) must be computed. It is defined as the ratio of the number
of matched sentences between human summary and human summary, or human
summary and the computer system summary, to the total number of sentence
retrieved. By calculating the RS between human and human (a control subset of
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Table 1. Summaries by ten people (A to J) and the computer program for five common
articles

C1 C2 C3 C4 C5

A a, d, t b, q, t k, r, u a, c, o m, o, s

B a, b, x a, b, e a, d, w a, c, o p, q, r

C a, d, u a, j, p a, f, k a, c, o b, m, x

D a, l, u b, h, p a, r, u a, b, e d, x, s

E a, c, u e, j, w a, r, t b, d, g b, d, s

F a, l, w a, h, q b, d, n a, e, g d, l, v

G a, d, w a, d, o a, g, o a, g, s d, o, x

H a, d, e j, k, u a, t, w a, b, c b, c, d

J a, b, w a, b, h a, g, n a, b, c a, c, g

τ =0.40 a, d, i a, b, c k, b, d a, b, e a, d, g

τ =0.35 a, i, m a, b, e f, k, u a, c, e d, g, m

τ =0.30 a, i, q a, e, f f, k, s a, d, e d, g, m

τ =0.25 a, d, i e, f, s f, k, u d, e, p d, g, m

five articles distributed to the human group), the variance of abstract extraction
among humans can be assessed. In order to evaluate the machine summarization,
the RS of the control human group should be compared with the RS of human
and computer in the sense of Turing test.

Be A and B the set of sentences retrieved by two extractors (whether human or
computer), and M the set of sentences common to both A and B. The relevance
score is then defined as

RS(A, B) =
2 × n(M)

n(A) + n(B)
(3)

n(X) = number of sentences in X.

First, we compare the RS in the control human group and asses the spread
of human summarization. To this aim, ten native speakers extracted summaries
from five common articles (length of 20 to 25 sentences each). Every article was
taken from a different website in a different category. Table 1 shows the results.
The computer program results for various values of τ are included in the bottom
part for comparison.

From the data collected in Table 1 the RS values for all pairs of human
extractors were obtained.

Table 2 then shows the average RS value for each extractor obtained by aver-
aging over the five control articles and the ten members of human control group.
The maximum RS value reached is 0.37 (0.05 above the average) for human C,
while the minimum is 0.22 (0.1 below the average) for human A.

The RS values comparing the five abstracts extracted by each human and the
computer are listed in Table 3 for all common articles. The total average has a
maximum at about the threshold value τ = 0.35, which is higher than the total
average RS of 0.32 for the human control group. This proves that the machine
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Table 2. Relevance score for ten people and five common articles

A 0.222 B 0.326 C 0.370 D 0.348

E 0.270 F 0.289 G 0.341 H 0.348

I 0.267 J 0.348 total average: 0320

Table 3. Relevance score between the human and computer summarization for 5 com-
mon articles without normalization (total average is 0.3)

threshold relevance score threshold relevance score

0.40 0.33 0.35 0.340

0.30 0.313 0.25 0.213

summarization reaches quality of human control group. We consider such result
to be remarkably good, since the only parameter in the present method is the
threshold value τ . Note that the interval of τ ∈< 0.25, 0.4 > spans the range of
the human RS values in Table 2, and that the computer RS value of 0.3 (Table
3) averaged over such broad range of τ values still compares well to the total
average RS of 0.32 in the human control group (Table 2). The optimal value
of τ = 0.35 is still a way below the limit τ → 1, at which an L-sentence long
summary would simply consist of the first L sentences. This demonstrates very
good applicability of the popularity based approach in the present work.

3.2 Evaluation: Human vs. Computer Extraction

In addition to the analysis of summary extraction for the set of common articles,
each of the ten people extracted five summaries from other newspaper articles
uniquely assigned to him. Same as before, the five articles were taken from
different websites in different categories. The human extracted summaries for
the total of 50 articles were then used to calculate the RS score between human
and computer summarization. Representative extracted summaries (alphabetical
sentence labels) are listed in Table 4.

In addition to the human-extracted summaries, the data in Table 4 include
computer-extracted summaries using four threshold values of τ . Both the pub-
lisher of the newspaper and type of the article are indicated. The numbers at-
tached to publisher names discriminate between the same category group (e.g.
domestic) from the same website (e.g. RENMIN). Sentences denoted in brackets
such as “(a)” were selected in case of a tie by emphasizing their upper location
in the article (a weight-based feature).

Table 5 shows the relevance scores for ten human extractors evaluating dif-
ferent articles. The average RS values are shown as as a function of the article
type and the threshold value τ . The machine summarization worked best for ar-
ticles in education; the lowest agreement was achieved for domestic articles. This
may well reflect the existence of an opinion bias in education along with more
opinion diversity on domestic matters, rather than a drawback of the extraction
algorithm. A slightly higher threshold value of τ = 0.4 worked best for computer
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Table 4. Representative summaries of 5 people for different articles

selector international domestic finance education social
SINA1 RENMIN1 XINHUA1 CCTV1 TOM1

A a, s, t a, i, k a, c, k p, u, v a, c, d
threshold τ =0.40 (a), (b), (c) (a), (b), l b, e, c (b), (c), n (a), (b), (c)
threshold τ =0.35 (a), (b), l a, k, n b, c, d e, n, p (a), (b), (c)
threshold τ =0.30 (a), m, l c, k, l b, c, d e, n, o (a), (b), (c)
threshold τ =0.25 b, f, m k, l, s b, c, g c, e, n a, (b), d

CCTV1 TOM1 SINA1 RENMIN1 XINHUA1
B a, b, d a, c, u a, b, w a, d, v d, f, l

threshold τ =0.40 a, c, n (a), (b), q (a), b, (c) (a), (b), f (a), q, m
threshold τ =0.35 a, c, n b, o, q (a), b, c (a), c, f k, m, q
threshold τ =0.30 a, c, n b, o, q b, c, m c, f, m k, m, q
threshold τ =0.25 a, f, n b, o, q b, f, m c, f, p b, m, q

RENMIN1 XINHUA1 CCTV1 TOM1 SINA1
C a, l, p a, c, k c, e, o b, i, q b, n, t

threshold τ =0.40 (a), d, j (a), f, j (a), j, p d, e, m b, c, p
threshold τ =0.35 d, i, j i, j, l h, j, p b, e, l a, b, m
threshold τ =0.30 a, d, j f, i, j b, h, p b, e, m a, b, j
threshold τ =0.25 d, k, n b, f, j b, f, p b, m, q a, m, p

TOM1 SINA1 PEOPLE1 XINHUA1 CCTV1
D a, c, e a, l, x a, d, x a, b, t a, l, x

threshold τ =0.40 (a), l, o b, e, h a, (b), i (a), f, b (a), (b), g
threshold τ =0.35 (a), l, o d, e, h a, i, k a, b, f b, g, n
threshold τ =0.30 d, l, o d, e, h a, e, i a, b, q e, g, n
threshold τ =0.25 e, l, u a, e, o a, b, q b, f, q g, n, r

XINHUA1 CCTV1 TOM1 SINA1 RENMIN1
E e, i, w a, g, t b, r, v b, c, v b, o w

threshold τ =0.40 (a), (b), (c) (a), (b), (c) a, i, j b, c, l (a), (b), d
threshold τ =0.35 (a), e, l b, h, k a, i, (c) a, c, l (a), b, n
threshold τ =0.30 (a), e, l b, h, k b, i, j a, b, c d, e, n
threshold τ =0.25 a, e, l b, h, k b, (c), i b, c, m d, e, n

∗Sentences are grouped in two clusters, thus only two sentences are selected.

Table 5. Human and computer relevance score for 50 articles

Article type Threshold Average
0.40 0.35 0.30 0.25 over τ

International 0.367 0.300 0.333 0.233 0.308

Domestic 0.333 0.267 0.167 0.233 0.250

Finance 0.300 0.333 0.300 0.233 0.292

Education 0.333 0.400 0.300 0.300 0.333

Social 0.367 0.300 0.267 0.200 0.283

τ -average 0.347 0.320 0.273 0.240 0.295
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summarization of the entire set of 50 articles. It is remarkable that average RS
for τ = 0.35 is 0.32, which exactly equals the value for human summaries in
the control group (cf. the total average in Table 2). This again demonstrates the
good efficiency limited only by the natural spread in human summary extraction.

4 Conclusion

We have developed a popularity based approach for the summarization of sino-
gram text, in particular newspaper articles. Popularity of a sentence is estab-
lished as the number of similar sentences in the document [7]. Based on the
logographic nature of sinogram text, we have defined two-sentence similarity as
the relative ratio of common characters. The summarization algorithm is based
on iterative construction of similarity graph for sentence clusters. Our approach
has been validated by using a control group of native speakers, several online
news providers, and several types of news articles. It was shown that for the
threshold value of τ = 0.35 ∼ 0.40, computer summarization is as good as hu-
man summarization in electronic news segment. The results were normalized
with respect to the spread of text summaries extracted by human control group.
The work is generally applicable in the area of archival and annotation of Chi-
nese text; it is also a rather rare study into such kind of subject as compared to
the major research on English text [7].
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Abstract. As the popularity of social networks is continuously growing, 
collected data about online social activities is becoming an important asset 
enabling many applications such as target advertising, sale promotions, and 
marketing campaigns.   Although most social interactions are recorded through 
online activities, we believe that social experiences taking place offline in the 
real physical world are equally if not more important. This paper introduces a 
geo-social model that derives social activities from the history of people’s 
movements in the real world, i.e., who has been where and when. In particular, 
from spatiotemporal histories, we infer real-world co-occurrences - being there 
at the same time - and then use co-occurrences to quantify social distances 
between any two persons. We show that straightforward approaches either do 
not scale or may overestimate the strength of social connections by giving too 
much weight to coincidences. The experiments show that our model well 
captures social relationships between people, even on partially available data. 

Keywords: Data mining, geospatial, spatiotemporal, social network. 

1 Introduction 

Nowadays, a significant amount of social interactions are gathered from various 
online activities of Internet users. These virtual social events provide important cues 
for inferring social relationships, which in turn can be used for target advertising, 
recommendations, search customization, etc., the main business model of Internet 
giants. However, an important aspect of the social network is overlooked – the fact 
that people play active social roles in the physical world in their daily lives. However, 
as most social interactions and events that take place in the physical world are not as 
well documented as the ones that can be acquired from an online social network 
application, it is necessary to seek for alternative methods to infer social relationships 
from people’s behavior in the physical world. 

With the popularity of GPS-enabled mobile phones, cameras, and other portable 
devices, a large amount of spatiotemporal data can easily be collected or is already 

                                                           
* This paper is a full version of a poster paper appeared in ACMGIS’2011 [19]. 



204 H. Pham, L. Hu, and C. Shahabi 

available. Those data in their simplest form capture people’s visit patterns, i.e., who 
has been where and when. However, we believe that the information hidden behind 
those data is a strong indicator of the social connections between people in their real 
lives [5,6]. Intuitively speaking, if two people happen to be at the same place around 
the same time for multiple occasions, it is very likely that they are socially involved in 
some way. 

One area of related work includes a number of recent studies [20,21,22,23,24] that 
investigate similarity between objects’ (e.g., people, cars) locations in time, 
represented as trajectories, for various reasons (e.g., to identify moving convoys, to 
recommend carpool partnerships).  In particular, the similarity between trajectories 
can be used to infer social connections among people as shown by Li et al. [3]. The 
concept of trajectories in these studies usually indicates a shorter duration of time (in 
the order of hours) in which the sequence/order of visits is important.  However, in 
our case co-occurrences refer to longer-term shared locations (in the order of months) 
in which the sequence of visits has no significance.  Hence our “vector” model that 
captures “frequency” of co-visits and our various distance measures (used between 
the vectors) are very different than those suggested by these related studies. 

One of the few papers that study the inference of social connections from real-
world co-occurrences is by Crandall et al. [1].  They applied a probabilistic model to 
infer the probability that two people have a social connection, given that they co-
occurred in space and time. Their method not only takes into account both spatial and 
temporal features but also handles sparsely distributed spatial data. However, they do 
not consider the frequency of co-occurrences in space and time, which we argue that 
it is an important indicator of social connections. Moreover, to render the problem 
tractable, Crandall et al. made the simplifying assumption that each person has one 
and only one friend, generating a sparse graph of M vertices and M/2 edges, where M 
is the total number of the users. Unfortunately, this assumption may not hold in many 
cases, as the social connection network can be quite dense in real world. For example, 
consider a group of people, who work for the same company; they are all socially 
connected to each other as co-workers. 

In this paper, we take an entirely different approach to this problem by trying to 
estimate the strength of people’s relationships based on the similarity of their visit 
patterns (i.e., who has been where and when).  Hence, the questions we focus on are 
how to represent people’s visit patterns (in space and time) and how to measure the 
distance between these visit patterns. 

One intuitive solution is to represent the visit patterns as time-series (by 
transforming 2-D space to 1-D location ID’s on the y-axis), and then apply a cross-
correlation integral to measure the similarity between two time-series of two users. 
Besides the fact that this approach would not scale due to the eternity of time, in 
Section 2.2, we show that a more important problem with this approach is that the y-
axis (representing the 2D space) of the time-series reflects a false notion of continuity 
of space, resulting in misrepresentation of the visit information in time intervals 
between two visits. 

Alternatively, a person’s visit pattern can be modeled as a vector where each 
dimension corresponds to a fixed location ID (again, by transforming 2-D space to  
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1-D), and the values capture the frequency of visits. Consequently, we can apply 
distance metrics, such as the cosine similarity [2] to calculate the distance between 
two patterns represented by vectors. However, we show in Section 2.2 that there are 
two major drawbacks with this approach. That is, it does not preserve the temporal 
feature and it cannot differentiate a vector  with its scaled counterpart , both of 
which are crucial to our problem. 

Since straightforward representations and distance measures do not work, in this 
paper, we propose a new representation along with a corresponding distance measure.  
In addition, and more importantly, we identify two properties, commitment and 
compatibility, that any distance measure should have in order to correctly infer social 
strengths from co-occurrences. We call this collection of contributions as a new 
model, dubbed Geospatial Social Model (GEOSO), towards integrating real-world 
spatiotemporal data with social-networks. 

Our representation of visit patterns is a slight modification of the vector 
representation with time information captured at each dimension of the vector.  
However, we show in Section 4.3 that the simple cosine or Euclidean distance 
measures on this new representation cannot capture both of our properties, resulting in 
wrong estimation of social connectivity.  Therefore, we discuss various auxiliary 
representations such as co-occurrence vector and master vector, to enable an accurate 
distance computation. 

We experimentally evaluate the GEOSO distance model using data from the 
Internet Movie Database-IMDB (for co-occurrence events and social connections) 
and Wikipedia (for social connections). We compute the social distances based on co-
occurrence events of celebrities, and validate the results with the social connection 
information available from their Bio on IMDB and Wikipedia. That is to verify 
whether user pairs with small social distances in our model have close social 
relationships in reality, e.g., close friends, siblings, life partners, etc. Our experiments 
show that the precision of our distance model is over 80% for user pairs with distance 
values less than 0.5. 

The remainder of this paper is organized as follows. Section 2 formally defines the 
problem and shows why existing similarity metrics do not apply to our problem. In 
Section 3, we introduce the GEOSO model which quantifies the social distances 
between user pairs. In Section 4, we prove that GEOSO captures our two social 
properties. We validate our model through extensive experiments and report the 
results in Section 5. Finally, we conclude the paper with future directions in Section 6. 

2 Problem Definition 

2.1 The Problem 

Given a set of users U ( , , … , ), a set of places ( , , … ), and a set 
of spatiotemporal social events,  the problem is how to infer the social connections 
between each pair of users and how to measure the social connections based on 
certain quantitative values. As part of the input data, social events are represented by 



206 H. Pham, L. Hu, and C. Shahabi 

a set of triplets , ,   stating who (u) visited where (p) and when (t). The 
temporal feature of the event can be either a time-stamp or a time interval, whichever 
is available. We term the event triplets as W3 events. 

Intuitively speaking, people who are socially close to each other have higher 
chances of visiting same places at the same time (co-occurrences in both space and 
time). For example, a couple who lives together probably visits same grocery shops, 
restaurants, and vacation destinations at the same time. Furthermore, people who 
repeatedly visit the same location at the same time are socially connected with higher 
probability. For example, co-workers go to work on every weekday. Subsequently, we 
declare the following observations for the ease of discussion and refer to them later. 

Observation 1. The more places two users visited together at the same time, the more 
likely these two users are socially close to each other. 

Observation 2. The more often two users visited same places at the same time, the 
closer the two users are socially connected. 

2.2 Candidate Similarity Metrics 

As discussed earlier, the W3 event history of any person can be easily represented as a 
vector or a time-series. Therefore, applying existing similarity metrics to our problem 
appears to be promising. In this section, we discuss two existing similarity metrics 
and point out why these candidate solutions do not apply to our problem. 

2.2.1   Cross-Correlation Integral 
Cross-correlation integral is frequently used in signal processing [4,7] to measure the 
similarity of two waveforms as a function of time. It also applies to pattern 
recognition problems [8,15] to find the similarity between two patterns. We can use 
cross-correlation integral to measure the visit patterns of two users in space and time. 
Particularly, let the x-axis be time and y-axis the geo-spatial locations, e.g., the label 
of grid cells if we consider the whole 2D space as a grid and number the cells in row- 
order. Each W3 event corresponds to a point in the coordinate system and points are 
connected chronically using linear interpolation. Consequently, we have one time-
series for each user as shown in Fig. 1. Next we compute the cross-correlation integral 
based on the time-series of two users and use the result as the similarity measure of 
the two users. 

However, there are two major problems with this approach when applied to our 
problem. First, as the time-series is a function of time, it does not scale well. When 
the time axis is continuously growing, it results in a linear increase in time complexity 
of any possible similarity function. This shows that representing user visit patterns as 
a function of time and space is not appropriate for our problem. Second, the space is 
discretized as non-overlapping cells and the cells on the y-axis may be numbered in 
an arbitrary way (in row order or Hilbert curve order). Thus, being in two cells, for 
example, cell x and cell z, at two time instances does not indicate that the user was 
ever in any intermediate cells that lie spatially between cell x and cell z. Therefore, the 
time-series can misinterpret the visit pattern of the user, and the cross-correlation 
integral over time-series of two users may lead to imprecise results and hence 
incorrect social distance measurements. 
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Fig. 1. Cross-correlation integral of two user visit patterns 

2.2.2   Cosine Similarity 
Cosine similarity measures the similarity between two vectors based on the cosine 
value of the angle between them. In the field of information retrieval, cosine 
similarity is often used to compare the similarity between two documents [9,10]. If we 
consider the user visit patterns as vectors, the cosine similarity metric can be adopted 
to solve our problem. Let  be a vector which records the number of times that user a 
visits a geo-location in the space and  be the same vector for user b. We can 
compute the cosine similarity between the two vectors  and , which is then used 
to measure the social distance between a and b. However, there is a major drawback 
in this approach because the time dimension is overlooked in the vector representation 
of the visit history. For example, if both user a and user b have visited the same geo-
locations, but on different days, they are considered similar in this approach but they 
are not similar in reality as they have never been at the same place at the same time. 
Obviously, the simple vector representation cannot handle the time dimension, which 
is an important factor in measuring social distances. 

Furthermore, cosine similarity essentially measures the cosine of the angle between 
two vectors, therefore, the scalar of the vectors are not measured or considered. That 
is, the cosine similarity between a vector  and  is the same as the cosine similarity 
between  and . This is not appropriate in measuring social distances based on visit 
patterns as the number of visits is an important indication of social closeness. 

3 The GEOSO Model 

To better capture the relationship between spatiotemporal co-occurrences and social 
ties between people, we propose a geo-social data model, called GEOSO. 
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3.1 Data Representation 

Assume that the data input to the problem is a sequence of triplets in the form of 
<user, location, time >, specifying who visited where and when. Following the 
storage model in [1,11], the 2D space, formed by latitude and longitude, is partitioned 
into disjoint cells. For example, the space could be divided by a grid consisting of X x 
Y rectangular cells. The size of the cells is application-dependent and we discuss it 
later in the experiment section. 

3.1.1   Visit Vector 
A visit vector is a data structure that records the movement history of a user. We 
consider the grid as a matrix and then store it in row-first order as a vector. 
Subsequently, for each user, a visit vector is constructed to record the visit history of 
that user within a period of time. Specifically, each dimension of the visit vector 
represents one cell of the grid, and the value of the dimension is a list of time showing 
when these visits to the cell happened. If the user has not visited a cell within the time 
period of interest, the value of that cell is 0. For example, in Fig. 2, the visit vectors of 
user a and user b are: (0, , , , , ,0,0,0) 
 (0,0, , , , , , ) 

 

Fig. 2. Visit history of user a, b and c 

As most users only visit a fairly small number of cells compared to the total 
number of cells in the space, the visit vector for a single user may contain mostly 
zeros and a few non-zero values. For storage and computation efficiency, we can 
eliminate all zeros and only store the non-zero values together with their cell IDs. For 
example, the visit vector of user a in Fig. 2 can be stored as (2: , ,,3: , ), which represents that user a visited cell 2 for three times and cell 3 
two times. For ease of presentation, we still use the original representation of the visit 
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vector throughout the rest of the paper but keep in mind that the vectors can be stored 
and computed in a more efficient way. 

3.1.2   Co-occurrence Vector 
Next, we define a data representation to capture the commonalities between two users. 
The co-occurrence vector states the common visits of two users for the time period of 
interest. Each dimension of the vector still corresponds to a cell in the grid. However, 
the value of each dimension does not record the time of the visits but the number of 
times that the two users visited the same cell at roughly the same time, that is, the time 
spans of the visits of the two users at the same cell overlap. Note the length of the time 
overlap is application dependent and can be an input parameter to our model, for 
example, 20 minutes or two hours. Consider users a and c in Fig. 2, both a and c 
visited cells 2 and 3 at the same time. In particular, a and c visited cell 2 two times and 
cell 3 two times together. The co-occurrence vector between user a and c is (0,2,2,0,0,0). We formally define the co-occurrence vector as follows: 

 ( , , , , … , , ) (1) 

In Eq. 1, a term cik,jk denotes the number of times that user i and user j both visited cell 
k while k ranges from 1 to the total number of cells N. Note that co-occurrence vectors 
can also be stored in a compact form, while only non-zero values are stored and 
maintained. In the next section, we discuss how to perform computation efficiently on 
these compact vectors. 

3.1.3   Master Vector 
As two co-occurrence vectors can considerably differ from each other, we need to 
normalize co-occurrence vectors so that the distance measurements are comparable. 
Consider that two users i and j have visited every cell in the space at the same time, 
and the number of visits to each cell is the maximum among any pair of users in the 
group of users of interest. Let Cij be the co-occurrence vector of i and j. Undoubtedly, 
user i and user j have the highest similarity, hence, the smallest distance between each 
other. Furthermore, the more similar the co-occurrence vectors of any user pair to Cij, 
the closer the two users are in terms of social distance. Following this intuition, we 
define the master vector for a group of users. A master vector contains the maximum 
pair-wise co-occurrences in each cell for a group of users of interest. For instance, the 
co-occurrence vectors of users a, b and c in Fig. 2 are as follows: 

   (0,0,2,0,0,0)   (0,2,2,0,0,0)   (0,0,2,1,0,1) 

The master vector of the three users is (0,2,2,1,0,1) where the value of each 
dimension of   is the maximum value of the three co-occurrence vectors at the 
corresponding dimension. Note that only one master vector is constructed for a given 
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set of users. Computing the master vector is simple and can be done efficiently. The 
definition of the master vector is shown in Eq. 2, where U stands for the total number 
of users and N is the total number of cells.  

 ( , , … , , … , ) (2) max, ,  

3.2 The GEOSO Distance Measure 

The goal of our problem is to efficiently compute the social connections among all 
pairs of users and report those users who are strongly bonded. For any given set of 
users and their W3 events, we first compute the co-occurrence vectors for every pair of 
users and the master vector for the entire set of users. Next, we compute the social 
distance between each pair of users. 

The social distance  between user i and user j is defined by the Pure Euclidean 
Distance (PED) between the co-occurrence vector Cij and the master vector M. The 
similarity  between two users is the inverse of the distance metric. 

 ∑ ( ,  )2 ,           1    (3) 

Consider a simple example consisting of two cells and three users shown in Fig. 3. 
The x-axis shows the number of co-occurrences in cell 1 and the y-axis shows the 
number of co-occurrences in cell 2. The co-occurrence vectors are plotted as thinner 
arrowed lines and the master vector is plotted with a solid bold arrowed line. The co-
occurrence vector of user a and b is (2,2), the co-occurrence vector of users a and c is 
(0,3), and the co-occurrence vector of users b and c is (0,2). The master vector of the 
three users is    (2,3).  

Next, the PED distances between all user pairs are computed as follows: (2 2) (3 2) 1 (2 0) (3 3) 4 (2 0) (3 2) 5 

The smaller the distance between two users, the closer they are. Therefore, we know 
that users a and b are the closest user pair in the example shown in Fig. 3. 

As co-occurrence vectors contain mostly zeros, they are stored in a compact form. 
That is, all zeros are eliminated from the vector. Subsequently, we can improve the 
computation efficiency by employing the Projected Pure Euclidean Distance (PPED) 
proposed in [2]. 
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Fig. 3. Vector view of GEOSO distance measurements 

4 Properties of the GEOSO Measure 

In this section, we introduce two important properties of the GEOSO model and how 
our model captures the properties quantitatively. 

4.1 Compatibility 

According to the first observation in Section 2.1, the more common cells two users 
visit, the higher the likelihood that these two users are socially closer. Now, we show 
that our social distance measure is consistent with this observation. First, let us 
temporarily not consider the number of co-occurrences in one cell between two users, 
but only the fact whether two users co-occurred in that cell. In the co-occurrence 
vector, if two users both visited a cell at the same time (co-occurred), we use the 
value 1 for that cell. Otherwise, we assign 0 to that cell. Note that the dimensionality 
of the vector stays the same. In the extreme case, if two users visited every cell 
together, their co-occurrence vector contains only ones in all dimensions. Generally, 
suppose we have two pairs of users, i.e., ( , ) and ( , ). Users  and  both visited  
cells together, while users  and  both visited  cells together ( 0). The co-
occurrence vectors of the two user pairs are: 

  (1,1, … ,1,0,0, , …      ,0) 1,1, … ,1,1, … 1,0, … ,0) 

Without loss of generality, suppose all co-occurrences happened in the first several 
cells. Clearly, the social distance between the user pair ( , ) is closer because  and 
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 has more overlap in space and time. We define the total number of dimensions with 
non-zero values in the co-occurrence vector as the compatibility between the two 
users.  Then, compatibility property says that the more compatible two users are in 
their social relations, the closer they are. Next, we prove that our distance model 
captures the compatibility property. 

Consider a new master vector that is represented as ( , , … , ) where m is 
the maximum value of all dimensions in the original master vector in Eq. 2. Note that 
the new master vector ′ changes the absolute distance values but does not change the 
relative values between two distances. That is, if dij is greater than dpq with regard to the 
original master vector , it is still greater than dpq with regard to the new master 
vector .  Consequently, we use  instead of  as the master vector in the following 
discussions where only the relative distance values are of concern.  Hence, the distances 
between user i and j, p and q are as follows: 
  ( 1) ( )  ( )( 1) ( )  

Next, consider the difference between the two distances:    ( 1) ( ) ( )( 1) ( )  
 ( 1) (2 1) 0  as  0 

 

Hence dij is greater than dpq. Consequently, user  and  are more socially connected 
than user  and . Note that if m equals to zero, it is a trivial case where no two users 
visited the same cell and their distances are all set to infinity. Therefore, our model 
has the compatibility property. 

4.2 Commitment 

As stated in our second observation, if two users repeatedly visited the same places 
together, they are more likely socially close to each other. For examples, the fact that 
students go to the same classroom twice a week is a strong indication that they are 
classmates. To show that our distance model is consistent with this observation, we 
need to take into account the number of co-occurrences between two users which we 
left behind in the previous section. That is, the value of each dimension in the co-
occurrence vector corresponds to how many times two users co-occurred in space and 
time. Then the second observation states that the more two users committed to a 
certain place, the closer they are. We call it the commitment property of social 
relations. Next we prove how the model captures the commitment property. 

Suppose that the co-occurrence vectors of two pairs of users (i,j) and (p,q) are 
identical except in one dimension.  ( ,         , , … , ) 
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The distances between the two pairs of users are: 
 ( )  ( ) , ∑ ( )  

Next, consider the difference of the two distances: 
 ( )   ( ) 0 

Hence dij is greater than dpq. Therefore we conclude that  and  are more socially 
connected than  and . This shows that our model has the commitment property. 

4.3 Compatibility vs. Commitment 

We have shown that both compatibility and commitment properties play important 
roles in measuring social distances and they are captured by our GEOSO model. As 
the next step, we analyze the relationship between the two in the model and show 
which of the two properties are more important. 

Assume user i and j have x co-occurrences in one cell (say cell 1), user p and q 
have y co-occurrences all of which happened in different cells. Without loss of 
generality, suppose that y co-occurrences happened at the first y cells. The co-
occurrence vectors are: 

  ( , 0,0,       … ,0) (1,1, … ,1,0 … ,0) 

The distances functions are: 
 ( ) ( 1)  ( 1) ( )  

Let dij = dpq and we have the relationship between x and y as the quadratic function 
shown in Eq. 3. 

 ( )  (4) 

In the equation above, m is a constant. The relationship between the variable x and 
variable y is plotted in Fig. 4 (m is set to 20). 
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Fig. 4. Commitment vs. compatibility 

    The figure of the relationship between commitment and compatibility gives two 
important insights. First, as the curve of ( ) is always below the line of , 
our models shows that the commitment property has less importance on the distance 
function than the compatibility property. This is consistent with some intuitive 
examples. Consider the activities of two students on campus. If their W3 event history 
shows that they went to the cafeteria 10 times together, the gym 10 times together and 
the same classroom 4 times together in the past month (high compatibility), this is a 
strong indication that these two students are close friends. On the other hand, if two 
students have been to the library at the same time for 30 times (high commitment), it 
does not necessarily show that the two are friends. In fact, there might be hundreds of 
students who go to the library every day. However, most of them do not know other 
students who also study in the same library. 

Second, it is shown in the Fig. 4 that as commitment (x) increases, compatibility 
(y) also increases, however, with a much slower speed. We can increase either the 
commitment or the compatibility to yield a certain social distance. However, it 
requires less change in compatibility than commitment. When commitment reaches its 
upper limit (the saturation point) µ , further increasing commitment only very 
insignificantly affects the social distance of our model. This also confirms the fact 
that a spike of large commitment value only implies a coincidence in our social lives 
and does not bring closer the social distances. 

The GEOSO model captures both compatibility and commitment properties of 
social behaviors by applying both the co-occurrence vectors and the master vector 
collectively. Without these data representations, applying the simple cosine or 
Euclidean distance measures on the simple visit vectors of users will lead to wrong 
estimation of social connectivity, in particular, the commitment property will 
overestimate social distances and weaken the influences of compatibility. For 
example, two users that co-occurred in the same places together for k times will have 
the same social distance as two users that co-occurred in k different places but only 
once in each place in both cosine similarity or Euclidean distance measure. 
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5 Experiment 

5.1 Dataset 

Ideally, we want to first compute the social distances between user pairs by applying the 
GEOSO distance model to a dataset of visit patterns (who has been where and when), 
Subsequently, we compare our results with the real social distances of the same set of 
users and measure the precision and recall of results. However, data that include both 
spatiotemporal information and real social connections among the same set of people 
are often considered sensitive and private. One can easily find either a spatiotemporal 
dataset (e.g., extracted from photos on Flickr [12]) or a dataset with social connections 
(e.g., LiveJournal [13]) separately. However, to the best of our knowledge, datasets with 
the combination of the two are not fully available for public or research uses. 

Consequently, we seek an alternative solution and decide to use data from the 
Internet Movie Database (IMDB) [14] because it resembles the data requirements of our 
experiments for two reasons. First, the dataset contains spatiotemporal data of people. 
For example, if two actors/actresses acted in the same movie/episode, we consider that 
two persons co-occurred in space and time. If they performed in more than one 
movie/episode, we consider that they co-occurred in space and time multiple times as an 
indicator of compatibility, and if they performed in multiple episodes of the same TV 
series, it is considered an indicator of commitment. The social distance d (see Eq. 3) is 
calculated for each pair of people. Second, social connections of these actors/actresses 
are available publicly. For example, the Bio sections on IMDB and/or the Wikipedia 
[18] web pages usually contain the social relationships of that actor/actress, such as 
parents, siblings, spouses, best friends, long-time acting partners, etc. These data of 
social connections can be used to verify if two people with short social distance d is 
indeed socially connected. One might argue that the fact of two actors/actresses 
performing in the same movie does not necessarily suggest that they are related. This is 
a valid argument. However, the same thing is also true in a real spatiotemporal dataset, 
that is, two persons appearing at the same place at the same time may only due to 
coincidences. Our model can handle these coincidences by weighting compatibility and 
commitment appropriately in a non-linear fashion (See Fig. 4). 

We extracted the information as described above from the IMDB and Wikipedia 
and ran our experiments on these datasets. Table 1 provides an overview of the 
datasets used in this section. The first row describes the sizes of celebrity sets, and the 
second row shows the number of different movies that the corresponding set of 
celebrities acted in. The last row of the table summarizes the total number of tuples in 
the format of <person, movie/episode, time>, which corresponds to the <who, where, 
when> (W3) events. 

Table 1. Dataset 

# of celebrities  2k 4k 10 k 

# of movies and episodes  32k 50k 100k 

# of W3 events  280k 1.1M 4.6M 
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5.2 Distance Measure and Result Verification 

In this section, we ran experiments on each data set and computed social distances 
using the GEOSO model. Next, the distances are normalized and discretized. We 
divided [0, 1] into 25 of equal-sized buckets and each bucket contains user pairs with 
distances between  and 1/25. For example, the first bucket contains user pairs 
with distances between 0 and 0.04. 

The first dataset contains 2,000 celebrities with 280k co-occurrences. Most of the 
user pairs (96.8% of 280k) have social distances close to 1 (> 0.91), meaning that they 
are socially far away. Therefore, we drop those user pairs and focus on those who are 
socially close, which is 8.8k pairs (3.2% of 280k).  

 

Fig. 5. Percentage of pairs vs. social distances 

The relationship between distance values and the user pair percentage, which is 
calculated out of 8.8k pairs, is shown in Fig. 5. The x-axis shows the social distance 
calculated by our model and the y-axis shows the percentage of top 3.2% user pairs 
with smaller distances. Each tipping point in the graph represents a bucket, and as the 
graph shows, buckets with short social distances have fewer pairs of people (lower 
percentage) than buckets with long social distances do. Keep in mind that the number 
of buckets (number of tipping points) does not represent the number of pairs of 
people, however, the pair percentage corresponding to the bucket (the value on the y-
axis) does. Fig. 5 also shows an interesting characteristic that the distribution has the 
behaviour of an exponential function (the dotted curve) ( )where  and 

 are constants and we experimentally found them to be: 1/  and 6.92 
where   8,860. In other words, the GEOSO model shows that the percentage of 
pairs increases exponentially as the social distance increases. 

Next, we verify the distances using the social information retrieved from IMDB 
and Wikipedia. The verified results are shown in Fig. 6. The x-axis shows the social 
distances and the y-axis represents the percentage of successfully verified pairs 
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Fig. 6. PSVP vs. social distances – set of 2,000 people 

(PSVP) of each individual bucket for all 280k pairs. As Fig. 6 shows, buckets with 
distances less than 0.55 have PSVP above 80% (150 pairs), and buckets with distance 
less than 0.6 have PSVP above 59% (301 pairs). As the distance values increase, 
especially close to the value of 1, the percent of verified user pairs drops dramatically. 
This is due to the fact that when two persons are far away in social distances, there is 
no data from IMDB or Wikipedia showing that these two are not friends, family 
members or in other relationships, which on the other hand proves that our distance 
measure is consistent with the reality. 

We also verify our results by manually checking the first 300 celebrity pairs with 
the smallest social distances. The user pairs with smallest distances are, for example, 
twins Close Sprouse and Dylan Sprouse, twins Ashley Olsen and Mary-Kate Olsen, 
and Ricky Gervais and Steven Merchant. These user pairs acted together in either 
many TV Series or movies. 

In the next set of experiments, we use the dataset of 4,000 people and 1.1M co-
occurrence events. The trends of the figures are similar to the previous set of 
experiments. Fig. 7 shows the relationship between social distances and user pair 
percentage of 50k pairs corresponding to 4.5% of 1.1M pairs. Again, user pairs with 
distances greater than 0.9 are dropped as they are considered socially far away. The x-
axis shows social distances and the y-axis shows the percentage of pairs in buckets. 

As shown in Fig. 7, the graph also exhibits the behaviour of an exponential 
function ( ). The constants are 1/  and 8.76 where   8,860. This behaviour holds the best for the buckets with distances less than 0.8. 
Beyond this point, the higher the distance, the more different the distribution is from 
its approximated exponential behaviour. This can be explained by the fact that when 
the size of the set increases, less famous people are added to the set and they acted in 
less movies/episodes than the more famous ones, hence they have less chance to act 
together with other people, which results in a sparser social graph and higher numbers 
of pairs falling into buckets of higher distances. 
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Fig. 7. Percentage of pairs vs. social distances – set of 4,000 people 

 

 

Fig. 8. PSVP vs. social distances – set of 4,000 people 

Fig. 8 shows the realtionship between verified user pairs and distances. The x-axis 
shows the social distances, and the y-axis shows the PSVP values. When the social 
distance increases, the percentage of PSVP also decreases. 

In the last set of experiments, we use a dataset that contains 10,000 people and 
4.6M co-occurrence events. Fig. 9 shows the relationship between the percentage of 
pairs (the y-axes) and the social distance (the x-axis) for top 0.5% user pairs out of 
4.6M pairs.  

Fig. 9 shows that the majority user pairs do not have close social connection due to 
the fact that in a large scale social network, most people are not directly socially 
connected. 
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Fig. 9. Percentage of pairs vs. social distances – set of 10,000 people 

 

Fig. 10. PSVP vs. social distances – set of 10,000 people 

In Fig. 10, we show the relationship between PSVP (y-axis) and social distance (x-
axis). Similarly, it shows that user pairs with small distances are verified by the data 
available. Hence, user pairs that are considered socially close by our model are indeed 
close in reality. 

5.3 Precision and Recall 

In this section, we measure our results using the precision and recall model. For each 
value of the social distance d (the midpoint of each bucket), we calculate the precision 
and recall for the set of all pairs with social distance less than or equal to d.                              ( ) ( )( ) , ( )∑ ( ) (5) 

The term ( ) represents the number of successfully verified pairs with distance 
no greater than , and ( ) is the number of pairs with distance no greater than . 
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We present the precision and recall for all three datasets used in the previous sections. 
In Fig. 11, the x-axis shows the social distance and the y-axis shows the precision and 
recall measures. 

 

Fig. 11. Precision/Recall vs. Social Distance 

As shown in Fig. 11, the precision is high as the distance values are small. 
However, the recall is low. This is due to two reasons. First, the number of pairs with 
shorter social distances is only a small fraction (3%-5%) of the total number of user 
pairs. Although all of them can be verified, they account for only a small percent of 
all user pairs. Second, user pairs who are close in reality are not reported close in our 
model. This is because our datasets consist of only co-acting data instead of real 
spatiotemporal co-occurrence data. Two persons who are father and son might never 
act together, but they are socially close. This generally is not the case in a real 
spatiotemporal dataset.  

6 Conclusion and Future Work 

In this paper, we focused on how to infer social connections among people based on 
their co-occurrences in space and time. We presented the GEOSO model which 
derives social connections between people based on spatiotemporal events in real 
world. We also showed that our model captures the intuitive properties of social 
behaviors. Finally, our experiments demonstrated that the social distances computed 
by our model are consistent with the real social distances from the datasets. 

There are a few future extensions for this work. First, we plan to extract more 
features from co-occurrence events, for example, the real distances between visits 
happened in the same cell and the overall time overlaps spent at same locations 
between two users. Then we can use these features to increase the precision of our 
social distance measure. Furthermore, once a social closeness is identified, we can 
also use the geospatial information and time to label the relationship. For example, if 
two persons go to only work-related places like an office building, a parking garage, 
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and a nearby cafeteria during working hours, they are most likely colleagues. If two 
persons go to shopping malls, groceries and play sports together, it is more probable 
that they are friends or life partners. 
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Abstract. The Location Based Services (LBS) seem to be the next revolution on 
small computing handheld devices in terms of location aware advertising, security 
alerts, news updates, disaster management, geo-fencing, buddy-findings, gaming, 
criminal investigations, turn-by-turn navigation and so on. In today’s scenario 
there is an explosion of technologies to communicate with mobile, connected 
devices and sensors. In this paper we are presenting a literature survey of LBS 
that includes the architecture of the LBS ecosystem, the key market players, and 
the latest trends in LBS development. Finally, the broad research areas such as 
location determination techniques, geo-sensor networks, and location based 
natural queries, location privacy and authorization, geo-social networks, LBS 
QoS, and Location Based Recommender Systems (LBRS) have been studied and 
presented briefly. 

Keywords: Location Based Services (LBS), Location Determination, Location 
Based Service Providers (LSP), Location Determination Technology (LDT), 
Location Privacy, LBS Research Challenges. 

1 Introduction 

The Location Based Services (LBS) are information, alerts and entertainment 
services, accessible with the computers and mobile devices through Over the Air 
(OTA) network. It facilitates to make use of the geographical position of the mobile 
device for various services. The LBS refers to the services in which the user location 
information is used in order to add value to the service as a whole. Terminals can be 
fixed or mobile; both receive and transmit data. They include wireless phones, 
laptops, portable navigation devices, and embedded systems. The user location 
information consists of X-Y coordinates generated by any given Location 
Determination Technology (LDT), such as Cell-ID, A-GPS, and EOTD etc. These 
technologies usually require modifications in either the networks or the mobile 
phones, and in some cases in both. Main service categories for LBS include 
Emergency and Safety, Communities and Entertainment, Information and Navigation, 
Tracking and Monitoring, and M-Commerce. LBS have generated a lot of interest in 
recent years, as a new source for mobile operators to enhance their service offering. 
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Predictions of LBS usage have generated a lot of interest and attracted many new 
players developing and offering numerous applications and services. Operators see it 
as an integral and inevitable part of their service offering, allowing them to better 
utilize some of their existing assets in order to be more competitive [6].  

The LBS services can be divided into various major categories such as Pull vs Push 
services; Person vs Device oriented services, and Active vs Passive services. The 
Push Services keep track of current location of user for services such as security 
alerts, news updates etc. Such services require real-time location update to the 
location server. However, the Pull Services are based on demand by the user and thus 
do not require the continuous update of the user location. The examples of such 
services are point of interest (POI) Searches, Geocoding, Reverse Geocoding and so 
on. Person-oriented Services comprise all of those applications where a service is 
user-based. Thus, the focus of application is to position a person or to use the position 
to enhance a service. Device-oriented Services are external to the user, where instead 
of focusing a person’s demand, an object (e.g., a car, a bus) or a group of people (e.g., 
a fleet) could be located. In device-oriented applications, the person or object located 
is usually not controlling the service e.g., car tracking for theft recovery. In Active 
Services, the user initiates the service request, whereas in the Passive Services a third 
party locates one user (locatee) at the request of another user (the locator). Typical 
Passive location services are friend finder services, location-based gaming, or fleet 
management [21]. 

Wireless Networking (WiFi), cellular telephone (GSM), Packet Radio, Radio 
Frequency Identifiers (RFID), Smart Personal Object Technology (SPOT), global 
positioning systems (GPS), and sensor networks are various technologies available to 
communicate with mobile, connected devices and sensors. The navigation systems and 
LBS informative applications have been useful on Turn-by-Turn navigation, POI 
Search, location search, Map Display etc. Currently there are several digital  
data provider companies (i.e. NavTeq, TeleAtlas, KIWI, Map My India) which provide 
the digitized geographical data. The route calculation between the source and the 
destination addresses, and proximity searches are some of the applications of the 
digitized data.  

Apart from the brief introduction of LBS in this section, the architecture of an LBS 
ecosystem is discussed in section-2. The recent trends in LBS and the key players in 
LBS market are explained in section-3 and 4 respectively. Finally, section-5 talks 
about the broad research areas in LBS domain and the section-6 concludes the survey. 

2 Architecture of an LBS Ecosystem 

Due to the variety of positioning technologies, the model shall be independent of the 
location determination implementation. Also it should be able to work when the user 
switches from one positioning technology to another [5]. Fig.1 shows a generic 
architecture of the LBS ecosystem [22]. The components include Positioning, 
Communication Network, and the Content Providers as the basic infrastructure 
requirements. The Positioning can be done either by the client device using satellite 
based GPS (Global Positioning System) or a network positioning service. Afterwards 
the mobile client sends the service request, which contains the service goals and the 
position via the communication network. The content/data provider is the actual 
location engine that provides various LBS services.   
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Fig. 1. Location Based System Architecture 

Furthermore, the Middleware can be added into the generic architecture to ensure 
location privacy, subscription management, and transaction accountability. The 
Middleware based architecture and a popular LBS platform named Kivera Location 
Platform is discussed in the subsections below.   

2.1 Middleware Based Architecture 

A Middleware is a set of services that facilitate the development and deployment of 
distributed applications in heterogeneous environments. Middleware consists of a set 
of services exposing interfaces, a programming model, and an interaction model to 
the application developer. For the context of LBS, this refers to the services, 
abstractions, and models that implement mobile user coordination, information 
correlation, and information dissemination. A major component of LBS is the 
integration of location or position information. Various application categories have 
fundamentally different characteristics and impose a wide spectrum of requirements 
on the underlying middleware platform. The responsibilities of the middleware 
systems include managing subscriptions, user profile management, managing a 
potentially very large number of information providers and so forth. The LBS system 
needs to support high availability despite node failures. Fig. 2 shows a middleware 
based architecture where all the location service requests from the clients route 
through the middleware. Since the middleware has to manage all the subscriptions 
and work as an application router as well it becomes bottleneck [6]. A Flexible 
middleware based architecture has been proposed by S. Kaushik et al in 2011 where 
the middleware works as a certifying authority; however the clients can directly 
communicate to the actual location based service providers(LSP) [21].  
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Fig. 2. Middleware Based Architecture of LBS Systems 

2.2 Kivera Location Platform 

In 2001, Kivera Inc came up with an LBS platform offering different services that 
was also used by AT&T Wireless for the E-911 services shown in Fig. 3 [6]. The 
platform exposes a set of services that uses static digitized geographical data along 
with the dynamic data for traffic flows, and traffic incidents. 

LBS Content. The location engine uses both dynamic and static data. The dynamic 
data includes Live Traffic Flow and Traffic Incidents which get populated by various 
content providers (i.e. www.inrix.com). The static geospatial data includes the roads, 
parks, rivers, buildings, and railroads in the digital format. The POI data is a rich 
database about the user’s day-to-day places. The Location Engine uses LBS content to 
serve the service requests. 

Location Engine. The heart of any LBS system is the Location Engine, which 
contains the software components that add intelligence to digital map data. Though 
each component is responsible for a separate independent feature; however they might 
use each other in order to perform their functionalities. For example, the geocoding 
might be used by routing module as goecoding is necessary to generate a route. The 
fundamental features of the location engine are geocoding, reverse-geocoding, 
routing, and map rendering. Geocoding converts a street address to a latitude/ 
longitude (x, y pair of coordinates) position so it can be accurately placed on a map. 
The Reverse Geocoding is the process of deriving the location name of the nearest 
road segment from a given longitude/latitude. Routing is the technique of calculating 
the optimal path between an origin and destination based on specific criteria. A 
routing engine evaluates the numerous ways a driver might travel over the streets, 
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while accounting for various attributes of the street networks. Starting at the route 
origin, the software uses the A* (A-star) algorithm to calculate the optimal route. POI 
Search, Vector Data generation and Map Rendering are other sub-modules of a 
Location Engine. 

Traffic Server. The traffic server gets the dynamic data from various traffic data 
vendors and provides the traffic data to Location Engine in compatible format. The 
traffic server is responsible of parsing the vendor provided traffic information, storing 
the data in a common format and finally serving to the location engine, and to the 
other traffic applications. The traffic history is also maintained in the traffic server 
that can be used for the future predictions and city transport planning. The traffic 
flows are used by the location engine to render the traffic density on the map and 
while calculating the routes between two addresses; the routes with the heavy traffic 
are avoided.  

 

Fig. 3. Architecture of Kivera Location Platform  
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SDK/Application Platform. The features offered by the location engine can not be 
directly accessed by the end clients as the location engine is not deployed as a web 
server. It needs a scalable LBS SDK platform with a set of core services for building 
applications. The SDK is a set of C, Java, and XML APIs which help application 
developers to build custom LBS applications, Desktop applications, and Web 
Services. The APIs communicate to the location engine via TCP socket connection 
after the successful key verification and handshake procedure. The SDK platform 
allows the application developers to use the location engine features in their custom 
applications for different platforms. 

3 Recent Trends in LBS 

The average consumer now has many choices of navigation and GPS-enabled tools. 
There are onboard navigation systems for the vehicles and navigation applications 
available on cell phones or smart phones. The vehicle tracking, fleet management, 
geo-fencing, location based advertising, and security systems are some of the latest 
location based applications [23]. Some of the location based applications that are 
popular these days are discussed below. 

3.1 Location Based Tour Guide and Navigation Systems 

Location based tour guide is an intelligent system that proactively guides the user on 
the basis of its location, interest, environment, and context. The tour guide systems 
are able to handle the tourist’s different queries, i.e. “I have 3 hours of time, what can 
I do?”. The tour guide uses the personal interests of the tourists like history, nature 
and it offers a well computed tours. The services of a tour guide system include tour 
planning, route finding and navigational assistance, route and plans evaluations, 
location based site commentary, peer tourist information sharing, adaptive and 
personalized maps. The tour guides also predict the tourist requirement and it poses 
the information, probably the user will be asking about. J. Lee et al proposed a tour 
planning system for the telematics users considering the route planning as a TSP 
problem as the tour starts and ends from/to the hotel visiting all the interesting tourist 
POIs. The tourist POI feature vectors and the user profile attribute vectors are used to 
calculate the similarity and interest based POI filtering [28]. The current digital 
guidance systems can be classified as follows:  

Static Content on Device. Systems that store the audio-video data in the guidance 
media. Visitors are expected to use these systems by themselves. These systems are 
limited to some particular aspect of the guidance. Due to the size limitation of the 
device, only the limited amount of data can be stored. 

Static Content on Server. The content is stored in the server. The user can download 
the multimedia files as per the interest and use them for the desired destination. 
Examples of such systems are: the Personal Digital Museum Assistant in Japan, the 
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Wireless Museum PDA Tour Guide System in the Tate Modern Art Gallery in 
London and the National Palace Museum Tour Guide System in Taipei.  

Dynamic Content Based Tour Guide. The client has processing capability and it can 
compute the location of the user at run time. In such systems most of the data is 
located at the server. The clients request the computed tours to the server at the 
runtime along with the current location and get the well computed tours as per the 
user interest. 

3.2 Location Aware Browsing 

Location aware browsing is possible through the IP/Network based location 
determination. IP based location determination is the act of using measurements taken 
from the access network to calculate or compute the physical location of a device. 
There are different techniques on network based positing given in [24]. Using the 
network positioning the web browsers can tell the websites about the user’s location. 
The websites can be more intelligent and hence can find information that is more 
relevant and more useful. Let us say you are looking for a pizza restaurant in your 
area. A website will be able to access your location so that simply searching for 
“pizza” will bring you the answers you need in the appropriate proximity [8]. The 
web-browsers gathers information about nearby wireless access points and your 
computer’s IP address. Then web-browser sends this information to the default geo-
location service provider to get the location in terms of latitudes and longitudes. 
Accuracy is greatly dependent on the service provider’s database accuracy. The 
location based social networking websites use the network based location 
determination to locate the users approximately.  

3.3 Landmark Based Navigation  

The Google Maps directions have been using some new phrases such as "Take the 
2nd right" rather than just "Turn right". This is based on natural concepts that relate to 
the way we think about navigation in real life. Without road names, it's difficult to 
produce a set of directions that makes sense. The countries like India, the street signs 
or names tend to be less important than landmarks such as civic buildings and gas 
stations [9]. The suitable landmarks are selected based on visibility, importance, and 
closeness to the turns that the user is making. The landmarks are used in two ways: to 
identify where users need to turn, and to provide confirmation that they are on the 
right track. Using landmarks in directions helps for two simple reasons: they are 
easier to see than street signs and they are easier to remember than street names. For 
example, spotting a pink building on a corner or remembering to turn after a gas 
station is much easier than trying to recall an unfamiliar street name. Following are 
the situations in which people resort to landmarks [4]. 
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Assurance to the Location. The landmarks are used when people need to orient 
themselves, for instance, they just exited a subway station and are not sure which way 
to go. The older navigation systems would generally say "Head southeast for 0.2 
miles". The landmark based navigation system would say "Start walking away from 
the McDonald's for 02 miles".  

Turn Description. This is a situation when people use a landmark to describe a turn. 
For example, "Turn right after the Starbucks." 

Confirmation of the Track. This is the most interesting scenario where the landmarks 
are used just to confirm that the user is going on the correct path. People simply want to 
confirm that they are still on the right track and haven't missed their turn. 

4 Key Players in LBS Market 

The launch of the LBS is driven by both regulation and competition [17]. Other than 
the mobile operators there are other players like Location Based Service Provider 
(LSP), Client Application Developers, Trusted Middleware and LBS Regulatory 
Authorities as explained below: 

Network Operators. The network operators play an important role on helping the 
device determining its location quickly using AGPS method. The operators also help 
getting the location on the non-GPS mobiles using the cell based location 
determination techniques. The operators can control the accuracy and the quality of 
the location services running on the client devices. Sometimes the network operators 
also play a middleware role for the managing users profile, transaction accounting and 
the location security. 

Location Based Service Providers (LSP). The actual location based service 
providing entity that take the location as an input and offer the services to the end 
users. Sometimes the LSPs are integrated with the network operators and the network 
operators host the location servers.   

Client Application Developers, and End Users. The role of application developers 
include a combination of one time set-up fees, revenue sharing and monthly payments 
for additional services such as technical support upgrades and customer care. The 
client applications are developed using various platforms i.e. J2ME, Symbian C++, 
Android, and iPhone OS. The end users are one of the most important parts of the 
LBS market. It is important to consider whether subscribers will be willing to pay 
additional fees to use the offered services. General usage figures based on past 
experience with other services show that the answer lies in the usability and value 
services bring to users. The services should be tailored and offered to specific user 
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segments, maximizing their value from such services. Operators are in a key position 
to define and package such services, and tailor them to the needs of their different 
subscriber segments [17]. 

Trusted Middleware Parties and Secure Gateways. The middleware is a trusted 
party that does authentication, and application request routing. Sometimes the 
network operators deploy and operate LBS within their own network, leaving less 
room for others players such as application service providers due to the information 
sensitivity. In many cases though, operators still lack the expertise and are willing to 
accept outsourced solutions, using various means to hide the actual user information 
from the third party. The middleware plays an intermediate role between the users and 
the actual service providers. 

LBS Regulatory Authorities, Standards. The regulatory authorities play an 
important role on regulating the location sharing agreements, location storage, 
location privacy laws and service provisions. The regulations help shaping and 
success path creation for the LBS products. Regulation is likely to have an impact on 
the accuracy operators will provide, as well as on the use and handling of user 
information. This will affect both the technology choice and the availability and 
usability of user location information for the different players. There are separate 
regulatory bodies for different countries. For example, ETSI for Europe, ANSI T1 for 
the USA, ARIB and TTC for Japan, TTA for Korea, and CWTS for China [10]. The 
Open Geospatial Consortium (OGC), an international voluntary consensus standards 
organization that collaborate in a consensus process encouraging development and 
implementation of open standards for geospatial content and services, GIS data 
processing and data sharing [16]. A lot of effort is put in standardizing LBS, both on 
the network and application side. Main forces are the 3G Partnership Program 
(3GPP), defining mainly the addition of LBS capabilities to future releases of 3G 
networks, and Location Interoperability Forum (LIF), formed by vendors and 
interested parties to develop and promote common and ubiquitous solutions for LBS 
which are network and LDT (Location Determination Technology) independent [17]. 

5 Broad Research Areas in LBS Domain 

The LBS is not only limited to applications that push promotional offers or other 
content to cellular subscribers as they move into a particular geographical area. But 
there is a whole lot more to LBS. The LBS also can be used to help cellular service 
providers with network management, policy enforcement and billing, and to enable 
new, productivity-enhancing capabilities within the enterprise. It is a huge domain 
containing several research areas shown in Fig. 4. Some of the research areas are 
discussed as below: 
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Fig. 4. Broad Research Areas in LBS 

5.1 Location Determination Techniques 

Mobile positioning has become a popular technology for more than half a decade 
now. There are various means for doing mobile positioning, but they can generally be 
divided into four categories i.e. Radiolocation Techniques, Satellite-Based 
Techniques, Techniques used in Proximity Systems and Dead Reckoning Techniques. 
Each of these methods has their advantages and disadvantages in their possible 
application of providing location services in cellular and PCS (Personal 
Communications Service) networks [12]. Some of the examples of the location 
determination techniques are – GPS, AGPS, Cell-ID based, and WiFi. A comparison 
of the various positioning methods is given in Table-1 [13]. Some of challenges in 
LDT are discussed below [25]:  

Accuracy and Precision. The accuracy is a measurement of how close the location 
has been estimated with respect to the real geographic location. The ability of 
network-based LDT technologies to achieve desired accuracy levels is a challenge in 
rural areas, due to the limitations in tower placement and the resulting limits on 
triangulation capabilities. The satellite based GPS has been able to provide 5 to 20 
meters of accuracy in the clear sky. The precision deals with the closeness of a 
number of position fixes to their mean value.  

Yield and Consistency. Yield is the ability to get position fixes in all environments. 
Consistency is the stability of the accuracy in different environments. Consistency of 
location data has been an issue across LDT technologies and carrier procedures due 
the lack of standards early on, and the proliferation of different technologies. It is 
important for careers and positing entities to test the compliance with the standards 
and present the location information in the well defined formats. 

Overhead. Computational overhead is concerned with the power required for 
processing the databases and the network while signal overhead occurs in the air and 
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relates to the number of messages that need to be sent. Overhead needs to be taken 
into account when considering accuracy and precision. 

Power Consumption. This is a factor at the terminal device where battery life needs 
to be taken into account. Usually high overhead leads to high power consumption. 

Latency. This is the time delay between each position fix. Time to First Fix (TTFF) 
depends on the type of system used. A high TTFF is often a factor in the popularity of 
positioning systems with everyday users. 

Roll-out and Operating Costs. Roll-out costs are the costs involved with setting up 
the infrastructure. Operating costs depend on the complexity of the infrastructure.   

Table 1. Comparison of the Positioning Techniques 

LDT Location Accuracy Time to Fix Remarks 

GPS 

- High Precision  

- Sky Line of Sight 

- 5 to 20 meters 

- 10 to15 mins 
start time 

- 1 to 2 second
updates 

- Device support only (HW) 

- This is useful for the car 
navigation, vehicle tracking. 

- It does not require network 
operator support. 

 

A-GPS 

- Very High  

 - Sky Line of Sight 

-5 to 50 meters 

- 10 to 40 second
start time 

- 5 to10 seconds
updates 

- Requires GPS hardware. 

- Needs network operator 
support for the location 
determination. 

- Useful for the mobile devices. 

WCDMA/ 
GSM/ 
CDMA 

- Medium Strength  

- Depends on cell
density 40 to 400
meters 

- 6 to10 seconds
start and update 
time. 

- Requires Base Station Support 
(BSS), Mobile Switch Center 
(MSC) and HLR support and 
usually always requires  

- Network operator involvement 

Cell-ID 

- Quite Weak  

- Dependent on cell
density 

- 100 to 5500 meters

- 4 to 8 seconds
start and update 
time. 

- Needs Mobile Switch Center 
(MSC) and Home Location 
Register (HLR) support, or 
requires device and Cell-ID 
database. 

WiFi 

- Quite Strong  

- Dependent on
WiFi AP density 

< 50 to 250 meters 

- 4 to 8 seconds
start and update 
time. 

- Device and network support.  

- Requires WiFi DB. 
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While GPS has solved most of the outdoor real time positioning problems, it fails 
to repeat this success indoors. A number of technologies have been used to address 
the indoor tracking problem and indeed for movement within university campuses. 
The ability to track the location of people indoors accurately has many applications 
including medical, military, logistical and social. However, current systems cannot 
provide continuous real time tracking of a moving target or else they lose capability 
when coverage is poor. Some of the popular indoor positioning methods are Wi-Fi 
Positioning, Cellular Positioning, RFID, Infra-RED (IR), and Bluetooth based 
positioning.  

5.2 Spatial Databases and GeoData Mining 

Spatial database is optimized to store and query data related to objects in space, 
including points, lines and polygons i.e. Census Data, terabytes of data satellites 
imagery, weather and climate data, rivers, farms, ecological impact and medical  
imaging. It addresses the growing data management and analysis needs of spatial 
applications such as geographic information systems. It has been an active area of 
research for couple of decades. Many research problems exist at the logical level of 
query processing, including query-cost modeling and strategies for nearest neighbor, 
bulk loading as well as queries related to fields and networks. Query processing in 
spatial databases containing obstacles, indexing fuzzy data types are some open 
problems. However, very little work has been done on file clustering and on indices 
for network spaces such as road maps, telephone networks. Approaches for 
concurrency-control techniques are needed for spatial indices. The spatial temporal 
databases are another recent research trend in this area. There a need to apply spatial 
data management accomplishments to newer applications, such as data warehouses 
and multimedia information systems. The techniques developed for spatial data 
management have been driven by the specific applications hence they are mostly not 
generalized [31].  

5.3 LBS QoS (Quality of Services) 

With increasing attractiveness of location-based services (LBS), the need for 
consistent establishment and deployment of the LBS Quality of Service (QoS) 
hierarchy is strongly demanded [20]. LBS QoS is primarily concerned with position 
estimation performance, including position estimation errors and response time, 
achieved by either single position sensor, or a combination of several position 
estimation sensors and methods. Common LBS QoS establishment approach consists 
of either “as-is” (i. e. no-guarantee) or “best-effort” (no-guarantee, but with some 
concern) approach. The LBS QoS has following key points that should be considered:  

LBS Quality Assessment. The speed, memory, processing, power consumption, 
response time, errors on the location estimation and services are some of the LBS 
quality parameters. 
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QoS Aware LBS System Modeling. No-Guarantee model, AS-IS model, Best Effort 
model, guaranteed models are some of the models that are considered depending on 
the service requirements.  

QoS Friendly Navigation Systems. Quality aware location determination, seamless 
zooming and panning of the maps. The navigation systems are real time applications 
and need real time system response. For example, there is no use of the instruction 
“take a right turn” after crossing the intended crossing. It should prompt the turn 
instruction in well advance so that the user can be prepared. Taking a quick turn in a 
moving car at high speed could be life critical.    

Privacy and Safety Systems. Quality aware privacy protection services, QoS aware 
traffic safety solutions, for example, predicting if the car coming towards you is in 
unusual state. The location based incident history data mining can be used to warn the 
tourists for the dangerous and accident sensitive tourist spots.  

5.4 Location Privacy and Authorization  

An advertisement where a shopper received a coupon for 10% discount on this mobile 
device while walking by that coffee shop indicates that the shopper is being tracked in 
some ways. This is important to share the user’s location in order to get the services; 
however it is also important considering the location privacy and user security. There 
are various techniques to hide the user’s location; however it is still a topic of research 
for the researchers [14]: 

Authorization and Access Control. There are issues to answer the questions: “who 
and when is allowed to access my location?”; “who is allowed to access what 
service?”.  

Location Privacy. The privacy solutions with personalized privacy policies versus 
performance tradeoffs are on the horizon of LBS research. Location obfuscation 
techniques, location blurring techniques, and privacy protection strategies 
(dynamic/static data based) are the key privacy methods.   

Identity Privacy. Ubiquitous anonymity within the user device and k-anonymity are 
the ways to hide the user’s identity while revealing the location to the service 
providers. The anonymity can be achieved by using a trusted middleware or by using 
pseudonym while communicating to the location based service providers (LSP). The 
pseudonym generation at the client device and communicating directly with the LSP 
is still a challenge as hiding the real identity creates issues of authentication and 
transaction accountability. 

5.5 GeoSocial Networks 

Many a times, it is important to know the person’s physical location to know what their 
background or interests are. For example, a network of business partners based in 
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California might be interested in meeting one another face-to-face, or one of the 
customers in Chicago might like to find a local developer who can meet with them in 
their offices. The members connected in such community may search, browse, and 
connect with one another based on their location as well as their expertise. The Fig. 5 
shows a screen of GeoSocial network developed by a company known as Leverage 
Software using Google Maps APIs that allows the member search around a region [30].  

Geosocial Networking is a social networking in which geographic services and 
capabilities such as geocoding and geotagging are used to enable additional social 
dynamics. User-submitted location data or geolocation techniques can allow social 
networks to connect and coordinate users with local people or events that match their 
interests. Geolocation on web-based social network services can be IP-based or use 
hotspot trilateration positioning. For mobile social networks, mobile phone tracking 
can enable location-based services to enrich social networking [29]. The Friend 
Finder application, Ad-hoc networking, food sourcing, location-planning, mood-
sourcing, paperless ticketing, location based gaming are some of the key examples of 
the geo-social networks. The users using mobile based GeoSocial network 
applications can get an alert – “Your School Friends are in the Same Food Court”. 
Such systems can automatically geocode the address given by the user or it can use 
the relevant LDT for the mobiles. The location aware browing can be used for the 
web based applications to get the actual latitudes and longitude coordinates [8, 24].  
The research challenges include geo-relation mining, system and framework 
designing, geo-clusters, co-occurrence analysis, information retrieval and storage 
techniques, information processing, and performance analysis. 

 

Fig. 5. GeoSocial Network Web Application (Leverage Software Inc) 
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5.6 GeoSensor and GeoAdhoc Networks 

Increasing decentralization is a widespread feature of information system 
architectures, made possible by the advances in computer networks over the past two 
decades. Decentralized information systems are acknowledged as offering several 
advantages over centralized architectures, including improved reliability, scalability, 
and performance. In a conventional location-based service, each mobile user accesses 
information services from remote service providers, which perform the task of 
capturing, managing, and updating any information relevant to their application 
domain. The centralized remote service provider can act as a weak point in the 
system. The bottleneck of a single access point decreases system reliability and 
performance. Advances in sensor technology and the development of inexpensive 
small-form, general-purpose computing platforms have lead to the study of sensor 
networks. Sensor networks comprise multiple miniature ”PCs”, each of which 
contains a CPU, volatile and stable memory, short-range wireless communication, 
battery power, and attached sensors. The on-board sensors are used to collect 
information about the physical world, like temperature, humidity, or the current 
location of objects. Sensor nodes can be deployed in high density within the physical 
world and enable the continuous measurement of phenomena in unprecedented detail. 
A geo-sensor network is defined as a sensor network that monitors phenomena in 
geographic space [18]. The advent of nanotechnology makes it feasible to deploy low 
cost, low power devices with on-board sensing and wireless communications 
capabilities. As a result the fields of GIS and remote sensing face multiple research 
challenges related to real-time geosensor data collection, data analysis, information 
management and delivery. Some common geo-sensor applications are: traffic sensors 
and transportation modeling, ecology observation systems – i.e. assess plant health 
and growth circumstances, observe and measure geophysical processes and real-time 
event detection – i.e. volcano sensor network. The geo-sensor networks can be used 
for various purposes:  

Emergency Services. Sensing with active landmarks, low-end devices communicating 
with GPS enabled devices, resource sharing in the rural and remote areas.  

Data Acquisition and Processing. Data selection and queries to geo-sensors, data 
storage and access model and optimizations, load management and high availability.  

Data Analysis and Integration. Visual geo-sensors for 3D sensing, mining geo-
sensor data and event predictions, and using geo-sensor data into a variety of 
applications.  

5.7 Location Based Recommender Systems (LBRS)  

Web based recommender systems are quite common and are in general using traditional 
content based, collaborative or hybrid techniques for delivering personalized contents. 
Since location based systems typically involves “physical entities” (i.e. a shopping 
center) therefore we cannot directly apply existing web recommendation techniques to 
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LBRS. The current generation of location-based recommendation does not provide 
users with personalized recommendations, but mostly suggests nearby POIs based on 
their distance from the user current location.  The new generation of Recommendation 
Systems (RS) needs to identify user preferences, information needs and aspect related to 
the context of use, thus suggesting personalized recommendations related to possible 
POIs in the surroundings. Therefore the location based recommendation techniques 
should be able to integrate location information, customer needs, and vendor offerings 
for the success of businesses.  Following are some of the challenges for the success  
of LBRS: 

Scalability, Convenience and Latency. High scalability, user convenience, and low 
latency must be the key requirement while making recommendations in LBRS. These 
systems have to be scalable to handle to support a rapidly expanding population of 
mobile users and information. Such RS indicate a very high potential of a users to 
follow-up on the recommendation – thus, a mobile user requesting a recommendation 
typically wants to know not about the best match, but rather about the best match that 
also happens to be conveniently-situated given his current location. Location based 
recommender system need to provide more appropriate information as the user is not 
willing to spend much of the time in selecting the information from a small screen 
device and entering a large amount of inputs through slow input interfaces. Since user 
carries a more resource-limited device, therefore more specific information should be 
provided [26].   

Dynamic Environment Adaption. LBS pay more emphasis on the dynamics and 
diversity of the information provided to the user. From the perspective of a mobile 
user, the environment is ever-changing as user moves from one location to another. 
Therefore adaptability to the changing environment plays an important role in LBRS.   

P2P Architecture. Most of the current recommender systems are based on 
centralized architecture and the techniques used in such recommender systems are not 
suitable for P2P environment. P2P architecture is attractive as centralized architecture 
suffers from shortage in scalability [27]. Even though there has been much work done 
in the industry and academia on RS research, issues such as sparsity, scalability, cold 
start problem and accuracy still remain a challenge in LBRS. Therefore P2P 
architecture can be used as an alternative solution to overcome the problems of 
traditional recommender systems. People with similar interest are now a day’s 
connected with social networks. The idea of social network can be exploited to 
provide efficient recommendation in P2P environment.  

5.8 Location Based Natural Queries 

Another enhancement that may be crucial to the business success of the LBS systems 
is the use of natural language. Multilingual capabilities in LBS systems will play a 
major role for tourism industry, location based learning, and navigation systems for 
the physically challenged people. The interactive LBS queries can be taken in natural 
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languages that will make the system more interactive and user friendly. Most of the 
current LBS systems take the input through the form based user interface. The free 
form natural language input in the form of text or speech would be very useful for the 
technology fledgling users. The natural language queries like – “create me a route 
from A to B via C”; “where is the nearest ATM?”; “where is my kid this time?” 
would increase the usability of the system. The phonetic location searches (accent 
aware location searches), and natural language analysis for geo-spatial relations are 
some of the research challenges in this area.  

6 Conclusion  

We have briefly reviewed some of the important technologies, market players, and the 
research issues in LBS. We discussed the emerging telecommunication platforms and 
positioning systems along with issues related to contemporary mobile computing. The 
LBS is surely an area of modern mobile services where considerable growth is 
observed. The developments in the internet domain, wireless/mobile networking as well 
as the proliferation of positioning technologies expedited such evolution. The impact on 
nomadic users is tremendous. The technologies and issues involved in LBS deployment 
and provision cover a very wide spectrum including operating system capabilities, user 
interface design, positioning techniques, terminal technologies, and network 
capabilities. We have also investigated the latest LBS trends and development in this 
survey. The broad research areas like location determination techniques, geo-sensor and 
geo-adhoc networks, location based natural queries, location privacy and authorization, 
geo-social networks, location based recommendation systems (LBRS) and LBS QoS 
have been studied and presented briefly. 
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Abstract. The trusted middleware is the most commonly used solution to 
address the location privacy in location based services as generally such service 
providers are un-trusted entities that can be adversary attack sensitive points. 
The authors proposed an alternative solution which helps in avoiding a 
bottleneck in the existing system in terms of performance and availability as  
the entire client’s service transactions are routed through the middleware to the 
actual Location Based Service Providers (LSP). In the proposed solution, the 
client and the LSPs can directly communicate with the same level of location 
security, privacy and anonymity. The trusted middleware is used as certifying 
authority that generates authentication certificates which contains the Proxy 
Identity (also called Pseudonyms), and the services subscribed with validity 
period.  The encrypted certificate fulfills the authentication requirements at the 
LSP servers. In this paper we are reporting the implementation of the proposed 
system as a proof of concept using Struts Technology of Java. While evaluating 
the system features such as response time, delay, drop rate etc., the Google 
Map’s location services and the internet browser have been considered as a 
service provider and client respectively. Performance analysis of our solution 
and that of prevalent architecture is done using Packmime model for http traffic 
generation of NS2 (Network Simulator 2) tool. The comparative graphs of the 
simulation results show that the proposed solution is better in terms of 
throughput, response time, drop rate and scalability in comparison to the 
existing middleware architectures in which the request response is every time 
routed through middleware, thus increasing the overheads. 

Keywords: Location Based Services (LBS), Trusted Middleware, Information 
Security, Authorization, Pseudonyms, Location Based Service Provider (LSP), 
Location Privacy, NS2, Middleware Performance Analysis. 

1 Introduction 

Location Based Services (LBS) technologies are used in a wide variety of services 
such as entertainment, information, alert etc. which are accessible through wireless 
network on computers and mobile devices. LBS systems comprises of actors such as 
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content providers (also called LSP), operators, virtual operators and service 
administrators etc, all of which can be separate entities. Actual location aware service 
is provided by LSP that has automatic access to a customer’s location. Since the 
simultaneous observation of the “location, time and identity” of the user creates a 
threat to user’s privacy, LSP should never know the customer’s identity or a 
combination of it along with “location” and/or “time” attributes. Out of three 
attributes, the “identity” of the user has the highest importance from privacy point of 
view. The middleware manages a very large number of information providers and 
high volatility of users’ interests. Currently, the middleware architecture is considered 
to be trusted approach which acts as a three way privacy mediator between the law, 
the users and the location service providers (LSPs). The use of the middleware as a 
single window system ensures greater security but at the same time it has to support 
high availability, service accounting, security and privacy functions etc [15, 16, 18, 
and 20]. Fig.1 shows the prevalent architecture with Middleware as an entity which 
interacts with the content providers (LSP) to get various services for client. 

Yingying Chen, et al [7] proposed a trusted middleware for facilitating the access 
control of the location information by ensuing that the mobile devices are only able to 
access the location information that conforms to their privileges. Pseudonyms are 
used by Christian Hauser [6] for handling Identity Privacy. Hua Wang et al [12] 
proposed the ticket based service access scheme for the mobile users which talks 
about the mobile databases accessed across multiple service domains anonymously. 
However in their approach, users have to contact the credential center for the ticket 
clearance all the time.  

 

Fig. 1. Transaction Flow in Currently Prevalent Architecture 

S. Kaushik et al [20] proposed a new solution as that solves the problem of 
middleware being bottleneck. The new architecture mainly targets a variety of 
applications where the availability of the services is probably more important than the 
location security. The client and the LSPs can communicate directly. Autonomy on 
the client-server communication increases the possibility of communication even in 
the scenarios where the middleware is not available due to some unforeseen reasons. 
It also handles the authentication and security challenges that rise due to independent 
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communication among client and LSP. The trusted middleware is used to generate  
the authentication certificates containing the Pseudonym to fulfill the authentication 
requirements at the LSP servers. The rest of transactions among the clients and the 
LSPs are accomplished independently. Further, the level of anonymity can be tuned 
by altering pseudonyms generation techniques i.e. “One-to-One”, “One-to-Many” and 
“Many-to-One” depending on the type of the service and security requirements. It 
also attempts to maintain almost the same level of security for the targeted services.  

This paper is the extension of the new flexible middleware architecture proposed 
by S. Kaushik et al [20]. We have implemented the prototype and analyzed the 
performance of the new system. The applications of the proposed architecture are 
mainly pull based applications such as Proximity Search, Turn by Turn Navigation, 
Geocoding and Reverse Geocoding, Location Based Advertisement, and Near-Me 
Area Network etc.  

The paper consists of various sections. Section 1 gives an introduction of the domain 
and related research work. Section 2 contains a brief description of the flexible 
architecture proposed in [20] by the authors. Sections 3 and 4 contain the prototype 
implementation and Performance Analysis. The limitation and future research 
possibilities are given in section 5 and finally paper is concluded in section 6. 

2 The Flexible Middleware Based System 

2.1 Flexible Middleware Architecture 

The solution proposed by S. Kaushik et al [20] give rise to flexible middleware based 
system. The block diagram of the new system is shown in Fig. 2. It mainly consists of 
three modules i.e. The Client or User Application, the Un-trusted Location Based 
Service or content Providers, and the Trusted Middleware. The user Authentication 
and Subscription Management, certificate generation, service request routing, location 
determination and billing are the key responsibilities of the middleware. The 
middleware is mainly divided into three parts – Authentication, Service Routing, and 
the Billing Management module. The Authentication module takes care of the 
verification of the client’s subscription and authenticity. The service request module 
routes the request to the desired LSP which is as per the old architecture. The Billing 
management module handles the transaction billing activities. The middleware 
generates a Pseudonym against a user to hide user’s real identity. The applicability of 
the pseudonyms enables the user to make it anonymous. But on the other hand service 
provider needs to know if the client is authenticated or client is authorized for the 
requested service and the period of service availability. This is solved by usage of 
certificates. The detailed architecture of the proposed system is shown in Fig.2.   

Flexibility of the New Architecture. The new architecture is flexible as it can also 
work as old system where each service request and response is routed through 
middleware which works as a transaction router. Alternatively, the proposed system 
can disassociate middleware after generating the certificate(s). Now actual service 
transactions take place between the client and LSP based on the certificate(s). In this 
mode middleware works as a certifying authority. 
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Levels of Anonymity. The new architecture supports different level of anonymity. 
The AES encryption method has been used to encrypt the user identity to generate a 
pseudonym. The same user identity is encrypted with the different keys, hence 
achieves multiple levels of anonymity.  Any other symmetric cryptography technique 
can be used in place of AES/ DES but AES DES algorithms are also safe in our case 
as the key itself lies with the middleware only, so getting key is not easy.  

 

Fig. 2. The Flexible Middleware Architecture with Transaction Flow 

Functioning of the proposed system is clear from the above figure. Initially the 
client sends an authentication request to middleware. In response to the request, the 
middleware sends a properly encrypted certificate to client containing pseudonym, 
services subscriptions and service validity. Hence after that the client can directly 
interact with LSP by sending this certificate along with the service request. This 
certificate will solve the user authentication problem. Functions of middleware [20] 
are described briefly as follows: 

The Client Authentication. The client initially gets the Authentication Certificate; 
which will be used for the subsequent request to the location server (LSP).  
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The middleware generates the pseudonym(s) according to the user’s requested level of 
anonymity. The middleware includes all the required access control information into the 
certificate like services subscribed and temporal validity of the certificate. The access 
control information should be stored in the LSP server for the running session with the 
pseudonym for verifying subsequent requests. The certificate is digitally signed by 
middleware so as to ensure that the certificate is actually generated by middleware.  

Service Billing at Middleware. Middleware keeps the subscription database for each 
registered user. LSP sends pseudonym and the corresponding transaction records to 
middleware which decrypts the pseudonym to get the actual username and generates 
the bills for the specified client.  

2.2 Pseudonym Generation  

Fig. 3 shows the pseudonym generation and recovering of the real identity from the 
given pseudonym. The “Key Selector” module of the middleware selects a key 
randomly from the key-list available with it and encryption module generates 
pseudonym using the key and user name with Data Encryption Standard (DES)/ 
Advanced Encryption Standard (AES) method given in [8]. AES/DES algorithms are 
safe in our case as the key itself lies with the middleware only, so getting key is not 
easy. However, any other symmetric cryptography technique can be used in place of 
AES/ DES. 

 

Fig. 3. Pseudonym Generation and Recovering User-id – Flow Diagram 

The key index is suffixed with pseudonym for recovering actual identity from a 
pseudonym by middleware at the time of billing. The new architecture handles the 
security requirements with multi-level anonymity. For a scenario with rigorous privacy 
requirements, one can opt for “Many-to-One” or “One-to-Many” pseudonym schemes. 
Use of these two schemes makes the chances of a user being tracked, very low. One can 
argue on the reliability of the different anonymity levels. As a drawback, while using the 
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“One-to-Many” pseudonyms, samples of multiple transactions having the same control 
information and other attributes may lead to identify the pattern of the requests, in the 
worst case. Even if the multiple transactions are mapped to one pseudonym, the scenario 
boils down to a “One-to-One” pseudonym. It still doesn’t reveal the user’s real identity. 

2.3 Certificate Generation at Middleware 

The CERT is an XML based certificate that is encrypted by the public key of an LSP   
(named as LSP-PU) and encrypted certificate LSP-CERT is generated as shown 
below and is bounded to a particular LSP. 

LSP-CERT = ELSP-PU(CERT) (1) 

The LSP-CERT is finally digitally singed by the middleware with its private key 
(named as MD-PR) and generates the final encrypted certificate CERT_SIGNED as 
shown below. 

CERT-SIGNED = EMD-PR(LSP-CERT) (2) 

Here EK(C) stands for encryption function AES (Advanced Encryption Standard) 
applied using key K on certificate C. 

2.4 Certificate Decryption and Validation at LSP 

The certificate is validated and decrypted at the LSP in order to decide whether the 
client requesting a service is authenticated. The middleware public key MD-PU is 
used for the decryption of the signed certificate. However the LSP’s private key LSP-
PR is used to decrypt the final LSP certificate. 

Decrypt the certificate with middleware’s public key MD-PU: 

LSP-CERT = DMD-PU(CERT-SIGNED)                       (3) 

Decrypt the LSP-CERT with LSP’s private key LSP-PR is done as:  

CERT = DLSP-PR(LSP-CERT) (4) 

Even though pseudonymization is not a very secure technique but we are introducing 
another level of security by writing pseudonym in certificate which is coded 
cryptographically or digitally signed in the proposed architecture.  

3 Prototype Implementation  

Providing applications with increased levels of service availability and same level of 
security as that of prevalent architectures has been the holy grail of the proposed 
system. The Flexible Middleware architecture has been derived from a pragmatic 
assessment of pull based LBS requirements. There are a large number of pull based 
application scenarios in which this architecture will work excellent such as geocoding 
and reverse geocoding, turn by turn navigation, POI search, near me area network etc. 
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Current section discusses prototype implementation of the above said system. 
Prototype of the proposed system for the present study was custom built by authors. It 
is implemented taking Point of Interest (POI) search as an example application. The 
main objective of prototype implementation and simulation is to evaluate the 
proposed system in a statistically rigorous manner. The criteria for simulation are 
response time, security, reliability, overall performance etc.   

3.1 Implementation Environment 

The advanced Java technology mainly JSP, Servlets and Struts are used as main 
building blocks of the prototype software system. Three main components namely 
client, middleware and server of the proposed architecture are implemented.  We have 
considered only one level of anonymity that is one-one anonymity (pseudonym) in 
implementation for the sake of brevity. The prototype is tested rigorously for a 
handful of users generated in order to check for any collision or clashes for the 
generated pseudonyms.  Tools used to implement three components mentioned above 
are described briefly as follows. 

Client. Internet Browsers, mobile devices, PDA and Desktop applications can be the 
potential clients. Here for the prototype implementation simply web browser is taken 
as a client.  

Middleware. It is the core component of the architecture. For middleware functionality 
JSP, Servlets and Struts are used. Apache Tomcat 6.0 is used as the web-server while 
Oracle is used as the backend to manage user subscriptions and profile databases.   

Server. For the functionality of location Service Provider Google APIs are used.  

3.2 Simulation Tool and Topology Setup   

After implementation, the prototype is simulated under various real scenarios using 
Network Simulator 2 (NS2). It is a discrete event simulator targeted at networking 
research. NS2 provides substantial support for simulation of TCP, routing, and 
multicast protocols over wired and wireless networks. PackMime is a model of HTTP 
traffic in NS2 tool, called PackMime-HTTP. The goal of packmime http is to simulate 
the internet traffic generated between a cloud of clients and a cloud of servers rather 
than focusing on traffic between a single client and a server. The traffic intensity 
generated by PackMime-HTTP is controlled by the rate parameter, which is the 
average number of new HTTP connections started each second. The PackMime-
HTTP implementation in NS2 is capable of generating HTTP connections [21]. This 
model is used along with the delay boxes to introduce delay at different components 
of network.  

For simulation, topologies are setup for both the architectures containing 
appropriate components like client cloud, server cloud and middleware. These cloud 
components are generated using packmime model. Further, links with appropriate 
delay and bandwidth are setup between them. Finally simulation data is collected. All 
simulations are run for a fixed time interval. 
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As a result of simulation, different trace files are generated containing various 
parameters. For trace files, different levels of outputs have been set. On the basis of 
these output levels, trace files will contain different parameters like delay, packets 
dropped, response time etc. These trace files have been generated for statistics at 
various ends like client, server, middleware etc.   

By analyzing the two models to be compared, it has been observed that old 
architecture is similar to a network scenario in which middleware act as a router. 
Every time the request from client and response from server has to route through 
middleware only, so it acts as a bottleneck. This model can easily be simulated in NS2 
taking middleware as the routing point.  At this router, we need to introduce a delay 
of some amount of time for authentication activity. This authentication activity is 
performed with every request. Also some fraction of the processing time (at 
middleware) is also devoted to obfuscation or any other anonymity technique to make 
the user anonymous.  

While in the proposed architecture, a certificate is to be generated at middleware 
end and sent to the client, hence we need to analyze the certificate generation cost. 
The certificates are generated for a fixed temporal validity. Hence the certificates are 
“generate once and use many times” entity. It takes around 3 seconds to send client a 
request and getting back the encrypted certificate as response, in the real prototype 
implementation. Since the certificate generation happens in a fixed time interval; the 
effect of the time taken would be very diminutive when it is spread over real service 
transactions which are taking place practically within minutes. Also this cost of 
certificate generation is amortized by the long length of request in old architecture.  

4 Performance Analysis and Results 

For simulation, the real values measured and taken from real prototype are plugged 
into various parameters of the topology setup. The scalability of the two models has 
been tested with the increasing number of requests generated per second from client 
cloud with variable transaction data size. Every data set in simulation is run and tested 
at least 5 times, so that error factor (if any) can be taken care of. Graphs for these 
scenarios are presented below. 

4.1 Response Time with Variable Number of Clients  

Response time is the time elapsed between the end of an inquiry or demand on a 
system and the beginning of a response. For the first set of results, both the 
architectures were simulated for varying number of requests generated (50, 500, 2500, 
5000, 25000 and 50000) per second and response time is noted down. The request and 
response size are kept  fixed. On X axis, we have taken increasing no. of requests and 
on Y axis, response time per http flow in ‘ms’ is plotted.    

It can be clearly seen that with increasing no. of clients (i.e., no. of request 
generated /sec) response time is increasing with a rapid rate in the old architecture. 
After 5000 request/ sec, the slope in old architecture is becoming steep indicating 
sudden increase in response time. 
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Fig. 4. Response Time vs. varying number of Requests Generated 

4.2 Delay with Variable Number of Clients 

Using the delay boxes with packmime http model, delays per http flow or connection 
have been calculated. This delay is actually the network delay; that is total amount of 
time required by the network to transport a packet from its point of origin to its 
destination. It is obtained by the use of delay boxes in packmime http model. In the 
above graph, delay is shown on Y axis vs. number of requests generated on X axis. 
The request and response sizes are kept fixed and number of request generated / sec 
are being varied (increased). 

It is clear from the graph that delay with number of requests generated per sec in 
new architecture is marginally increased in contrast to the old system where it 
increases drastically resulting in poor through put.  

 

Fig. 5. Delay vs. varying number of Request Generated 
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4.3 Drop Rate with Variable Number of Clients 

We have also analyzed the drop rate at server end with increasing number of requests 
generated/sec. In the following graph, increasing number of requests are shown on X 
axis while drop rate (in %) is taken on Y axis.  

 

Fig. 6. Drop Rate vs. number of requests  

This drop rate is calculated by dividing number of packets dropped by total  
number of packets transmitted. Total number of packets transmitted is visible in trace 
files while number of packets dropped can be obtained by setting the appropriate 
output level of trace files. It is clear from the above graph that initially with less 
number of requests generated/sec, drop rate is zero but with increasing requests, it 
starts increasing in both the architectures but rate of increment is more for old 
architecture.  

4.4 Response Time with Variable Request/Response Size  

For the graph presented below, the request transaction rate has been kept fixed to 
500/sec; however the transaction data size is varying. Response time is taken for 
request and response sizes of 0.1vs 1k, 0.5 vs 5 k, 1k vs 10k, 5k vs 50 k and 10k vs 
100k. Response time is taken on Y axis and increasing sizes of requests and responses 
on X axis.  

Here with increasing request and response sizes, response time is increasing in 
both the architectures which is an obvious behavior. However, in the old  
architecture this time is increasing at a rapid rate resulting in slow responses and bad 
throughputs. 
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Fig. 7. Response Time vs. Varying Request and Response Sizes 

4.5 Delay with Variable Request/Response Size 

The graph below shows delay in case of different request and response sizes keeping 
number of request generated as constant to 500. Delay is plotted on Y axis and 
increasing size of requests and responses on the X axis. As on the similar lines as that 
of previous graphs, delay is drastically getting increased in old architecture. 

 

Fig. 8. Delay vs. Varying Request and Response Sizes     

4.6 Drop Rate with Variable Request/Response Size 

The graph in Fig. 9 depicts drop rate at server end plotted with varying request and 
response sizes. Here also in new architecture drop rate is shooting up after increasing 
request/response sizes beyond a limit.  
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Fig. 9. Drop rate vs. Request/Response sizes 

Considering all the graphs and data, it is concluded that new architecture is more 
acceptable and also it is performing better under heavy loads on a network in terms of 
response time, delay factor and drop rate also. All these metrics collectively affect 
overall throughput of the architecture which is greater for the new proposed system. 
Alternatively we can also say that as the system is supporting heavier loads, 
scalability is improved. Removing of bottleneck from middleware ensures high 
availability and reliability of the system. Also in the proposed architecture flexibility 
of LSP selection is given to user and service transaction autonomy is achieved as 
middleware is not required for actual transaction between client and LSP. 

5 Limitations and Future Work 

The proposed architecture is more suitable for the Pull-based Active Services and is 
less useful for the applications which need continuous tracking of the user such as 
child fencing. So an open issue is still to minimize the middleware usage for other 
kinds of location services (including push based services).  

Presently, implementation of the prototype is done only for one-one pseudonyms. 
So group pseudonyms (one-many and many-one) are still to be worked upon. In case 
of a session loss, certificate has to be sent again to location server and thus creates 
another computation overhead at LSP while decrypting the certificate.  

Further, certificate can be misused by the client itself by sharing it to other users. 
To prevent the misuse of certificate, we can associate the generated certificate to the 
device id or the device foot prints which ensures that the authentication certificates 
are used by the targeted devices only. But again this will raise an issue of only one 
device being used by a user for all transactions which is another constraint. This is an 
area of future research. 
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6 Conclusions 

The new architecture has been derived from a pragmatic assessment of pull based 
LBS requirements and its prototype is implemented taking Point of Interest (POI) 
search as an example application. The new flexible middleware solution is a 
methodological way of minimizing the dependency on the middleware and enabling 
the direct client-LSP communication.  

The criteria for building the architecture were response time, security, reliability, 
overall performance etc. The advanced Java technology mainly JSP, Servlets and 
Struts are used as main building blocks of the prototype software system. The 
prototype is implemented and simulated for heavier loads and the proposed system is 
outperforming for almost all of the measurable metrics. The comparative graphs of 
the simulation results show that the proposed prototype is better in terms of 
throughput, response time, drop rate and scalability. 
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Abstract. The power consumption of modern datacenters is increasing
rapidly. Storage in datacenter consumes much power. Today, databases,
especially those for OLTP, have become a major storage application
in datacenters. Therefore, power-saving management for OLTP appli-
cations has become an important task for user budgets and datacenter
operations. This paper presents a description of a novel power-saving
method for large storage systems based on application I/O behavior of
OLTP applications. Features of our approach are (i) measurement of
actual RAID storage power consumption, (ii) analysis of I/O behavior
characteristics of OLTP applications, and (iii) delayed write operation at
a storage cache level based on the I/O behavior of OLTP applications.
We present a measured result of power consumption of storages during
an OLTP application is running, and simulations results of our power-
saving methods with varying cache size of storage, which demonstrate
that our method provides substantially lower storage power consumption
than that of a conventional OLTP environment.

Keywords: Storage, Energy, Power saving, OLTP, Datacenter.

1 Introduction

Storages and servers aggregation at datacenters have increased datacenters’
power consumption. The power consumption of servers and datacenters in the
United States is expected to double during 2006 to 2011[1]. Especially, storages
consume large quantities of power at large datacenters since the amount of digital
data stored and managed at datacenters is increased rapidly as described in [6].
Thus, disk storage power-saving has become a major issue at datacenters[2,3].

Database Management Systems (DBMSs) are reported as major storage ap-
plications at datacenters[15]. Storage capacity shipments for DBMS account for
more than 60% of all shipments of high-end class storage installations. Ship-
ments for online transaction processing (OLTP) applications such as Enterprise
Resource Planning and Customer Relationship Management constitute more
than half of the shipments of storage installations for DBMS. Therefore, stor-
ages for OLTP applications are expected to be a major power consumption need
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at datacenters. Reducing the power consumption of storage devices for OLTP
applications is an important task that must be undertaken to decrease the power
consumption of datacenters.

In the past few years, several studies have addressed these problems. The
features of these studies are an estimation of I/O-issued timing by analyzing a
source code of a transaction[19,17]. If a transaction execution time is enough
longer than the time length of turning on/off a storage, we may reduce the
storage power consumption easily. But if a transaction execution time is shorter
than the time length of turning on/off a storage, it is difficult to decide the timing
of turning off the storage. Generally, a transaction execution time of OLTP
application is less than a few seconds, that is much shorter than a time length
of turning on/off a storage. Therefore, it is difficult to apply these approaches to
storages used by OLTP applications. In order to develop a power-saving method
for the storages, understanding the detailed characteristics of I/O behavior of
the OLTP application at runtime is important. However, no report describes
the power consumption of an actual OLTP application running on a large RAID
storage. We measure the power consumption characteristics of a storage actually,
and analyze I/O behavior of a TPC-C application. Here, the TPC-C application
takes as a benchmark program to represent OLTP applications[5]. We propose a
novel power-saving method based on the I/O behavior characteristics of TPC-C
applications.

The contribution of this paper is that we measured the actual power con-
sumption of OLTP applications on RAID storage in detail using a power meter.
The RAID storage we used is an Adaptive Modular Storage 2500 (Hitachi Ltd.).
Another contribution of this paper is to propose a new power-saving method
offering only slight OLTP performance degradation by considering TPC-C I/O
behaviors. A salient feature of our approach is to reduce a storage power con-
sumption by analyzing an I/O behavior of OLTP application and by controlling
a storage cache policy based on the I/O behavior. Detailed analysis of I/O be-
havior while varying the cache size is reported. Modern datacenter’s storages
have hundreds of GB cache, we, therefore, utilize this cache for power saving
of the storages. Finally, we evaluate our power saving approach with consider-
ation of a cache effect. Our power-saving method enables reduction of storage
power consumption by approximately 45% in the best case for active TPC-C
applications in our simulation results.

2 Related Works

Today, many storage energy saving approaches have been proposed. Approaches
described in [12,10,21] tries to enlarge I/O interval by using a cache memory
of servers or storages. Other approaches described in [4,13,20,16] concentrate
frequently accessed data into a small number of disks and turn off other disks.
However, it is difficult to find less frequently accessed OLTP data without appli-
cation level information because OLTP applications issue very high frequently
random I/Os.
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Application-aware power saving approaches are also proposed. A salient fea-
ture of the application-aware power saving approaches is that they acquire I/O
timing and an I/O target disk drive from applications [11,7,9,17,8,14]. Therefore,
these approaches show particular effectiveness for long-term applications such as
scientific or batch applications. However, no report describes research that has
tackled short-term transactions processing such as a TPC-C application.

3 Characteristics of Storage Power Consumption

3.1 Mearement Environment

Figure 1 presents an outline of storage used in power consumption measurements.
The storage contains a controller that has two I/O processors (two cores each)
and 2GB cache memories, and 10 units, which have 15 disk drives each. The disk
drives in each unit constitute a RAID (13D+2P RAID 6). Disk drives in the units
are 750 GB SATA 7200 rpm. The storage also has four power distribution units
(PDU) which supply power to the controller and units. The controller and units
have two power supply cables each. The voltage of each cable is 200 V. We
connected two clamp sensors to each cable. The clamp sensor is connected to a
power meter (Remote Measurement and Monitoring System 2300 Series; Hioki
E.E. Corp.).

Unit #6

Unit #10

Unit #9

Unit #8

Unit #7

Controller

Unit #5

Unit #4

Unit #3

Unit #2

Unit #1

Power Meter(HIOKI Remote Measurement & Monitoring System 2300 Series)

Power Distribution Unit (PDU) Power Supply Cable

Clamp Sensor

AC 200V

Unit #10

Power BoxPower Box

15 Disk Drives
(13D+2P RAID 6)

Fig. 1. Measurement Environment of Storage Power Consumption

Figure 2 portrays the system configuration used in our power consumption
measurements. A load-generation server and the storage are connected by four
4-Gbit fiber channel cables. The server has 32 processors (2 cores each) and 512
GB memory. The OS of the server is AIX 5.3 64-bit version. The file system
is JFS2. A capacity of one unit is 11.25TB and total capacity of the storage is
approximately 112.5TB (both before constructing RAID). A capacity of storage
cache is 2.0GB.
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Load Generator Server
- PowerPC 64 bit version (64 cores)
- 512GBytes memory

Storage (Hitachi Adaptive Modular Storage 2500)

Controller: 4 I/O processor cores

4GB FC x 4

OS: AIX 5.3 64 bit version
File System: JFS2 (use Direct I/O)

Load Generator Program

Storage Cache: 2.0 GBytes

Unit (RAID6 13D+2P) x 10
HDD: SATA 7200 rpm, 750 GBytes

Unit1 Unit2 Unit3 Unit4 Unit5

Unit6 Unit7 Unit8 Unit9 Unit10

11.25TB/Unit

112.5TB/Storage

Fig. 2. System Configuration of Power Measurement Environment
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Fig. 3. Power Consumption and I/Os of the Unit (Left) and Controller (Right)

3.2 Power Consumption at an Active/Idle State

Figure 3 (left) depicts the relation between the unit power consumption and
I/Os to units per second (IOPS). The I/O size is 8 KB. The figure shows that
the power consumption of the unit increases slightly from idle status in accor-
dance with the increase of IOPS. The maximum power consumption is about
315 W (+10.6% from the idle). Figure 3 (right) presents the relation between the
controller power consumption and I/Os to the storage controller. As the figure
shows, the power consumption of the controller is steady around 320 W.

3.3 Power Consumption of Spin-Down and Power off Modes

Figure 4 depicts the power consumption of the unit in idle, spin-down, and
power-off states. The power consumption is decreased by 40.6% when the unit is
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Fig. 4. Power Consumption of the Unit (idle, spin-down, and power off states)

in a spin-down mode. The power consumption is decreased by 100.0% when the
unit is in a powered-off mode. The controller, on the other hand, cannot spin
down or power off. Therefore, the power consumption of the controller is steady
for all power statuses of the units.

4 Power Consumption and I/O Behavior of OLTP
Applications

4.1 Experimental Environment

The hardware is the same configuration as that portrayed in Figs. 1 and 2.
The software configuration is the following: the OS is a 64-bit version of AIX
5.3; the DBMS is a commercial DBMS for AIX; and the OLTP application is
a tpcc-like program [18]. The file system cache is disabled (mounts with the
direct I/O option). The DBMS buffer size is 25 GB maximum. The database is
approximately 500 GB (the number of Warehouses is 5000), in which the Log
data size is not included. With no actual report of power consumption of RAID
storage and I/O trace of large OLTP application, we run the tpcc-like program
and measured the results. We use 10 units and format them using the JFS2 file
system. Log data are placed into Unit #1. All tables and indexes are placed
into the other nine units (Units #2 - #10). Data of all tables and indexes are
partitioned by hash into these units.

4.2 Power Consumption of TPC-C on RAID

Figure 5 presents the transition of power consumption of RAID storage at
Figs. 1 and 2 while the tpcc-like program is running. The tpcc-like program
was run for 30 min. The power consumption of the storage controller is steady
at 319 W. The power consumption of unit #1 (for Log) is also a small frac-
tion around 278 W. In contrast, the power consumption of units that contain
database data was increased more than 10% compared to power consumption of
the idle period. For detailed analyses, we used the 7 min of data included in the
dashed line box in the figure.
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4.3 I/O Behavior Characteristics of TPC-C

Results of Measurements. Figure 6 presents the number of reads and writes
per second of each unit issued from the server. As presented there, the number
of read I/Os is greater than that of write I/O. The IOPS to Log data (Unit #1)
is higher than other units. The IOPS to tables and indexes (Unit #2 to #10)
are almost equal among these units except Unit #2 and #10. The IOPS of these
units are low because amounts of data in these units are fewer than other units
(Unit #3 to Unit #9).

Figure 7 shows the quantities of reads and writes per second of each unit
issued from the storage controller to disk drives in the units. As presented there,
the quantities of read I/Os of units for tables and indexes are greater than those
of write I/Os. The total number, however, is many more I/Os issued from the
server. In contrast, the I/Os of unit for Log data are far fewer than I/Os issued
from the server. Comparing the number of I/Os to storage controller (in Fig. 6),
the number of I/Os issued to disk drives (in Fig. 7) are increased.
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Figure 8 shows the average usage of 15 disk drives of each unit. As shown here,
the disk drive usage of units for tables and indexes is more than 80% (without
Unit #2 and #10). In contrast, the disk drive usage of unit #2 (for Log data)
is only 8.7%.

Today’s modern storages, on the other hand, have a large storage cache. There-
fore we simulated the effect of storage cache in the case that the storage cache
size is increased by using TPC-C I/O trace measured at this section. Figure 9
portrays the relation between the percentage of duplicated I/O and the percent-
age of storage cache size compared with the size of TPC-C database. Here, the
duplicated I/O is an I/O which is issued to the same address that I/Os had been
issued previously. As presented there, the rates of duplicated I/O are less than
1% when the cache size is less than 1%. The rates of duplicated I/Os, however,
are increased rapidly where the storage cache size is larger than 1%. Figure 9
shows that a storage cache of only 5% size reduces more than 20% of I/Os to
the disk drives of storage.

I/O Characteristics. I/O characteristics of TPC-C on RAID storage have the
following characteristics:
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1. I/Os are issued almost equally to units containing database tables and in-
dexes (Units #2 to #10 in Fig. 6). This is because the data of all tables and
indexes are partitioned into these units by hash.

2. The load of disk drives for Log data is low, and the loads of disk drives for
tables and indexes are high (Fig. 8). The usage of disk drives for tables and
indexes is greater than 80%, so these disk drives have little space to serve
more I/Os.

3. Numbers of I/Os to disk drives containing database data are much higher
than those of I/Os issued from the server, which results from calculation
of the parity data of RAID 6 (Fig. 7). For one write from the server, the
storage controller issues nine I/Os to disk drives (i.e., read old data and
two old parity data, write new data and two new parity data. The storage
also checks the written data by re-reading them because the SATA drive
reliability is low). This overhead is known as a write penalty. The number of
I/Os of Log data to disk drives are fewer than those of I/Os issued from the
server. Most I/O of the Log data is sequential writes. Therefore, the storage
controller merges multiple writes to one large write.

4. The writes to the same blocks is very low when the storage cache size is less
than 1% of the database size. On the other hand, the writes to the same
blocks becomes high for cases in which the capacity of storage cache is a
few percent of the database size (see Fig. 9). This result illustrates that a
small amount of storage cache reduces the load of disk drives on the storage
effectively for TPC-C databases.

5 Power Saving Method for TPC-C Applications

We propose a power-saving method using the characteristics of I/O behaviors of
TPC-C applications. To limit the power consumption of the storage, we use the
locality of TPC-C application’s I/O to disk drives in the storage. The main idea
of our proposed method is a reduction of the write penalty by absorbing write
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I/Os to the same blocks by using a storage cache, consolidation of RAID groups
which store database data into a small number of RAID groups, and spin down
or power off the remainder of RAID groups. We propose two simple approaches
to reduce the number of I/Os to disk drives.

5.1 Allocation of Appropriate Size for Storage Cache

We described that write I/Os to the same blocks of TPC-C application is very
low when the storage cache size is smaller than 1% of the TPC-C database size.
On the other hand, the storage cache with size of only a few percent of the TPC-
C database can reduce the number of I/Os to disk drives (shown in Fig. 9). Our
first proposed approach is to allocate the appropriate size for the storage cache
and reduce read I/Os to disk drives. The storage cache size of our experimental
environment is 2 GB, but the maximum storage cache size of modern storage
used at datacenters is hundreds of GB. The main usage of storage cache is to
calculate parity data for RAID, to improve read response time by using read
locality, and to improve write response time by using write back cache control
method. Our proposed method uses the storage cache as an I/O buffer of DBMS
with LRU cache replacement policy.

5.2 Write Delay of Storage Cache

The second approach for reducing I/O load of disk drives is a write delay of stor-
age cache. The majority of I/Os to disk drives are a write penalty. Therefore,
reducing the write penalty of disk drives is useful for the storage consolidation
method. We propose a storage cache write delay method that maintains a con-
stant amount of write I/Os into the storage cache and writes to disk drives
when the number of dirty blocks reaches a threshold. Here, we select the thresh-
old value as possible as large of storage cache except space required for parity
data generation. We expect that this method reduces the number of blocks to
be written to the disk drives, while also decreasing the write penalty.

6 Evaluation

To evaluate our proposed methods, we first calculated how many I/Os issued to
disk drives would be decreased using our proposed methods. We then estimated
the power consumption of the storage using the calculated number of I/Os. We
simulated the number of I/Os by varying the storage cache using TPC-C I/O
trace data measured in section 4. The experimental environment is the same as
Fig 2.

6.1 I/O Rate Reduction

For the simulation of I/O rate reduction, we varied the size of storage cache to
0.4%, 1.0%, 3.0%, 5.0%, 10.0%, and 20.0% of the database size. We also varied
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the rate of dirty page to 1%, 10%, 25%, 75%, and 95% of the storage cache size.
A flush of dirty blocks in the storage cache is delayed until the number of dirty
blocks exceeds this dirty block rate (write delay). Multiple updates to the same
block are merged to only one write to a disk drive.
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Fig. 10. Number of I/Os to Disk Drives when Changing the Cache Size and Dirty
Block Rate

Figure 10 shows that the number of I/Os issued to disk drives is decreased
according to the increase of the size of storage cache and the rate of dirty blocks.
There is little effect when the storage cache is 0.4% of the TPC-C database size.
On the other hand, a storage cache which has only a 3% size of a TPC-C database
reduces the number of I/Os to disk drives more than 13% when the rate of dirty
blocks is larger than 75% of storage cache size. When the storage cache size is
5% of TPC-C database size, the I/Os are decreased more than 23%. When the
storage cache size is 20% of the TPC-C database size, the I/Os are decreased
approximately 60%. These results show that a storage cache which has a few
percentage size of the TPC-C database with a write delay has the capability
of consolidating nine RAID groups to eight or seven RAID groups with little
degradation of transaction throughput.

6.2 RAID Group Consolidation and Its Power Saving Effect

RAID Group Consolidation. Based on the preceding discussion, we calculate
the necessary number of RAID groups to serve I/Os presented in Fig. 10. To
calculate the number of RAID groups, we used a number of I/Os of 75% dirty
block rate of each storage cache size (for 20% storage cache size, we used 50%
dirty block rate). The number of I/Os that one RAID group can serve is 1,430
IOPS which are measured values shown in section 4. Table 1 shows the relation
among storage cache size, number of I/Os to be served by storage, and the
number of RAID groups to serve the required number of I/Os.
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Table 1. Storage Cache Size and Number of RAID Groups

Storage Cache Size (%) Number of I/Os to be Number of RAID Groups
Served (IOPS)

0.4 12,657 9
1.0 12,065 9
3.0 10,954 8
5.0 9,690 7

10.0 7,365 6
20.0 5,120 4

3,331.2 

3,331.2 3,033.0 
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Storage Power Consumption and Transaction Throughput. We calcu-
lated the power consumption of storage applying only the storage cache size
varying method, and the RAID group consolidation with storage cache size
varying and write delay method. Figure 11 presents the results. Square marks
show the power consumption of the RAID Group consolidation method. Cross
marks show the power consumption applying only the storage cache size varying
method. Values in brackets show the reduction rate of power consumption of
RAID Group consolidation method from the power consumption applying only
the storage cache size varying method.

Figure 11 shows that the storage cache varying method does not reduce the
power consumption of storage irrespective of the increment of storage cache.
This is true because the increment of the storage cache size does not reduce the
number of I/O to disk drives (1% line of Fig. 9). Therefore, reduction of the
number of RAID groups is difficult without degradation of transaction through-
put. The storage cache size varying method alone does not decrease the storage
power consumption.
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However, RAID group consolidation using storage cache size varying and write
delay method can reduce power consumption by 8.9% with 3.0% storage cache
size, and can reduce power consumption by 17.9% using 5.0% storage cache size.
The 5.0% size of the storage cache is approximately 20 GB, for the large TPC-
C database with a scale factor such as 5000. The cache size of the high-end
storage used at large datacenters can accommodate a storage cache much larger
than 20 GB. Therefore, our proposed method is useful for large datacenters. We
also calculated the power consumption of storage with cache sizes of 10% and
20%. Fig. 11 shows that the power consumption reduction rates are, respectively,
26.7% and 44.9%. Our proposed method has the capability of reducing the power
consumption of storage used by active TPC-C applications drastically when the
storage cache size is large.

Figure 12 depicts the calculated transaction throughput for each storage cache
size. The transaction throughput is an important indicator. As Fig. 12 shows,
the transaction throughput using our proposed method does not degrade the
transaction throughput because our RAID group consolidation method using
write delays controls the number of I/Os to disk drives to keep it from exceeding
the number of I/Os portrayed in Fig. 7.

7 Conclusion

We measured the actual power consumption values of storage and considered
the behavior of a TPC-C application in detail. We then proposed a novel power-
saving method that reduces the power consumption of storage for TPC-C appli-
cations. The salient feature of our approach is the consolidation of the TPC-C
database into a few RAID groups using appropriate storage cache size and a
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write delay method at the storage-cache level based on comprehensive behav-
ior of OLTP DBMS executing multiple transactions. We demonstrated that our
method achieves an approximately 45% reduction of the storage power consump-
tion for a TPC-C application with little throughput degradation.
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Abstract. The increasing instrumentation of real world physical systems pro-
vides an opportunity for real time operations management for the purpose of  
efficient management of  large complex systems. Real time operations man-
agement solutions for such large, complex systems such as a transportation 
network, massive data centers, etc., share many common characteristics and re-
quirements. In this paper, we identify these common challenges in terms of data 
characteristics and system requirements. We then point out the insufficiencies 
in current solutions in addressing these requirements and present some results 
that help meet the challenges. 

Keywords: Real time operations management, Outlier detection, Complex 
event processing, Event Mining. 

1 Introduction 

With the ever increasing instrumentation of real world physical systems, real time 
operations management and control applications are becoming increasingly relevant. 
Real time operations management has applications in domains such as managing 
transportation networks, managing large computer systems and massive data centers, 
managing electric grids, etc.  

In a typical operations management (OM) scenario, be it traffic management or IT 
operations, systems are fitted with sensors and other measuring devices which  
produce a constant stream of data. Since the data streams in from many sources, in-
cluding raw data, and triggered events, the data is heterogeneous in nature.  Human 
operators often man operations centers (or networked operations centers (NOCs)) to 
monitor this streaming data. However, due to the sheer complexity and volume of the 
incoming data, operators often react to incidents after they have occurred. This leads 
to downtime and loss of efficiency. Moreover, due to the complexity of the systems 
being managed, human operators are unable to optimize the normal running of the 
system causing a suboptimal use of resources.  

Such large complex system will continue to grow and place an increasing burden 
on our resources. For example, the US EPA estimates that the energy usage at data 
centers is expected to double every five years. Given this, it has become imperative 
that we come up with techniques for efficient management of these systems. In such a 
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scenario, systems that employ data management and analysis/mining techniques have 
a significant role to play. There is a need for systems that can detect events for auto-
mated action, filter and correlate events for better management and reduce costs, pro-
vide the operators with aggregated view and visualizations for better insights, and 
provide access to historical data for root cause analysis, etc.  

 

Fig. 1. Control, Operations and Strategy Data Life Cycles 

This class of applications can also be understood in terms of the life cycle of data. 
In Figure 1, we have depicted the typical life cycle of data. The outside cycle is the 
strategy cycle, where the senior executives use historical data stored in a data ware-
house (EDW) to take long term decisions, the middle cycle is daily operations cycle 
where the operations staff takes day to day decisions such as inventory management, 
and of our interest, there is the innermost cycle - the control or the operations man-
agement (OM) cycle, which is aimed at responding in real time to changes in the state 
of the enterprise for efficient management of resources. The requirements of all the 
three cycles are different, and in this work we are focused on the innermost or the OM 
cycle.  

In a typical OM scenario, data streams in from a large number of components that 
comprise the system. These components are of course related but their interaction is 
often not well understood, and hence is difficult to model. Measurements or messages 
from these components are themselves treated as event instance tuples or transformed 
into event instances. Sometimes, these events need to be correlated to form complex 
events. These events (complex or otherwise) can be composed across the various di-
mensions and resolutions in data. From these inputs of raw sensor and event data, the 
challenge then is to rapidly and appropriately respond in real time.  These events also 
also represent the state of the system, and are stored for what-next and root-cause 
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analysis. “What-next” is typically an on-demand analysis, whereas the “root-cause” is 
an offline analysis.    

In this paper, we attempt a systematic study of Operations Management by: (i) 
Discussing two use cases (ii) Teasing out some general requirements for effective 
operations management (iii) Presenting a conceptual and a system framework for 
addressing the OM problem (iv) Briefly presenting some algorithms, that we devel-
oped to address specific problems in the OM domain. 

The two domains, we study in this paper are Traffic Management and IT-
Operations Management. For traffic management, we get sensor data from vehicles, 
and the challenge then is to help in efficient management of traffic. Effective traffic 
management will lead not only to reduction in fuel consumption but also to a reduc-
tion in green house emissions. The increasing amount of power needed to maintain 
our digital life is well known. To reduce this energy consumption we need to reduce 
downtimes and run our data centers at optimal consumption. To achieve this, for IT-
OM we not only consider traditional hardware/software event data but also tempera-
ture sensor, utilization data [14] from data centers.  

Overall, the paper is organized as follows: In Section 2, we discuss two OM use 
cases and use them to present the characteristics and requirements of a general OM 
problem. In Section 3, we discuss existing relevant technologies and their shortcom-
ings. In Section 4, we present the system design and a conceptual architecture for OM 
applications. In Section 5, we discuss some of the algorithmic approaches we have 
been working on to address the challenges of a real time OM applications. Finally, we 
conclude in Section 6. 

2 Requirements of an OM System 

To elucidate the requirements of a typical OM system, we present discussion of two 
OM scenarios: Traffic Management and Operations Management for IT.  We choose 
these two applications, since they emphasize different aspects of the challenges we 
need to address when solving for an OM problem. 

2.1 Smart Traffic Management 

In the future, it can be assumed that each vehicle is fitted with a sensor that relays a 
position report to a central server (such simulated data is already available [4]) at 
fixed time intervals.  The road network is thought to be divided into segments, where 
a segment could be any abstraction. In our study we assume one segment to be one 
mile of road in one direction (essentially ten blocks) and that every vehicle sends a 
position report every 30 seconds. Many cities such as London are implementing ru-
dimentary versions of these for the purpose of congestion pricing. This data would be 
useful to both the driver and the traffic planner and can be used for computing dynam-
ic tolls. The driver can use it to find the route that is least congested, is safest (least 
number of large vehicles) or both.  
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Fig. 2. Sample IT-OM Events 

However, we are more interested in the OM application of this data. For this pur-
pose, the position reports emitted by the vehicles allow us to compute the following 
quantities [4]: (i) Average velocity of a vehicle, (ii) Average velocity on a segment 
and, (iii) The number of vehicles on any segment. Many highway systems have em-
bedded sensors that directly report some of these quantities1, but for the purpose of 
this paper (and for a more general solution) we compute the segment statistics from 
vehicle data. 

For the purpose of traffic management, we detect a number of types of events over 
the computed quantities mentioned above:(i) To compute “outlier segment events”, 
we identify the segments that have deviated from their averaged behavior (taking into 
account seasonality) in a “significant” way (ii) To compute “accident events”, we 
identify two vehicles with nearly identical position reports within a very short span of 
time (ii) To compute “erratic behavior” events, we find outliers over vehicle velocity 
and the number of other vehicles in the segment. These types of events are meant for 
real time response, where either through automated rules or manual intervention some 
action is performed. Many of these events need to be computed at various levels of 
abstractions, for example: We need to be able to answer if instead of just segments, if 
there are regions (localities, neighborhoods, zip code regions) that are congested.  

Besides automatic response the traffic manager is interested in “what-next” analysis. 
For this purpose we store the state of the road network at discreet intervals as the results 
of a skyline query [6] over all the segments average velocity and the average number of 
vehicles. The idea behind what-next analysis is that, if at any point of time the operator 
wants to predict what might  happens next, then from history all those instances can be 
recovered that are “similar” to the current state and then from these set of instances, 
what might happen next can be inferred using conditional probabilities. 

2.2 IT Operations Management (IT-OM) 

Unlike the previous use case of traffic management where data is primarily in the 
form of sensor data, most IT systems today report problem and issues through events 
and hence this use case helps illustrate a different set of problems.  

The events in an IT-OM system emanate from hundreds of networked systems, 
running thousands of heterogeneous software components and applications, which 
together provide the business services required to support the enterprise. Each indi-
vidual hardware, middleware, and software component reports exceptional conditions 

                                                           
1 www.pems.dot.ca.gov 

DBSPI10-82: Data logging failed for DBSPI_MSS_GRAPH .  Make sure Performance Agent is installed 

and running.  

BlackBerry Dispatcher WBCXOE B021 {0x2710} 8304: ( #50099) BlackBer ry Dispatcher Shutdown 

complete  
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(and also routine updates) as they are detected. These conditions are reported as hu-
man readable events. A few example events are shown in Figure 2. 

Typically, these detected events are streamed to a Network Operations Center 
(NOC), where operators process these events with the aim of keeping the enterprise 
systems running smoothly. A problem in one component can ripple through the enter-
prise and result in many events being reported for the same problem. For example, a 
disk read error might get reported by the disk subsystem, the database system, the 
application querying the database, all the way up to the business service that needs 
that piece of data. The large number of events can easily overwhelm the NOC opera-
tors. Furthermore, each of these events might get assigned to different teams of opera-
tors, resulting in many uncoordinated actions across multiple systems. The processing 
then of these IT-OM events is mostly manual and expensive. Hence, a key goal is to 
reduce the number of events that a NOC operator has to manage. 

Current commercial IT-OM systems use event-correlation technology to filter and 
process incoming events and assist in the identification of relevant events. Most of 
these systems are rule-based (like expert systems). Currently, these systems require 
domain experts to recognize correlations, express them in terms of rules and then 
maintain the rules. This requirement leads to significant costs for maintaining an up-
to-date rule set and consequently results in little or poorly managed rules. Hence, to 
reduce the overall cost of processing these events and to help the operator run IT sys-
tems efficiently, a key goal is to find an automatically discover rules for the purpose 
of event correlation.  

The idea behind automated rule discovery to find correlations is simple: From his-
torical data find “statistically significant” correlations between events and use these 
correlations to automatically construct rules to suppress current events and replace 
them with an event at a higher abstraction level. For instance say we discover that 
every time Event A occurs it is accompanied by Event B and Event C. This discovery 
allows us to automatically construct a rule encoding the above. Then, an occurrence 
of {A, B, C} can be replaced by an occurrence of some group label. This would reduce 
the volume of events that the operator has to process in real time. 

We now use these two OM use cases to first discuss the data characteristics for 
such a system then discuss the system requirements. 

2.3 Data Characteristics  

Different OM scenarios share different data characteristics, we point out some of the 
important ones in light of the discussion of the two use cases discussed in the previous 
section: 

a. Input Complexity: By input complexity we mean that the system under study 
has hundreds if not thousands of real time inputs whose inter-relationships 
are not well understood and hence difficult to model. Furthermore, several 
inputs are transient and erratic. In the IT-OM context, an example of such an 
input is a human user who chooses to test a new program and in the process 
causing several types of events to be published, such as memory overflow, 
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cpu maximization, etc.  In the traffic management case, there are tens of 
thousands of drivers who come in and out of network and some of whom 
might not drive in a predictable way.   

b. Volume: Another important characteristic of an OM system is the large vo-
lume of data. In the case of IT-OM, components issue events, not only when 
there are errors and faults but also to indicate status. Even in a medium sized 
IT system with thousands of components, these can add up to a large number 
of events. In the case of traffic management, if each vehicle emits a position 
report say every minute, then even for a moderate sized city, the number of 
positions reports coming in would be very large. 

c. Heterogeneity: In a real world OM scenario, since the incoming data is de-
rived from various sources it is heterogeneous in nature. Moreover, many 
such incoming streams themselves are multidimensional and composed of 
heterogeneous data types. For example, in IT-OM the data streaming in from 
an integration server is composed of 25 attributes comprising categorical, in-
teger, character, and string data types. In the traffic OM case, the data we 
study in this paper is relatively homogenous. However, in the next step we 
are working on a solution that integrates sensor data with incidents reports 
from highway patrol, and with weather data, making the data extremely hete-
rogenous. 

d. Various Abstraction Levels: Streaming data, like other data exists at various 
abstraction levels. This is evident in both the traffic management and the IT-
OM use cases.  

 

Fig. 3. Existing Solution Comparison 

2.4 System and Methods Requirements 

The two use cases help us bring out some common requirements for an OM system. 
From our perspective, the primary difference in these two use cases is that for IT-OM, 
the events are predefined by the various components and in the case of traffic man-
agement we have to discover these events.  
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1) Firstly we need to be able to discover events in real time. For this: 
a) We need to an ability to query streaming data with SQL like queries at vari-

ous abstraction levels. For example an event might be defined over different 
abstractions such as street, a neighborhood, a zip, a city, etc. 

b) Perform higher order analysis such as outlier detection, and skylines over 
various dimensions and abstraction levels. Outliers can be detected not only 
over raw sensor data but also over event data to obtain higher order events. 
For example, in IT operations management, where various hardware and 
software components are issuing events, some events would be defined as 
outlier alerts from hardware components, whereas some other events might 
be defined over software components. These could obviously, share dimen-
sions such as severity, creation time, etc, while having different dimensions 
that relate to components. In such a case, we need to be able to use the know-
ledge that some dimensions are shared between different events. 

2) When the events are predefined as in the IT-OM scenario (or have been discov-
ered), we need to reduce the number of events that need to be processed by an 
operator: 
a) We need a method for automatic discovery of correlation over historical 

event data. These correlations are typically expressed as correlation rules.  
For example, an event indicating missing distribution template file leads to 
an event indicating pending distribution configuration, which leads to an 
event indicating distribution problems. These three events are correlated and 
the method should discover the correlation. 

3) Once we have the set of desirable events, in both use cases we need on-demand 
analysis and automated action.  
a) For on-demand analysis we need to be able to run hybrid queries, i.e., que-

ries that take as input both stored and streaming data. For example, in traffic 
management, after a “outlier segment” event is detected, we run a hybrid 
query to find in history those instances which share similar “outlier segment” 
and a similar state as the current state (as indicated by the skyline query). 
This helps give us an idea as to what might happen next. 

b) Automated actions typically take the form of ECA (Event, Condition, and 
Action) rules which are implemented through a rules engine. The matching 
can happen at various abstraction levels and different patterns can share 
computation. For example, a pattern “disk failure, database failure” can be 
hierarchically matched to the pattern “hardware failure, database failure”. 

These challenges dictate our solutions for addressing operations management. We call 
our systems platform Live BI. Problem 1a dictates a need for a system that can han-
dles queries over streaming data [10].  In terms of addressing Problem 1b, a number 
of solutions exist for outlier detection. In addition to the current technologies for out-
lier detection ([9] , [2]), specifically for OM we need a method for outlier detection 
over large volumes streaming data, such that outliers over any combination of dimen-
sion, abstraction level for each of these dimensions, and arbitrary time window can be 
obtained. We give a brief outline for a solution to this problem in Section 5.1.  In 
Section 5.2 we present a solution based on frequent itemset mining [3] for Problem 2. 
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For Problem 3, we discuss the system requirements in Section 4 and we have devel-
oped an approach called ECube [12] to address some of the challenges. This list of 
problems and solutions is obviously not complete. We discuss some more of the chal-
lenges in the section on future works and conclusions.  

Before going into our solutions, we discuss existing technologies. 

3 Existing Technologies 

In this section, we discuss some existing technology with reference to the data characte-
ristics and system requirements discussed previously. It places our work in the context 
of current approaches and underscores the inadequacies of the current approaches in 
their basic forms for OM applications. Many of these technologies are a precursor to an 
OM solution hence, instead of reinventing these technologies, we aim to address the 
OM application space by extending and integrating some of these existing technologies.  

We will discuss three broad areas in existing technologies: (i) Control Systems (ii) 
ETL (Extract, Transform, Load) Engines and EDWs (Enterprise Data Warehouse) 
(iii) DSMS (Data Stream Management Systems) and CEP (Complex Event 
Processing) Engines. In Figure 3, we have plotted these different system approaches 
on the axis of response time and stream data volume. Here the bubble size indicates 
the complexity of analysis possible with the technology, the x-axis indicates the 
stream speeds these systems are traditionally able to handle, and y-axis indicates the 
real time response requirements that these systems are designed to achieve. 

3.1 Control Systems 

Control systems typically model a few well understood variables such as temperature, 
pressure under some distributional assumptions. In OM systems such as traffic man-
agement and IT-OM, these single variable control models are insufficient since: (i) 
Firstly, because of many interacting variables, the behavior of a single variable is 
difficult to model and (ii) Secondly, as shown in traffic management scenario, higher 
order analysis such as outlier detection over multivariate data is required, which the 
control systems are not designed to do. So, as depicted in Figure 3, these control sys-
tems are able to process large volume of streaming data and provide a quick response 
time, but the operations they traditionally perform are not very complex. 

3.2 EDW and ETL 

Database centric technologies such as EDW and ETL have had great success in arriv-
ing at generalized solutions across industries. These engines are designed to handle 
large volumes of heterogeneous data and can perform fairly complex tasks. However, 
as shown in Figure 3, EDWs are designed for static data and are not meant for a real 
time response. For a more real time response, active EDW systems have triggers,  
but these would be unsuitable for large volumes of fast moving data as is the case in 
OM scenarios.  
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ETL engines are capable of handling tasks of varying complexity and response re-
quirements. However, these engines are not specifically designed for real time  
response. Many researchers have started working on real time ETL engines [7]. How-
ever, with real time ETL the set of standard operations consists primarily of tradition-
al database operators. These standard operations are a subset of the operators is  
required for an OM application. For instance, traditional ETL operators do not include 
data mining operators such as outlier detection.  Furthermore, traditionally none of 
these technologies handle hybrid queries (which are needed for on-demand analysis) 
and are not designed for executing rules. In Figure 3, we have depicted ETL engines 
to possess a varying set of capabilities, none of which in their basic forms are suitable 
for OM applications. 

 

Fig. 4. Live BI Platform Architecture 

3.3 CEP and DSMS 

Both CEP and Data Stream Management Systems (DSMS) are designed to work with 
streaming data. Complex Event Processing (CEP) [8] engines arose from expert sys-
tems and systems research. They are well designed for real time response. Rule-based 
CEP engines are primarily meant for matching pre-defined “complex patterns” with 
streaming event data and enabling real time action. However, as depicted in Figure 3, 
these CEP engines provide a narrow class of functionalities, and hence are unsuitable 
for OM applications. 

DSMS engines [1], [5] can handle complex operations and are designed for fast 
streams (but are still slower than a control system). DSMS are primarily designed for 
continuous SQL query processing but they do not provide the rich analysis functionality 
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needed for OM applications. Furthermore, like EDWs and ETL engines there is no  
direct mechanism for real time action. 

As depicted in Figure 3, DSMSs are closest to what we desire in an OM system 
since these systems are meant to handle large volumes of streaming heterogeneous 
data. For designing OM systems, our best is in enhancing DSMS with additional func-
tionality and combining this with a CEP engine to enable real time action (and a 
DBMS for quick access stored historical data). With this we introduce our target  
system. 

4 Live BI for OM  

By Live BI (Business Intelligence), we mean a platform and a set of attendant opera-
tors such that we can execute SQL and higher order analysis operators (such as outlier 
detection), over streaming and stored data, and for structured and unstructured data. 
For the OM case, we do not need all the capabilities of a Live BI platform but many 
are needed. In Figure 4, we show the conceptual architecture of a Live BI platform. 

Among the features we need from a Live BI platform for addressing the OM prob-
lem, one is an ability to execute hybrid queries for on-demand analysis, meaning a 
query that is executed over both stored and streaming data. We also need a rich li-
brary of operators, especially event detection operators such as those for outlier detec-
tion.  Outlier detection does not require one but many different operators to cover for 
the variety of cases involved in an OM scenario. For example, outlier detection over 
time series data for threshold violation is a distinct operator as compared to the outlier 
detection method for outlier detection over heterogeneous data (as discussed in the 
next section). Since our data in a general OM case is heterogeneous and can be both 
unstructured and structured data, we need to be able to process both data types. Final-
ly, such a system needs to be massively parallel to process large volume of data while 
meeting the real time constraints. 

 

Fig. 5. Sample HNT for Numerical Data (Left) and for Categorical Data (Right) 

Besides these, we need a visualization layer for end user control over the OM sys-
tem and to allow the user to ask visual intelligent queries [11]. This would allow an 
operator to study a scenario and make judgments. There is a need for new techniques 
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in visual analytics, such as correlation analysis over streaming data but in this paper 
we skip that discussion. 

5 Methods for OM 

We now briefly discuss two solutions that arise out of various domains we have been 
studying, which are important as analysis tools for an OM application (i) Outlier De-
tection and (ii) Frequent Itemset Mining. 

5.1 Outlier Detection 

As discussed previously, in OM finding outliers is critical. These outliers need to be 
detected efficiently over streaming heterogeneous data. Furthermore, the outliers may 
exist at an arbitrary set of dimensions over different abstraction levels. For example, 
in IT-OM, where various hardware and software components are issuing events, some 
user might be interested in events primarily concerned with outlier alerts from hard-
ware components, whereas some other user might be primarily interested in events 
from software components. These could obviously, share dimensions such as severity, 
creation time, etc.  

The challenge then is to build a framework that can detect these outliers over 
streaming window, over arbitrary window sizes [5], over heterogeneous data. Fur-
thermore to cope with large volumes, it is preferable that computation can be shared 
for outlier detection over different sets of dimensions.  We call this framework Out-
lier Cube. In outlier cube, each outlier (hence an event) is defined by a continuous 
query specifying the dimensions of interest, and the sliding window size over which 
the outliers need to be computed. The results of each query are a continuously up-
dated list of outliers along with some measure of each outlier’s “outlierliness”.  

In outlier cube, for each dimension, the data is stored in a hierarchical tree such 
that, given a set of dimensions, the trees corresponding to the specified dimensions 
can be combined over streaming data for outlier detection. The tree, which we call 
HNT (Hierarchical Neighborhood Tree), represents a scale based division of space 
and each level of the tree corresponds to a scale at which the data is being studied. 
The overall solution can be conceptually understood as a multidimensional cube in 
some space, where by recursively dividing this space we arrive at smaller scale based 
cubes. The cardinality in this cube determines if a point is an outlier or not.  Example 
tree for numerical data and for categorical data are shown in Figure 5. 

For the purpose of outlier detection, we define an outlier to be a point that has less 
than some threshold points in its “scale based neighborhood”. By scale based neigh-
borhood of a point, we mean those points are within a scale-based distance of the 
point in each dimension. (This is preferable to considering all the dimensions together 
since this allows us to share computations). For numerical data, we take distance to be 
(max-min)/2scale (where max-min represents the span in the dimension). 

With an increase in scale this neighborhood becomes tighter. (For example in the 
Figure 5, we can observe that within each node of the tree, the span is getting smaller.) 
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Fig. 6. Memory and CPU Consumption Comparison 

As the neighborhood becomes smaller, the number of neighbors a point has also goes 
down, till at some scale a point is declared to be an outlier, or we reach max scale. 
The scale then essentially is an indicator of “outlierliness”. 

Algorithmically, as a multidimensional point streams in, it is inserted into the 
HNTs of each of the dimensions, which means insertion from the root node to the  
leaf node of the HNT. Inserting into a node essentially informs us of all the neighbors 
the point has at the scale which the node represents. For example, a point with a value 
of 2.5 in a dimension will be in the node [2...4) and [1...3) at Scale =3 in the example 
HNT above. We can show that for an l∞ distance, all points that are within (max-min)/ 
2scale, (where max-min represents the span in the dimension), distance of a point are its 
neighbors at that scale. The HNT for numerical data gives us approximate neighbor-
hoods and hence speeds up the computation of neighbors. The approximation is  
that some points that are not the neighbors are also included in the neighborhood  
relationship.  

Then to find if a point is an outlier at a scale, we do an intersection on its neighbors 
from each dimension. If the cardinality of intersection is less than a threshold, the 
point is an outlier at that scale. This method allows us to say a couple of things: (i) At 
a scale s, assuming that we consider only real and categorical variables, where the real 
variable are scaled as descried before and the user specifies a HNT for categorical 
data, our approach finds outliers such that at scale s, there are no false positives (ii) If 
we specify the maximum scale smax, our method will identify all outliers as defined by 
up to smax − 1, but will have some false negatives at scale smax. 

The tradeoff we get the loss of some accuracy is that we gain on efficiency. Be-
cause of use of a tree per dimension, where such a tree is encoded and accessed using 
bitwise operations our approach in practice is linear in complexity. We have evaluated 
our approach both in terms of accuracy of outlier detection and the efficiency of our 
method. In Figure 6 (left), we show that whereas for a Naïve approach the CPU in-
creases exponentially with the data size, in an HNT based approach, it increases li-
nearly. This is done at the cost of linear increase in memory consumption, as shown in 
Figure 6 (right). 
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5.2 Event Correlation with Frequent Itemsets Mining 

As mentioned earlier, we are interested in finding correlation over events that have 
occurred in the past to reduce the number of events in the present, i.e., from historical 
data find correlations between events and use them to automatically construct rules to 
suppress current events.  

 

Fig. 7. Example of Correlation Analysis 

In Figure 7, we give an example of a correlation with high support and confidence 
that was obtained using correlation analysis on a customer data set. The three events 
found are ev6, ev5, ev847, where ev6 indicates a distribution file problem, ev5 indi-
cates an inability to read a file, and ev847 indicates a problem with distribution.  Our 
domain expert’s interpretation is that the group of event essentially says that for an 
application an inability to find a file that specifies how distribution needs to be done 
lead to a distribution failure.  To reduce the operator’s workload, we can create rule 
which says that when these three events occur together they can be replaced by single 
event type, say evDistribution, which reflects the distribution problem.  By doing this, 
we have reduced the number of events that an operator has to process from three to 
one for every occurrence of the three events together and by ensuring that discovered 
correlations have a high support, we ensure that the volume of events that an operator 
has to process in real time is reduced. Furthermore, we have provided the operator 
with a higher order insight.  

We use frequent set mining to find these correlations. The reason to use sets in-
stead of sequences is that very often the events arrive in an out of order fashion. We 
present our approach in brief. We first perform event typing. The events that flow into 
the Networked Operation Center (NOC) are verbose and we need to cast them into an 
event type for ease of analysis. This is done by decomposing and comparing the event 
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descriptions from historical event logs, where “similar” event descriptions results in 
the same event type. We mine for correlation rules as frequent itemsets over these 
event types; hence for the purpose of discovering these rules, we use association rule 
mining over the event types obtained after event typing.   

Although, association rule mining is a well understood KDD process, as a first step 
we need a mapping in the OM context to a market basket. We call such a mapping an 
episode.  We divide the overall time range into two series of overlapping windows: 
[0...T), [T...2T), …, and [0.5T...1.5T), [1.5T...2.5T], …, . This way of creating epi-
sodes ensures that every event that occurs within ±T/2 of an occurrence event e is in 
the same episode as e. (It also adds some events that are occur more than ±T/2 of an 
occurrence of e.)  

Once the episodes have been created, we treat the episodes as a market basket and 
perform traditional association rule mining to obtain correlation rules. The challenge 
when working with real data is that the number of such rules obtained is very large, 
whereas we want a fewer number of rules that can be easily and quickly verified by a 
domain expert. Furthermore, many of these are cross-supported itemsets [16], which 
are not very useful as correlation rules.  

We then need a mechanism for finding rules that have high support, are not cross-
supported and can lead to a significant reduction in the number of events that are 
processed by an operator. To do this we use h-confidence [16]. The overall steps are 
the following: 

1) We start with a frequent itemset S1 obtained from regular association rule 
mining. 

2) We use h-confidence (begin with a low initial value) and find all itemsets 
above this threshold to obtain S2 from S1. 

3) We then obtain maximal itemsets [16] S3 from S2.  
4) We slowly raise the h-confidence till an independence set S4 is obtained. (By 

independence we mean that intersection of any two itemsets is empty).   
5) We then compute the reduction achieved. (Reduction is computed as a per-

centage change in the space needed with the correlations.) 
6) Raise the value of h-confidence and go to Step 2. This process terminates 

since beyond some value of h-confidence no itemsets are obtained.  

From the above steps we choose that itemset S4 that gives us the largest reduction 
(obtained in Step 5) in the number of events. 

Table 1. Results Obtained over Operations Management Data 

Data Set Number of Itemsets Reduction 

1 15 12.4% 
2 16 19.9% 
3 15 11.2% 

4 17 15.3% 
5 4 7.5% 
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In Table 1, we give results for event reduction obtained on five different real life 
IT-OM data sets. The results show that with a small number of correlations we are 
able to obtain good reduction in the number of events that would require an operator 
to process.  

6 Conclusions and Future Work 

In this paper, we have discussed the problem of real time operations management. 
This means analyzing large amount of heterogeneous streaming data to provide real 
time insights. We have identified the general characteristics and requirements of such 
applications and discussed the state of the art and its shortcomings. Finally, we 
present, in brief, new solutions that can help overcome these shortcomings. 

This problem is by no means solved. There are many architectural challenges be-
fore us: lack of standards and naming conventions, lack of common integration 
framework, etc. Besides these, there will always be a need for better algorithms for 
outlier detection and event correlation and need to handle uncertainty in data (This 
can be particularly the case with sensor data). Solving for hybrid queries is also an 
emerging area in the database community.  As we introduce new operators, an im-
portant consideration is that the operators need to be designed keeping in mind the 
requirements and characteristics of OM system described before.  

Finally, in large scale deployment of such a system, as we design our execution 
flows, we will need to optimize for various competing objectives such as response 
time and degree of approximation, latency and recoverability, etc. We have started 
investigating this problem [15], but many challenges remain. 
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Abstract. Thanks to the development of wireless communication and sensor 
technology, a smart object that is embedded sensors and/or communication 
equipment in objects that we use in daily lives is researched. Also the Internet 
of Things (IoT) is a networking technology by using the smart objects and 
attracts high attention. Furthermore, a smart home which consists of these 
technologies is expected to be spread widely. In the smart home, it is important 
to get the information of location/position accurately in order to provide 
services based on the information of person or object. One of the most popular 
methods for estimating the position of person or object, the Receive Signal 
Strength Indicator (RSSI) method is used for many systems. RSSI method uses 
a behavior that strength of a signal from beacon node is inversely proportional 
to distance. However, the location of the wireless nodes which receive a signal 
has to fix and be discovered in advance. Therefore if the nodes are moved from 
an original position, the person or object cannot be detected accurately. 
Accordingly, we propose a method that estimating the positions of moved 
nodes and updating the position information by adding node for the RSSI 
positioning method. Currently, we have performed preliminary implementation 
of the system. In the future we will finish the implementation of the methods 
designed in the paper and evaluate the methods in details.  

Keywords: Localization, positioning, RSSI. 

1 Introduction 

Recently, thanks to the development of wireless communication and sensor 
technology, a smart object that is embedded sensors and/or communication equipment 
in objects that we use in daily lives such as glasses, wallets and pens is going to be 
realized. Also the Internet of Things (IoT), the networks which are formed by using 
the smart objects, attracts more attention and is researched all over the world. 
Furthermore, a smart home which consists of the smart object is expected to be spread 
widely and it will contribute to care elderly peoples from remote places with 
networks. In addition, the smart home is able to manage energies that are consumed in 
the house such as electricity, and is expected to save energies. These systems provide 
services based on the information of person or object. Therefore it is important to get 
the information of location/position accurately. 
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We develop a detecting system for person or object using wireless communication 
technology embedded in smart objects. Although the existing systems for localization 
need some dedicated devices, we aim to eliminate the need of the dedicated devices 
by using the wireless communication devices of smart objects. 

We consider the use of the Receive Signal Strength Indicator (RSSI) as the 
detecting method. The RSSI method uses a behavior that strength of a signal from 
beacon node is inversely proportional to distance. The benefit of using RSSI is easy to 
install and relatively inexpensive, since RSSI method uses commonly-used wireless 
applications. In this method, the wireless tag transmits a signal, and some wireless 
nodes receive the signal and measure the strength of the signal. After that, the position 
of the tag is estimated by comparing the signal strength with other signal strengths 
which are measured in advance at arbitrary reference points. To estimate accurate 
position of tags by the method, the location of the wireless nodes has to fix and be 
discovered. Accordingly, the tags cannot be detected accurately if the positions of the 
nodes are changed. The information of position of the nodes has to update in order to 
detect accurately. 

To update the position information of moved wireless nodes, we use the remaining 
nodes that are not moved. The remaining nodes communicate with the moved node 
and get the RSSI from the signal of moved node. By calculating the distance between 
the moved node and some remaining nodes based on the RSSI values, the position 
information of the moved node is estimated and updated.  

2 Related Researches 

Some Localization methods are proposed and can be mainly classified into two 
general groups. One is Range-based localization and the other is Range-free 
localization. Firstly, we introduce some typical methods based on Range-free 
localization. The Range-free localization uses beacon nodes, i.e. their position is 
known in advance and then estimates the location of unknown node based on the 
relation of nodes or hops. 

Bulush et al. [1] proposed the localization method by calculating centroid of 
several nodes. This method uses the nodes called reference points. Each reference 
point broadcasts beacons which includes their position information periodically to 
their neighbor nodes. Each unknown node hears the beacons from neighbor reference 
points, and calculates centroid of the reference points. Finally the node determines the 
calculated centroid as their position. To estimate position accurately, unknown node 
needs a lot of position information of reference point. 

DV-Hop [2] estimates the position based on the number of hops from the landmark 
node and the average distance per one hop. Each landmark floods packets including 
their position information and hop count. The hop count is incremented when the 
packet is relayed. Each landmark calculates an average distance per one hop based on 
the distance and the number of hops to other landmarks. The node calculates a 
distance from the landmark based on the average distance per one hop and the hop 
counts from the landmark. Finally the position of node is estimated by using 
triangulation. 
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APIT [3][4] estimates the position of the node by conducting Approximate Point-
in-Triangulation (APIT) test repeatedly. The test evaluates which the target node 
resides inside or outside of the triangle area that is made of three arbitrary anchor 
nodes. The target node exchanges the RSSI data with their neighbors and judges 
which node is closer to the anchor. Then if the neighbor that is further from three 
anchors than the target node exists, the target node resides outsides of the triangle 
area. If the target node is near the side of the triangle, some errors may be observed. 

Range-based localization estimates the position based on signal propagation time, 
direction of arrival and the signal strength. 

Time of Arrival (TOA) uses the propagation time that takes during the radio wave 
or sound wave which is transmitted from sender node arrives at the receiver node. The 
method is used in Global Positioning System (GPS). TOA needs the time 
synchronization between sender node and receiver node and expensive devices. 

Relative to the usage of the signal propagation time for TOA, Time Difference of 
Arrival (TDOA) uses the difference of a signal arrival time at some receiver nodes. 
This method does not need to synchronize the time between sender node and receiver 
node. n the other hand, the method depends on the expensive devices. TDOA method 
is adopted in Active Bat[5] and Cricket[6]. 

Angle of Arrival (AOA) is the extended method of TOA and TDOA. AOA 
estimates direction of the arrival signals. While this method uses at least two nodes, 
also requires particular kind of devices such as an antenna array or a directional 
microphone. AOA is adopted in [7]. 

Receive Signal Strength (RSS) and Receive Signal Strength Indicator (RSSI) 
which is a quantification of RSS, use the principle that a strength of a signal which is 
transmitted from a node attenuates inversely proportional to the distance. As 
compared to other range-based method, RSS and RSSI do not have to use the special 
devices and is able to use existing wireless communication devices. Therefore RSS 
and RSSI reduce costs. However, the methods are more sensitive to interference, 
diffraction and attenuation. On the other hand, some signal propagation model are 
proposed for this problem. RADAR [8] is an indoor location and tracking system 
based on RSS. In RADAR system, the beacon signal which is transmitted a mobile 
host is received by some base stations. Based on the signal strength, RADAR 
estimates the location of the mobile host by using triangulation. For correcting 
variation of the signal strength by environment, the Wall Attenuation Factor (WAF) 
radio propagation model is used. 

3 Model and Problem 

3.1 Model 

Our proposed system has two behaviors. One is a normal behavior and the other is a 
behavior when smart object is moved. In the normal behavior, the system estimates 
position of person or object using smart objects which have wireless communication 
equipment in the house. For accurate positioning, the system needs at least three smart 
objects. Fig. 1 shows the model of the normal behavior. First of all, the smart objects 
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which are located around a person or object that a user wants to get the position 
information receive signals and transmit the RSSI data to a computer. Based on the 
RSSI of each smart object, the system estimates position/location on the computer. At 
the end, the system provides some sort of service appropriate to the position/location 
information. We assume the using smart object such as a wristwatch and an accessory 
for estimating the position/location of person. Fig. 2 shows the model when the 
position of some objects changed. In this model, we assume scissors that one of the 
smart objects is moved. When the scissors moved, other objects which reside it 
receive signals from scissors and calculate RSSI. Then, send it to the computer as 
well as the normal behavior. The computer gets a correct position of the scissors from 
the RSSIs and positions of the objects which is neighbor of scissors. After that, the 
system behaves same as normal behavior. 

 

Fig. 1. A Use Case of Normal Behavior 

 

Fig. 2. A Behavior in the Case that Object is Moved 
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3.2 Definition of Problems 

We have to solve the following problems to realize our proposed system. First is that 
the system needs to detect that a node was moved for correcting position of the node. 
The second is the correction of position in which case the number of the nodes is 
three. When the number of the nodes is four or more, the system can correct the 
position of moved node by using at least three nodes. However, if one of the nodes is 
moved, the system have to correct the position of the node using remaining nodes in 
which case there are no more than three nodes. 

4 Position Correction Method 

4.1 RSSI Based Localization 

In this part, we describe a system and method that we propose. We will explain about 
the system flow and a localization algorithm that we used for base of our system at 
first, and then explain about the method of position correction.  

Firstly we explain the system flow. We defined the node which estimates the 
position of the unknown node as the estimation node. The proposed system consists 
of estimation nodes, a sink node and a computer. At the beginning the estimation  

 

 

Fig. 3. System Model 
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nodes transmit messages to neighbor nodes and receive messages from the neighbor 
nodes. After that, the estimation nodes calculate RSSI value from the messages and 
transmit the RSSI to the sink node. The estimation nodes repeat this procedure. Sink 
node receives RSSI data from each estimation nodes and transfers the data to 
computer. The computer has two kinds of database, one is to store distance 
information between two nodes and other one is to store position coordinate 
information of estimation nodes. When the computer receives RSSI data from sink 
node, then it calculates distance based on the RSSI and stores the distance into the 
distance database. Finally, the computer estimates and corrects node position using 
the distance and position data. Figure 3 shows the system flow. In Fig. 3, N_1 to N_n 
represent estimation nodes. Also SN and PC are a sink node and a computer 
respectively. 

We explain the system adopts multilateration based on the RSSI value as basic 
localization algorithm. As the method for calculating a distance from RSSI value, the 
log normal shadowing model is generally used. This method is used in many 
localization using signal strength [8][9]. The log normal shadowing model is 
expressed by the formula as follows. 
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Where, PT is transmission power and PL(d0) is attenuation at the place where distant 
d0 from the transmitter. Also n is path loss exponent and Xσis measurement error. To 
derive the distance from RSSI value, the following formula is used. 
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On the other hand, the multilateration algorithm [10] is the method that estimates the 
position of the unknown node by calculating simultaneous equation the distance 
between the beacon nodes and the unknown node and position coordinates of more 
than three beacon nodes. We suppose the position coordinate of unknown node and 
estimation node and the distance between two nodes as (xu, yu), (xi, yi), diu 
respectively, the position of unknown node (xu, yu) can be derived using a formula as 
follows: 

 ( ) ( ) 22 )(, iuiuiuuu yyxxdyxf −+−−=  (3) 

4.2 Position Correction 

In this section, we describe position correction method of moved estimation node. If 
estimation node is moved, the position of unknown node cannot be estimated 
accurately. Therefore the position of moved estimation node must be corrected. The 
position correction has two phases. First phase is the detection of moved estimation 
node. Second phase is the position correction of the node. Firstly we explain the 
detection phase. 



292 T. Yoshida, J. Wang, and Z. Cheng 

4.2.1 Detection of Moved Node 
To correct the position of estimation node, the system has to detect the movement of 
estimation node. The system judges whether the estimation node is moved or not 
based on the RSSI value of the signal from the moved node to its neighbor nodes. 
Here, we assume that only one estimation node moves at one time and Ni is the moved 
node. Nj, is the neighbor nodes of Ni, receives messages from Ni and calculate RSSI 
value RSSIij. The system sums the RSSI and averages the sum by increments. After 
that, the system gets RSSI_DIFFij by subtracting the previous average of RSSI 
RSSIij(t-1) from the current average of RSSI RSSIij(t) and compares it with the 
predefined threshold Th. When the RSSI_DIFFij between Ni and all its neighbors Nj 
are higher than Th, the system judges node Ni moved. We show the algorithm of 
detection phase below. 

// Detection of moved node 
foreach(all neighbors of Ni){ 
 // Average RSSI between Ni and Nj 
 RSSIij(t)=averageRSSI(RSSIij, WINDOW_SIZE); 
 // Subtraction previous RSSI 
 RSSI_DIFFij=|RSSIij(t)-RSSIij(t-1)|; 
} 
// Comparison with threshold 
// If all RSSI_DIFF are higher than the threshold, Ni is 
// assumed a moved node 
if(all neighbors’ RSSI_DIFFij>Th){Ni.moved=TRUE;} 

4.2.2 Correction of Node Position 
When the move of the node is detected, the system transitions from the detection 
phase to the position correction phase. Update of the position is performed based on 
the RSSI value of the moved node derived at neighbor nodes. Same as previous 
section, we assume the node Ni is moved. The neighbor nodes Nj derive RSSI value of 
Ni from received message and calculate average RSSIij(t). The system calculates the 
distance between Ni and Nj from RSSIij(t) which is derived from each its neighbor Nj. 
After that, the system calculates multilateration based on dij and loc(Nj) which is the 
position coordinate of Nj, and updates loc(Ni) which is the position of node Ni by the 
result of multilateration. 

if(Ni.moved = TRUE){ 
 // Receipt messages from neighbor nodes 
 // Calculation of RSSIs from the messages 
 for(j=1; j<n; j++){ 
  if(message from Nj exists){ 
   RSSIij(t)=averageRSSI(RSSIij, WINDOW_SIZE); 
   // Calculate distance from RSSI 
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   dij=getDist(RSSIij(t)); 
  } 
 } 
 // Update by new location data which is derived by  
 // multilateration 
 loc(Ni)=multilaterate(loc(Nj), dij); 
} 

4.2.3 Case of Only Three Estimation Nodes 
The number of estimation nodes which is needed for localization is at least three 
nodes. In the case of the number of estimation nodes is four, the system can correct 
the position of one moved node. On the other hand, in case of the number of nodes is 
three, the system has to correct the position of one node using remaining two nodes. 
So we use the original position data of the moved node and the derived current 
distance between two nodes. When a moved node detected, the system calculates the 
distance between the moved node and remaining estimation nodes using the 
remaining estimation nodes. Then, two candidates of the new position of the moved 
node are possible. The system sets closer one to the original position of the moved 
node as the new position. 

if(Num of Nodes==3){ 
 // two candidates of new position 
 (loc(Ni

’), loc(Ni

’’))=multilaterate(loc(Nj), dij); 
 // select position coordinate which is closer to 
 // original position of moved node 
 if(|loc(Ni

’)- loc(Ni)|>=| loc(Ni

’’)- loc(Ni)|){ 
  loc(Ni)=loc(Ni

’); 
 } 
 else if(|loc(Ni

’)- loc(Ni)|<| loc(Ni

’’)- loc(Ni)|){ 
  loc(Ni)=loc(Ni

’’); 
 } 
} 

5 Preliminary Implementation 

Currently, we have performed preliminary implementation of the system based on 
TEXAS INSTRUMENTS CC2530 ZigBee Development Kit. We used four 
SmartRF05 Battery Boards and one Smart RF05EB for estimation nodes and a sink 
node. We used DELL INSPIRON 6400 which is installed Microsoft Windows XP 
SP3 for storing data and calculating position of node. Fig.4 shows an implementation 
model. Where we defined the unknown node, estimation nodes sink node as UN, EN, 
and SN respectively. Fig.5 shows a photo of implementation testbed. 
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Fig. 4. Implementation Model 

 

Fig. 5. Implementation Testbed 

 

Fig. 6. Experimentation Procedure 
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Also we used Code:Blocks and C++ as the development environment and language 
for a localization program. Fig.6 shows a screen image of the localization program. 

6 Conclusion 

We proposed novel method to correct position of a moved node for indoor-
localization system. Currently, we have performed preliminary implementation of the 
system. In the future we will finish the implementation of the methods designed in the 
paper and evaluate the methods in details. 
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Abstract. In this paper, we present a novel network coding scheme
called separate network coding (SNC) for data collection in WSNs with
a mobile Base Station (mBS). SNC not only provides efficient storage
method for continuous data to collect all the data segments generated in
one time interval, but also maintains a high success ratio of data collec-
tion. The performance evaluation has been conducted through compre-
hensive computer simulation. It further demonstrates the feasibility and
superiority of our scheme.

Keywords: separate network coding, wireless sensor networks, data
collection, mobile base stations.

1 Introduction

Wireless sensor networks (WSNs) consist of hundreds or thousands of sensor
nodes which do not rely on any pre-deployed network architecture. The sen-
sor nodes are capable of sensing, processing, and transmitting environmental
information, which are deployed to monitor certain physical phenomena or to
detect and track certain objects in an area of interests [1]. A single sensor node
may only be equipped with limited resources, such as low CPU power, limited
communication capability, limited battery and memory storage [1]. One sensor
node can store only a small amount of data collected from its surroundings. To
collect the information from sensor networks, a Base Stations (BS) function as
intermediate gateway between the sensor network and the application end user.

WSNs have enabled new classes of applications that benefit a large number
of fields, including environmental monitoring, battlefield surveillance, biologi-
cal detection, smart spaces, industrial diagnostics, etc. [2,3]. A very interesting
problem that arises in application of WSNs is how to collect data from harsh
and extreme environments [4,5]. In these environments, the data are continu-
ously sensed by the sensor nodes, while the communication between the sensor
nodes and a BS is expensive and scarce. Thus, Data collection by the BS is
only performed occasionally. Sensor nodes shall temporarily store the data and
provide the desired data when the BS approaches. Typical examples include the
Great Duck Island habitat monitoring system [7], seabird colonies are extremely
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sensitive to human interaction. A fast data retrieval is usually desired in each
data collection. This paper addresses the data collection issue in WSNs with a
mobile BS.

Network Coding is an emerging technique that has several interesting appli-
cations in practical networking systems [8]. Network Coding was first introduced
for improving the performance of multicast routing [9]. Our study is different
from the original applications in routing. We extend the idea of network coding
for data collection in WSNs with a mBS. Similar idea of network coding extent
for the applications of data storage and distribution can be found in [10,11], in
which the code is created over the connecting of data and storage nodes. The
further theoretically study about network coding for data distribution and the
practical system for random file distribution are presented in [12] and [13]. Us-
ing network coding for ubiquitous data collection was introduced in [14,15] for
wireless sensor networks.

An interesting network coding based data collection scheme was proposed by
Dimakis et al. [14], which encodes all data segments in each node. The distinct
benefit is the improvement of success ratio of data collection. However, the data
segments to be collected are static and fixed. This scheme cannot support data
collection in which the number of data segments is not predetermined. Wang et
al. [6] proposed another interesting network coding base data collection scheme,
known as Partial Network Coding (PNC). By encoding only part of the origi-
nal data segments and removing the older data segments, PNC allows efficient
storage for data collection to collect the part of newer data segments. Since the
number of original data segments encoded in each combined data segment is a
variable respect to time, the combined data segments cannot be always decoded
by the BS. Thus, the the success ratio of data collection in PNC is no so high.

In this paper, we focus on the data collection issue in WSNs with a mobile
BS, which is similar to that considered in [6]. Consider that the data are con-
tinuously sensed while data collection by a BS is only performed occasionally.
Note that PNC [6] can only collect a part of m latest data segments. Here m is
the number of latest data segments in a time interval in which n(t) (n(t) > m)
data segments are generated. In some practical applications, collect the amount
of latest data segments is not enough. They need to collect as much detailed
data as possible, then can try various physical models and test various hypothe-
ses over the data. Our proposed Separate Network Coding (SNC) scheme can
collect all the n(t) data segments. SNC bases on the the mobile BSs randomly
accessing. By separately encoding a certain number of data segments in a com-
bined data segment, and storing it in the corresponding buffer, SNC not only
provide efficient storage method for continuous data, but also maintains a high
success ratio of data collection. We address a set of practical concerns toward
SNC-based data collection in WSNs. It further demonstrates the feasibility and
superiority of our scheme.

The remainder of this paper is organized as follows. In Section 2, we de-
scribe the system model and problem formulation. We present the proposed
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SNC scheme for data collection in Section 3. In Section 4, we evaluate the per-
formance of SNC by simulations. Finally, we conclude the paper in Section 5.

2 System Description and Problem Formulation

A  mBS

Fig. 1. Data collection by a mBS

Consider that there are N sensor nodes in a WSN with a mobile Base Station
(mBS). The sensor nodes are with limited storage space. Each sensor node has
B buffers, i.e., the buffer size of each sensor node is B. Each buffer can store
only one data segment. In our scheme, by network coding each buffer stores one
encoded data segment which encodes a number of data segments. We denote the
B buffers as bi, i = 1, ..., B. Consider to collect the information of event (e.g.,
the temperature goes above 20 ◦C) of environment by using a WSN. The events
are generated continuously. Without loss of generality, we consider there is one
mBS which performs data collection occasionally. For example, a helicopter acts
as the mBS. The helicopter is with data collection equipment, which is capable
of transmitting and receiving radio signals, as illustrated in Fig 1. In each data
collection, the mBS will randomly contact some sensor nodes to collect data.
Let W (≤ N) denote the number of sensor nodes contacted by the mBS in one
time interval of data collection. As the bad weather may prohibit the mBS from
performing data collection for a long period of time, the sensor nodes in the
WSN have no information about when the BS will perform data collection.

t1 t2 t4t3

Data generation

Data collection

Data generation

t t

Fig. 2. Data collection by a mBS. At time t1 and t3, data collection is finished. At
time t2 and t4, data collection is started to perform again.
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An event is represented by one data segment, denoted by cj , and generated
at a fixed time slot. For convenience, we assume cq is newer than cp if q > p, i.e.,
cq is generated after cp if q > p. The total number of data segments generated
in one time interval of data collection is n(t), where the variable t is a data
collection time interval. Note that n(t) may increase as t increase. The value
of time interval t depends on the time interval that the mBS performs data
collection. As an example shown in Fig 2, data collection is finished at time t1.
At time t2, data collection is started to perform again and then stop at time t3.
At time t4, data collection is started to perform again. The data collection by
the mBS is performed between time t2 and t3. The time interval between t1 and
t2 and the time interval between t3 and t4 are the data collection time interval
t. During this time interval t, the environment data are continuously generated.
So t is also seen as the data generation time. Consider that the data collection
time is much less than the data generation time. The data segments generated
during data collection time can be negligible for the sake of convenience.

In this paper, we consider to collect all the data segments generated in one time
interval of data collection. The total number of data segments to be collected is
n(t), as shown in Fig 3.

1c 2c 3c

One time interval t of data collection

( )n tc

Time  slot
( )thn t

Fig. 3. Data generation in one time interval of data collection. ci is generated in the
ith time slot.

We assume that each data segment is recorded by all the sensor nodes when-
ever generated. More specifically, some data nodes sense the data and transmit
to all the storage nodes, then data coding is done in the storage nodes [6]. As
our main work focus on the encoding and data storage in the storage nodes, we
omit the data nodes for ease exposition. And the sensor nodes mentioned in this
paper function as the storage nodes.

For the network coding, we define a linear function

fi =
r∑

j=1

βijcj . (1)

It is used to combine an amount of data segments (r data segments, 1 ≤ r < n(t))
as a coded data segment fi. Here, β = (βi1, βi2, · · · , βir) is a coefficient vector.
Each item βij is randomly generated from a finite field Fq, βij �= 0, j = 1, ...r.
Since the coding can be viewed as a combination process, fi is also referred to
as a combined data segment, and cj as an original data segment. Notice that by
network coding one buffer can store one combined data segment which encodes a
number of original data segments. We use C(fi) to denote the number of original



300 J. Li, X. Ye, and Y. Ji

Table 1. List of Notation

Notation Definition
m Number of latest data segments to be col-

lected
B Buffer size of each sensor node
bi Buffer of each sensor node with index i
W Number of sensor nodes contacted by the BS

for each access
t Time interval of data collection
n(t) Number of data segments generated in one

time interval of data collection
cj Original data segment with index j
fi Combined data segment by sensor node i
βij Coding coefficient for cj in fi

C(fi) Number of data segments combined in fi

q Size of finite field for coefficients

data segments combined in fi. For the sake of convenience, a summary of the
notations are given in Table 1.

When the mBS performs data collection, the sensor nodes communicated with
it will upload the stored combined data segments and the related coefficient
vectors. We further assume that there are packet acknowledgements. Therefore,
no packets are lost. If the mBS cannot collect all the desired data, it will perform
data collection again and again until succeed. As a result, the WSN will consume
more energy and the mBS will spend more time. Thus, the success ratio of data
collection serves as a major evaluation criterion in our study, and is defined as
follows.

Definition 1 (Success ratio of data collection). The success ratio of data
collection is the probability that the mBS successfully collects all the desired orig-
inal data segments.

3 Separate Network Coding Based Scheme for Data
Collection

In this section, we introduce a novel network coding scheme called SNC. SNC
provides efficient storage method to store all the continuous data segments gen-
erated in one time interval, and also maintains a high success ratio of data
collection.

3.1 Overview of SNC

In the scheme, each sensor node separately encodes a certain number of original
data segments in a combined data segments and stores it in the corresponding
buffer. f i = (fi1 , fi2 , ..., fiB ) are the combined data segments stored in sensor
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Fig. 4. Data storage in the buffers of sensor node i to collect all data segments

node i, where fik
is stored in buffer bk, as shown in Fig 4. The total number

of original data segments encoded in the combined data segments in node i is
C(f i), C(f i) =

∑k
j=1 C(fik

).
We consider the following two cases: 1) right arrival case that the mBS arrives

on time, 2) late arrival case that the mBS arrives lately. In general condition,
the mBS performs data collection at regular time interval t0, t0 = minimum{t}.
This case is called right arrival case. The total number of original data segments
generated in time interval t0 is n(t0), n(t0) ≤ n(t). Let W0 (≤ N) to denote the
number of sensor nodes that the BS contacts in the regular time interval t0. If
the mBS arrives when the time interval t ≥ t0, we call this case late arrival case.

The encoding and decoding processes in the two cases are with some differ-
ences. The encoding and decoding processes in right arrival case is easier, as the
total number of original data segments generated in time interval t0 is a fixed
value n(t0). While in late arrival case, the total number of original data segments
generated in time interval t ≥ t0 may increase as the time interval increases. A
challenge issue is how to let the fixed buffers in each sensor node to store all the
data segments whether the mBS arrives on time or lately. We first present the
encoding and decoding processes for right arrival case, the enhancement to late
arrival case will be presented later.

3.2 Encoding and Decoding Processes in the Right Arrival Case

Data Encoding and Storage. The sensor nodes separately encode a certain
number of original data segments in a combined data segment. We first use x
(x ≤ W0) to denote this certain number. Once a sensor node receives one or more
(until x ) data segments, it will select coefficients to multiply the received data
segments and subsequently add them to construct one encoded data segment.
The coefficients are randomly generated from a finite field Fq. The next received
data segments (until the number reaches x ) will be encoded in another combined
data segment and stored in the corresponding buffer. The sensor nodes also store
the coefficient vector of each combined data segment. The storage of coefficient
vector introduces an overhead storage that can be made arbitrarily small by
coding over larger data segment [16].

The encoding process is incremental. It is performed by each sensor node. Ev-
ery time an original data segment cj is encoded with the combined data segment
f i in sensor node i (i = 1, ..., N). The data encoding algorithm (Algorithm 1) is
locally executed at each sensor node.
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Algorithm 1: Data Encoding (f i, cj)
Input: original data segment cj

Output: combined data segment f i

For k=1 to B
fk = 0

end
for j=1 to n(t0)

Let k = �j/x�
Randomly generate βik.j from Fq;
fik

= fik
+ βi1.jcj;

end

As we assume that the number of original data segments encoded in each com-
bined data segment fik

is x, k = 1, ...B, x ≤ n0. Then the total number of data
segments encoded in the combined segments in each sensor node C(f i) is at
most Bx. To guarantee each sensor can encode all the data segments, Bx should
satisfy

Bx ≥ n(t0). (2)

Then,
B ≥ n(t0)/x. (3)

From formula (3), and since B is an integer, we let

B = �n(t0)/x�. (4)

Then we have

Lemma 1. In right arrival case, each sensor node with buffer size B = �n(t0)/x�
is enough to store the combined data segments which encode all the original data
segments.

Data Decoding. The decoding process is performed by the mBS. Note that in
f i = (fi1 , fi2 , ..., fiB ), for the forward B-1 combined data segments C(fik

) = x,
k = 1, ..., B − 1. As the value of n(t0)/x is not always an integer, for the last
combined data segment C(fiB ) ≤ x and C(fiB ) = n(t0) − (B − 1)x.

When the mBS arrives, it randomly contacts W0 sensor nodes to collect BW0

combined data segments f = [f1, f2, ..., fW0 ], where f i = (fi1 , fi2 , ..., fiB ) is the
combined data segments collected from sensor node i, i = 1, ..., W0. The mBS
also collects the related coefficient vectors (−→βi1 ,

−→
βi2 , ...,

−→
βiB ) about the combined

data segments. The decoding process of f includes B stages, decoding about f1,
f2,...,fB, where fk = [f1k

, f2k
, ..., fW0k

] is the combined data segments collected
from buffer k of W0 sensor nodes, k = 1, ..., B. Decoding about fk is to decode
the original data segments encoded in the combined data segments which are
stored in buffer k of the contacted sensor nodes.

In f1, f2,...,fB−1, the combined data segments encode the same number of orig-
inal data segments, which all equal to x. For the sake of convenience, we describe
the decoding process of them together. Denote them as fk = [f1k

, f2k
, ..., fW0k

],
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k = 1, ..., B − 1. For fk = [f1k
, f2k

, ..., fW0k
] and the corresponding coefficient

vectors [−→β1k
,
−→
β2k

, ...,
−−−→
βW0k

], k = 1, ..., B − 1. The coefficient vectors of fk form a
W0 × x coefficient matrix Ak.

Ak =

⎛
⎜⎜⎜⎝

β1k.(k−1)x+1 β2k.(k−1)x+1 . . . βW0k.(k−1)x+1

β1k.(k−1)x+2 β2k.(k−1)x+2 . . . βW0k.(k−1)x+2

...
...

. . .
...

β1k.(k−1)x+x β2k.(k−1)x+x . . . βW0k.(k−1)x+x

⎞
⎟⎟⎟⎠ (5)

The set of linear equations about fk, k = 1, ..., B − 1, with the x original data
segments ck = [c(k−1)x+1, c(k−1)x+2, ..., c(k−1)x+x] to be the variables are as fol-
lows. ⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

f1k
=

∑(k−1)x+x
j=(k−1)x+1 β1k.jcj

f2k
=

∑(k−1)x+x
j=(k−1)x+1 β2k.jcj

...
fW0k

=
∑(k−1)x+x

j=(k−1)x+1 βW0k.jcj

(6)

In fB, the combined data segments encode n(t0)−(B−1)x original data segments.
The coefficient vectors of fB form a W0 × (n(t0) − (B − 1)x) coefficient matrix
AB.

The set of linear equations about fB, with the n(t0)− (B − 1)x original data
segments cB = [c(B−1)x+1, c(B−1)x+2, ..., cn(t0)] to be the variables.

We apply Gaussian Elimination [17]. If the rank of Ak is not less than x
(except AB is not less than n(t0)− (B − 1)x), the set of linear equations about
fk = [f1k

, f2k
, ..., fW0k

] is decodable , k = 1, ...B. Otherwise the rank of Ak is
less than x (except AB is less than n(t0)− (B − 1)x) and the set of equations is
insoluble.

For the above linear equations of fk, there are at most x variables. The value
of x should satisfy x ≤ W0 to guarantee the decoding. Thus the probability of
solve the linear equations is very close to 100% for a large enough field size q.
After solving all the linear equations, the mBS can obtain all the original data
segments c =

⋃B
k=1 ck.

From formula (4), we know that B is inversely proportional to x. The value of
x is better to set bigger then each sensor node can encode all the data segments
in the combined fashions with a smaller buffer size B. Let x0 denote the optimal
value of x, then

x0 = maximum{x}. (7)

As the value of x should also satisfy

x ≤ W0. (8)

From formula (7) and (8), we obtain
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x0 = W0. (9)

Then we have the following Lemma.

Lemma 2. The optimal value of the number of original data segments encoded
in each combined data segment equals to W0.

From Lemma 2 and formula (4), we can obtain the following Theorem.

Theorem 1. In right arrival case, the optimal value of the buffer size B in each
sensor node to encode all data segments generated in on time interval equals to
B = �n(t0)/W0�.
It is also important to note that the value of W0 can be adjusted to make the buffer
size B not too big. The BS can contact more sensor nodes to make the buffer size
be available at a tiny sensor node. The value of x will be set to the optimal value
x = W0 in the rest of this paper.

3.3 Encoding and Decoding Processes in the Late Arrival Case

From Lemma 1 and Theorem 1, in right arrival case, the combined data segments
stored in each sensor node with buffer size B = �n(t0)/W0� can encode all
original data segments. But there is still one problem. If the mBS arrives lately,
the sensor nodes do not know in which time and how long the mBS will delay,
they just separately combine W0 (the optimal value of x) original data segments
in a combined data segment and store it in the corresponding buffer. If the total
number of original data segments n(t) ≤ BW0, by continuing to encode the rest
original data segments in the last combined data segment fiB , the buffers are
till enough. But if n(t) > BW0, the data segments will exceed the total storage
space of the sensor nodes if they still combine W0 original data segments in a
combined fashion. Then we will give a formal description of the encoding and
storage process for the late arrival case.

Data Encoding and Storage. The encoding and storage process when n(t) ≤
BW0 are the same as right arrival case, as shown in Fig 5 (a), (b). For the sake
of convenience, here we define

[c1, ..., cr] =
r∑

j=1

βik.jcj (10)

to denote the combined data segments in node Ni, omiting the the coefficients
βik.j (j = 1, ..., r, k = 1, 2.). When n(t) > BW0, each sensor node will continue
to encode the excess original data segments one by one in the existing combined
segments from fi1 to fiB . As shown in Fig 5 (c), when c13 is generated, it is
continued to encode in fi1 . When c14 is generated, it is continue to be encoded
in fi2 . As shown in Fig 5 (d), when c17 is generated, it is continue to be encoded
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(a)          =100( )n t

(b)  =12( )n t

(c)         =14  ( )n t

(d)         =17  ( )n t

Fig. 5. Data encoding and storage in sensor node i by SNC-ADC. W0 = 3, n(t0) =
10, B = 4. (a) n(t) = 10, (b) n(t) = 12, (c) n(t) = 14, (d) n(t) = 17. We omit the
coefficients for the combined data segments.

in fi1 . And the c15 and c16 which are generated before c17 have been encoded in
fi3 and fi4 .

The encoding process is incremental. It is performed by each sensor node.
Every time a original data segment cj is encoded with the combined data segment
f i in node i (i = 1, ..., N). The data encoding algorithm (Algorithm 2) is locally
executed at each sensor node.

Algorithm 2: Data Encoding (f i, cj)
Input: original data segment cj

Output: combined data segment f i

For k=1 to B
fk = 0

end
For j=1 to n(t)

If j ≤ W0

Let k = �j/W0�;
Randomly generate βik.j from Fq;
fik

= fik
+ βik.jcj;

Else
Let k = j mod B;
Randomly generate βik.j from Fq;
If k �= 0 then

fik
= fik

+ βik.jcj;
else

fiB = fiB + βiB .jcj;
end

end
end
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Notice that when n(t) ≤ BW0, for the forward B-1 combined data segments
C(fik

) = W0, k = 1, ..., B − 1 and for the last combined data segment C(fiB ) ≤
W0. When n(t) > BW0, for each combined data segment C(fik

) ≥ W0, as they
may encode more than W0 original data segments. From the encoding process,
we know that C(fip) ≥ C(fiq ) if p < q. Thus,

C(fi1) = maximum{C(fik
)}. (11)

The original data segments encoded in fi1 include two parts. One part are gen-
erated before the mBS delays, the number is W0. The other part are generated
after the mBS delays, we denote the number of original data segments in this
part as v, v = �(n(t) − BW0)/B�. Then

C(fi1 ) = W0 + v. (12)

From formula (11) and (12), we can obtain

maximum{C(fik
)} = W0 + v. (13)

When the mBS decodes the linear equations about the combined data segments,
the number of sensor nodes it contacts (equals to the number of equations)
should not less than maximum{C(fik

)} (equals to the number of variables).
Thus, we have the following Lemma.

Lemma 3. When n(t) > BW0, the number of sensor nodes that the mBS need
to contact is at least W0 + v (≤ N), v = �(n(t) − BW0)/B�.
Notice that the value of W0 + v should not be bigger than the total number of
sensor nodes N. Since v = �(n(t)−BW0)/B� and B = �n(t0)/W0�. By adjusting
the value of B, the value of W0 + v can be adjusted to not too big, and the value
of v can be adjusted to not increase too quickly. Thus, W0 +v ≤ N is achievable.

Before describing the decoding process, we first to have a more specific ex-
pression about C(fik

): the number of original data segments encoded in each
combined data segments fk, k = 1, ..., B. Assume that the last original data
segment cn(t) is encoded in fiu , u = (n(t) − BW0) mod B. From the encoding
process, we have

C(fi1 ) = C(fi2) = ... = C(fiu), (14)

and

C(fiu+1) = ... = C(fiB ) = C(fi1) − 1. (15)

From formula (14), (15) and (12), we can obtain

C(fik
) =

{
W0 + v 1 ≤ k ≤ u
W0 + v − 1 u < k ≤ B

, (16)

where v = �(n(t) − BW0)/B�, u = (n(t) − BW0) mod B.
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Data Decoding. When n(t) ≤ BW0, the decoding process is the same as
the case of the mBS arrives on time. We then give the decoding process when
n(t) > BW0. Assume that the mBS has randomly contacted W0 + v sensor
nodes to collect the combined data segments f = [f1, f2, ..., fW0+v], where f i =
(fi1 , fi2 , ..., fiB ) is the combined data segments collected from sensor node i,

i = 1, 2, ..., W0 + v. C(fik
) =

{
W0 + v 1 ≤ k ≤ u
W0 + v − 1 u < k ≤ B

, v = �(n(t) − BW0)/B�,
u = (n(t) − BW0) mod B.

The decoding process of f includes B stages, decoding about f1, f2,...,fB,
where fk = [f1k

, f2k
, ..., f(W0+v)k

] is the combined data segments collected from
buffer k of W0 + v sensor nodes, k = 1, ..., B. Decoding about fk is to decode the
original data segments encoded in the combined data segments which are stored
in buffer k of the contacted sensor nodes.

In the forward combined data segments fk (k ∈ {1, 2, ..., u}), they all encode
the same number of original data segments, which all equal to (W0 + v). We
describe the decoding process of them together for the sake of convenience.
Assume that the mBS randomly contacts (W0 + v) sensor nodes. The coefficient
vectors of fk (k ∈ {1, 2, ..., u}) are [−→β1k

,
−→
β2k

, ...,
−−−−−−→
β(W0+v)k

], which form a (W0 +
v) × (W0 + v) coefficient matrix Ak.

Ak =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

β1k.(k−1)W0+1 β2k.(k−1)W0+1 . . . β(W0+v)k.(k−1)W0+1

β1k.(k−1)W0+2 β2k.(k−1)W0+2 . . . β(W0+v)k.(k−1)W0+2

...
...

. . .
...

β1k.(k−1)W0+W0 β2k.(k−1)W0+W0 . . . β(W0+v)k.(k−1)W0+W0

β1k.BW0+k β2k.BW0+k . . . β(W0+v)k.BW0+k

β1k.BW0+B+k β2k.BW0+B+k . . . β(W0+v)k.BW0+B+k

...
...

. . .
...

β1k.BW0+(v−1)B+k β2k.BW0+(v−1)B+k . . . β(W0+v)k.BW0+(v−1)B+k

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(17)

The set of linear equations about fk (k ∈ {1, 2, ..., u}), with the original data
segments ck = [c(k−1)W0+1, c(k−1)W0+2, ..., c(k−1)W0+W0 , cBW0+k, cBW0+B+k,
..., cBW0+(v−1)B+k] to be the variables are as follows.

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

f1k =
∑(k−1)W0+W0

j=(k−1)W0+1 β1k.jcj +
∑v−1

j=0 β1k.BW0+jB+kcBW0+jB+k

f2k =
∑(k−1)W0+W0

j=(k−1)W0+1 β2k.jcj +
∑v−1

j=0 β2k.BW0+jB+kcM0(jB+1)

...

f(W0+v)k
=

∑(k−1)W0+W0
j=(k−1)W0+1 β(W0+v)k.jcj +

∑v−1
j=0 β(W0+v)k.BW0+jB+kcBW0+jB+k

(18)

Perform Gaussian Elimination. If Ak �= 0, ck = A−1
k fk, (k ∈ {1, 2, ..., u}). Oth-

erwise the rank of Ak is less than W0 + v and the set of equations is insoluble.
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In the latter combined data segments fk (k ∈ {u + 1, u + 2, ..., B}), they all
encode (W0 +v−1) original data segments. We describe the decoding process of
them together for the sake of convenience. The coefficient vectors of fk (k ∈ {u+
1, u+2, ..., B}) are [−→β1k

,
−→
β2k

, ...,
−−−−−−→
β(W0+v)k

], which form a (W0+v)×(W0+v−1) co-
efficient matrix Ak. The set of linear equations about fk (k ∈ {u+1, u+2, ..., B}),
with the original data segments ck = [c(k−1)W0+1, c(k−1)W0+2, ..., c(k−1)W0+W0 ,
cBW0+k, cBW0+B+k, ..., cBW0+(v−2)B+k] to be the variables.

Perform Gaussian Elimination. If the rank of Ak is not less than W0 + v − 1,
the set of linear equations about fk (k ∈ {u + 1, u + 2, ..., B}) is decodable.
Otherwise the rank of Ak is less than W0 + v − 1 and the set of equations is
insoluble.

For every fk (k ∈ {1, 2, ..., B}), there are no more than W0 + v variables with
W0+v linear equations, they are decodable. The probability of solving the linear
equations is very close to 100% for a large enough field size q. After solving all the
linear equations, the BS can obtain all the original data segments c =

⋃B
k=1 ck,

and then it will arrange the order of the original data segments.

Theorem 2. The success ratio of data collection by SNC with buffer size B =
�n(t0)/W0� to collect all the data segments is 100% (neglecting linear dependency
of the coefficients).

Proof. When the mBS arrives on time, from Lemma 1, each sensor node with
buffer size B = �n(t0)/W0� is enough to encode all original data segments. When
the BS delays, the sensor nodes continue to encode the original data segments
in the exist combined segments, so each sensor node can encode all the original
data segments in the combined segments. If delays, the mBS will contact W0 +v
(v = �(n(t) − BW0)/B�) sensor nodes to guarantee the decodable of the linear
equations. The probability of decoding the combined segments are very close to
100% for a large enough field sizeq.

It is also worth noting that, the value of W0 will affect the energy consumption
of the network, and the value of W0 has to satisfy B = �n(t0)/W0�. We will give
a further discussion about it in the simulation.

4 Performance Evaluation

In this section, we evaluate the performance of proposed scheme by simulation.
we deploy 1000 sensor nodes randomly into a field of 300m × 300m. The dis-
tance between the sensor nodes and the mBS is much longer than the distance
between the sensor nodes, as suggested in Lindsey and Raghavendra [18]. With-
out necessarily entering deep into the sensor field, the mBS can perform data
collection, which is useful for collecting data from a dangerous area. The solution
of linear equations in network coding are using the Gaussian Elimination [17].
The coefficient field is q = 28, which can be efficiently implemented in a 8-bit or
more advanced microprocessor [15]. Table 2 demonstrates part of the important
parameters and settings in the simulation.
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Table 2. System Parameters and Settings

System Parameters Settings
Length × Width 300 m ×300 m
Number of sensor nodes 1000
Transmit range between sensors 20 m
Transmit range between sensors and BS 150 m ∼ 250 m
Data generate time interval 30 sec
Energy consumption for sending a message 20nAh
The coefficient field q 28

Confidence interval 95%
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Fig. 6. Transmission energy consumption vs. n(t) with different B for all data segment
collection
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Fig. 7. Transmission time consumption vs. n(t) with different B for all data segment
collection

We first evaluate success ratio of data collection about SNC as a function
of the buffer size B. Since PNC can not apply in all data segment collection, we
do not compare with it in the simulation. In the simulation, we vary the total
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number of data segments n(t) from 200 to 500, and vary the buffer size from
2 to 20. Our simulation result shows that the success ratio of data collection
for SNC maintains at 100% for different buffer sizes. This fact is also proved in
Theorem 2.

We have proved that the success ratio of of all data segment collection is 100%
by setting the buffer size of sensor nodes to B = �n(t0)/W0�. Notice that B is
inversely proportional to W0. So if the buffer size of the sensor nodes is smaller,
the mobile BS has to contact more sensor nodes to guarantee the decoding of
the data. As a result, the sensor network will consume more energy and take
more time to perform the data collection. Since the case of all data segment
collection cannot be achieved by PNC, in this experiment we just consider SNC
with different buffer size B. We use the energy model by Mainwaring et al [7].
The energy consumption for transmitting one packet is 20 nAh (10.9 Ampere
hour). We assume that the time cost for the mBS to send the query to a node
is 1 second, the time cost to transmit one packet is 2 second. For simplicity, we
neglect other affecting factors which is much less than the transmission time. As
shown in Fig 6 and Fig 7, the buffer size B varies from 2 to 6, and the energy
consumption and transmission time consumption decrease as B increases with
different n(t). For bigger B, the energy and time consumption increase trends
are more smooth as n(t) increases. Not surprisingly, SNC performs better with
bigger B, but too big buffer size may not be available at a tiny sensor node and
the price of sensor nodes with bigger buffer size are higher, so it has to trade off
in the practical applications.

5 Conclusion

In this paper, we present a novel network coding scheme, called Separate Net-
work Coding (SNC), which effectively collect all the data segment in WSNs with
a mBS. In SNC, each sensor node is able to provide efficient storage method for
continuous data, and also maintains a high success ratio of data collection. We
introduce the data encoding, storage and decoding processes of the proposed
schemes. We prove that the success ratio of SNC scheme is 100% (neglecting
linear dependency of the coefficients). Furthermore, we address several practical
concerns toward implementing SNC for data collection in WSNs, and demon-
strate the feasibility and superiority of the proposed scheme.
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Abstract. Maintenance of secondary indexes and materialized views can cause
the latency and bandwidth of concurrent information capture to degrade by or-
ders of magnitude. In order to preserve performance during temporary bursts of
update activity, e.g., during load operations, many systems therefore support de-
ferred maintenance, at least for materialized views. However, deferring mainte-
nance means that index or view contents may become out-of-date. In such cases, a
seemingly benign choice among alternative query execution plans affects whether
query results represent the latest database contents. We propose here a system
that distinguishes between the maintenance of of logical contents and physical
structure. This distinction lets us compensate for deferred logical maintenance
operations while minimizing the impact of deferred physical maintenance oper-
ations, and results in support for concurrent high update rates and immediate,
index-based query processing with correct transaction semantics.

1 Introduction

Consider a database user looking for a small list of query results, perhaps people sorted
by name. Seeing too many names starting with ‘A’ and thus fearing a large query result
when a small list is desired, the user adds another predicate to the query. Now imagine
that the second query produces a smaller result set as desired, yet includes a name
beginning with ‘A’ that wasn’t included in the first query result. Clearly, this user has
good reason to doubt the trustworthiness and the correctness of the database contents
and of the query processing software. Note that this situation can occur in most database
products even without any concurrent updates, i.e., without any effects due to non-
serializable snapshot isolation or other weak transaction isolation levels.

Most likely, the problem is unsafe usage of materialized views. Conventional wis-
dom says that the transactional storage manager is responsible for index maintenance
while the query processor is responsible for materialized view maintenance, and thus
different mechanisms and standards apply to index vs. view maintenance. Due to the
performance overhead of traditional maintenance techniques, often materialized views
are not updated as part of user transactions. Instead, their maintenance is deferred such
that they are updated periodically, e.g., nightly.

In the example case, the first query execution plan might employ a materialized view,
whereas the second query execution plan might search the base tables and their indexes
using the additional predicate. Thus, the second query is answered using up-to-date
information, whereas the first query produces stale results. Again, note that this is not

S. Kikuchi et al. (Eds.): DNIS 2011, LNCS 7108, pp. 312–323, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Deferred Maintenance of Indexes and of Materialized Views 313

an issue of weak transaction isolation levels; it is due to deferred updates not being
considered and compensated for during query processing, which in turn is due to slow
traditional techniques for incremental maintenance of materialized views. The problem
is exacerbated by automatic query optimization, including automatic re-optimization,
which prevents users from knowing whether a query result is current or stale.

In contrast, we advocate here that materialized views and indexes should be treated
similarly, and distinguish instead between updates to logical contents and the refinement
of the physical structures. In this paper, we focus on the deferred maintenance of indexes
and of materialized views with minimal overhead and correct transactional semantics.

1.1 Motivation for Deferred Maintenance

As sketched in Figure 1 (left side, below), index maintenance is notorious for contend-
ing for resources with concurrent queries, causing spikes in system load. The risk of
incurring spikes due to maintenance discourages the use of indexes and materialized
views, and leads to the repeated dropping and rebuilding of indexes to accommodate
system maintenance tasks.

L dLoad

System capacity
Combined load

Query loadQuery load

Index maintenance

Time

L dLoad

System capacityy p y
Combined

load

Query load Deferred index

maintenance

Time

maintenance

Fig. 1. Deferring index maintenance avoids spikes in combined system load

In order to protect against such spikes, service providers overprovision, and as a
result, servers lie idle on average 70% of the time [1,3]. Since an unloaded server con-
sumes 50% of the energy of a fully-loaded server, there are energy savings available in
reducing the intensity of these spikes.

James Hamilton wrote of provisioning in cloud data centers [10]: “...sufficient hard-
ware must be provisioned to support the peak capacity requirement for that workload.
Cost is driven by peak requirements but monetization is driven by the average. Looking
at an extreme, a tax preparation service has to provision enough capacity to support
their busiest day and yet, in mid-summer, most of this hardware is largely unused.”

Deferred maintenance of secondary indexes and of materialized views, as sketched
in the right side of Figure 1, helps prevent spikes in system load by shifting work
from periods of peak load to other periods. Avoiding such spikes enables databases
to save energy and capital costs. Moreover, efficient maintenance techniques permit
databases with more indexes and materialized views. Shifting some effort for searching
and matching database entries from query execution to index maintenance creates even
more opportunity for reducing the peak load and thus hosting a workload efficiently.



314 H. Kuno and G. Graefe

Finally, deferring maintenance enables the optimization of update plans. For exam-
ple, during insertion or deletion of N rows in a table, a traditional row-by-row update
reads, modifies, logs, and writes N leaf pages in each secondary index. An index-by-
index update touches the same number of pages but in an optimized sequence and with
full benefit of read-ahead and write-behind. If each index leaf contains K entries and the
insertion or deletion affects more than 1 in K rows of the table, index-by-index update
touches each leaf only once, even those with multiple changes. Deferred maintenance
can thus reduce the initial update cost to N/K pages newly formatted and written but
neither read nor logged, i.e., orders of magnitude less than even index-by-index updates.

1.2 Contributions

Our research focuses on a uniform mechanism that enables the deferred maintenance of
indexes and of materialized views with minimal overhead and without compromising
correctness. It includes techniques for data structures and algorithms (in particular B-
trees and bulk updates), for concurrency control and recovery (in particular key range
locking and “increment” locks), and for workload management (in particular “load
shedding” by performing or completing updates during period of low system load).
These mechanisms require only moderate changes to the data structure and its core
algorithms. The data structures and algorithms described here enable:

1. burst insertion latency and bandwidth close to the hardware write speed (e.g., disk
writes),

2. sustained insertion bandwidth less by only a small factor (e.g., 3-5×),
3. support for multiple concurrent load operations,
4. support for insertions, deletions, and updates of all sizes (row counts),
5. immediate support for range queries (e.g.,“≤” and “between”), for exact-match

queries (e.g., “=” and “in”), and for joins (in particular index nested loops join),
6. transactional correctness of all updates and query results,
7. logging and recovery using traditional techniques plus some moderate optimiza-

tions,
8. online index creation for tables and for materialized views,
9. efficient updates on storage with a “small write penalty” (e.g., flash storage, RAID-

4/5/6 arrays), and
10. a uniform design for primary indexes, secondary indexes, and materialized views.

1.3 Outline

Section 2 introduces the components of our approach. We focus on B-tree indexes as
a ubiquitous data structure in databases, information retrieval, file systems, and other
data-intensive systems with need for large data, incremental updates, and sorting or
searching. The essential technique exploits partitioned B-trees in the manner of differ-
ential files. The essential benefit is the combination of high update rates and immediate,
index-based query processing with correct transaction semantics.

Section 3 focuses on the deferred maintenance and optimization of secondary index
structures, whereupon Section 4 focuses on the deferred maintenance of materialized
views and their indexes. Finally, in Section 5, we offer a summary and our conclusions
from this research effort.
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2 Components of Approach

The key to our approach is to distinguish the maintenance of logical contents from
the maintenance of physical structure. This distinction lets us compensate for deferred
logical maintenance operations while minimizing the impact of deferred physical main-
tenance operations.

We achieve this goal by leveraging a number of techniques for performing logical
update operations with a minimal of changes to physical structures. Our core technique
is that we use partitioned B-trees to capture and index both master data and change
set in a single data structure that permits efficient queries and updates. In addition, we
also use ghost records and anti-matter records to effect logical deletions and insertions.
Sections 2.3 and 2.4 largely abstract a more complete discussion found in [7].

2.1 Deferred Operations: Logical and Physical

Deferred physical maintenance refers to delayed optimization of index structures. That
is, the initial update of an index captures the changes in the index, so results will be
correct, but the data structure is not yet fully optimized, so queries may incur some per-
formance overhead. For example, in a partitioned B-tree, capturing new index entries in
new partitions defers optimizing the B-tree for the fastest possible query performance,
i.e., merging partitions. Merge operations can then be scheduled actively, e.g., during
periods of low load, or on demand, i.e., as side effect of query execution [4].

Deferred logical maintenance refers to the logical contents of tables, materialized
views, and indexes. When a materialized view falls behind, i.e., fails to reflect the latest
database updates, the contents of materialized view and base table is out of synchrony.
When an index falls behind, it (typically) turns into a partial index, even if only tem-
porarily. A table may fall behind if foreign key constraints, in particular those with
cascading, are applied separately from the original database update.

2.2 Partitioned B-Trees vs. Differential Files

Differential files enable the deferred maintenance of secondary indexes or materialized
views by confining modifications to a specific area of physical storage [13]. However,
database queries must then either suffer the overhead of searching the differential file
or else possibly return out-of-date results.

We find partitioned B-trees an ideal mechanism for capturing and indexing both
master data and change set in a single data structure that permits efficient queries and
updates. Storing differential results in partitioned B-tree partitions, enables fast loads,
low-overhead search that enables fast queries, and efficient merging with base data
when applying updates.

The original purpose and design of partitioned B-trees [4] focused on sorting (with
the artificial leading key field as run identifier), index creation (with index search en-
abled as soon as all future index entries are searchable albeit not yet merged), and
loading (with new data in new partitions).

The proposed techniques for deferred maintenance of partitioned B-trees is most
similar to loading: new data items form new partitions. The Figure 2(left) shows how
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index with differential partitions
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… after merging a-j
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Fig. 2. Instead of differential files, we use a partitioned B-tree to manage differential partitions

we use a partitioned B-tree to store differential partitions (colored grey) that capture log-
ical updates to database contents (colored green). Until these partitions are merged into
the main or master partition Figure 2(right), the new partitions capture recent changes
in a densely packed representation yet in sorted order suitable for efficient search as
well as efficient propagation to other data structures. In other words, partitions in parti-
tioned B-trees serve the purpose of differential files [13] without the need for new data
structures. In fact, just as traditional B-trees must support efficient search operations,
so do the partitions that serve as differential files. Moreover, differently from traditional
differential files, the partitions are sorted and enable efficient query execution plans that
require sorted scan results.

2.3 Anti-matter Records

In order to perform logical updates such as insertions or deletions while the physi-
cal structures are still being created, updates may be captured elsewhere and applied
after the main index creation activity is complete. This approach is known as “side
file” [7,11]. The “no side file” approach, on the other hand, captures updates in the
recovery log or in the target index.

Anti-matter records address the situation in the “no side file” approach where an up-
date transaction deletes a key in a key range that has not yet inserted by a concurrent
index creation process. For example, index creation may be sorting records to be in-
serted into the new index and another transaction may delete one of those records. Such
deletions can be represented by a negative or anti-matter record. When the index cre-
ation process encounters an anti-matter record, the corresponding record is suppressed
and not inserted into the new index. At that time, the anti-matter record has served
its function and can be removed. When the index creation process has inserted all its
records, all anti-matter records must have been removed from the B-tree index.

2.4 Ghost Records

Ghost records provide a lightweight mechanism for logically deleting a record with
minimal impact on physical structures. Ghost records are a technique that help trans-
actions ensure that neither space allocation and unique key constraints will fail when
rolling back record deletion operations [7]. The basic technique marks a deleted record
invalid (e.g., but flipping a single status bit in the record header), but retains the physical
record and its key in the B-tree. The record and its key remain locked until the deleting
transaction commits. Such a pseudo-deleted record is called a ghost record.
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Where an anti-matter record represents an incomplete deletion, a ghost record repre-
sents a completed deletion. From the perspective of deferred maintenance, the benefit
is to delay or even avoid some effort for space management as a logical deletion turns
into a modification of the ghost bit in the physical storage.

3 Deferred Maintenance of Indexes

Deferred maintenance of any sort relies on separate storage locations for the master
data and the change. A partitioned B-tree typically has one large partition with the long-
existing data and one or more smaller partitions with recent changes. Pure insertions are
the simplest case. Deletions require some means of “anti-matter” marker. Updates can
be captured as a deletion followed by an insertion. Thus, change partitions in partitioned
B-trees can serve all the traditional functions of differential files.

3.1 Primary Indexes

In primary indexes (also known as clustered indexes), adding partitions captures changes
with high bandwidth and defers maintenance of the index structure. More specifically,
the data structure remains a correct B-tree at all times but optimization is deferred. The
index is optimized by merging one or multiple change partitions with the master parti-
tion. The required algorithm is well-known from external merge sort. If the change set
includes deletions, the merge must include aggregation, where a valid record (“matter”)
and a deletion marker (“anti-matter”) cancel each other out.

The changes may come from a single transaction, e.g., a load operation, or from
many individual transactions. If the changes are not sorted by key value, random inser-
tions are required. Ideally, random insertions are limited to a small, in-memory partition,
which will be called the destination partition here. It may even be required to limit the
size of the destination partition to the size of the CPU cache.

When the destination partition fills up, i.e., exceeds the size of the available buffer
pool or workspace, the destination partition is saved, e.g., on disk, and a new, empty
partition is created to serve as destination partition for the next set of changes. Each des-
tination partition is saved when its size reaches that of the buffer pool or the workspace.

In some applications, some data records may have life spans shorter than the time an
destination partition remains in the buffer pool or workspace. In those case, the deletion
may be applied directly within the destination partition. Similarly, frequent updates or
an update immediately after the initial insertion may be applied within the buffer pool
or workspace. In most cases, however, a deletion requires insertion of anti-matter to be
resolved during a subsequent merge step.

The above process is similar to an external merge sort with a strict read-sort-write
cycle. While run generation in such sort algorithms is typically implemented using
quicksort, an in-memory in-sertion sort also works well, in particular if free space cre-
ates some flexibility. If the destination partition is retained as a B-tree in memory, the
standard B-tree logic manages appropriate free space. If the destination partition were
maintained as a sorted array, the appropriate variant of insertion sort is library sort [2].
In either B-trees or library sort, both the search for the correct insertion location and the
actual insertion have complexity of O(logN).
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In external merge sort, replacement selection is an alternative technique for run gen-
eration that can easily be adapted to partitioned B-trees. It requires two concurrent des-
tination partitions as well as a moving threshold key value that determines whether a
new change goes into one or the other destination partition.

When the buffer pool or workspace is full, the threshold is increased and some part
of the older destination partition can be saved on disk. Future changes in that key range
will be saved in the newer destination partition. Eventually, the threshold reaches the
domain maximum (+∞), whereupon the older destination partition is retired from this
role, newer destination partition becomes the older destination partition, and an empty
partition is created to serve as the newer destination partition.

Note that movement of the threshold key is independent of the rate of change. Mov-
ing the threshold key particularly fast reduces the size of the required buffer pool or
workspace; moving slower increases the size. Thus, using two destination partitions
creates additional flexibility for resource management in addition to absorbing data
changes as fast as they can be written from the buffer pool or workspace to an appro-
priate storage location.

Another adaptive mechanism pertains to the input’s incidental sort order. If the input
sequence has a positive correlation with the desired key sequence in the index, the initial
partitions can be more than twice the size of the buffer pool or the workspace. If, on the
other hand, the input sequence has a negative correlation with the desired key sequence,
reversing the direction of movement of the threshold key (from +∞ towards −∞) also
produces initial partitions larger than twice the size of the buffer pool or the workspace.

3.2 Secondary Indexes

In primary indexes, the same data structure serves as differential file and enables de-
ferred maintenance of the data structure. For secondary indexes (also known as non-
clustered indexes), these functions can be separated or they can be used in multiple
stages.

In the first case, partitions in the primary index may capture the change set. When the
change set is merged with the master partition of the primary index, the same changes
are applied to each secondary index. The secondary indexes are traditional B-trees with-
out partitions and without a artificial leading key field to serve as partition identifier.

In the second case, each secondary index is a partitioned B-tree in its own right.
Thus, each secondary index can absorb changes more efficiently than a traditional B-
tree. During a merge step in the primary index, index entries are formed for each sec-
ondary index, partially sorted in a workspace or in the buffer pool, and appended to
each secondary index as new partitions. For each secondary index, there may be one or
two destination partitions as discussed above for the primary index.

Deferred maintenance of secondary indexes illustrates the different aspects that ren-
der partitioned B-trees ideal for the purpose: change partitions enable breaking index
maintenance into separate steps for initial capture of index contents and final optimiza-
tion of index structure, i.e., appending new entries versus merging them into a single
sorted sequence; the change partitions in the secondary index permit deferment of phys-
ical maintenance, i.e., they precisely capture the work deferred during initial capture
of index records; and the change partitions in the primary index permit deferment of
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logical maintenance, i.e., they precisely capture the information not yet propagated to a
redundant structure.

Note that the partition identifiers in the primary and secondary indexes are indepen-
dent of each other. Consider, for example, a logical row recently inserted into a table
with a primary and three secondary indexes. In the primary index, the appropriate record
might have been merged into the master partition (with partition identifier 0 or NULL).
In one secondary index, the appropriate record might have ended up in partition 5. In
another secondary index, the appropriate record might have landed in partition 9, per-
haps due to larger index entries or less workspace used to form initial partitions in this
index. In the last index, the appropriate record might already have been merged into the
local master partition.

If each secondary index is a partitioned B-tree, it can absorb index entries very effi-
ciently. Thus, it seems reasonable to create index entries for all secondary indexes while
merging partitions in the primary index. It is possible to devise more sophisticated prop-
agation schemes, in particular if the column set in one secondary index is the subset of
that in another, but the value of such optimizations seems incremental.

3.3 Multiple Update Streams

If there are many small transactions, all updates may be captured in a single destination
partition in memory or in a pair of destination partitions with a threshold value.

If two load operations add data to the same table concurrently, it probably is best to
separate them. In other words, each of them uses its own in-memory workspace and
its own set of destination partitions. When both load operations are complete, merging
begins. If a load operation creates very many new partitions, some merge steps may
proceed concurrently.

If many small update transactions and one or more load operations run concurrently,
each load operation should have its own workspace and destination partitions.

In all those cases, separation of destination partitions is driven by the data source,
e.g., two big loads or a big load and many small transactions. Alternatively, in partic-
ular during a log operation, destination partitions may be defined by key values. For
example, imagine a set of orders and order details loaded from a stream sorted by order
date into an index sorted by ship date. For items on hand, the ship date immediately
follows the order date; for back-ordered items, the ship date is 2–4 week later than the
ship date. The load process might employ two separate destination partitions. In case
of a moving threshold, two pairs of destination partitions are needed, one pair for order
details with an immediate ship dates and one pair for back-ordered items. For the items
on-hand, even a very small priority queue will produce very large partitions. If all back-
ordered items are assigned ship dates uniformly 3 weeks after the order date, they, too,
can be sorted into very large partitions with a very small priority queue.

While this example is a special case in which two small priority queues might be
better than one large one, other such cases exist. The crucial aspect is that the input
sequence contains two separate distributions that can be optimized more effectively
using two half-sized priority queues than one full-sized priority queue.
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3.4 Query Execution Plans

In addition to efficient updates, partitioned B-trees and their function as differential
files permit efficient query execution plans that produce correct transactional results.
Specifically, a query might search all partitions in a primary index and merge the results.
When using a secondary index, a query execution plan might search all partitions in
the secondary index, fetch records from the master partition in the primary index as
appropriate, scan the change partitions in the primary index, and merge all results. The
same technique — merging results found in a secondary index with scans of the recent
changes in the primary index — also applies to more complex query execution plans
that employ multiple secondary index for a single table, including even sophisticated
star joins.

Fig. 3. Optimized index mainte-
nance plan

For example, Figure 3, taken along with the fol-
lowing explanation from [5], shows a part of a query
execution plan relevant to nonclustered index main-
tenance in an update statement. Not shown below
the spool operation is the query plan that computes
the delta to be applied to a table and its indices. In
the left branch, no columns in the index’s search key
are modified. Thus, it is sufficient to optimize the
order in which changes are applied to existing index
entries. In the center branch, one or more columns
in the search key are modified. Thus, index entries
may move within the index, or alternatively, updates
are split into deletion and insertion actions. In the
right branch, search key columns in a unique index
are updated. Thus, there can be at most one deletion
and one insertion per search key in the index, and matching deletion and insertion items
can be collapsed into a single update item. In spite of the differences among the indices
and how they are affected by the update statement, their maintenance benefits from
sorting, ideally data-driven sort operations.

3.5 Adaptive Content Refresh

Partitioned B-trees functioning as differential files also enable the merging of found sets
from multiple partitions in a single secondary index (sorted on the key of that index),
merging found sets from multiple secondary indexes (sorted on the search key of the
primary index), interleaved probing into the master partition with probes into all change
partitions in the primary index in order to produce a single sorted result set. Additional
considerations for merging including adaptive merging, e.g., index optimization in the
primary index while probing (rather than scanning) [9,8].

3.6 Summary

In summary, all indexes permit deferred maintenance of their structure, in particular if
partitioned B-trees are employed. In addition, secondary indexes permit deferred main-
tenance of their contents. Both forms of deferred maintenance permit transactional and
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correct query results, but require different query execution plans. Deferred maintenance
of structure requires searching the index in multiple places, e.g., in multiple partitions.
Deferred maintenance of contents requires a union of two search results, namely those
in the secondary index and those obtained from those change partitions in the primary
index that still await propagation to the secondary indexes.

4 Deferred Maintenance of Materialized Views

Maintenance of materialized views is similar to maintenance of secondary indexes. It
differs by the complexity of the required transformation, by the optimal methods for
concurrency control and recovery, and by the number of data structures. For example,
a materialized view might require a join or aggregation operation. In the former case,
the materialized view contains multiple foreign keys, each of which might be served by
an index, only one of which can be the primary index. In the latter case, also known
as a summary view, “increment” locks might be more appropriate than standard “read”
(shared) or “write” (exclusive) locks.

Deferred maintenance applies both to logical contents and to physical structures for
secondary indexes. If a materialized view is stored in multiple indexes, each of them
may be a partitioned B-tree and employ deferred maintenance of the physical structure.

Although index maintenance is traditionally the responsibility of the transactional
storage manager and materialized view maintenance is traditionally the responsibility
of the query processor, materialized views are very similar to secondary indexes in
that we can distinguish between updates to logical contents, which in the case of a
view are defined using a query, and refinement of the physical structures, for which
we use a partitioned B-tree. The deferred maintenance of materialized views is then
similar to the deferred maintenance of secondary indexes and similar techniques can be
used as described above. For example, views defined upon multiple source tables can
treat updates to the different sources similar to multiple update streams, directing each
source’s updates into separate destination partitions that can then be adaptively merged.
In another example, the deferred maintenance of the logical contents of a materialized
view is similar to the deferred maintenance of indexes, specifically partial indexes, such
that might be supported for both for tables and for views.

That said, because views are defined by queries, more complex queries complicates
the maintenance of materialized views. Correct query results may require combining
results from a (possibly-out-of-date) materialized view and the re-calculation of ma-
terialized view information from the base tables, in particular the partitions not yet
propagated to the materialized view. In the remainder of this section we discuss the
maintenance of summary tables, i.e., materialized views defined by a query with a “group
by” clause.

With respect to concurrency control, immediate maintenance of summary rows
and their index entries leads to high concurrency contention or requires “increment”
locks [12,6]. Deferred maintenance, on the other hand, exploits an economy of scale
more than for other materialized views. If a materialized view is only occassionally up-
dated, and if there is only single actual update operation, and in particular if this update
operation employs an optimized update plan, concurrency conflicts are vastly reduced.
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With respect to efficient derivation and maintenance of the change set, aggregation
can begin in the destination partition in memory. Counts and sums can be added up just
as during query execution. Deletions are represented by negative counts and sums; for
a group with multiple insertions and deletions, the counts and sums can toggle from
positive to negative and vice versa. In a permanent record, a count of zero indicates a
ghost record that can be removed; in a change set, a record can be removed only if the
count as well as all sums are zero.

The in-memory sort is akin to an insertion sort; this enables easy recognition if a
group already exists in the change set in memory and a new change can be added into
that record rather than creating a new record. If a pair of destination partitions and a
threshold key are used, an in-memory insertion sort is more appropriate than replace-
ment selection using a priority queue because replacement selection with early aggrega-
tion requires an additional data structure, e.g., a hash table, in order to match up change
records update the same group.

5 Summary

In summary, explicitly considering deferred maintenance of logical contents (e.g., in
materialized views or in partial indexes) and of physical data structures (e.g., merging
partitions in a B-tree) enables deferred maintenance both of redundant information (sec-
ondary indexes, materialized views) and also of primary information (primary indexes).
Of course, non-redundant information permits deferred maintenance only of physical
structures, not of logical information con-tents.

The proposed design assumes that each index is a B-tree (both primary and secondary
indexes), implemented as a partitioned B-tree, and that each B-tree has its own parti-
tioning (and partition identifiers). Partitioned B-trees not only make good differential
files, they also permit separate steps for information capture and incremental structure
optimization. These steps are quite similar to run generation and merging in external
merge sort.

Deferred maintenance offers many advantages when combined with appropriate
workload management. These advantages include the ability to shift work to periods of
peak load to other periods. The obvious advantage is that update effort can be moved.
Since efficient index maintenance permits creation and maintenance of more indexes, it
also permit query execution effort to be moved. While update effort is shifted forward
(delayed), query execution effort is shifted backward. In other words, full exploitation
of this ability requires proactive index creation.

Deferred maintenance applies separately to logical contents and physical structure.
In a database table with several dependent redundant structures such as materialized
views and secondary indexes, deferred maintenance of those can increase burst update
performance by a commensurate factor. For a table with no redundant structures or with
deferred maintenance of those, differential file techniques can improve update perfor-
mance by orders of magnitude. Appropriate implementation techniques and indexing
structures permit combining differential file techniques with efficient query processing,
i.e., immediate indexing of new database contents.

The advantages of deferred maintenance can be realized with relatively little imple-
mentation effort. Rather than requiring a new index structure, traditional B-tree indexes
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merely require adding an artificial leading key field to be used as partition identifier.
Thus, a single unifying data structure and appropriate algorithms can increase sustained
bandwidth in information capture as well as burst bandwidth, and can apply to deferred
maintenance of physical structures (e.g., secondary indexes) and logical contents (e.g.,
materialized views).

When both old data records and recent updates are indexed, query results can cor-
rectly reflect the most recent database changes without excessive scanning and search-
ing. Thus, deferred maintenance and appropriate, high-performance implementation
techniques contribute not only to performance and efficiency of data management but
also to transactional correctness and responsiveness of data analytics solutions.
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Abstract. In recent years, representation and management of uncertain
data have gained much interests in the research field of database tech-
nologies. In this talk, we especially focus on spatio-temporal databases
and consider the problems due to uncertain location information. Un-
certainty of location information in spatio-temporal databases usually
occur because of measurement errors, incorrect sensor readings, lack of
signals, and movement of the objects, and results in non-accurate and
non-reliable query results.

In this talk, we provide an overview of the current database technolo-
gies for managing uncertain location information. First, the background
and the motivations are introduced. Some examples are taken from the
fields of sensor databases and mobile applications. Second, a survey of
interesting ideas in this field is provided. It covers not only uncertain
location issues but also some related problems such as uncertain data
streams and probabilistic frameworks for supporting uncertain queries.

Then we describe our past and current works for supporting adap-
tive spatial query processing considering uncertain location information.
It includes a framework for probabilistic spatial queries, an indexing
technique for uncertain spatial objects, and so on. We also show the ap-
plication of the technologies to the decision support of mobile robots.
Finally, the future research directions in uncertain location management
are provided.
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