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Department of Anesthesia and
Intensive Care
CHU de Bicêtre, APHP
78 rue du Général Leclerc
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Molecular Mechanisms Underlying Severe Sepsis:
Insights from Epigenetics

W.F. Carson IV and S.L. Kunkel

J.-L. Vincent (ed.), Annual Update in Intensive Care and Emergency Medicine 2012
DOI 10.1007/978-3-642-25716-2 Springer-Verlag Berlin Heidelberg 2012

Introduction

Recent investigations into the pathogenesis of severe sepsis, septic shock, burn,
stroke and ischemia/reperfusion injury have identified common patterns of dis-
ease. Despite their disparate etiologies, these syndromes share many similar
immunological outcomes. In particular, survivors of life-threatening shock syn-
dromes often exhibit decreased long-term survival rates as compared to the
healthy age-matched population [1]. This decrease in survival often correlates
with an increased susceptibility to secondary, nosocomial and opportunistic
infections [2, 3]. In addition, survivors of severe shock and trauma often exhibit
immunosuppressive phenotypes, particularly in regards to cellular immune acti-
vation and effector function. These phenotypes can be observed both in human
patients and in animal models of severe inflammation and injury, specifically in
animal models of severe sepsis [4]. Severe injury and inflammation are often
associated with widespread apoptosis; the immunosuppression observed follow-
ing these events is often ascribed to this loss of immune cells [5]. However, these
deficiencies often persist despite the eventual return of immune cells to pre-
injury levels in peripheral blood and immune organs [6]. The focus of current
research into sepsis and shock-induced immunosuppression has been to elucidate
the molecular mechanisms underlying the persistent immunosuppressive state in
cells that have survived both the acute phase of the disease, and have recovered
after the widespread apoptotic event.

The challenges from a patient care perspective stem from the proper diagnosis
and treatment of immunosuppression both during the acute phase of inflammation
and long-term following recovery. Despite advances in the understanding of severe
inflammatory responses and subsequent immunosuppression, there remains a pau-
city of viable biomarkers for the diagnosis of immunosuppression, except for func-
tional analysis of leukocyte function. Additionally, the link between severe inflam-
mation and immunosuppression remains a ‘black box’, whereby the specific molec-
ular pathways connecting the two remain to be elucidated. Therefore, it becomes
challenging to develop treatments to block the development of immunosuppression
in these diseases. Additionally, treatments aimed at the immune system in an
attempt to improve long-term outcomes (i.e., immunosuppression) may have a del-
eterious effect on the short-term survival of the patient through deleterious modu-
lation of the immune response. Ultimately, the goal of present research in severe
inflammatory diseases is to identify the links between the physiological stresses of
the acute phase response and the long-term immunological outcomes of patients
that survive the life-threatening inflammatory episode.
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Recent advances in the field of epigenetics have provided some insight into the
link between severe inflammation, gene regulation and immune cell function.
Epigenetics is a relatively broad field of study encompassing any and all molecu-
lar mechanisms that can regulate gene expression without changing the underly-
ing genomic content of an organism [7]. Examples of epigenetic mechanisms
include the silencing of gene expression via DNA methylation, the modulation of
gene expression via histone modifications, and the post-transcriptional regula-
tion of mRNA translation via micro-RNA (miRNA) expression. Epigenetics plays
a central role in developmental biology, especially in governing the development
of differentiated cells from multipotent progenitor cells – therefore, epigenetic
mechanisms also govern hematopoiesis [8], as well as the activation and lineage
commitment of mature leukocytes [9]. Productive immune responses require the
concerted function of all three epigenetic mechanisms to direct gene expression
for functional immunity; as a corollary, improper epigenetic regulation of gene
expression can have a deleterious effect on immune function. Modulation in epi-
genetic regulation of gene expression in immune cells has been linked to numer-
ous disease states, including autoimmune diseases [10] and immunosuppression
[6]. Epigenetics is also playing an increasingly important role in our understand-
ing of the pathogenesis of severe sepsis, shock and trauma, and recent studies
have identified many epigenetic mechanisms underlying both disease pathogene-
sis and post-septic immunosuppression [11].

The following sections will summarize the current understanding of the role of
epigenetics in the context of life-threatening inflammatory events, specifically in
severe sepsis and septic shock. Particular focus will be on the role of histone
modifications in governing immune responses post-sepsis. In addition, recent
investigations of the role of histone modifications and histone modifying
enzymes in the pathogenesis of severe sepsis will be discussed. Ultimately, the
goal of this review is to highlight the important role of epigenetic mechanisms in
governing the severity of sepsis responses and the immunosuppression that fol-
lows, in the hopes of promoting further research into epigenetic regulation of life-
threatening inflammation and cellular immunosuppression.

Epigenetic Mechanisms Govern the Function of Leukocytes
Post-sepsis

Mortality rates remain high in patients diagnosed with severe sepsis and septic
shock, despite advances in the diagnosis and treatment of the disease. This is due
in part to the nature of the sepsis response, as the ‘cytokine storm’ driving multi-
organ dysfunction and tissue damage is by nature a multifactorial response
encompassing numerous pro-inflammatory chemokines and cytokines [12]. In
addition, cells of both the innate and adaptive immune systems play critical roles
in the initiation of the inflammatory event, with multiple stimuli driving the acti-
vation and effector function of each immune cell subset [13]. Therefore, treat-
ments and therapies aimed at specific pro-inflammatory mediators often fail to
adequately control the inflammatory response in sepsis. One particularly striking
example of this phenomenon is the usage of anti-tumor necrosis factor alpha
(TNF-α) antibodies to blunt the hyperinflammatory response during sepsis.
Despite TNF’s central role in the ‘cytokine storm’ of sepsis, blockade of this cyto-
kine in patients does not result in improved clinical outcomes, unless provided in
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an extremely short (and therefore relatively impractical) time window during the
onset of disease [14]. These results highlight the multifactorial nature of the sep-
tic response, and underscore the need to address multiple pro-inflammatory
mediators at concurrent timepoints to effectively regulate life-threatening inflam-
mation.

In a similar fashion, the immune system of a patient suffering from severe sep-
sis must control the expression of numerous pro-inflammatory mediators,
expressed by numerous cell types, if the physiological stresses of the systemic
inflammatory response syndrome (SIRS) are to be overcome. Many of the molec-
ular mechanisms governing the shift from SIRS to the immunosuppressive “com-
pensatory anti-inflammatory response syndrome (CARS)” are, therefore, broad-
spectrum in nature, such as the global increase in anti-inflammatory cytokines,
like interleukin (IL)-10 and transforming growth factor (TGF)-β, and the increase
in T-helper type 2 (Th2) cytokines, like IL-13, which counter the predominantly
T-helper type 1 (Th1) response of sepsis [15]. However, these mechanisms do not
actively address the continuing overexpression of pro-inflammatory chemokines
and cytokines during sepsis; rather, they seek to actively suppress their pro-
inflammatory functions. Recent studies have identified epigenetic modifications
that occur following the onset of severe sepsis; these modifications can have a
direct effect on the ability of both innate and adaptive immune cells to produce
pro-inflammatory cytokines [11]. Whereas these epigenetic modifications may
have a beneficial role in the short-term through their ability to suppress inflam-
mation-induced pathology, their persistence can lead to the development of
immunosuppression, both in the short-term and in the long-term following
recovery. Therefore, current research aimed at identifying epigenetic modifica-
tions following sepsis has two important outcomes for patient care. First, by iden-
tifying endogenous epigenetic mechanisms involved with gene silencing, it may
be possible to identify new molecular targets (such as histone-modifying
enzymes) that may be promising candidates for pharmacological intervention.
Second, identification of the epigenetic ‘marks’ associated with the development
of CARS and post-septic immunosuppression may provide clinicians with new
diagnostic tools for the correct diagnosis of patients at high risk of developing
immunosuppression following recovery from severe sepsis.

One of the hallmarks of CARS and post-septic immunosuppression is the
reduced activation potential of myeloid and lymphoid cells in response to second-
ary stimuli (e.g., Toll-like receptor [TLR] ligands, antigens in the context of MHC
complexes, etc) [16]. This decreased activation is evidenced by the reduced pro-
duction of pro-inflammatory cytokines following secondary stimuli, and is postu-
lated to play a central role in the susceptibility of septic patients to secondary,
nosocomial and opportunistic infections. For example, dendritic cells produce
significantly less IL-12 following sepsis, resulting in impaired immune responses
to opportunistic pathogens such as the fungus Aspergillus fumigatus [17]. Macro-
phages also exhibit a reduction in pro-inflammatory cytokine production follow-
ing sepsis, in particular IL-12 and TNF-α [18]. For CD4+ T cells, the cytokine
phenotype is more complicated, and manifests as a dysregulation of T-helper
cytokine production both in vitro and in vivo [19]. Additionally, the lineage com-
mitment of CD4+ T cells following sepsis is altered, with observable deficiencies
in Th1 and Th2 cytokine phenotypes, as well as an increased propensity for naı̈ve
effector CD4+ T cells to become regulatory T cells [20]. In each case, specific epi-
genetic modifications have been shown to correlate with these changes in activa-
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tion and effector function, and these epigenetic modifications provide a molecu-
lar mechanism whereby cell-intrinsic immunosuppression and immunomodula-
tion can be maintained at timepoints distal from the onset of severe sepsis.

Much of what is understood regarding epigenetic modification of macrophage
function comes from studies of lipopolysaccharide (LPS) tolerance, whereby cells
exhibit refractory responses to secondary LPS challenge following an initial high
dose exposure either in vivo or in vitro [21]. These refractory responses are char-
acterized by a decrease in pro-inflammatory cytokine production following sec-
ondary challenge with LPS. Interestingly, increases in repressive H3K9 methyla-
tion levels in the promoter regions of Il1b and Tnfa correlate with decreased pro-
duction of both the inflammatory cytokines (IL-1β and TNF-α, respectively) [22,
23]. Additional studies have observed the coordinated function of the histone
methyltransferase G9a and the DNA methyltransferase Dnmt3a/b at the promoter
region of Tnfa during the induction of LPS tolerance, an important observation
as DNA methylation is a potent epigenetic mechanism of mediating gene suppres-
sion [23]. Increases in repressive histone modifications can also be observed in
macrophages following sepsis directly ex vivo. In animal models of severe sepsis,
pulmonary macrophages exhibit decreases in activating histone acetylation (spe-
cifically H4) and methylation (H3K4) in the promoter region of TNFα, Il12p35
and Nos2, correlating with decreased production of the respective proteins [18].
These modulations in histone modifications at genes important for the antimicro-
bial function of macrophages are hypothesized to play an important role in medi-
ating post-septic immunosuppression.

Dendritic cells, another immune cell of the myeloid lineage, share similar cyto-
kine phenotypes to macrophages, in particular a reduction in IL-12 production in
response to TLR stimulation [17]. This reduction in IL-12 production has a sig-
nificant effect on the ability of the post-septic immune system to mount Th1-type
immune responses, as IL-12 is critical for the Th1 lineage commitment of CD4+
T cells [24]. This suppression of IL-12 production is observable in animal models
of sepsis long after recovery from severe sepsis, and is partly responsible for the
susceptibility of post-septic animals to opportunistic infections of the lung [6,
17]. This reduction in IL-12 production also correlates with changes in the his-
tone methylation patterns observed in the promoter regions of Il12p35 and
Il12p40. Specifically, dendritic cells from post-septic animals exhibit decreased
activating histone methylation (H3K4me) and increased repressive histone meth-
ylation (H3K27me) in the promoter regions of Il12a and Il12b [6]. These epige-
netic modifications are thought to play an important role in the decreased IL-12
production observed in post-septic dendritic cells.

Histone modifications also play an important role in governing CD4+ T cell
responses following recovery from sepsis. Whereas severe sepsis is often consid-
ered an immune syndrome primarily encompassing the innate immune system,
through activation of TLR signaling pathways via exposure to microbes, micro-
bial products and/or dead and dying cells and tissues, the adaptive immune sys-
tem plays an important role in the development of both SIRS and CARS. For
example, T cell-derived cytokines such as IL-2, interferon (IFN)-γ and IL-17A
play an important role in the cytokine storm of sepsis through promoting lym-
phocyte proliferation, Th1 activation, and the generation/accumulation of neutro-
phils, respectively [25]. Also, the switch from SIRS to CARS correlates with the
increase in T-cell derived immunomodulatory cytokines, such as IL-10 and IL-4,
both of which can suppress and/or deviate the Th1 responses central to sepsis
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[26]. Additionally, the switch from SIRS to CARS is correlated with an increase in
peripheral regulatory T cells [27], which can serve as a double-edged sword; reg-
ulatory T cells can suppress the unchecked inflammation of SIRS, but can also
leave the host vulnerable to secondary infections. Importantly, the adaptive
immune system is critical for host defense against a wide variety of pathogens,
and modulations in adaptive immunity can result in immunosuppression. Previ-
ous studies have identified numerous deficiencies in CD4+ T cell function follow-
ing sepsis, from decreased proliferative responses [28], to modulated cytokine
production [19], to increased apoptosis within lymphoid tissues [29]. Recent
studies have begun to associate modulations in histone modifications with these
activation defects, and have also provided a molecular mechanism for the
changes in T helper lineage commitment observed in human patients and in ani-
mal models post-sepsis [19].

Following the onset of sepsis, and during the switch from SIRS to CARS, CD4+
T cells exhibit a general shift away from Th1-type cytokine responses, instead
exhibiting Th2-type responses [30]. Part of this phenomenon can be ascribed to
the decrease in IL-12 production by post-septic dendritic cells; however, these
deficiencies persist even when the cells are restimulated in vitro in the absence of
accessory cells. These studies point to a cell-intrinsic mechanism inhibiting the
generation of Th1 responses. Interestingly, CD4+ T cells from post-septic animals
exhibit increase H3K27 (repressive) methylation at the promoter region of Ifng, a
gene critical for Th1 cell function. This increase in repressive histone methylation
correlates with decreased production of IFN-γ by post-septic CD4+ T cells that
have been skewed to the Th1 lineage in vitro. In addition, modulations in histone
modifications in the promoter regions of lineage-specific transcription factors
can have a dramatic effect on the function of post-septic CD4+ T cells. For exam-
ple, increases in H3K27 methylation in the promoter region of Gata3 (an impor-
tant Th2-specific transcription factor) correlate with incomplete Th2 lineage com-
mitment, as measured by in vitro cytokine production following skewing. In
addition, increases in H3K9 acetylation (an activating epigenetic mark) in the
promoter region of Foxp3 (an important regulatory T cell transcription factor)
correlate with increased regulatory T cells and regulatory T cell function in post-
septic CD4+ T cells. In both cases, modulations in transcription factor expression
mediated by epigenetic mechanisms can have a dramatic effect on the function of
post-septic CD4+ T cells [19, 20].

Clearly, severe life-threatening inflammatory responses can have a significant
effect on the long-term function of the immune system. Modulations in the epige-
netic signature of myeloid and lymphoid cells play a central role in this long-term
immune dysfunction, through the suppression of cytokine production and the
modulation of lineage commitment decisions. Of particular interest is the role of
histone-modifying enzymes in governing the modulation of histone modifica-
tions following sepsis. For example, increases in the H3K9 acetyltransferase,
Kat2a, are observed in post-septic CD4+ T cells, correlating with the increase in
H3K9 acetylation in the Foxp3 promoter seen in these cells [20]. However, little is
understood about the mechanisms governing the up- or down-regulation of his-
tone modifying enzymes in response to severe sepsis and severe inflammatory
processes. Additionally, little is understood about the role of epigenetic mecha-
nisms, and histone-modifying enzymes in particular, in governing the septic
response.

Molecular Mechanisms Underlying Severe Sepsis: Insights from Epigenetics 7

I



Histone Modifying Enzymes and Sepsis: Regulation of Leukocyte
Function and Disease Severity

The observation of modulations in histone modifications following severe sepsis
suggests that the expression and/or activity of histone modifying enzymes can be
affected by widespread inflammation. Additionally, as histone modification is a
critical step in transcriptional accessibility, it is interesting to hypothesize that
histone-modifying enzymes play a critical role in the initiation of the cytokine
storm through activation of pro-inflammatory gene loci. Unfortunately, the tech-
niques available to directly study histone-modifying enzymes in disease models
such as severe sepsis remain limited. As histone modifications (and epigenetic
mechanisms in general) are critical for developmental biology, genetic models of
histone-modifying enzyme function (i.e., gene knockouts) are often impractical,
as deletion of these genes can result in embryonic lethality. Additionally, small
molecule inhibitors and other pharmacological tools often have broad-spectrum
activity, making it difficult to discern the role of specific enzymes in diseases and
disease models.

Despite these difficulties, recent experimental studies have indicated that sep-
sis and sepsis-associated immune cell functions can be modulated via modulation
of histone-modifying enzymes. Among the many different types of observed his-
tone modifications (e.g., methylation, phosphorylation, acetylation, etc.), there
has been measurable success in developing inhibitors of histone deacetylase
enzymes (HDACs). Histone deacetylase inhibitors (HDACIs) that have both wide
spectrum activity (i.e., inhibition of numerous HDACs) and specific inhibitory
properties (i.e., directed inhibition of specific HDACs) are available for experi-
mental studies. Studies using human peripheral blood cells indicate that certain
HDACIs can inhibit the production of pro-inflammatory cytokines in response to
LPS [31]. Similar results can be observed in animal models of sepsis, where in
vivo administration of HDACIs can increase survival rates and decrease many
biomarkers of disease severity, including cellular infiltration and serum cytokine
levels [32]. Inhibition of HDAC function can, therefore, have a dramatic effect on
the severity of the septic response, and these studies highlight an important role
for histone deacetylation in mediating the intensity of the cytokine storm of sep-
sis.

As mentioned previously, the knowledge base concerning epigenetics and sep-
sis is largely focused on instances of histone acetylation and methylation. The
abundance of pharmacological inhibitors of histone deacetylation allow for the
design of experiments aimed at elucidating the role of acetylation in mediating
sepsis and sepsis-induced immunosuppression. However, the paucity of reagents
available to inhibit histone methylation (and histone methyltransferases/demethy-
lases) makes the study of methylation more challenging. Nevertheless, the recent
development of conditional knockouts of histone methyltransferase enzymes has
provided insight into the role of these enzymes in mediating the severity of poly-
microbial sepsis.

The histone methyltransferase enzyme, mixed-lineage leukemia (MLL), is
responsible for the addition of the H3K4me mark, a critical activating epigenetic
modification that can be modulated in leukocytes following sepsis [18]. In addi-
tion, genetic deficiencies of MLL (i.e., haploinsufficiency, or the loss of a single
copy of the gene) can have dramatic effects on the activation of immune cells,
and CD4+ T cells in particular [33]. Interestingly, MLL appears to have an impor-

8 W.F. Carson IV and S.L. Kunkel

I



Fig. 1. Mixed-lineage leukemia (MLL)+/- mice are protected from sepsis-induced mortality. a MLL+/-

mice exhibit decreased mortality following experimental sepsis (cecal ligation and puncture [CLP]) com-
pared to littermate control animals (MLL+/+). b MLL+/- bone-marrow derived macrophages (BMDM)
exhibit increased phagocytosis compared to littermate controls in response to in vitro challenge with
fluorescently labeled E. coli.

tant role in mediating the severity of the septic response as well, as mice haploin-
sufficient for MLL (MLL+/-) appear to be resistant to sepsis-induced mortality
(Fig. 1a). MLL+/- mice also exhibit decreased levels of pro-inflammatory cyto-
kines and chemokines in vivo, suggesting that the cytokine storm is suppressed
when MLL activity is reduced. Of particular interest is the effect of MLL haploin-
sufficiency on the function of bone marrow-derived macrophages (BMDM), as
MLL+/- BMDM exhibit increased phagocytosis in vitro as compared to BMDM
from littermate control animals (MLL+/-) (Fig. 1b). The specific role of MLL in
governing phagocytosis remains to be elucidated; however, these preliminary
results suggest that inhibition of MLL function may be a promising therapeutic
target for sepsis.

Much work remains to be done concerning the role of histone modifying
enzymes in mediating sepsis and sepsis-induced immunosuppression. However,
the identification of specific histone modifications following sepsis – H3K9ac,
H3K4me, H3K27me, etc. – provides a framework for the design of future experi-
ments. For example, the identification of H3K9ac in post-septic CD4+ T cells cor-
related with the upregulation of the H3K9ac-specific acetyltransferase, Kat2a.
Studies correlating the up- or down-regulation of histone modifying enzymes
with their associated histone modifications can provide a mechanism for the epi-
genetic regulation of genes following sepsis, and provide useful biomarkers of
disease severity and for diagnosis of post-septic immunosuppression in patients.

Conclusion

Severe sepsis and septic shock are characterized by the unchecked production of
pro-inflammatory chemokines and cytokines that result in widespread inflamma-
tion, leading to tissue damage and significant mortality in affected patients. Epi-
genetic mechanisms of gene regulation play a central role in the septic response,
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through their ability to license gene expression during the acute phase of the dis-
ease and their association with post-septic immunosuppression. Studies identify-
ing the modulation of specific epigenetic marks, and the enzymes responsible for
these marks, can provide valuable insight into the molecular mechanisms govern-
ing SIRS and CARS. In addition, identification of epigenetic marks associated
with disease severity may serve as useful biomarkers for the diagnosis of patients
at high risk of succumbing to sepsis-induced mortality, or for developing long-
term immunosuppression following recovery. Further research into the role of
epigenetics in sepsis will hopefully provide new clues into the molecular mecha-
nisms governing the disease, as well as providing novel targets for the develop-
ment of pharmacological treatments.
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Introduction

Inflammation is the physiological answer of the organism to damage affecting
its integrity, such as infection or trauma. In inflammation, cells of the immune
system release cytokines and other mediators, which contribute to the destruc-
tion of bacteria and tissue repair. We distinguish here between pro-inflamma-
tory cytokines, e.g., interleukin-1 (IL-1), IL-6 and tumor necrosis factor (TNF)-
α, and anti-inflammatory cytokines, e.g., IL-10 and IL-4. Local mechanisms reg-
ulate the extent of the inflammatory answer needed to remove the source of the
damage and to maintain homeostasis. Humoral as well as neuronal mediators
contribute to the regulation of inflammation. Humoral anti-inflammatory medi-
ators, e.g., IL-10 and glucocorticoids, inhibit the release or effect of pro-inflam-
matory cytokines whereas lipoxins and resolvins contribute to tissue repair.
Humoral mediators reach their target cells in distant organs by diffusion or
transport by blood flow. Substances which are released by nerves, e.g., norepi-
nephrine and acetylcholine, reach specific cell groups of distant organs rapidly
[1].

Sepsis is the complex and systemic inflammatory answer to a mainly bacterial
infection. In the early stage, dysregulation and imbalance in favor of pro-inflam-
matory cytokines provoke tissue damage, organ damage and death. The excessive
release of pro-inflammatory cytokines leads to the activation of vasoactive
amines and chemokines as well as to the activation of the complement system,
coagulation and release of reactive oxygen species (ROS). These mediators are
responsible for increased vascular permeability, hypotension and septic shock.
Late onset mediators, e.g., high mobility group box 1 protein (HMGB1), allow the
inflammatory reaction to continue [1].

It is generally acknowledged that the immune system can be influenced by
neurological status and the neurological status of the organism can be influenced
by the immune system [2]. Accordingly, pro-inflammatory cytokines (e.g., TNF-
α, IL-1 and IL-6) released peripherally in sepsis can increase the permeability of
the blood brain barrier and provoke an inflammatory reaction in the brain itself
as well as sepsis related behavior [3, 4]. Pro-inflammatory molecules from the
peripheral circulation and the autonomic nervous system play an important role
in the neuroimmune pathogenesis of sepsis [5].

Bidirectional communication between the central nervous system (CNS) and
the immune system increases the effectiveness of both systems in the context of
diverse inflammatory diseases, including sepsis. Two pathways connecting the
immune system with the CNS are the autonomic nervous system (ANS) and the
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hypothalamo-pituitary-adrenal (HPA) system. The activation of these two path-
ways plays an important role in the pathogenesis of sepsis [6].

The Sympathetic Nervous System (SNS)

Preganglionic efferent fibers leaving the CNS in thoracic and lumbar spinal
nerves belong to the SNS or thoracolumbar system. The preganglionic fibers syn-
apse with postganglionic fibers either in the sympathetic chain or in prevertebral
ganglia. The postganglionic fibers innervate the organs from these ganglia. The
SNS innervates all lymphoid organs and its transmitters, epinephrine and norepi-
nephrine, modulate the immune system [7, 8]. Pro-inflammatory cytokines are
able to activate the HPA axis as well as the SNS [4, 9, 10]. The resulting increase
in norepinephrine in the CNS [11, 12] and in the peripheral circulation [13] can
cause a lasting activation of the SNS including the N. splenicus and provoke
increased norepinephrine turnover in the spleen [14].

Various cells of the innate immune system express α- or β-adrenergic recep-
tors. Usually, α-receptors cannot be found on the surface of leukocytes in the
peripheral blood but in pathological condition their expression is inducible in
certain compartments [15, 16]. Norepinephrine interacting with α-receptors can
stimulate macrophages to release TNF-α [17] and thus contribute to the mainte-
nance of sepsis. In contrast, interaction with β-receptors decreases the release of
IL-1 and TNF-α and increases the secretion of IL-10 from macrophages [18, 19]
and thus mediates anti-inflammatory effects.

The Hypothalamo-pituitary-adrenal Axis

The release of cytokines as a result of infection or injury precipitates vagal affer-
ents. Synaptic connections to the rostroventral medulla and to the locus coeru-
leus as well as to the hypothalamic nuclei activate the SNS and the HPA axis. Pro-
inflammatory cytokines activate also the perivascular cells of the blood brain bar-
rier. Those cells then release inflammatory molecules, e.g., eicosanoids, which
affect the hypothalamus. Circulating cytokines are also able to affect circumven-
tricular organs, e.g., the area postrema, which do not have a direct blood brain
barrier. The pro-inflammatory cytokines induce the expression of corticotropin
releasing hormone (CRH) or arginine vasopressin (AVP) in the hypothalamus
and of adrenocorticotropic hormone (ACTH) in the pituitary gland [9]. ACTH
causes an increase in cortisol release in the adrenal cortex. Cortisol displays its
anti-inflammatory effects in suppression of nuclear factor-kappa B (NF-κB) acti-
vation and in activation of IL-4 and IL-10 synthesis. Pro-opiomelanocortin
(POMC) is a precursory peptide not only of ACTH but also of α-melanocyte
stimulating hormone (α-MSH). α-MSH suppresses NF-κB and increases release
of IL-10 and thus inhibits pro-inflammatory activity [20]. In septic shock, α-MSH
is relevant as the release of α-MSH after CRH stimulation is impaired in patients
who do not survive. In these patients, dexamethasone is also not able to suppress
α-MSH release. Accordingly, this phenomenon indicates a dysfunction of the
anti-inflammatory system [21]. The systemic anti-inflammatory reaction is essen-
tial for an effective immunologic response in sepsis [22]. Various clinical studies
have shown that pro-inflammatory cytokines can directly activate the HPA axis
and thus induce the release of cortisol [23].
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Cholinergic Control of Inflammation

Some years ago, the so-called cholinergic anti-inflammatory pathway was
described as a mechanism of neuronal inflammation control via the efferent ner-
vus (N.) vagus [1, 24]. Acetylcholine decreases the release of pro-inflammatory
cytokines in activated macrophages in vitro [25]. In vivo, electrical stimulation of
the vagal nerve decreases the release of HMGB1 and increases survival [26]. Fur-
thermore, acetylcholine also inhibits the release of TNF-α by binding to the α7-
subunit of the acetylcholine receptor [27]. In addition, splenectomy in polymicro-
bial, experimental sepsis decreases the release of HMGB1 and increases survival
in animals [28]. It was also shown that pharmaceutically preventive sympathico-
lysis by means of clonidine and dexmedetomidine protects from experimental,
lethal polymicrobial sepsis [29]. The inhibition of the adrenergic pro-inflamma-
tory pathway which induces the release of pro-inflammatory cytokines by activat-
ing α-adrenergic receptors may be the cause of this observation [30].

The immune system gains information from the peripheral organs and acts as
a sensory organ which provides information of inflammatory processes for the
brain [31, 32]. IL-1 receptors of the afferent neurons of the vagal nerve are
involved in this process [33–35]. The afferent fibers of the N. vagus reach the
medulla oblongata and end in the nucleus (Ncl.) solitarius. The information is
conducted to the Ncl. dorsalis n. vagi, which is the origin of the preganglionic
neurons. The axons of those preganglionic neurons constitute the efferent part of
the N. vagus. The cholinergic anti-inflammatory pathway, the efferent arm of the
inflammatory reflex, consists of the efferent N. vagus, the neurotransmitter ace-
tylcholine and the α7-subunit of the nicotinergic acetylcholine receptor [1]. It has
been shown that the spleen is essential for inflammation control by the vagal
nerve [36]. Furthermore, there is evidence that the N. splenicus is essential for
decreasing serum TNF levels by the N. vagus [37]. The fibers involved in this pro-
cess presumably originate from the plexus celiacus [38–40]. The route of neuro-
nal impulse conduction is composed of two synapsing neurons. One of these
originates from the Ncl. dorsalis n. vagi and the second, postganglionic neuron,
originates from the plexus celiacus and reaches the spleen in the N. splenicus.
The N. splenicus mainly consists of catecholaminergic, postganglionic sympa-
thetic fibers [41], which terminate in direct proximity of the immune cells from
the white pulpa, marginal zone and red pulpa [42]. Reserpine empties the stored
catecholamines and thus inhibits the TNF-suppressive effect of stimulation of the
N. vagus [37]. This leads to the conclusion that this effect is norepinephrine-
mediated because norepinephrine is set free from the terminating fibers of the N.
splenicus. Catecholamines can increase or decrease the production of pro-inflam-
matory cytokines, depending on whether they act on α- or β-adrenergic recep-
tors [17, 43]. There is recent evidence that β2-adrenergic receptors of regulatory
T-cells are critical for the anti-inflammatory potential of the vagus nerve [44, 45].
But this phenomenon does not explain the role of the α7-subunit in the context
of stimulation of the N. vagus. It is possible that acetylcholine released from the
N. vagus affects neurons in the plexus celiacus expressing the α-7-subunit and
thus enables the release of norepinephrine from fibers terminating in the spleen
[46, 47] (Fig. 1).
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Fig. 1. The inflammatory reflex

Pharmacological Relevance and Perspective

Cholinergic activation by inhibition of cholinesterase with peripherally and cen-
trally acting cholinesterase inhibitors has been used clinically for years in various
indications. The interesting question here is whether these substances are also
able to influence the cholinergic anti-inflammatory pathway and thus the pro-
gress of sepsis in an advantageous way [29].

It was shown that cholinesterase inhibition by physostigmine increased sur-
vival in murine experimental sepsis [29] and was as effective as the established
model of direct stimulation of acetylcholine receptors by nicotine [48]. Physostig-
mine weakens the activation of NF-κB, the production of pro-inflammatory
mediators and the activation of macrophages. The observed decreased transacti-
vation of NF-κB is possibly the relevant mechanism for increased survival in
murine experimental sepsis by controlling excessive inflammation. However,
although the levels of TNF-α, IL-1β and IL-6 in plasma were significantly
decreased, they were still considerable. However, these cytokine concentrations
possibly reflect a sufficient and adequate reaction to infection without an exces-
sive immunological response and all its consequences and thus a functionally
directed inflammatory reaction.

If the animals’ treatment started six hours after the induction of experimental
sepsis and not directly after induction there was a trend for increased survival in
the treated animals but this was not significant [29]. If the treatment started later
than six hours after the induction of sepsis it had no impact on survival. Hence,
there may be a positive effect in clinically manifest sepsis but the use of physo-
stigmine can only lead to positive results when administered as early as possible.
This result emphasizes once more the importance of early diagnosis of sepsis and
the resulting efficient and consequent therapy [29]. In another trial with rats suf-
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fering from experimental endotoxemia induced by lipopolysaccharide (LPS), phy-
sostigmine was able to reduce capillary leakage and the interaction between leu-
kocytes and endothelium [49].

As inflammation is a basically uniform process that displays immensely differ-
ing responses of the organism to various types of damage in terms of quantity
and quality and as inflammation is important in the pathophysiology of many
diseases, inhibition of cholinesterase could be a useful therapeutic concept not
only in sepsis but also in other inflammatory diseases, e.g., pancreatitis or
chronic inflammatory bowel disease [50, 51].

The assessment of potential adverse effects is very relevant in this context.
Gastrointestinal spasms, bradycardia, hypotension, hypersalivation, hyperthermia
and sweating are the main adverse effects of therapy with cholinesterase inhibi-
tors. These effects are even more important because cholinesterase inhibitors
would be used in patients with the most serious disease. An experimental study
on mice showed that low dose neostigmine could not inhibit the histopathologic
damage after endotoxemia but, at a higher dose, neostigmine led to the animals’
death, presumably by cardiovascular reactions [50]. Here, further investigation
about the adverse effects of cholinesterase inhibitors in septic disease is required.
This will include investigation of the various substances, their dosage and their
timely administration.

Conclusion

The neuroendocrine axis with the HPA system and the cholinergic anti-inflam-
matory reflex plays an important role in restriction of the pro-inflammatory reac-
tion in sepsis. Cholinesterase inhibitors make these effects pharmacologically
usable. The animal model of murine experimental sepsis suggests that the early
use of theses substances may decrease mortality in sepsis. Importantly, early
administration of cholinesterase inhibitors seems to be required. As central and
peripheral cholinesterase inhibitors have been in clinical use for various indica-
tions for many years, it is possible that these substances may have a place in the
multimodal concept of sepsis therapy in a few years.

References

1. Rosas-Ballina M, Tracey KJ (2009) Cholinergic control of inflammation. J Intern Med 265:
663–679

2. Sternberg E (2006) Neural regulator of innate immunity: A coordinated nonspecific host
response to pathogens. Nat Rev Immunol 6: 318–328

3. Dantzer R, O’Connor JC, Freund GC, Johnson RW, Kelley KW (2008) From inflammation
to sickness and depression: When the immune subjugates the brain. Nat Rev Neurosci 9:
46–56

4. Woiciechowsky C, Schoning B, Lanksch WR, Volk H-D, Docke WD (1999). Mechanisms of
brain-mediated systemic anti-inflammatory syndrome causing immunodepression. J Mol
Med 77: 769–780

5. Ebersoldt M, Sharshar T, Annane D (2007) Sepsis associated delirium. Intensive Care Med
33: 941–950

6. Kumar V, Sharma A (2010) Is neuroimmunomodulation a future therapeutic approach for
sepsis? Int Immunopharmacol 10: 9–17

7. Madden K, Sanders V, Felten D (1995) Catecholamine influences and sympathetic neural
modulation of immune responsiveness. Annu Rev Pharmacol Toxicol 35: 417–448

16 K. Weismüller, M.A. Weigand, and S. Hofer

I



8. Weihe E, Nohr D, Michel S, et al (1991) Molecular anatomy of the neuro-immune connec-
tion. Int J Neurosci 59: 1–23

9. John C, Buckingham J (2003) Cytokines: Regulation of hypothalamo-pituitary-adrenocor-
tical axis. Curr Opin Pharmacol 3: 378–384

10. Woiciechowsky C, Ruprecht S, Docke WD, Volk HD (2000) Role of the sympathetic ner-
vous system and hypothalamic-pituitary-adrenal axis in brain-mediated compensatory
anti-inflammatory response. Biomed Rev 11: 29–38

11. Dunn A, Wang J, Ando T (1999) Effects of cytokines on cerebral neurotransmission. Com-
parison with the effects of stress. Adv Exp Med Biol 461: 117–127

12. Zhang J, Swiergiel AH, Palamarchouk VS, Dunn A (1998) Intracerebroventricular infusion
of CRF increases extracellular concentrations of norepinephrine in the hippocampus and
cortex as determined by in vivo voltammetry. Brain Res Bull 47: 277–284

13. Berkenbosch F, de Goeij D, del Rey AE, Besedovsky HO (1989) Neuroendocrine sympa-
thetic and metabolic responses induced by interleukin-1. Neuroendocrinology 50:
570–576

14. Shimizu N, Hori T, Nakane H (1994) An interleukin-1beta-induced noradrenaline release
in the spleen is mediated by brain corticotropin-releasing factor. Brain Behav Immun 8:
14–23

15. Elenkov I, Wilder RL, Chrousos GP, Vizi ES (2000) The sympathetic nerve – an integrative
interface between to super systems: The brain and the immune system. Pharmacol Rev 52:
595–638

16. Miksa M, Das P, Zhou M, et al (2009) Pivotal role of the a2A-adrenoceptor in producing
inflammation and organ injury in a rat model of sepsis. PLoS ONE 4:e5504

17. Spengler R, Allen RM, Demick DG, Strieter RM, Kunkel SL (1990) Stimulation of alpha-
adrenergic receptor augments the production of macrophage-derived tumor necrosis fac-
tor. J Immunol 145: 1430–1434

18. Hasko G, Nemeth ZH, Szabo C, Zsilia G, Salzman AL, Vizi ES (1998) Isoproterenol inhib-
its IL-10, TNF-alpha, and nitric oxide production in RAW 264.7 macrophages. Brain Res
Bull 45: 183–187

19. Siegmund B, Eigler A, Hartmann G, Hacker U, Endres S (1998) Adrenaline enhances LPS-
induced IL-10 synthesis: Evidence for protein kinase A-mediated pathway. Int J Immuno-
pharmacol 20: 57–69

20. Bornstein S, Chrousos G (1998) Adrenocorticotrophin (ACTH)- and non-ACTH-mediated
regulation of adrenal cortex: neural and immune inputs. J Clin Endocrinol Metab 84:
1729–1736

21. Matejec R, Löcke G, Mühling J, et al (2008) Release of melanotroph- and corticotroph-
type proopiomelanocortin derivates in blood after administration of corticotropin-releas-
ing hormone in patients with septic shock without adrenocortical insufficiency. Shock 31:
553–560

22. Munford R, Levine J (2001) The crucial role of the systemic response in the innate (non-
adaptive) host defense. J Endotoxin Res 7: 327–332

23. Besedovsky H, Del RE, Sorkin E, Dinarello C (1986) Immunoregulatory feedback between
interleukin-1 and glucocorticoid hormones. Science 233: 652–654

24. Tracey KJ (2002) The inflammatory reflex. Nature 420: 853–859
25. Borovikova L, Ivanova S, Zhang M, et al (2000) Vagus nerve stimulation attenuates the

systemic inflammatory response to endotoxin. Nature 405: 458–462
26. Huston J, Gallowitsch-Puerta M, Ochani M, et al (2007) Transcutaneous vagus nerve stim-

ulation reduces serum high mobility group box 1 levels and improves survival in murine
sepsis. Crit Care Med 35: 2762–2768

27. Wang H, Yu M, Ochani M, et al (2003) Nicotinic actylcholine receptor α7 subunit is an
essential regulator of inflammation. Nature 421: 384–388

28. Huston J, Ochani M, Rosas-Ballina M, et al (2008) Splenectomy protects against sepsis
lethality and reduces serum HMGB1 levels. J Immunol 181: 3535–3539

29. Hofer S, Eisenbach C, Lukic IK, et al (2008) Pharmacologic cholinesterase inhibition
improves survival in experimental sepsis. Crit Care Med 36: 404–408

30. Rittirsch D, Flierl M, Ward P (2008) Harmful molecular mechanisms in sepsis. Nature 8:
776–787

The Neuroendocrine Axis: The Nervous System and Inflammation 17

I



31. Blalock J (1984) The immune system as a sensory organ. J Immunol 132: 1067–1070
32. Blalock J (2005) The immune system as the sixth sense. J Intern Med 257: 126–138
33. Goehler L, Gaykema RP, Hammack SE, Maier SF, Watkins LR (1998) Interleukin-1 induces

c-Fos immunoreactivity in primary afferent neurons of the vagus nerve. Brain Res 804:
306–310

34. Goehler L, Relton JK, Dripps D, et al (1997) Vagal paraganglia bind biotinylated interleu-
kin-1 receptor antagonist: A possible mechanism for immune-to-brain communication.
Brain Res Bull 43: 357–364

35. Maier SF, Goehler LE, Fleshner M. Watkins LR (1998) The role of the vagus nerve in cyto-
kine-to-brain communication. Ann NY Acad Sci 840: 289–300

36. Huston J, Ochani M, Rosas-Ballina M, et al (2006) Splenectomy inactivates the cholinergic
antiinflammatory pathway during lethal endotoxemia and polymicrobial sepsis. J Exp
Med 203: 1623–1628

37. Rosas-Ballina M, Ochani M, et al (2008) Splenic nerve is required for cholinergic antiin-
flammatory pathway control of TNF in endotoxemia. Proc Natl Acad Sci USA 105:
11008–11013

38. Bellinger D, Felten SY, Lorton D, Felten DL (1989) Origin of noradrenergic innervation of
the spleen in rats. Brain Behav Immun 3: 291–311

39. Cano G, Sved AF, Rinaman L, Rabin BS, Card JP (2001) Characterization of the central
nervous system innervation of the rat spleen using viral transneuronal tracing. J Comp
Neurol 439: 1–18

40. Nance D, Burns J (1989) Innervation of the spleen in the rat: Evidence for absence of
afferent innervation. Brain Behav Immun 3: 281–290

41. Klein R, Wilson SP, Dzielak DJ, Yang WH, Viveros OH (1982) Opioid peptides and nor-
adrenaline co-exist in large dense-cored vesicles from sympathetic nerve. Neuroscience 7:
2255–2261

42. Felten D, Ackermann KD, Wiegand SJ, Felten SY (1987) Noradrenergic sympathetic inner-
vation of the spleen: I. Nerve fibres associate with lymphocytes and macrophages in spe-
cific compartments of the splenic white pulp. J Neurosci Res 18: 28–36

43. Deng J, Muthu K, Gamelli R, Shankar R, Jones SB (2004) Adrenergic modulation of
splenic macrophage cytokine release in polymicrobial sepsis. Am J Physiol Cell Physiol
287:C730–736

44. Pena G, Cai B, Ramos L, Vida G, Deitch EA, Ulloa L (2011) Cholinergic regulatory lym-
phocytes re-establish neuromodulation of innate immune responses in sepsis. J Immunol
187: 718–725

45. Vida G, Pena G, Kanashiro A, et al (2011) β2-Adrenoreceptors of regulatory lymphocytes
are essential for vagal neuromodulation of the innate immune system. FASEB J 25: 4476–
4485

46. Bulloch K, Damavandy T, Badamchian M (1994) Characterization of choline O-actyltrans-
ferase (ChAT) in the BALB/C mouse spleen. Int J Neurosci 76: 141–149

47. Lips K, König P, Schatzle K, et al (2006) Coexpression and spatial association of nicotinic
acytlcholine receptor subunit alpha7 and alpha 10 in rat sympathetic neurons. J Mol Neu-
rosci 30: 15–16

48. Wang H, Liao H, Ochani M, et al (2004) Cholinergic agonists inhibit HMGB1 release and
improve survival in experimental sepsis. Nat Med 10: 1216–1221

49. Peter C, Schmidt K, Hofer S, et al (2010) Effects of physostigmine on microcirculatory
alterations during experimental endotoxemia. Shock 33: 405–411

50. Ghia J, Blennerhassett P, Kumar-Ondiveeran H, Verdu EF, Collins SM (2006) The vagus
nerve: A tonic inhibitory influence associated with inflammatory bowel disease in a
murine model. Gastroenterology 131: 1122–1130

51. van Westerloo DJ, Giebelen IA, Florquin S, et al (2006) The vagus nerve and nicotinic
receptors modulate experimental pancreatitis severity in mice. Gastroenterology 130:
1822–1830

18 K. Weismüller, M.A. Weigand, and S. Hofer

I



The mHLA-DR System in the Critically Ill

A. Gouel, A. Lepape, and B. Allaouchiche

J.-L. Vincent (ed.), Annual Update in Intensive Care and Emergency Medicine 2012
DOI 10.1007/978-3-642-25716-2 Springer-Verlag Berlin Heidelberg 2012

Introduction

Nosocomial infections represent a major public health problem, with an inci-
dence of about 12 % in the intensive care unit (ICU) in 2005 [1]. Such infections
are responsible for a substantial level of morbidity and mortality, and increased
length of stay in the ICU and healthcare-associated costs. A new risk factor for
nosocomial infection, immunosuppression, has recently been identified in criti-
cally ill patients. It is well accepted that every severe inflammatory stress state is
accompanied by a hyper-inflammation state, followed by secondary immunosup-
pression induced by anti-inflammatory mechanisms dedicated to control the ini-
tial inflammatory response. This immunosuppressive mechanism has been found
in numerous circumstances, such as sepsis, severe trauma, or invasive surgery. In
the absence of clinical signs of immune status, various biological parameters have
been evaluated. Among the biomarkers studied, monocyte expression of human
leukocyte antigen (HLA-DR), or mHLA-DR, has provided the most satisfactory
results in representing immune function. The goal of this review is to present an
overview of mHLA-DR in the ICU, in terms of its prognostic value for mortality
and secondary infections and its potential in the monitoring of new immune
treatments in septic shock.

Presentation of the HLA system

Mapping and Nomenclature

The HLA system is located on the centromeric region of the short arm of chro-
mosome 6 (band 6p21.3) [2]. HLA-DR belongs to the class II HLA system which
is constitutively expressed on the surface of antigen-presenting cells (monocytes,
macrophages, dendritic cells, B lymphocytes). HLA-DR expression depends on a
unique transcription factor, CIITA (class II transactivator). HLA-DR is a glyco-
protein consisting of a non-covalently associated dimer that presents an extracel-
lular binding site for the antigen peptide.

Functions and Polymorphism of the HLA-DR System

The classical molecules of the class II HLA system are involved in the presenta-
tion of antigens to CD4+ T lymphocytes. Antigen-presenting cells internalize cir-
culating antigens. After various steps, the endosomes containing antigens fuse
with vesicles containing the class II HLA, permitting their binding. The peptides
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are then delivered to the surface of the cell, leading to the interaction of the
class II HLA-peptide with the T lymphocyte-associated T cell receptor permit-
ting the activation of T lymphocytes and the initiation of the adaptive immune
response. The HLA system is characterized by its considerable polymorphism,
which is expressed at the level of the peptide niche. For a given individual, a
larger diversity in the HLA system corresponds to a greater ability for class II
HLA to present different antigens and trigger an effective defense against a new
pathogen.

Measurement Techniques for mHLA-DR

The measurement of mHLA-DR is performed using a standardized flow cytome-
try technique, which was validated in a multicenter European study in 2005 [3].
The collection of the sample is the determining factor for the reliability of the
results. Blood samples are collected in EDTA-anticoagulated tubes (ethylenedia-
minetetraacetic acid). They must be kept at 4 °C and stained within 2 hours after
collection, as mHLA-DR is a very sensitive marker and its expression is rapidly
regulated in vitro. Flow cytometric analysis can be performed using various tech-
niques during the subsequent 24 hours – if the tubes are kept at 4 °C – without
causing variation in the results.

The procedure consists of an initial double labeling of the cells with two anti-
bodies: Anti-CD14 – a specific marker for monocytes – and anti-HLA-DR, usually
coupled with phycoerythrin. Analysis by flow cytometry allows for identification
of monocytes based on CD14 expression. mHLA-DR expression is then evaluated
in these cells using the fluorescence of phycoerythrin (Fig. 1).

Fig. 1. mHLA-DR measurement by flow cytometry . a Monocyte identification in whole blood. An unga-
ted leukocyte biparametric representation on the basis of side scatter characteristics (SSC, y-axis) and
CD14 expression (FITC-CD14, x-axis) is shown. The CD14-expressing population is easily distinguishable
as gating region ’CD14+ monocytes’. b Gated cells from ’CD14+ monocytes’ in a are expressed on the
basis of HLA-DR expression (monoparametric histogram, PE-HLA-DR). The black histogram depicts iso-
type control, whereas the blue one represents patient expression (illustrative example). FITC, fluorescein
isothiocyanate; MFI: mean fluorescence intensity; PE, phycoerythrin. From [28] with permission.

20 A. Gouel, A. Lepape, and B. Allaouchiche

I



The results can be expressed in three ways:

As a percentage of HLA-DR-positive monocytes within the total monocyte
population (threshold defined by an isotype control antibody);
Using the Mean of Fluorescence Intensity, or MFI, with respect to the total
monocyte population, which reflects the cell density of HLA-DR;
Using the number of HLA-DR antibodies (also called sites) bound to the
monocytes, which also reflects the cell density of HLA-DR. In this case, cali-
bration beads are used: Quantibrite (BD Biosciences, Mississauga, Canada).
The use of calibration beads allows for the conversion of MFI into the num-
ber of antibodies fixed per cell and approximately indicates the number of
HLA-DR molecules per monocyte.

mHLA-DR as a Marker of Immune Function

mHLA-DR: A Reflection of Monocyte Deactivation

The first hours after an acute stress event are characterized by a storm of pro-
inflammatory molecules, corresponding to the initiation of a systemic inflamma-
tory response syndrome (SIRS). A strong compensatory anti-inflammatory
response syndrome (CARS) inducing a state of immunosuppression follows very
rapidly in order to limit inflammation and to prevent the detrimental effects of
inflammation at the systemic level (Fig. 2). This state translates into the inability
of the organism to fight off the initial infection but also an increased sensitivity
to nosocomial infections. The compensatory mechanisms are induced in the 10
hours following the onset of stress. Among them, monocyte deactivation is char-
acterized by an alteration of antigen presentation by the monocytes because of
the reduction or disappearance of HLA-DR, reduction of the induction of specific
antigen responses by T cells following a reduction in antigen presentation, and
change in the secretion of pro-inflammatory cytokines in response to various
pathogens.

Functional studies have shown an association between weak levels of mHLA-
DR expression and alteration in monocyte function. mHLA-DR characterized the
inflammatory phenotype of circulating monocytes and is the link between innate
and adaptative immunity. In addition, the major advantage of measuring a cell-
surface marker like mHLA-DR is that its level of expression is the sum of the
effects of multiple mediators involved in the response of the organism to different
stress situations, particularly different cytokines. Therefore, the expression level

Fig. 2. Presumed immunological
phases of sepsis. From [40] with
permission.

The mHLA-DR System in the Critically Ill 21

I



of mHLA-DR is considered to be a global reflection of the functionality of the
immune system.

Factors Influencing the Expression of mHLA-DR

In a study conducted on 77 healthy volunteers [4], monocytes expressed HLA-DR
with minimal variability in respect to age, sex, ethnicity, time of day or year, or
serum alcohol level. The various therapies used in intensive care do not seem to
have an effect on the expression of mHLA-DR, including corticotherapy, exoge-
nous catecholamines, immunosuppressive treatments used after transplantation,
transfusions of blood components and antibiotics.

Expression of mHLA-DR is finely regulated by the various cytokines produced
during immune responses. mHLA-DR is stimulated by various mediators, such as
granulocyte macrophage colony stimulating factor (GM-CSF) [5], interferon
(IFN)-γ, and G-CSF, and is negatively regulated by interleukin (IL)-10 [6], trans-
forming growth factor (TGF)-β, prostaglandins, and lipopolysaccharide (LPS,
desensitization).

Expression of mHLA-DR in Sepsis

Prediction of the Development of Secondary Infections

Monocyte expression of HLA-DR is altered during the course of sepsis [7]. The
reference value for the decrease in mHLA-DR expression during sepsis was
defined by Volk et al. as 39.5 % [8], with a nadir corresponding to the onset of
sepsis. The loss of mHLA-DR expression is related to the severity of sepsis (septic
shock versus severe sepsis or sepsis) [6, 9]. mHLA-DR expression seems to be
negatively correlated with the sequential organ failure assessment (SOFA) score
[10, 11] and simplified acute physiology score (SAPS) II, and with biological vari-
ables such as procalcitonin (PCT) [10]. Observational studies of mHLA-DR
expression during sepsis showed that after an initial decrease, mHLA-DR expres-
sion changed in two distinct ways: Patients who presented a spontaneous increase
in mHLA-DR expression, reaching levels comparable to control groups, had
favorable outcomes; patients who maintained low mHLA-DR expression or in
whom levels decreased even further developed secondary infections. We can
assume that persisting low mHLA-DR expression, i.e., a low efficiency of innate
immunity, may expose patients to an increased risk of secondary infections [12,
13]. Researchers are, therefore, interested in using mHLA-DR as a predictor of
outcome in two ways: By measuring mHLA-DR expression on a particular day or
by comparing mHLA-DR expression over several days.

Prediction of Mortality

The predictive value of a low level of mHLA-DR expression remains controversial.
Monneret et al. studied 86 patients with septic shock (global mortality rate of
29 % at day 28) [11]. There was a significant difference in mHLA-DR expression
between survivors and non-survivors (43 % versus 18 %, p<.001) on days 3–4
with a threshold value of 30 % (Fig. 3). The predictive role of mHLA-DR expres-
sion regarding mortality was confirmed in septic ICU patients (whatever severity)
at different time points [10, 14–16].
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Fig. 3. Survival of patients following septic shock according to mHLA-DR at days 3–4. From [11] with
permission.

However, other studies in a large ICU population [13] or in septic patients [17]
have reported that mHLA-DR at a given time point was not a predictive marker
of outcome. Others found that other biomarkers or scores were better predictors
of mortality than mHLA-DR expression, e.g., LPS-induced tumor necrosis factor
(TNF)-α production [18] or APACHE II and SOFA scores [19].

These studies have limitations that make comparisons difficult, including the
populations studied (severity, number of patients included), the length of moni-
toring and most importantly the mHLA-DR measurement techniques, which were
not all comparable. In conclusion, it seems that the predictive role of mHLA-DR
expression for nosocomial infection after sepsis development is well accepted,
although the time point needs to be better defined (ranging from day 0 to day 4).
A threshold value of 30 % for mHLA-DR expression is presently agreed on in
most studies [7, 11, 17]. With respect to mortality, there seems to be a tendency
towards a role of mHLA-DR as a predictive marker, but additional studies need to
be performed to confirm these results.

Tracking the Effectiveness of Immune-stimulating Treatments

The justification for immune-stimulating treatments stands in the loss of innate
and adaptative immunity functions in septic patients [20]. Various studies have
focused chiefly on the administration of IFN-γ [21] and CSF growth factors (par-
ticularly GM-CSF in comparison with G-CSF, which has been seldom studied).
The beneficial effects of IFN-γ treatment were originally proposed in ICU patients
at the end of the 1980s [22]; the patients exhibited significant increases in mHLA-
DR expression in vitro after treatment. Later studies did not demonstrate a clini-
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Fig. 4. Reversal rate from infection of G-CSF or GM-CSF therapy versus placebo. From [26] with permis-
sion.

cal effect after in vivo administration of IFN-γ versus placebo [7], despite a trend
toward a decrease in the number of infectious episodes among the treated groups.
Some studies were conducted without immune monitoring, with no clinical effec-
tiveness [23, 24]. In two recent case reports, a beneficial effect of altered mHLA-
DR expression was observed in patients suffering from refractory septic shock
with severe immunosuppression [13].

Administration of in vitro GM-CSF to monocytes from healthy patients pro-
moted an increase in the expression of mHLA-DR and in the production of pro-
inflammatory cytokines [5]. In septic patients, the in vitro stimulation of mono-
cytes by GM-CSF permitted restoration of their function, as for in vivo studies
[25]. A recent meta-analysis demonstrated a significantly increased reversal rate
from infection, with no significant reduction in all cause mortality [26] (Fig. 4).

No major adverse effects linked to IFN-γ, except for fever, or to GM-CSF
administration have been reported. Considering these results, it seems essential
that alterations of the immune status in patients should be followed in order to
evaluate the effectiveness of treatments. Despite the encouraging in vitro results,
in vivo studies have not demonstrated clinical effectiveness. It seems likely that
patients should be stratified based on mHLA-DR expression, allowing for the
selection of patients who could benefit from IFN-γ or GM-CSF treatment. Patients
without a sufficient change in mHLA-DR expression would be unlikely to benefit
from such therapy. Conversely, immunostimulation would be beneficial for
patients exhibiting a significant loss in mHLA-DR expression.

Evaluation of mHLA-DR in Other ICU Patients

Following Severe Trauma

Severe injury is characterized by a sepsis-like immune response. The magnitude
of immunosuppression generated by trauma varies in studies, with an early aver-
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Fig. 5. mHLA-DR expression in trauma patients (*p<.01). a In the whole trauma population. b Patients
with (blue bars) or without (white bars) sepsis. From [28] with permission.

age mHLA-DR expression of between 32 % [22] and 70 % [27]. The amplitude of
the decrease in mHLA-DR expression seems to be linked to the severity of the
trauma [27]. As with septic patients, mHLA-DR expression can be used to predict
infection in trauma patients. In injured patients with an uneventful outcome,
mHLA-DR expression returned to normal within a week. In contrast, in patients
who developed infection, mHLA-DR levels remained low or decreased even fur-
ther. In 105 severely injured patients (injury severity score [ISS] 25), a slope of
mHLA-DR expression below 1.2 between days 1–2 and days 3–4 was associated
with the development of sepsis after adjustment for usual clinical confounders
(adjusted OR 5.41, 95 %CI 1.42; 20.52, p = .013) (Fig. 5) [28]. This link between
the reduction in mHLA-DR expression and the occurrence of post-traumatic nos-
ocomial infections has been confirmed in numerous studies [29, 30].

After Invasive Surgery

Stress induced by a major surgical intervention is also responsible for a transitory
suppression of the immune response [13]. Resultant variations in mHLA-DR
expression have been found after different surgical procedures, including cardiac,
thoracic, abdominal, neurologic, and kidney or liver transplants [10, 31]. The
magnitude of the immunosuppression differs between studies, ranging from 40 %
[10] to 80 % [31]. Return to normal mHLA-DR levels in patients with favorable
outcomes occurred most often in the five to seven days after surgery. In a study
by Allen et al., the initial reduction in mHLA-DR expression was more marked
for infants who developed secondary sepsis, with a significant difference com-
pared to the non-infected group [31]. The relationship between loss of mHLA-DR
expression and postoperative nosocomial infections has been confirmed in vari-
ous surgical circumstances [10, 17], but no threshold value for mHLA-DR can yet
be established. As with sepsis, it seems that variations in mHLA-DR expression
over the course of hospitalization are more informative than numerical values
[13].

The mHLA-DR System in the Critically Ill 25

I



During Acute Pancreatitis

The initial phase of medium or severe acute pancreatitis is marked by a negative
effect on immune function. Four studies have reported a link between a reduction
in mHLA-DR expression, the severity of pancreatitis (severe versus moderate),
and clinical scores [32–35]. One of these studies established a threshold value of
60 % for the predictiveness of mHLA-DR for sepsis, with a sensitivity of 100 %
and a specificity ranging from 91.3 % at day 1 to 98.2 % at day 14 [33]. In contrast
to patients with multiple trauma and surgery, infections occur late in these
patients, most often in the third to fifth week of disease development, which
explains the prolonged reductions in mHLA-DR expression.

In Severe Burns

As in trauma, severe burns induce a major inflammatory response, followed by an
anti-inflammatory state. The nadir for mHLA-DR expression occurs later in burn
patients compared with trauma patients, between day 7 and day 10. This nadir
was later and more marked in patients whose outcome was complicated by sepsis
development [36, 37].

In Stroke

A reduction in mHLA-DR expression in the initial phase of a stroke has been
shown by two teams, with a nadir at day 3 and values of approximately 55 % [38]
or 20,000 antibodies per monocyte [39]. During the first week following the
stroke, the reduction in mHLA-DR expression was more marked in patients who
later developed a secondary infection, with the establishment of a threshold value
for mHLA-DR of 57.8 % at day 2 as a predictive marker for sepsis development,
with a sensitivity of 96 % and a specificity of 80 %.

Conclusion

The expression of mHLA-DR is a useful marker of immunosuppression in ICU
patients. mHLA-DR expression appears to be an independent predictive factor for
infections in all the groups of patients discussed in this review, although its role
with respect to the prediction of mortality in septic patients remains to be con-
firmed. Forthcoming studies should be conducted in order to determine a mHLA-
DR threshold value for the prediction of the risk of nosocomial infections. This
threshold would allow identification of at-risk patients who could benefit from
preventive strategies, such as the immune-stimulating treatments that are pres-
ently being evaluated in septic shock.
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Introduction

For many years it has been hypothesized that the gut has an important detrimen-
tal role in promoting systemic inflammation and infection in the critically ill.
During stress and mucosal hypoxia, the mucosa is damaged and host defenses
break down causing translocation of bacteria and bacterial toxins which are
thought to contribute to the overwhelming inflammation associated with sepsis
and multiorgan failure [1, 2]. New emerging data on the role of the microbiome
have forced us to reassess the old ‘gut as motor of sepsis’ hypothesis. The gut
microbiome consists of a diverse and vast population of microbes that has an

Fig. 1. The intestinal microbiome. The intestinal microbiome is dominated by three phyla: the Firmicu-
tes (Gram-positive), Bacteroides (Gram-negative) and Actinobacteria (Gram-positive). It should be men-
tioned that significant inter-individual differences in microbiome composition exist. A healthy balanced
microbiome is important for the host defense against invading pathogens by preventing pathogenic
microorganisms from colonization of the intestine through competition for essential nutrients, space
and attachment sites on the epithelium. In addition, members of the intestinal microbiome secrete bac-
teriocins, defined as toxins produced by bacteria to inhibit the growth of other bacteria, and toxins in
order to compete with intestinal pathogens. Other roles of the intestinal microbiome include stimula-
tion of the intestinal immune system, digestion of food, synthesis of essential nutrients for the host
and constitutive priming of systemic immune cells.
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important protective impact on immune effector functions during both health
and disease (Fig. 1). It has become clear that the intestinal microbiome, consisting
of more bacteria than the total number of cells in the human body, can be seen
as an exteriorized organ that exerts numerous functions in the host response
against infections [3, 4]. In addition to the more localized influence of the micro-
biome on the intestinal immune system, recent data show that the microbiome
also plays a key role in systemic activation of the immune system contributing to
the effective killing of invading pathogens [5]. The clinical relevance of these new
insights is underscored by the notion that antibiotic treatment – which on any
given day is received by almost three quarters of all patients on the intensive care
unit (ICU) [6] – can largely deplete the microbiome. This review focuses on key
aspects of the role of the intestinal microbiome in the immune response against
pathogens and the importance of intestinal homeostasis for critically ill patients.

The Intestinal Microbiome during Health

The total bowel surface is �400 m2 and provides an important habitat for intesti-
nal microorganisms. In addition to the intestinal microbiome, the intestinal epi-
thelium and the mucosal barrier are regarded as the other major entities of the
gut [7].

The Intestinal Epithelium and the Mucosal Barrier

The intestinal epithelium is a major hurdle for invading pathogens and is com-
posed of several cell types; key intestinal epithelial cells (IEC) include the ent-
erocytes, Paneth cells, enterochromaffin cells (ECCs), microfold cells and goblet
cells which are tightly bound together by tight junctions (Fig. 2). Epithelial tight
junctions regulate the permeability of the intestinal barrier and control the pas-
sage of large molecules. Paneth cells are found throughout the small intestine
primarily in the crypts of Lieberkühn [8]. When exposed to bacteria or bacte-
rial antigens, Paneth cells, characterized by large cytoplasmatic granules, secrete
innate immune effector molecules such as defensins, but also lysozyme, phos-
pholipase A2 and tumor necrosis factor (TNF)-α, all of which have anti-
microbial activity [8]. ECCs are enteroendocrine cells that secrete hormones,

Fig. 2. a The intestinal epithelium is composed of enterocytes (pink), goblet cells (green), Paneth cells
(red), microfold (M) cells (orange) and enterochromaffin (ECC) cells (blue). Goblet cells continuously pro-
duce and secrete mucins which form a thick mucus layer (green layer). The mucus layer consists of two
layers; only the upper layer is inhabited by members of the intestinal microbiome. Paneth cells contain
granules with antimicrobials such as defensins and lectins which are released into the mucus layer. M
cells facilitate the transport of microbes to the underlying Peyer’s patches which are aggregated lym-
phoid nodules. To facilitate ingestion of bacteria by M cells these cells are not covered by the thick
mucus layer. The intestinal epithelial cells (IECs) are packed tightly together by tight junctions. Strict
regulation of the tight junctions makes the epithelial tissue a selectively permeable barrier. ECCs are
enteroendocrine cells that secrete various hormones, like serotonin, in response to several stimuli
including toxins produced by bacteria. b Several bidirectional relationships between the host and the
intestinal microbiome and between bacteria within the microbiome take place in the intestine. Intesti-
nal bacteria provide the human body with metabolites such as short-chain fatty acids, but also with
vitamins and other nutrients. Strong mutualism exists between bacteria within the microbiome as well.
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While some intestinal bacteria can process a primary food source, other bacteria are dependent on
metabolic products (secondary food source) produced by these bacteria. Other members of the microbi-
ome play a role in the removal of waste products. c Components of the microbiome express conserved
molecular structures termed microorganism-associated molecular patterns (MAMPs) which are sensed
are sensed by pattern recognition receptors (PRRs) – such as Toll-like receptors (TLR) – expressed on
IECs, which continuously respond to these compounds in order to orchestrate the immune response.
MAMP and metabolite release are a signal for intestinal cells to continuously produce and secrete
mucus, antimicrobials and cytokines. Nutrients are also able to activate the immune system directly. M
cells are the most important cells in sampling antigens and bacteria from the gut lumen by transferring
the material to the underlying Peyer’s patches. Dendritic cells (DCs) process and present antigens of T-
cells and B-cells in the Peyer’s patch or migrate to mesenteric lymph nodes to do this. B-cells that
mature become IgA-secreting plasma cells. This dimeric soluble IgA (sIgA) is transported through epi-
thelial cells into the mucosal surface. sIgA is not only important in eradication of pathogens but also
in transporting antigens back into the gut lumen in order to maintain hemostasis. Besides M cells,
intraepithelial DCs are also involved in direct uptake of antigens and bacteria from the mucosal surface.
d The impact of the intestinal microbiome does not stop at the gut. Metabolites, such as short-chain
fatty acids (SCFA), are partly taken up by IECs while another portion enters the systemic circulation.
SCFAs and butyrate have an anti-inflammatory effect on leukocytes. Additionally, components of the
intestinal microbiome are translocated into the systemic circulation and continuously prime neutrophils
leading to enhanced capability of these cells to kill pathogens.
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such as serotonin in response to various stimuli including bacterial toxins. Micro-
fold cells can transport bacteria and secreted parts of bacteria across the intesti-
nal barrier to immune cells located in Peyer’s patches. Peyer’s patches, which are
lymphoid follicles, contain antigen presenting cells such as dendritic cells and
macrophages. Peyer’s patches are part of the gut-associated lymphoid tissue
(GALT) of which the other components are the mesenteric lymph nodes and lam-
ina propria lymphocytes.

Before potential intruders meet the intestinal epithelium, they are first awaited
by the mucosal barrier. Epithelial and, in particular, goblet cells produce and
secrete mucins, which are major components of a thick mucus layer. This layer
coats the epithelial surface to protect against pathogens and other irritants such as
enzymes, chemicals and mechanical damage. The mucosal barrier itself consists of
an inner and outer mucus layer. The outer mucus layer is inhabited by commensal
bacteria whereas the inner layer is sterile under normal conditions [9].

Composition of the Intestinal Microbiome

The human intestinal microbiota is composed of 1013 to 1014 microorganisms
whose collective genome (‘microbiome’) contains at least 100 times as many
genes as our own genome [10]. The gut hosts �1 x 1014 bacteria from 500–1,000
different species of which three bacterial divisions – the Firmicutes (Gram-posi-
tive), Bacteroides (Gram-negative) and Actinobacteria (Gram-positive) – domi-
nate (Fig. 1) [11]. Although the majority of the intestinal microbiome is composed
of bacteria, other members have also been identified, including viruses (5.8 %),
archaea (0.8 %) and eukaryotes (0.5 %) [12]. Significant differences in the compo-
sition of the intestinal microbiome exist between individuals, which can be
explained by host genetic and environmental factors [13]. Recent metagenomic
studies, that combined 22 sequenced fecal metagenomes of individuals from four
countries, have stratified the differences in gut microbiome composition into
three robust clusters, termed enterotypes, which are not nation or continent spe-
cific [12]. This remarkable finding demonstrates the existence of only a very lim-
ited number of well-balanced host-microbial symbiotic states [12]. Differences in
gut flora composition may not only contribute to variations in normal physiology
as seen among individuals but most probably also affect susceptibility to infec-
tion and variations seen in the subsequent immune response [10, 11]. It is antici-
pated that the identification of enterotypes in patients might allow classification
of human groups that respond differently to diet or drug intake [12].

Bidirectional Relationship Between the Immune System and the
Intestinal Microbiome

Insight into the close and intense relationship between the intestinal microbiome
and the cells of the intestinal epithelium is just beginning to emerge. A role of the
microbiome in protection against epithelial cell injury, optimization of host
immune systems and resistance against colonization by pathogens have all been
described [14, 15]. Furthermore, intestinal bacteria are of importance in the devel-
opment of mucosal immunity. Germ-free mice, which lack the intestinal microbi-
ome, have underdeveloped Peyer’s patches, immature germinal centers, reduced
epithelial antimicrobial production and diminished antibody responses [16].
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Secretion of Antimicrobials and Competition for Nutrition

Members of the intestinal microbiome secrete antimicrobials and compete for
nutrients and space with pathogens. In health, secretion of toxins and antimicro-
bials such as bacteriocins by bacteria will outcompete pathogens in the intestinal
microbiome [17]. For instance, bacteriocins, defined as toxins produced by bacte-
ria to inhibit the growth of similar or closely related bacterial strains, that are
produced and secreted by Gram-negative bacteria in the intestine, can inhibit
enteropathogenic bacteria such as Salmonella, Shigella, Klebsiella, Enterobacter,
and Escherichia [17]. Competing nutrition is an alternative strategy used by both
the ‘good’ bacteria and the host in order to prevent pathogen invasion [18]. Not
surprisingly, diet and nutrition contribute to microbiome composition and
immune function [8]. This is the rationale used by those who propagate a prebi-
otic diet consisting of non-digestible ingredients that can stimulate the health and
survival of these ‘good’ bacteria in order to keep or restore a healthy microbial
balance and immune homeostasis. Humans also need certain enzymes from
intestinal bacteria that humans themselves do not have; e.g., to digest polysaccha-
rides derived from plant cell walls, enzymes derived from intestinal microbes are
essential (Fig. 2). Other much needed metabolites such as the short-chain fatty
acids (SCFAs), acetate, propionate and butyrate, are main end-products of bacte-
rial metabolism in the intestine as well. Butyrate is an important energy source
for enterocytes [19] and plays an important role in the regulation of enterocyte
immune effector functions as discussed below.

Interactions between MAMPs and PRRs

Bacteroides, Firmicutes, and Actinobacteria and all other components of the
microbiome express conserved molecular structures termed microorganism-asso-
ciated molecular patterns (MAMPs) [20]. Examples of MAMPs include lipopoly-
saccharide (LPS), peptidoglycan, lipoteichoic acid (LTA) and flagellin. MAMPs are
recognized by pattern recognition receptors (PRRs), such as Toll-like receptors
(TLRs) and nucleotide oligomerization domain-like receptors (NLRs) [21, 22].
Thirteen TLRs have been identified in mammals. TLR4 is regarded as the LPS
receptor, whereas TLR2 is seen as the most important receptor for Gram-positive
bacteria (e.g., LTA is recognized by TLR2). TLR5 recognizes flagellin. The recog-
nition of MAMPs by PRRs results in the activation of signaling cascades that in
turn lead to activation of the nuclear factor-kappa B (NF-κB) pathway and initia-
tion of the antibacterial immune response [21, 22] (Fig. 2). The intracellular
NLRs, Nod1 and Nod2, respond to the peptidoglycan components, meso-diami-
nopimelic acid (DAP) and muramyl dipeptide (MDP), respectively [20]. Nod1 is
expressed in many cell lines, including IECs. Nod2, however, is not expressed in
enterocytes, but is expressed by Paneth cells in the small intestine [20, 23]. TLRs
are expressed on, among other cells, neutrophils, macrophages and enterocytes
[21, 22]. Of note, not only the composition of the microbiome but also the expres-
sion of PRRs varies considerably in different parts of the lower gastrointestinal
tract [20, 24]. As a consequence, cross-talk between the intestinal microbiome
and the immune system will be different in the colon compared to the small
intestine [20]. IECs of the human small intestine express TLR1, TLR2, TLR3,
TLR4, TLR5 and TLR9 at low levels, which will in general increase during inflam-
mation [24]. In addition, the polarity of enterocytes also implies different TLR
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expression at the apical and basolateral surface of these cells. TLR9 activation
through apical and basolateral surface domains of IECs has distinct transcrip-
tional responses: Basolateral TLR9 signals IκBα degradation and activation of the
NF-κB pathway, while apical TLR9 stimulation invokes a unique response in
which ubiquitinated IκBα accumulates in the cytoplasm preventing NF-κB activa-
tion [25]. Furthermore, apical TLR9 stimulation confers intracellular tolerance to
subsequent TLR challenges, which implies that polarized IECs are in the unique
position to maintain colonic homeostasis and regulate tolerance and inflamma-
tion [25]. The differentiated expression of TLR5 on IECs is another example of
the polarized function of IECs. TLR5 is expressed only on the basolateral surface
of enterocytes, where it can trigger the production of cytokines and chemokines,
such as interleukin (IL)-8 and CC-chemokine ligand (CCL)-20 in response to fla-
gellin [24, 25]. Of note, TLR5-deficient mice develop spontaneous colitis and
show a large increase in intestinal bacteria density [26]. Just recently it was found
that TLR5 deficiency induced changes in gut microbiome composition in mice
leading to a full blown metabolic syndrome, including hyperlipidemia, hyperten-
sion, insulin resistance, and increased adiposity [27]. Excitingly, transfer of the
gut microbiota from TLR5-deficient mice to wild-type germ-free mice conferred
many features of metabolic syndrome to the recipients [27]. Lastly, MAMPs also
trigger mucin release in order to increase the thickness of the mucosal barrier [9].
In line, PRR mediated responses towards MAMPs will lead to the release of anti-
microbials, such as defensins, lectins and lysozymes, into the mucus layer [9].

Microbiome-derived Antigen-induced Production of Antibodies

In humans, the majority of activated B cells reside in the gastrointestinal tract
making the gut the largest antibody-producing organ in the human body
(reviewed in [20]). Bacteria and their antigenic wall fragments can cross the
intestinal barrier primarily through microfold cells that transfer these antigens to
immune cells located in Peyer’s patches. Dendritic cells in the Peyer’s patches pre-
sent antigens to T cells and B cells either directly in the Peyer’s patch or they
migrate to the mesenteric lymph nodes to do so. B cells that are located in the
lamina propria constantly produce and secrete IgA and IgG after which enterocy-
tes transport and secrete the antibodies into and through the mucus layer [28].
sIgA recognize and bind several pathogens and are, therefore, often named ‘natu-
ral IgA’, whereas infection with a particular pathogen results in production and
secretion of specific high-affinity sIgA antibodies [28].

Distant Effects of the Gut Flora on the Host Defense

Perhaps not surprisingly, the impact of the intestinal microflora on the innate
immune system does not stop at the gut. Recently it was very elegantly shown
that peptidoglycan from the intestinal microbiota constitutively translocates to
the circulation and remotely primes bone marrow neutrophils via the NLR, Nod1
[5] (Fig. 2). These constitutively primed neutrophils then show an increased
capacity to kill microorganisms [5]. In other words, MAMPs – such as peptido-
glycan – are released into the circulation from gut bacteria, are sensed by PRRs
and subsequently help host defense mechanisms by positively priming distant
immune effector cells in order to be prepared in the case of an invasion by patho-
gens. In addition to MAMPs, metabolites produced by intestinal bacteria, such as
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SCFAs, vitamins and ATP, are absorbed from the gut and released systemically
(Fig. 2). These compounds are known to directly affect several parts of both the
innate and adaptive immune system. As an example, butyrate has a broad influ-
ence on various immune cells and pathways both in the intestine and systemically
[19, 29]. Depending on the cell type and concentration of butyrate, SCFA exert
anti-inflammatory activities by inhibiting histone deacetylase (HDAC) and thus
NF-κB signaling [29].

The Intestinal Microbiome during Critical Illness

The importance of the gut microbiome in maintaining homeostasis during health
has led to a reappraisal of the function – and potential dysfunction – of the gut
microbiome during severe illness and infection.

Disturbed Intestinal Homeostasis in the Critically Ill

Both the composition and performance of the gut microbiome, the intestinal epi-
thelium, and the mucosal barrier are all severely affected during critical illness.
Studies performed by Shimuzu et al. have shown that the composition of the
intestinal microbiome is significantly changed in patients with severe systemic
inflammatory response syndrome (SIRS) and that these changes are associated
with septic complications and mortality [30, 31]. Using simple Gram-stains to
classify the fecal flora into three patterns (diverse, single, depleted), it was shown
that mortality due to multiple organ dysfunction syndrome (MODS) for the sin-
gle pattern (52 %) and the depleted pattern (64 %) was significantly higher than
that for the diverse pattern (6 %) [32]. Depletion of the normal gut flora can give

Fig. 3. Altered intestinal homeostasis and the effect of antibiotics on the gut microbiome during critical
illness. a Pro-inflammatory mediators increase the mucosal permeability by altering the integrity of
tight-junctions between enterocytes. Increased apoptosis of intestinal epithelial cells is correlated with
sepsis-induced mortality. Loss of the intestinal epithelial barrier function potentially results in transloca-
tion of the intestinal microbiome into the circulation. b Use of antibiotics can kill members of the intes-
tinal microbiome either directly or indirectly. Indirectly, if these bacteria are dependent on a food
source derived from bacteria that are directly affected by antibiotics. Antibiotic treatment decreases the
number of intestinal bacteria resulting in diminished release of MAMPs and other metabolites. As a
result, fewer antimicrobial molecules, such as defensins and lectins, are produced by Paneth cells, less
mucus is produced by goblet cells etc., which makes the host more susceptible to invasion by intestinal
pathogens.
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rise to pathogenic bacteria. Pro-inflammatory mediators released during critical
illness are able to increase epithelial permeability by influencing the regulation of
tight junctions between enterocytes [7] (Fig. 3). Disruption of tight junction bar-
riers results in increased intestinal permeability, infiltration of luminal antigens
and the induction of intestinal inflammation [7]. Of note, pathogenic bacteria,
such as enteropathogenic Escherichia coli, are also known to be capable of
increasing tight junction permeability [7]. Increased apoptosis of gut epithelial
cells is another characteristic element observed during critical illness. Autopsy
studies among patients who died from sepsis have shown a marked increased in
intestinal epithelial apoptosis [33]. Inhibition of intestinal epithelial apoptosis in
mice showed a survival advantage, although the mechanism underlying this sur-
vival advantage is still poorly understood [7, 34]. Finally, it should be emphasized
that many treatment modalities that are standard of care for the treatment of crit-
ically ill patients on the ICU are also known to affect the composition of the
intestinal microflora: Vasopressors can cause splanchnic ischemia and thus local
hypoxia and a lower pH; acid suppressive therapies also alter intraluminal pH;
highly processed enteral nutrition or parental nutrition can cause a nutrient defi-
cient milieu in the bowel; long term opiate use is associated with bacterial over-
growth and, lastly, antibiotic use causes depletion of the gut flora and potential
selection of resistant organisms [2, 35].

The Effect of Antibiotics on the Gut Flora

Several studies have shown that antibiotic therapy has long lasting alterations and
implications for the microbial community structure of the intestine [36, 37]. A
study among 14,414 patients in 1,265 ICUs in 75 countries, estimated that on any
given day 71 % of patients on the ICU receive antibiotic treatment mostly to cover
infections considered to originate in the respiratory tract [6]. Antibiotic treat-
ment – which is standard of care for all patients with sepsis – depletes the gut
microbiome and is associated with diminished cytokine production in the gut
[37, 38] (Fig. 3). Eradication of a specific group of bacteria by antibiotics can indi-
rectly kill other members of the intestinal microbiome that are dependent on
food sources provided by these bacteria [39] (Fig. 3). Other members of the intes-
tinal microbiome remove toxic waste products of bacterial fermentation [39]. Of
clinical importance, alterations of the intestinal microbiome are associated with
nosocomial infections, such as vancomycin-resistant Enterococcus and Clostridum
difficile [15, 40]. Targeted depletion of the gut flora can also be used to preemp-
tively eradicate potential pathogens such as Enterobacteriaceae, Pseudomonas
aeruginosa and Staphylococcus aureus in patients on the ICU. Indeed, several
studies have shown that selective decontamination of the digestive tract (SDD), in
which broad spectrum non-absorbable antibiotics that target yeasts, Gram-posi-
tive and Gram-negative pathogens are used to decontaminate the gastrointestinal
tract and/or the oropharynx, can decrease ICU and hospital mortality in critically
ill patients [41,42]. Worldwide implementation of SDD, however, is hampered by
fears of an increase in drug-resistant bacterial strains [43].
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Beyond Antibiotics: Therapeutic Modulation of the Gut Microbiome

during Critical Illness

During health, the gut microbiome is important in the host defense against invad-
ing pathogens. Therefore, manipulation of the gut flora during critical illness in
order to restore immune functions is considered an attractive adjunctive therapy
for patients on the ICU. One option is to completely renew the gut microbiome.
Indeed, recent findings have demonstrated that it is possible to engraft new
microbiota from a donor source, resulting in restoration of gut functionality and
improvement in health [44, 45]. As an example, fecal transfers have become a
serious treatment option for patients with recurrent severe C. difficile infections,
with a reported cure rate of around 90 % [44, 45]. Another treatment strategy
could be to selectively restore gut flora composition by selective administration of
MAMPs or whole non-pathogenic bacteria. Traditionally, sepsis is seen as the
overwhelming pro-inflammatory host response to invading pathogens; as a con-
sequence, treatment strategies have always aimed to block pro-inflammatory
mediators. However, it is now well recognized that most non-survivors from sep-
sis die in a state of hyporesponsiveness and severe immunosuppression resulting
from triggered counter-regulatory anti-inflammatory loops [46]. One could
hypothesize that during sepsis depletion of the microbiome – and thus dimin-
ished release of adequate amounts of MAMPs into the circulation – attributes to
the detrimental state of immunosuppression seen in septic patients. On the flip
side, this observation also illustrates that rational targeting of the gut microbiome
could hold great therapeutic potential [47]. As an example, a recent study showed
that targeting the gut microbiome with Lactobacillus rhamnosus administration is
safe in critically ill patients and efficacious for the prevention of ventilator-associ-
ated pneumonia on the ICU [48]. In line with this, several studies demonstrated
that the use of probiotics can result in a better outcome for critically ill patients,
including patients with sepsis [49]. However, the findings of the Dutch Acute Pan-
creatitis Study Group, in which an increase in mortality was observed among
patients with severe pancreatitis who received probiotic prophylaxis, have raised
important questions as to whether probiotics can be used safely in critically ill
patients [35, 50].

Conclusion

Recent breakthroughs in our understanding of the role of the gut microbiome in
both health and diseases are of considerable importance for the fields of immu-
nology, infectious diseases and intensive care medicine. In addition to its local
contribution in the host defense against infections, it has become clear that the
intestine also plays a role in systemic immune responses. Release of gut nutrients
and microbial components termed MAMPs continuously primes and supports
distant systemic immune cells. The exact role of the intestine in the pathogenesis
of SIRS and multiple organ dysfunction syndrome has been further dissected.
Breakdown of the intestinal epithelium and mucosal barriers will cause leakage of
bacteria and bacterial toxins into the systemic compartment, while depletion of
the gut microbiome probably leads towards a more vulnerable mucosal defense
system, selection of more virulent microorganisms and reduced positive priming
of the systemic immune system. Nonetheless, the notion that the gut microbiome
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exerts numerous beneficial effects in the host defense against severe infections
has forced us to re-evaluate the old ‘gut as motor of sepsis’ hypothesis. The bal-
ance between continuous leakage of bacterial toxins through the gut barriers and
the beneficial effects of the intestinal microbiome on our host defense system
probably determines the net effect of the gut flora on systemic inflammation in
the critically ill. Manipulating the intestinal microbiome by gut flora replacement
or the use of specific bacterial components and/or metabolites is an interesting
new treatment modality in order to restore gut homeostasis and possibly prevent
septic complications and multiple organ dysfunction syndrome in critically ill
patients.
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Introduction

Advances in molecular and cell biology over the last two decades, including most
notably the sequencing of the human genome, have undoubtedly determined a
better understanding of disease pathophysiology, and a more precise identifica-
tion of populations at risk for certain conditions. However, many questions
remain unanswered using the genomic approach alone, including what the gene
products and the cell responses to certain insults are, given a certain genetic
abnormality. The study of the metabolome offers a unique opportunity to answer
some of these questions. The metabolome represents a combination of all the
metabolites and intermediate products of metabolism in a biological organism.
The study of the metabolome, further down the line from gene structure and
function, more closely reflects the activities of the cell at the functional level and
magnifies events that occur at the level of the genome, transcriptome and prote-
ome (Fig. 1).

The development of chromatographic separation techniques in the early 1970s
marked the origin of the metabolite identification field [1]. The 1H-nuclear mag-
netic resonance (NMR) technique was first used for metabolic studies in 1977,
when a range of compounds, such as lactate, creatine and alanine, was detected in
a red blood cell suspension [2]. During the 1980s, analysis of the plethora of
metabolites detected in 1H-NMR spectra boosted the development of new tech-
niques to classify samples according to their biological status [3, 4]. Thus, the

Fig. 1. General view of “-omics”.
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concept of metabolomics was born, when complex data from biological samples
were interpreted using multivariate statistics. Metabolomics is the scientific study
of the metabolic response of living systems to pathophysiological stimuli or
genetic modification. Transcriptomics, proteomics, and metabolomics comprise
what is referred to as systems biology.

The potential for metabolomic analysis in critical illness is based on its ability
to detect changes in phenotypes that may be helpful for early diagnosis, progno-
sis or prediction of response to therapy. In the present chapter, we first describe
the principles of metabolomic analysis, including different analytical platforms
and data interpretation tools, and then focus on the application of metabolomic
sciences in critical care medicine.

Analytical Techniques

Metabolomic data sets are currently generated mainly through NMR spectroscopy
(MRS), mostly 1H-MRS, and mass spectrometry (MS). Other structural or analyt-
ical methods, such as Fourier transform infra-red (FTIR) spectroscopy or high
performance liquid chromatography (HPLC), have the disadvantage of yielding a
low level of detailed molecular identification.

NMR Spectroscopy

MRS is a non-destructive technique that provides detailed information on molec-
ular structure as well as information on absolute or relative concentrations. NMR
is a phenomenon in which magnetic nuclei in a magnetic field absorb and re-
emit electromagnetic radiation. MRS is based on the fact that similar isotopes do
not resonate at the same frequency because nuclei are surrounded by a cloud of
diamagnetic electrons which generate a local magnetic field. Depending on the
local chemical environment, different protons in a molecule resonate at slightly
different frequencies. The resultant molecular detection and quantification are
acquired as a spectral data set (Fig. 2). The horizontal axis is NMR frequency (or
chemical shift in parts per million (ppm), relative to a reference chemical at 0
ppm (rather than in the absolute Hertz units), and the vertical axis is signal
strength (in arbitrary units). Based on their unique chemical structure, biochemi-
cal groups (CH3, CH2, OH, etc.) of each molecule originate different peaks in the
spectrum which appear at a known frequency. MRS using high-resolution magic
angle spinning (HR-MAS) [5, 6] allows the acquisition of high resolution NMR
spectra on intact tissue samples with minimal sample preparation. The main lim-
itation of MRS is that this technique is much less sensitive than MS. Recent devel-
opment of cryogenic probes has provided an improvement in resolution by
reducing the thermal noise in the electronics of the spectrometer. MRS, by means
of HR-MAS, is the only technique available for studying intact tissues.

Two-dimensional MRS can be very useful for elucidating the connectivity
between signals, resulting in unbiased metabolite identification. Experiments using
correlation spectroscopy (COSY) [7] and total correlation spectroscopy (TOCSY)
[8] provide 1H-1H spin-spin coupling connectivity, informing about which proton
signals are close in chemical bond terms. Other heteronuclear correlation NMR
experiments can be important to help assign NMR peaks. The interaction between
13C and 1H nuclei [9] is very useful for identification purposes.
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Fig. 2. Representative high-resolution 1H-NMR spectra. Spectra from different samples are shown: a
intact lung tissue; b intact renal cortex; c bronchoalveolar lavage fluid; d serum; e urine. Spectra a and
b were obtained by high-resolution magic-angle-spinning 1H-MRS. Spectra c, d and e were obtained
by high-resolution liquid 1H-MRS. All spectra were acquired using a Bruker 500 MHz spectrometer.
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Mass Spectroscopy

MS is a destructive analytical technique that measures the mass-to-charge ratio of
charged particles. Although the sample preparation requirements of this technique
are usually more intensive, MS is considerably more sensitive than MRS, thus
allowing the metabolomic analysis of low concentration samples, such as exhaled
breath condensate fluid [10]. In general, this technique has been coupled to other
pre-separation methods such as gas chromatography (GC) [11], capillary electro-
phoresis (CE) [12], ion mobility or FTIR spectroscopy [13]. The most common
tandem in MS-based metabolomics is liquid chromatography (LC)-MS, which
includes HPLC [14] and ultra-high-pressure LC (UHPLC) [15]. LC-MS provides
three-dimensional metabolic data (Fig. 3), where at each sampling point in the
chromatogram (retention time) there is a full mass spectrum (mass vs. intensity).

Fig. 3. Ultra-high pressure liquid chromatography (UHPLC). Three-dimensional mass matrix of an
exhaled breath condensate from a healthy subject. UHPLC is coupled to a time-off light mass spectrom-
eter. m/z: mass to charge ratio.

Spectral Data Analysis

Regardless of the analytical platform used, the spectral data can be thought of as
a complex multi-dimensional set of metabolic coordinates. Interpretation of met-
abolic data is complicated and requires the application of unsupervised and
supervised chemometric tools (Fig. 4). Prior to statistical analysis, spectral data
have to be preprocessed. Data preprocessing is a necessary step between the
acquisition of raw spectra and multivariate analysis of a metabolomic data set.
For metabolomic studies, the preprocessing methods are designed to reduce vari-
ances and possible influences that might interfere with data analysis (such as pos-
sible variations in sample concentrations or variable sample dilutions), phase dis-
tortions and rolling baselines in the NMR spectrum and retention time misalign-
ment in LC-MS data.
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Fig. 4. Basic workflow for metabolomic analysis. Analysis includes: Spectral acquisition by nuclear mag-
netic resonance spectroscopy (MRS) or mass spectrometry (MS), raw spectra pre-processing, spectral
data post-processing, unsupervised multivariate (MV) statistical analysis and modeling.

The multivariate statistical or pattern recognition methods provide a means of
collecting relevant information on differences or similarities between the meta-
bolic pathways [16, 17]. These methods include multivariate projection methods,
in which principal component analysis (PCA) and partial least square discrimi-
nant analysis (PLS-DA) are the most widely used techniques.

PCA is one of the most common exploratory techniques in multivariate analy-
sis [18]. Its most important use is to represent multivariate data in a low-dimen-
sional space (Fig. 5a). The first principal component is defined by the spectral
profile (loading) in the data which describes most of the variation. The second
principal component, orthogonal to the first one, is the second best profile
describing the variation, and so on. The principal components are composed of
so-called scores and loadings. Loadings contain information about the variables
(chemical shifts) in the data set and the scores hold information about sample
classes. Score plots (Fig. 5b) are used to distinguish the metabolite profile of con-
trol from diseased subjects, or to evaluate the progression rate of the disease.
Loading plots (Fig. 5c) highlight the most significant variables. In other words, the
chemical shifts (metabolic signals) with the highest loading values in the right
direction would be selected as potential biomarkers (Fig. 5d).

PLS-DA is a supervised linear regression method whereby the latent vari-
ables constructed with the multivariate variables corresponding to the observa-
tions (spectral descriptors) are associated with the class membership for each
sample [19]. The aim of PLS-DA is to find in the spectral regions those compo-
nents that significantly describe relevant variations in the spectra and have
maximum covariance with the class information vector. PLS-DA can also be
expressed by scores and loadings matrices, and results interpretation is similar
as for PCA.
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Fig. 5. Example of principal component analysis. Panel a shows the basic metabolomic NMR spectral
data that can be expressed by a linear combination of a scores matrix b and a loadings matrix c. The
scores matrix summarizes the sample variation (sample classification) and the loadings matrix summa-
rizes the spectral variable variation (biomarker detection). The analysis of both plots will help identify
the potential biomarker of the condition under study in the original NMR spectrum.

Metabolomic Analysis and Critical Illness

1H-MRS analysis of biofluids provides a tool for the understanding of biochemical
processes associated with critical care illness [20]. 1H-MRS, by means of HR-
MAS, is an excellent option to study unprocessed fluids [15–17]. A number of 1H-
MRS metabolomic studies of different tissues can be cited as examples for diag-
nosis in acute animal models and in human illness [21–23].

Critical illness is characterized by a severe disruption of metabolic homeosta-
sis and signal transduction pathways. Metabolomics can define specific pheno-
types of acute syndromes that potentially may help understand pathophysiology,
perform early diagnosis, identify patients at risk, determine disease severity and
prognosis, and predict response to therapy. In this way, metabolomics in critical
illness can change the concept of biomarkers. For instance, metabolomics can
define a specific metabolomic biomarker associated with progression to acute
respiratory distress syndrome (ARDS) in patients at risk, or with infections in
patients with severe burns [20, 24].
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Xu et al. [25] constructed a prognostic model based on serum analysis by HPLC-
MS-based metabolomics in rats undergoing cecal ligation and puncture (CLP).
HPLC-MS analysis discriminated between rats that survived and those that did
not after CLP and sham-procedure with an accuracy of 94 %. Six metabolites
were related to outcome, including linoleic acid, linolenic acid, oleic acid, stearic
acid, docosahexaenoic acid and docosapentaenoic acid. In a subsequent study
performed by the same group with a different technique, serum samples from
septic rats were analyzed using 1H-MRS [26]. Six characteristic metabolites
involved in energy metabolism (lactate, alanine, acetate, acetoacetate, hydroxybu-
tyrate and formate) changed in septic rats, more markedly in non-survivors. A
prognostic predictive model constructed with these metabolites showed an accu-
racy of 87 %. In another study [27], LC-MS analysis of plasma samples from ther-
mally injured and septic rats revealed nine characteristic metabolites (hypoxan-
thine, indoxyl sufate, glucuronic acid, gluconic acid, proline, uracil, nitrotyrosine,
uric acid, and trihydroxy cholanoic acid) discriminating septic from non-septic
animals. These biomarkers are mainly related to oxidative stress and tissue dam-
age.

We have recently reported that 1H-MRS of lung tissue, bronchoalveolar lavage
(BAL) fluid and serum samples showed different concentrations of characteristic
metabolites in rats undergoing CLP as compared to control rats: Alanine, crea-
tine, phosphoethanolamine and myoinositol concentrations increased in lung tis-
sue; creatine increased and myoinositol decreased in BAL fluid; and alanine, crea-
tine, phosphoethanolamine, acetoacetate and two unidentified fatty acids
increased whereas formate decreased in serum [23]. We constructed a model that
was 100 % predictive of the diagnosis of sepsis, using all the samples combined or
the serum samples only (Fig. 6). One of the novel findings of our study was the
different metabolite behavior in the various samples analyzed.

Fig. 6. Partial least square (PLS)
discriminant analysis score plot
performed on 1H-NMR spectra.
Analysis was performed on
serum samples (black) from
sham operated (Δ) and CLP ( )
rats. The model was validated
by a new set of samples (blue),
showing 100 % sensitivity and
specificity.
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Acute Lung Injury (ALI) and ARDS

Currently the diagnosis of ALI and ARDS is based on the presence of non-specific
criteria, such as physiologic and radiologic parameters [28, 29]. Thus there is a
need for biomarkers of these conditions. Although several serum proteins and
genomic profiles have been proposed as diagnostic biomarkers [30–32] they lack
sufficient sensitivity and specificity.

Serkova et al. [22] used 1H-MRS analysis of lung tissue samples from rats receiv-
ing an intra-tracheal administration of interleukin (IL)-1β and tumor necrosis factor
(TNF)-α. In this model of inflammation-induced ALI, the high energy phosphates
(ATP, ADP, energy balance and energy change) and the lactate-to-glucose ratio were
biomarkers of the condition. In addition, there was a strong temporal association
between MRS-based metabolomics and histological indexes of lung injury.

More recently, Stringer et al. [33] studied serum samples from patients with
sepsis-induced ALI using 1H-MRS. They found significant differences in the con-
centration of total glutathione, myoinositol, adenosine, phosphatidylserine and
sphingomyelin between patients with sepsis-induced ALI and healthy subjects. In
addition, myoinositol and total glutathione levels were associated with changes in
physiologic parameters, such as acute physiologic scores and ventilator-free days.

We have recently used an 1H-MRS-based metabolomic approach for the diag-
nosis of ventilator-induced lung injury (VILI) in rats. Six metabolites (lactate,
glucose, acetate, creatine, glycine and hydroxybutyrate) changed significantly in
lung tissue and BAL fluid from rats with VILI [34]. Based on these results, it can
be hypothesized that MRS could be useful for the diagnosis of biotrauma in
patients receiving mechanical ventilation.

Acute Kidney Injury (AKI)

Traditional biomarkers of AKI include blood urea nitrogen (BUN) concentration
and creatinine serum concentration, which are known to lack sensitivity for early
decline in kidney function. New biomarkers such as neutrophil gelatinase-associ-
ated lipocalin (NGAL) and IL-18 are being studied with encouraging results [35].

There are so far no studies on the role of metabolomics for the diagnosis or
prognosis of critically ill patients with AKI. In a murine model of cisplatin-
induced acute renal failure, 1H-MRS [36] showed significant changes in the urine
concentration of glucose, alanine, lactate, leucine, methionine, 2-oxoglutarate,
pyruvate and valine. Moreover cisplatin-treated mice exhibited a time-dependent
increase in non-esterified fatty acids and triglyceride levels in serum, urine and
kidney tissue. The authors proposed that this metabolomic profile related to AKI
could be used as a novel biomarker of kidney injury. Future studies should eluci-
date the role of metabolomics for the early detection and prognosis of AKI.

Trauma

A metabolomic approach has been used in two studies in trauma patients. A
higher lactate plasma concentration assessed by 1H-MRS discriminated trauma
patients who developed multiple organ dysfunction syndrome from those who
did not [37]. In another study, a decreased plasma concentration of three lipids
was a major predictor of outcome in patients with trauma, whereas glucose and
glutamate plasma concentrations were intermediate predictors [38].
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Conclusion

Sensitive and specific biomarkers for early diagnosis and prognostication are
needed for critical illnesses, such as sepsis, ALI/ARDS, AKI and trauma. A meta-
bolomic approach using 1H-MRS can identify metabolic phenotypes specific to
certain conditions or outcomes, which can be useful as disease biomarkers. In
addition, the analysis of the specific metabolic and signal transduction pathways
involved may shed light on the pathophysiology of these conditions.
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Introduction

The lungs of critically ill patients are under constant threat. Critically ill patients
may develop acute lung injury (ALI) or its more severe form, acute respiratory dis-
tress syndrome (ARDS). Development of ALI/ARDS frequently mandates tracheal
intubation for mechanical ventilation [1]. Tracheal intubation, however, carries the
risk of ventilator–associated pneumonia (VAP) [2], whereas mechanical ventilation
has the potential to cause so–called ventilator–associated lung injury (VALI) [3].
ALI/ARDS and VALI are diagnosed according to the American–European consensus
criteria, which include bilateral pulmonary infiltrates on chest radiography and hyp-
oxia [4]. VAP is suspected when sputum production increases or changes, in combi-
nation with new or changed pulmonary infiltrates on chest radiography and hyp-
oxia [2]. Unfortunately, these signs and symptoms are all far from specific and occur
at a relatively late stage of disease, hampering accurate and early diagnosis.

It is likely that the above–mentioned diagnostic signs and symptoms of ALI/
ARDS, VALI and VAP are preceded by local (i.e., pulmonary) production of spe-
cific molecules [5–9]. Monitoring of these so–called biological markers may
improve the diagnostic process in many ways. Ideally a biological marker is sensi-
tive to early pathophysiologic changes and specific for disease. Assessment of bio-
logical markers should preferably be rapid as well as non–invasive and cheap, to
allow for frequent monitoring. Several biological markers have been suggested to
have potential to assist in diagnosing ALI/ARDS, VALI and VAP [10–12]. Most of
these biological markers, unfortunately, have been shown to have an unacceptably
low diagnostic accuracy [10–12].

In the Middle Ages, physicians depended heavily on their senses: Color, taste,
and smell were their biological markers [13]. Although outdated, this approach
provided a quick, non–invasive and integrative view on biochemical processes
without additional costs, processing or analysis. Facing the seemingly huge chal-
lenges with the use of hundreds to thousands of biological markers, in particular
when measured in blood, we warmly welcome the emerging possibilities of
‘smelling’ exhaled air to diagnose pulmonary diseases in intubated and mechani-
cally ventilated critically ill patients.

Systemic Biological Markers

Numerous studies have tested the diagnostic accuracy of systemic biological
markers for pulmonary diseases in critically ill patients. Only rarely have combi-
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nations of biological markers been tested. In addition, most studies were
restricted to single measurements or at best, repeated measurements on consecu-
tive days. Except for procalcitonin, which was found to have some diagnostic
value for VAP [14], other candidate biological markers in blood were found to
have an unacceptably low diagnostic accuracy [10–12]. This finding may not
come as a surprise because blood levels of biological markers may only partly, if
at all, reflect pulmonary changes for several reasons.

First, pulmonary inflammatory responses with ALI/ARDS, VALI and VAP are
highly compartmentalized. Whereasd strong and early pro–inflammatory reac-
tions are seen in bronchoalveolar lavage (BAL) fluid in ALI/ARDS [5], VALI [6, 7]
and VAP [8, 9], systemic levels of inflammatory mediators change hardly, if at all,
before clinical manifestation of ALI/ARDS, VALI or VAP [5–9].

Second, one or two systemic biological markers may not sufficiently capture
the complexity of ALI/ARDS, VALI or VAP. The pathophysiology of ALI/ARDS,
VALI and VAP comprises numerous biological processes, including but not
restricted to inflammation, coagulation and apoptosis [3, 15]. Traditional studies
on single proteins or pathways may, therefore, have very limited potential because
the complexity of pulmonary disease cannot be captured.

Third, a single measurement of a systemic biological marker heavily disregards
the rapid dynamics of (development of) pulmonary diseases [16]. Whereas use of
multiple biological markers may improve diagnostics, the rapid dynamics of criti-
cal illness remain ignored. Although blood is relatively easily available, frequent
blood sampling and analysis in all patients at risk for ALI/ARDS, VALI and VAP
are too expensive and too time-consuming.

Pulmonary Biological Markers

The lungs, rather than the blood, should be assessed when aiming for early and
accurate diagnosis of ALI/ARDS, VALI or VAP. BAL fluid can be obtained in intu-
bated and mechanically ventilated patients using directed or non-directed tech-
niques [17]. Directed BAL fluid provides detailed information on biological pro-
cesses in specific compartments of the lung but requires specialized personnel,
investment of time and is not without risk for the critically ill patient. Non-
directed lung lavage is relatively fast and easy to perform but may still be too
invasive for frequent assessment.

As in blood, a single biological marker in BAL fluid may not capture the com-
plexity of ALI/ARDS, VALI or VAP. Different biological pathways should be inves-
tigated simultaneously to acquire a balanced view [18]. Recently, proteins in BAL
fluid have been profiled collectively using new analytical techniques (proteomics),
allowing for biological marker discovery and better understanding of the host
response [19].

‘-Omics’ and Systems Biology

‘-Omics’ studies represent the integrated view of the biochemistry within a
domain of complex organisms (genomics, transcriptomics, proteomics, metabolo-
mics). These techniques are not hypothesis driven (i.e., unbiased) and can be
used to discover biological markers of pathophysiological pathways [20]. Systems
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biology focuses on combinations of different ‘-omics’ domains seeking a deeper
understanding in complex biological systems by providing a top-down view of
biochemical processes combined with mathematical and computational methods
for modeling of structures and processes. The importance of hypothesis-free bio-
logical marker discovery is well illustrated by glycosylated hemoglobin (HbA1c)
in diabetic glucose control. Discovered by chromatography and serendipitously
connected to diabetes mellitus, it was shown to be a major biological marker [21].
Because of low a priori biological plausibility, HbA1c would not have been dis-
covered without global assessment by chromatography.

Serkova et al. recently described metabolomics as “the global assessment of
endogenous metabolites within a biologic system” representing “a ‘snapshot’
reading of gene function, enzyme activity and physiological landscape” [22]. The
metabolome is very sensitive to physiological and pathophysiological changes
because it is an end-product of the genome, transcriptome and proteome com-
bined. Nuclear magnetic resonance (NMR) spectroscopy and liquid-chromatogra-
phy/mass-spectrometry (LC-MS) can be used to identify hundreds of metabolites
in any biological material. As with any ‘-omics’ technique, it remains a challenge
to avoid false discoveries when applying metabolomics. Therefore, recommenda-
tions concerning bias, sample size, multiple testing and model fitting should be
followed strictly [23]. Since metabolism is an ancient and highly conserved bio-
logical mechanism, results can easily be translated between mammalian species
[24].

So far, little research has focused on metabolomics in critically ill patients.
Mao et al. described an NMR-based metabolomic method to aid detection of the
systemic inflammatory response syndrome (SIRS) versus multiorgan failure
(MOF) based on abnormal metabolic signatures [25]. These authors were able to
clearly discriminate patients with SIRS and MOF, suggesting that an NMR-based
metabolomic approach can be developed to diagnose the progress of disease in
critically ill patients. More recently, Stringer et al. expanded on earlier work on
metabolites in the lungs of mice with pulmonary injury [26], by showing that
NMR could generate quantitative data sets that revealed differences in the level of
several metabolites between patients with ALI/ARDS and healthy subjects [27].
Importantly, some metabolites were associated with acute physiology scores and
ventilator-free days. This study clearly demonstrates the feasibility of quantitative
plasma NMR metabolomics since it yields a physiologically relevant metabolite
data set that distinguished disease from health. Of note, several metabolites are
volatile and, therefore, eliminated via the lung.

Breathomics

Breath contains thousands of volatile organic compounds (VOCs), metabolites in
gas-phase produced by both physiological and pathophysiological processes [28,
29]. VOC patterns identified by smell have been used to diagnose disease and
intoxication for a long time (e.g., scent of acetone in diabetes mellitus) [30]. Alter-
ation of exhaled VOCs can be the consequence of changed systemic metabolism
(e.g., diabetes mellitus) or due to pulmonary metabolomic shift. Microorganisms
(e.g., bacteria) present in the airways also produce volatile molecules, which may
be species specific [31, 32]. A variety of techniques has been used to link disease
to changed VOC composition of the exhaled air, including gas-chromatography
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mass-spectrometry (GC–MS), ion-mobility spectrometry (I-MS), and electronic
nose techniques [33].

Gas-chromatography Mass-spectrometry

GC-MS is considered the gold standard for the detection, separation and identifi-
cation of large volatile organic compounds. With gas-chromatography volatile
molecules are carried with an inert gas (e.g., helium) through a column and sepa-
rated by volatility. Mass-spectrometry then further separates the molecules based
on mass-to-charge ratio: Components are ionized into charged particles, carried
though an electromagnetic field and quantitatively detected.

Pre-concentration, storage and transport of air samples is required for GC-MS
analysis. The lower limit of detection can be improved using pre-concentration,
however storage bears the risk of decomposition and/or loss of compounds. Con-
sidering the rapid dynamics of critically ill patients, test results should be avail-
able within minutes after measurement. This is still not feasible, limiting the clin-
ical applicability of GC-MS in monitoring critically ill patients. Nevertheless, GC-
MS remains essential for VOC identification and, therefore, for the understanding
of pathophysiological pathways.

Schubert et al. investigated several volatile metabolites detected by GC–MS in
intubated and mechanically ventilated patients (Table 1). These authors found a
decrease in isoprene production in ALI patients and an increased n-pentane/iso-
prene ratio during the development of VAP [34]. Increased isoprene concentra-
tion is considered a marker of activation of neutrophils [35]. The authors suggest
that impaired cholesterol synthesis late in the course of ALI could explain the sur-
prisingly low levels of isoprene. N-pentane is an end product of lipid peroxidation
and could reflect an increase in oxidative stress. Although isoprene, pentane and
acetone are about the most abundant VOCs in exhaled breath, focusing on just
these compounds disregards the ‘-omics’ strategy. All detected molecules should
be presented to data reduction and classification algorithms in order to perceive
the complexity of the biological material and to obtain maximal diagnostic accu-
racy while limiting bias [23].

Table 1: Volatile organic compounds detected in exhaled air of mechanically ventilated patients, as
described in literature. Adapted from [34] with permission

Compound Suspected origin

Acetone Enhanced metabolism

2,3-Dimethylbutane Unknown

2,4-Dimethylpentane Unknown

N-hexane Respiratory delivery system

Isoflurane Anesthesia

Isoprene Cholesterol metabolism

Methanol Unknown

2-Methylbutane Respiratory delivery system

N-Pentane Lipid peroxidation
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Ion-mobility Spectrometry

I-MS has been proposed as a fast and sensitive alternative analytical method for
the detection of molecules in gas-phase [33]. With I-MS, volatile molecules are
ionized and moved towards a detector by means of an external electrical field. At
specific intervals, the ionized gas is let into a tube in which the ions collide with
drift gas molecules travelling in the opposite direction. Based on size and shape,
ions are decelerated resulting in different ion drift times [36].

The fast reaction time, on-site application and continuous registration bring I-
MS closer to clinical applicability. However, I-MS should not yet be considered an
alternative for GC-MS analyses because identification of novel volatile organic com-
pounds based on ion mobility remains very challenging. An extended library on
ion mobility could assist in rapid identification of new volatile biomarkers [36].

The potential of I-MS for breath analysis in mechanically ventilated patients
was illustrated recently. Dolch et al. reported on continuous analyses of air from
the ventilatory circuit, identifying and quantifying several VOCs for up to 120
minutes [37]. Unfortunately, the authors did not perform comparative analyses
between relevant patient groups.

Another method to analyze I-MS chromatograms is to use pattern-recognition
software. This is based on the concept that diagnostic assessment does not
require identification of individual molecular components, rather being depen-
dent on accurate pattern recognition. By using I-MS, all peaks and intensities are
combined into one algorithm, which is subsequently used for diagnostic pur-
poses. Recently, Westhoff et al. reported 100 % correct classification of lung can-
cer patients compared to healthy controls using this approach [38]. No compara-
tive study on I-MS in mechanically ventilated patients has been published yet.

Electronic Nose

Electronic noses (eNose), named after their similarities with the mammalian
olfactory system [33], integratively capture complex VOC mixtures using an array
of different sensors [33]. Sensors have individual sensitivity and specificity for
VOCs. The composite signal of all sensors can be analyzed using pattern-recogni-
tion algorithms. eNose analysis of breath results in a unique fingerprint of
exhaled metabolites, called a breath-print. Subsequently, these breath-prints can
be used for diagnostic and monitoring purposes.

Metal oxides, conducting polymers, optical and infra-red spectroscopy have
been used as sensors. As mentioned above, peaks and intensities obtained by I-
MS can also be presented to pattern-recognition algorithms, hereby virtually con-
verting every detected mass into a ‘sensor’. Pattern-recognition can also be
applied to concentrations of masses acquired with GC-MS.

eNoses can be miniaturized and might allow for continuous analyses. Data are
available in real-time and eNoses are relatively easy to use. Indeed, eNoses are
very attractive from a clinician’s point of view [39]. Identification and quantifica-
tion of specific compounds is not necessary for diagnosis and monitoring as long
as patterns are specific for particular conditions. Although promising, several
technical issues need to be considered regarding eNoses, including the fact that
sensors in use at present have limited sensitivity and specificity for specific VOCs
and could ‘drift’ over time. Sampling techniques should be adapted to the clinical
setting and the disease of interest.
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Several volatile organic compounds have been linked to the metabolic activity of
bacterial species: For example 1-undecane to Pseudomonas aeruginosa and ace-
toin to Staphylococcus aureus [31]. Assessment of a large quantity of VOCs com-
bined with pattern recognition software leads to good discrimination between
bacterial species [32]. Different species of bacteria can be discriminated in vitro
based on integrative analysis of volatile metabolites using an eNose [40–42].
More recently, Carey et al. reported on distinct metabolic alterations in methicil-
lin-resistant S. aureus (MRSA) and vancomycin-resistant Enterococcus faecalis as
compared to antibiotic susceptible bacteria of the same species [43].

Patterns of VOCs in exhaled breath of intubated and mechanically ventilated
patients undergoing surgery are associated with the clinical pneumonia infection
score, a sensitive marker for VAP [44]. Shih et al. described real-time pathogen
detection in mechanically ventilated critically ill patients with pneumonia, show-
ing good in vivo discrimination between Klebsiella pneumoniae, P. aeruginosa, S.
aureus, Acinetobacter baumanii and Acinetobacter lwoffi [45] (Fig. 1). Air was

Fig. 1. Discrimination between
pathogens in intubated and
mechanically ventilated pneumo-
nia patients by electronic nose
analysis. The x- and y-axes repre-
sent vectors obtained by data
reduction. Each point represents
an infected patient, infected with:
�, Acinetobacter baumanii; x,
Klebsiella pneumoniae; , Pseudo-
monas aeruginosa; Δ, Staphylococ-
cus aureus; �, Acinetobacter
lwoffi; +, normal pharyngeal
fauna; �, centroids. Reprinted
from [45] with permission.

Fig. 2. Discrimination between
acute lung injury patients and
controls by electronic nose anal-
ysis. The x- and y-axes represent
principal components obtained
by data reduction. Each point
represents a critically ill patient:
�, controls; ▲, acute lung injury
patients. Each group is con-
nected to a centroid.
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Fig. 3. Translational biology and technology. Translational biology (left panels): Volatile biological mark-
ers are discovered in vitro (bacteria and alveolar cells). These findings should be reproduced in an in
vivo model. Animals have a circulation that contributes volatile molecules to the breath. Validation in
large clinical trials is essential for future clinical application. The origin of volatile organic compounds
(VOCs) found in patients can be investigated in in vivo or in vitro models. Samples obtained from
patients are contaminated by exogenous metabolites and comorbidities. Symbols represent specific but
unknown VOCs. Translational technology (right panels): Once volatile biological markers associated with
pathophysiological processes are identified with gas-chromatography (GC) and mass-spectrometry (MS),
tailor made sensor arrays and customized settings for ion-mobility can be developed. Electronic noses
containing these sensor arrays and ion-mobility spectrometry can immediately be applied in clinical trials.

acquired through a suction catheter for the purpose of this study, thus including
the non-invasiveness of breath sampling and the possibility of continuous analy-
sis. Although GC-MS analysis of exhaled breath was not performed (i.e., the spe-
cific compounds remained unknown), these studies illustrate the diagnostic
potential of volatile metabolites generated by airway pathogens and/or host
response.

We recently presented an abstract on the potential to discriminate ALI/ARDS
patients from critically ill patients without lung injury using eNose analysis
(Fig. 2) [46]. This was confirmed when comparing ALI/ARDS patients with
patients at high-risk for the development of ALI/ARDS [47]. With ROC-analysis,
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the area under the curve (AUC) was 0.75 for exhaled breath analysis, equal to the
AUC of the PaO2/FiO2 (P/F) ratio (0.75). Combination of exhaled breath analysis
and P/F ratio resulted in an AUC of 0.84, which is very promising since the
patient groups were small and highly heterogeneous. In this study, air was col-
lected for one minute via a disposable T-piece connector placed between the
endotracheal tube and the heat-moist exchanger. This methodology allowed for
fully non-invasive and continuous sampling, suggesting eNose technology may
already be very close to clinical applicability.

Road Map for Future Research

Future research on exhaled breath analysis in intubated and mechanically venti-
lated patients should approach volatile biomarker discovery using translational
biology and translational technology (from bench to bedside and vice versa)
(Fig. 3). VOCs can be discovered in vitro, as demonstrated by head-space analysis
of bacteria [31]. These findings can be confirmed using ‘clean’ in vivo animal
models (e.g., models of pneumonia or lung injury). Clinical trials are than neces-
sary to validate the diagnostic accuracy of breathomics in patients with comorbi-
dities and exposure to exogenous VOCs following STARD (STAndards for the
Reporting of Diagnostic accuracy studies) guidelines [48]. Tailor-made eNoses
and/or diagnostic algorithms need to be produced when VOCs associated with
disease have been identified and validated [49].

Conclusion

Exhaled breath analysis has potential as a diagnostic and monitoring tool in intu-
bated and mechanically ventilated critically ill patients. Breath analysis can be
fully non-invasive and as such has the advantage that it can be performed contin-
uously, especially when using eNoses or I-MS. If it is confirmed that breath con-
tains specific composite information about complex metabolic pulmonary pro-
cesses, breathomics has the potential to become an important diagnostic tool for
those who care for the critically ill. After all, adequate and early phenotyping may
be the first step to more effective interventions.
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Introduction

Septic shock is characterized by numerous cardiovascular abnormalities includ-
ing absolute and relative hypovolemia, vascular tone depression, myocardial dys-
function, derangements in regional blood flow distribution and microcirculation
disorders. The degree of severity of each of these abnormalities is variable from
patient to patient. Although volume resuscitation is the most urgent therapy, cur-
rent international guidelines recommend administering a vasopressor early to
sustain life and maintain perfusion in the face of life-threatening hypotension,
even when hypovolemia has not yet been resolved [1]. Indeed, if the mean arte-
rial pressure (MAP) is markedly reduced, the perfusion pressure of critical organs
(e.g., kidney, brain, myocardium, liver) may be lower than the lower threshold of
autoregulation so that the ability of autoregulation to maintain vital organ blood
flow may be lost. This can result in organ ischemia and eventually in organ fail-
ure, even if the systemic blood flow is high. The decrease in organ blood flow
may be particularly marked in those patients with pre-existing renal, carotid, cor-
onary or mesenteric atherosclerotic lesions as well as in those with pre-existing
hypertension. In these conditions, increasing MAP above a certain critical level
can restore organ perfusion even in the absence of an increase in cardiac output.
Clinical evidence of such a pressure effect has been provided in the context of
septic shock in studies where correction of severe hypotension with a vasocon-
strictor was associated with improved renal function in the absence of any change
in cardiac output [2–4]. It is currently recommended to achieve at least an MAP
value of 65 mmHg [1]. However, in patients with pre-existing long-standing
hypertension or other vascular comorbidities, the optimal MAP level may be
higher. In septic patients with acute kidney failure, it has been suggested that the
optimal MAP could be higher than in septic patients presenting without acute
kidney insufficiency [5]. Therefore, an individual evaluation of the value of MAP
to target with vasopressors is necessary.

Norepinephrine is now considered as the first-line vasopressor in septic shock
[1, 6]. For a long time, it was only used as second choice (after dopamine)
because of its potential vasoconstrictive effects on regional circulations. However,
harmful regional effects have not been found in clinical studies [2, 3, 7–9].
Importantly, norepinephrine seems to be a more powerful α-agonist agent than
dopamine. In a randomized study, Martin et al. showed that the goal of maintain-
ing an MAP of 80 mmHg over six hours was achieved in only five out of 16
patients receiving dopamine compared to 15 out of 16 patients receiving norepi-
nephrine [10]. Moreover, 10 of the 11 patients who did not respond to dopamine
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were treated successfully when norepinephrine was added [10]. It is noteworthy
that in this study, achievement of the MAP goal with norepinephrine was associ-
ated with improved urine output and decreased lactate level.

Results of recent randomized clinical trials (RCTs) suggest the superiority of
norepinephrine over dopamine as the first-line vasopressive agent in septic shock
patients. In a multicenter RCT, De Backer et al. compared norepinephrine and
dopamine in the treatment of shock [11]. Although, there was no significant dif-
ference in the mortality rate, use of dopamine was associated with a greater num-
ber of adverse events, in particular of arrhythmias [11], compared to use of nor-
epinephrine. Similar results were found in a single-center RCT in which adminis-
tration of norepinephrine and dopamine were compared in septic shock patients
[12].

Norepinephrine exerts its main beneficial effects in septic shock through its
effect on arterial tone, but also has other cardiovascular effects, which deserve to
be reviewed.

Effects of Norepinephrine on Arterial Tone

Norepinephrine is the predominant endogenous sympathetic amine. It is the
physiologic mediator released by the postganglionic adrenergic nerves. It is also
a hormone released by the adrenal medulla. Exogenous norepinephrine is a phar-
macologic agent commonly used intravenously to reverse severe hypotension in
shock states. Norepinephrine increases arterial pressure mainly through an
increase in arterial tone after binding to α-receptors on the endothelial surface of
peripheral arterioles. Binding to the α-receptor activates phospholipase C. This
results in splitting of phosphatidyl inositol into inositol triphosphate-3 and 1,2-
diacylglycerol. Inositol triphosphate-3 stimulates the release of calcium ions from
the sarcoplasmic reticulum into the cytosol. An additional effect of activation of
the α-receptor is the opening of receptor-operated non-selective cation channels
that allows influx of extracellular calcium ions into the vascular smooth muscle
cell. Calmodulin, which is a cytoplasmic regulatory protein related to troponin C,
can then bind four calcium ions to activate the myosin light chain kinase. This
results in phosphorylation of myosin heads that cause crossbridge formation with
actin and then contraction of the vascular smooth muscle. Relaxation of the vas-
cular smooth muscle cell results from the decrease in the concentration of cyto-
solic calcium ion, either by expulsion of calcium ion to the extracellular space or
by its reuptake into the sarcoplasmic reticulum.

Sepsis is characterized by vascular hyporesponsiveness to vasoconstrictor
agents [13]. Overproduction of nitric oxide (NO) induced by activation of induc-
ible NO synthase (NOS), is assumed to play an important role [14]. The molecular
target of NO in the vascular smooth muscle cell is soluble guanylate cyclase. This
enzyme activates the transformation of GTP into cyclic GMP, which is responsible
for vasorelaxation. Inhibitors of NOS have been demonstrated to reverse hypore-
sponsiveness to norepinephrine induced by endotoxin [15]. Abnormal vasorelaxa-
tion and hyporesponsiveness to vasoconstrictors could also involve increased
production of prostacyclin [16], of peroxynitrite [17], of superoxide anion [18] or
excessive activation of ATP-sensitive potassium channels [19].

Hyporesponsiveness to vasoconstrictors has been evidenced in septic shock
patients by Annane et al. who reported a leftward shift of the dose-response
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curves to norepinephrine in septic patients compared to controls [20]. Clearly, this
implies the use of high doses of norepinephrine to achieve a sufficient level of MAP
in septic shock. Consequently, clinicians should not be reluctant to use high doses
of norepinephrine to achieve an adequate MAP level, if necessary. In this regard, a
retrospective study reported a survival rate of 35 % in a series of very severe septic
shock patients receiving norepinephrine doses higher than 4 g/kg/min [21].

Effects of Norepinephrine on Venous Return, Cardiac Preload
and Preload Responsiveness

The effects of norepinephrine on the venous compartment of the cardiovascular
circuit have been explored to a much lesser extent than have its effects on the
arterial and microcirculatory compartments. Peripheral veins are thin-walled
compliant vessels containing roughly two-thirds of the circulating blood in nor-
mal humans. This blood reservoir can be physiologically recruited to increase
venous return and cardiac output. Venous return has two determinants: The pres-
sure gradient between the mean systemic pressure and the right atrial pressure
on the one hand and the resistance to venous return on the other hand. The
backward pressure of the venous return itself depends upon the venous capaci-
tance and compliance. The net effect of any vasoactive drug on the venous return
thus depends on the balance between its action on the pressure gradient and the
resistance to the venous return. Evidence is growing that the venous effects of
norepinephrine may have some important clinical consequences.

Experimental Studies

An increase in venous return induced by norepinephrine has been reported in a
few animal studies [22–26]. This effect is mainly related to α-adrenergic stimula-
tion. Indeed, the sympathetic stimulation of the α-adrenergic receptors of the
venous wall induces potent constriction [27], as on the arterial side of the circula-
tion. As an α-adrenergic stimulator, norepinephrine may act on both determi-
nants of the venous return, i.e., the pressure gradient and the resistance to the
venous return. On the one hand, norepinephrine-induced venoconstriction
increases the stress exerted by the venous wall on the vessel contents and thus
transforms some part of the unstressed volume into stressed volume. This
decrease in venous capacitance has been demonstrated in animals [28]. In a por-
cine model of endotoxic shock and using the physiological concept developed by
Guyton et al. [29], Datta and Magder elegantly demonstrated that administering
norepinephrine increased the mean systemic pressure [22], which promotes
venous return. On the other hand, norepinephrine-induced venoconstriction
could increase the resistance to venous return, which would impede venous
return. However, Datta and Magder did not show such an increase in the resis-
tance to the venous return with norepinephrine so that the net effect of norepi-
nephrine was an increase in venous return and cardiac output [22]. An older
study in dogs, yielded some contradictory results by showing that norepinephrine
decreased the resistance to venous return [24]. The authors hypothesized that this
effect was due to some vasodilating β-adrenergic stimulation by norepinephrine.
The discrepant results between these two studies could be explained by different
methodology and by species differences.
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Fig. 1. Schematic effects of nor-
epinephrine (NE) on cardiac out-
put and venous return. Norepi-
nephrine (NE) exerts its effects
through α- and β-adrenergic
stimulation. The α-stimulation of
the venous compartment induces
an increase in mean systemic
pressure (from Pms1 to Pms2).
Provided that it does not increase
the resistance to venous return to
too large an extent, norepineph-
rine increases the venous return.
The β-stimulation increases car-

diac contractility (the slope of the cardiac function curve becomes steeper). As a result of both effects,
cardiac output increases while right atrial pressure increases only a little from Pra1 to Pra2

It is important to consider that the effect of norepinephrine on venous return and
cardiac preload could be highly dependent on the prior level of venous capaci-
tance. For example, if venous capacitance is already low because of endogenous
sympathetic stimulation, as in cardiogenic shock, the effect of norepinephrine on
venous capacitance may be less marked than in septic shock. Figure 1 illustrates
the effects of norepinephrine on the venous return curve during sepsis via its α-
adrenergic stimulation action: Norepinephrine increases the mean systemic pres-
sure while increasing the resistance to venous return (decrease in the slope of the
curve). The resulting effect is a beneficial effect on venous return.

Clinical Evidence

In a clinical cohort study, our group examined the hemodynamic effects of an
increase in the dose of norepinephrine in 105 septic shock patients monitored
with a transpulmonary thermodilution device [30]. Increasing the dose of norepi-
nephrine induced a significant increase in the global end-diastolic volume (i.e.,
the volume of blood contained in the four cardiac chambers at end-diastole) [30];
it also significantly increased cardiac output [30]. In another recent study [31], we
included 25 septic shock patients in whom the dose of norepinephrine was
increased because of profound hypotension. Importantly, all these patients were
in a preload-dependent state, as evidenced by a positive passive leg raising test at
baseline. We observed that norepinephrine increased the cardiac preload, as
assessed by the global end-diastolic volume (GEDV) and the central venous pres-
sure (CVP) [31]. Cardiac output increased in all patients, likely as a consequence
of the preload increase in these preload-dependent patients and perhaps also
because of an increase in cardiac inotropism. Importantly, when the dose of nor-
epinephrine was increased, the degree of preload-dependence decreased, as
assessed by the response of cardiac output to a fluid challenge [31]. In other
words, some patients in whom cardiac output would have increased with fluid
administration at the lowest dose of norepinephrine no longer responded to vol-
ume expansion once the dose of norepinephrine had been increased. This result
is in accordance with previous studies showing that another indicator of preload-
dependence, namely the respiratory variation of arterial pulse pressure, decreased
with norepinephrine administration [30, 32, 33].
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These effects of norepinephrine on preload and preload responsiveness may have
some important clinical implications. Increasing the dose of norepinephrine in a
patient with acute circulatory failure may be physiologically equivalent to infus-
ing fluids; this could lead to a reduction in the total volume of fluid administered.
Using a model of endotoxinic shock in rats, Sennoun et al. provided a clear con-
firmation of this hypothesis [33]. Indeed, compared to fluid administration alone,
early use of norepinephrine was associated with less delivered fluid without any
adverse effects on either systemic or regional hemodynamics or tissue perfusion
[33].

Reducing the total volume of fluid administered may have beneficial prognos-
tic effects. Indeed, the degree of positive fluid balance has been demonstrated to
be of poor prognosis in septic patients [34, 35] as well as in critically ill patients
with acute renal failure [36] and conservative fluid management has been demon-
strated to be beneficial during acute respiratory distress syndrome (ARDS) [37].
In addition, compared to fluid, norepinephrine does not increase the intravascu-
lar pressure of the capillaries, which may reduce capillary leak in septic shock
patients [22]. Thus, limiting fluid administration by increasing norepinephrine
could have some potential benefits that need to be demonstrated in future clinical
studies.

Effects of Norepinephrine on Cardiac Contractility

Norepinephrine may improve cardiac contractility through two different effects.
First, it should improve myocardial perfusion by increasing not only the MAP but
also the diastolic arterial pressure. MAP is the driving pressure for the right coro-
nary circulation, whereas diastolic arterial pressure is the driving pressure for the
left coronary circulation. Diastolic pressure is particularly low in septic shock
because of the depressed arterial tone [38]. Thus increases in both mean and dia-
stolic arterial pressure may result in an improved contractility in the case of myo-
cardial ischemia. This effect may be even more important in the case of pre-exist-
ing coronary stenosis. Second, norepinephrine could theoretically increase car-
diac contractility because of its β-adrenergic activity. Evidencing the effects of
norepinephrine on cardiac contractility is challenging since the left ventricular
ejection fraction (LVEF), i.e., the indicator of left ventricular systolic function
that is used in clinical practice, is highly dependent on cardiac preload and after-
load conditions [39]. However, the few clinical studies that have investigated this
effect of norepinephrine suggest a significant inotropic effect of the drug. For
instance, we observed that the LVEF did not change when the dose of norepi-
nephrine was increased whereas the systolic arterial pressure increased [31].
Given the physiological relationship between LVEF and left ventricular systolic
pressure [39], this suggests that contractility actually increased with norepineph-
rine augmentation.

Resultant Effect of Norepinephrine On Cardiac Output

Clinical studies have reported various effects of norepinephrine on cardiac index,
some studies showing no change [2–4, 10, 40–43] and others significant
increases [9, 30, 31, 44–49] in cardiac index. In fact, these conflicting results may
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be explained by the diversity of the patients included in these studies in terms of
preload-dependence. In the case of preload-dependence, norepinephrine is more
likely to increase cardiac output as a result of its effect on cardiac preload and
also, to a lesser extent, to increased cardiac contractility (Fig. 1). In the case of
preload-independence, for example because of massive prior fluid administration,
no beneficial effect is expected from any preload effect. It has to be noted that no
study reported a decreased cardiac output suggesting that the MAP targets used
in clinical practice – usually between 65 and 85 mmHg – are not high enough to
reduce cardiac output in relation to an increased left ventricular afterload.

Effects of Norepinephrine on Regional Blood Flow and
Microcirculation

Because norepinephrine is a vasoconstrictive agent, its use theoretically carries a
risk of inducing peripheral organ/tissue hypoperfusion, especially when high
doses are used. However, the literature does not provide much evidence of such
a deleterious effect when norepinephrine is titrated to achieve subnormal MAP
values, as currently recommended during septic shock. In reality, two different
clinical situations should be distinguished in septic shock: (1) Administration of
norepinephrine in patients with life-threatening hypotension in order to restore a
sufficient organ perfusion pressure; and (2) administration of norepinephrine in
moderately hypotensive patients.

In Patients with Life-threatening Hypotension

Improved regional and/or microcirculatory blood flow is expected to occur after
reaching an MAP value above the putative lower threshold of organ blood flow
autoregulation. In line with this hypothesis, several studies in septic patients with
high cardiac output and very low baseline MAP (between 45 and 55 mmHg) dem-
onstrated that restoring MAP with norepinephrine could improve urine output
and renal function, in spite of unchanged cardiac output [2–4, 7]. Albanese et al.
provided a nice illustration of such a mechanism by using norepinephrine to ele-
vate MAP in two different groups of patients [2]. In a group of septic shock
patients, norepinephrine increased MAP from 51 ± 3 mmHg to 79 ± 7 mmHg;
renal blood flow and renal function indices improved and cardiac output was
unchanged [2]. In a group of head trauma patients, norepinephrine, administered
in order to maintain a cerebral perfusion pressure > 70 mmHg, increased MAP
from 81 ± 7 mmHg to 98 ± 3 mmHg, but did not change renal function indices
or cardiac output [2]. This suggests that the initial value of MAP was below the
lower autoregulation threshold of renal blood flow in septic patients but above
this threshold in head trauma patients. In addition to the effects on perfusion
pressure, it has also been suggested that norepinephrine can exert beneficial
effects on intra-renal vasculature in septic conditions. Bellomo et al. showed in
animals that norepinephrine infusion at clinically relevant dosages increased
renal blood flow by decreasing the vascular closing pressure in endotoxic condi-
tions, whereas it increased the vascular closing pressure in control conditions
[50].

The beneficial effect on the microcirculation of restoring MAP with norepi-
nephrine in septic patients with life-threatening hypotension has been illustrated
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in a study in which the subcutaneous microcirculation was assessed using near-
infrared spectroscopy (NIRS) at the thenar eminence [49]. NIRS technology
allows measurement of muscle tissue oxygen saturation (StO2) and its change
during a vascular occlusion test, which assesses the recruitment of subcutaneous
microvessels in response to the hypoxic stimulus induced by upstream arterial
occlusion. Administration of norepinephrine in septic shock patients resulted in
increases in MAP from 54 ± 8 to 77 ± 9 mmHg, in cardiac index from 3.1 ± 1.0
to 3.6 ± 1.3 l/min/m2 and in StO2 from 75 ± 9 to 78 ± 9 % [49]. Importantly,
administration of norepinephrine also resulted in an increased StO2 recovery
slope measured during a vascular occlusion test, suggesting a better recruitment
of microvessels in response to local hypoxia. This finding was in agreement with
the hypothesis that restoration of MAP allowed recruitment of previously closed
microvessels in areas where perfusion depends on pressure.

In Moderately Hypotensive Patients

The regional and/or local vascular effects of norepinephrine are more variable.
Recent studies evaluated the effects on cardiac output and organ perfusion indi-
ces of using norepinephrine to increase MAP from 60 (or 65) mmHg to 85 (or 90)
mmHg in septic shock patients [9, 47, 48, 51]. In 11 septic shock patients, Derud-
dre et al. showed that increasing MAP from 65 to 75 mmHg with norepinephrine
was associated with significant increases in cardiac output and urinary output
and a significant decrease in the renal vascular resistance assessed with Doppler
ultrasonography [9]. The combined effect of increasing cardiac output and MAP
above the autoregulation threshold could be responsible for the putative increase
in renal blood flow. It has to be noted that in this study, in which only one patient
was being treated for chronic hypertension, no change in renal indices was
observed when MAP was further increased from 75 to 85 mmHg [9]. Other clini-
cal studies have shown that increasing MAP above 60 (or 65) mmHg overall was
not associated with improved organ perfusion, in spite of the increased cardiac
output. In 10 patients with septic shock, who had been previously stabilized after
fluid loading and norepinephrine administration, LeDoux et al. reported no
change in regional perfusion parameters (gastric mucosal carbon dioxide pres-
sure, skin capillary blood flow and red blood cell velocity, urine output) when
MAP was gradually increased from 65 to 85 mmHg [51]. In 16 septic shock
patients with an MAP stabilized at 60 mmHg, Jhanji et al. gradually increased the
dose of norepinephrine to achieve MAP values of 70, 80 and 90 mmHg [48].
Increase in norepinephrine dose was associated with increases in cutaneous tissue
oxygen tension measured using a Clark electrode and in cutaneous red blood cell
flux measured using laser Doppler flowmetry but with no change in sublingual
microvascular flow using sidestream darkfield (SDF) imaging [48]. These findings
emphasize the fact that in sepsis, which is characterized by disparities in micro-
circulation disturbances within and among organs [52], the microcirculatory
response to norepinephrine may differ between organs. Dubin et al. also mea-
sured sublingual microcirculatory indices using SDF imaging in septic shock
patients already resuscitated with fluid and norepinephrine [47]. Overall, no sig-
nificant changes in microcirculatory indices were found when the dose of norepi-
nephrine was gradually increased to achieve MAP values of 75 and 85 mmHg.
Nevertheless, the most striking result was the correlation between the degree of
severity of the microcirculatory disorders at baseline and the positive microcircu-
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latory response to the norepinephrine-induced increase in MAP from 65 to 85
mmHg [47]. Thus, septic patients with normalized microcirculation (after initial
hemodynamic resuscitation) may not benefit from any additional increase in
MAP above 65 mmHg. In contrast, septic patients with persistently altered micro-
circulation in spite of achievement of the recommended endpoints, may benefit
from a further increase in MAP beyond the value of 65 mmHg.

This hypothesis may explain the results recently reported by Thooft et al. in 13
patients with septic shock [53]. The gradual increase in MAP from 65 to 85
mmHg with norepinephrine was associated with increased cardiac output and
mixed venous blood oxygen saturation (SvO2) and decreased blood lactate [53];
importantly, this was also associated with an overall improvement of the micro-
circulation. Indeed, the increase in MAP from 65 to 85 mmHg was associated
with an increased StO2 recovery slope assessed by NIRS at the thenar eminence.
Unlike Dubin et al. [47], Thooft and colleagues showed an increase in the per-
fused vessel density and the microvascular flow, which are both relevant sublin-
gual microcirculation indices [54], in the subgroup of 6 patients in whom SDF
imaging was also performed [53]. This suggests that microvessel recruitment and
microcirculatory blood flow both increased at the MAP of 85 mmHg. These find-
ings could be the result either of a proper perfusion pressure effect in some pres-
sure-dependent areas or of the increase in systemic blood flow observed at the
highest level of MAP.

Overall, results of these clinical studies suggest that: (1) regional and/or local
vascular effects of norepinephrine aimed at increasing MAP beyond 65 mmHg
are variable and not easy to predict in a given patient; (2) titration of norepineph-
rine to target an ‘optimal’ MAP needs to be carefully evaluated in each individual
patient; and (3) norepinephrine does not have deleterious effects on tissue perfu-
sion provided that ‘reasonable’ MAP values ( 85–90 mmHg) are targeted.

Conclusion

Norepinephrine should be used as the first choice vasopressor in hypotensive sep-
tic patients. Its first beneficial hemodynamic effect is to restore MAP by con-
stricting the arterial compartment. Norepinephrine could also restore the hemo-
dynamic status by recruiting the venous blood reservoir and increasing cardiac
preload, which may increase cardiac output in the case of preload-dependence.
Provided that MAP is not increased above normal values, norepinephrine is not
harmful to the microcirculation or to tissue perfusion. It is essential to carefully
adjust the norepinephrine dose to achieve the optimal MAP level in each individ-
ual patient.
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Introduction

Catecholamine-resistant arterial hypotension associated with severe impairment
of tissue oxygenation plays a pivotal role in the development of multiple organ
failure (MOF) and is associated with increased mortality in septic shock [1].
Therefore, alternative, non-adrenergic treatment strategies are urgently war-
ranted. During recent years, research has increasingly focused on the use of vaso-
pressinergic agents, such as arginine vasopressin (AVP) and terlipressin. Contrary
to adrenergic receptors, the sensitivity of vasopressin receptors increases in septic
shock [2]. This phenomenon may be explained by autonomic insufficiency, baro-
receptor dysfunction [3] and the relative deficiency of endogenous vasopressin
that is linked to increased receptor expression and sensitivity [4]. Mechanisms of
action further include stimulation of vasopressin 1a receptors (V1aR), inhibition
of nitric oxide (NO) synthesis [5], inhibition of ATP-dependent potassium chan-
nels [6] and restoration of adrenergic receptor sensitivity [7]. As a consequence,
low doses of vasopressin analogs have been shown to increase mean arterial pres-
sure (MAP) in catecholamine-resistant septic shock in numerous experimental [8,
9] and clinical studies [10–13]. In addition, these studies demonstrated a signifi-
cant reduction in catecholamine requirements and attenuated renal dysfunction
in septic shock patients.

However, the Vasopressin in Septic Shock Trial (VASST), a multicenter ran-
domized controlled trial (RCT), failed to demonstrate a reduction in overall mor-
tality in patients treated just with norepinephrine compared to a combination of
norepinephrine and AVP [14]. In addition to the currently discussed value of
large RCTs in proving the effectiveness of therapeutic interventions in septic
shock [15], these results suggest that we do not take full advantage of the thera-
peutic potential of vasopressin analogs at the present time.

This review article, therefore, critically discusses potential modifications in the
currently recommended therapeutic approach to vasopressin analogs in septic
shock.

‘State of the Art’ Hemodynamic Support

The current guidelines of the Surviving Sepsis Campaign recommend a continu-
ous infusion of low-dose AVP (up to 0.03 U/min), in addition to norepinephrine,
as a rescue therapy, i.e., when norepinephrine alone is not effective [16]. This
dose is based on the rationale that it is necessary to compensate for a relative

76

III



continuous

infusion

low-dose

AVP

hormone

replacement
last resort supplement to

norepinephrine

titrated
infusion

high-dose
terlipressin

selective
V1aR agonists

substitute for

norepinephrine

early first-line
vasopressor

therapy

concomitant 

corticosteroids
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septic shock with alternative
pieces for every position. V1aR,
vasopressin 1a-receptor

vasopressin deficiency in septic shock as compared to other shock states and,
therefore, reflects a type of hormone replacement therapy [17]. The safety of this
approach was demonstrated in the VASST trial [14]. Figure 1 illustrates the recom-
mended therapy as a jigsaw consisting of multiple ‘pieces’ that are all exchange-
able with potential alternatives. The challenge is to find the perfect combination
for the individual patient in the intensive care unit (ICU).

One problem with the current recommendation is that AVP is not available in
some countries. Therefore, the synthetic, long-acting vasopressin analog, terli-
pressin, is increasingly used instead of AVP. Despite important pharmacological
differences between the two drugs (e.g., receptor selectivity, effective half-life) the
use of either substance was (and still is) determined mainly by local availability
and institutional inventory. Hence, Leone asked in an editorial, whether it is “ter-
lipressin or europressin” [18]. However, there are no official recommendations for
the use of terlipressin in septic shock, mainly because of the lack of large, ran-
domized multicenter studies. Based on its longer elimination half-life of approxi-
mately 50 min (vs. 6 min for AVP), terlipressin was first administered as a bolus
of 1(-2) mg, resulting in severe adverse effects, such as reduction in cardiac out-
put and global oxygen transport, as well as mesenteric ischemia [13, 19, 20]. In
this context, Lange et al. reported that a continuous, low-dose infusion of 2 mg/
24h terlipressin was more effective in stabilizing hemodynamics than repeated
bolus administration (1 mg every 6 h) and was associated with a significant
reduction in unwanted adverse effects [21]. Continuous, low-dose infusion of 1.3
g/kg/h terlipressin in addition to norepinephrine has been shown to be feasible,

safe and effective in stabilizing hemodynamics in patients with septic shock [12].
Furthermore, when using vasopressin agonists, it is critical to treat hypovole-

mia with adequate fluid resuscitation to minimize the risk of ischemic complica-
tions. In this regard, Asfar and colleagues even reported improved splanchnic
blood flow in response to terlipressin infusion and effective volume therapy,
whereas terlipressin infusion without appropriate fluid substitution was harmful
[22, 23].
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Time Point of Treatment Initiation

In a retrospective analysis of 316 patients in advanced vasodilatory shock, Luck-
ner et al. noticed that norepinephrine requirements > 0.5 g/kg/min before initia-
tion of treatment with AVP represented an independent risk factor for mortality
[11]. This finding suggested that early use of AVP in the course of septic shock
may be more beneficial than the currently recommended last resort strategy. This
hypothesis was supported by a predefined subgroup analysis of the VASST study.
The combination of AVP and norepinephrine was more effective in stabilizing
hemodynamics than norepinephrine alone in patients with a lower dose of nor-
epinephrine (< 15 g/min vs > 15 g/min) at the time of treatment initiation of
AVP [14]. However, the time from the onset of shock to AVP initiation was not
significantly different between the two sub-cohorts. Based on these findings and
in line with several therapeutic approaches for the treatment of septic shock (e.g.,
antibiotic therapy, volume resuscitation), use of AVP early in the course of the
disease rather than as a rescue therapy appears reasonable. In addition, from a
pathophysiological point of view, a therapy is more likely to be successful when
the patient does not already suffer from MOF. The most beneficial time for treat-
ment initiation of vasopressin analogs, however, remains to be determined.

Of note, some studies have even investigated the effects of AVP as well as terli-
pressin as first-line therapies. In an established ovine model of fecal peritonitis-
induced septic shock, our group demonstrated efficacy in maintaining MAP and
safety of a continuous, low-dose infusion of AVP (0.5 mU/kg/min) or terlipressin
(1 g/kg/h) supplemented with titrated norepinephrine [8]. Our findings were
confirmed by an experimental study in a pig model of septic shock two years
later [9]. First-line therapy with AVP up to 5 ng/kg/min (equivalent to �0.18 U/
min) supplemented with norepinephrine was not only safe in respect to myocar-
dial function and global oxygen transport, but also attenuated renal dysfunction
and reduced catecholamine requirements as compared to first-line norepineph-
rine [9]. These experimental results were supported by an open-label RCT in
patients with early (12 h) hyperdynamic septic shock. First-line AVP up to 0.2 U/
min increased and maintained MAP 70 mmHg without negatively affecting
mesenteric oxygenation. Notably, renal function and sequential organ failure
assessment (SOFA) scores were improved compared to patients who received
first-line norepinephrine [24]. Despite these promising data, the use of vasopres-
sin analogs as a first-line infusion should be restricted to controlled studies at the
present time.

Dose and Treatment Endpoints

The currently recommended low dose of 0.03 U/min AVP for use in septic shock
has been questioned in recent studies [25, 26]. This dose recommendation is
based mainly on the safety issue. Extremely high doses of up to 0.47 U/min have
been shown to be associated with a reduction in global oxygen transport, and
with peripheral and myocardial ischemia [20, 27]. Since these doses are more
than 15-fold higher than the recommended one, these results are not really sur-
prising. However, there is a wide range between 0.03 and 0.47 U/min. Several
studies have provided evidence that with doses of 0.06 U/min the risk of compli-
cations is not higher than with norepinephrine, if bolus infusions are omitted and
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sufficient fluid resuscitation is guaranteed. Dunser et al. already reported in 2003
that a combined infusion of norepinephrine and AVP (4 U/h � 0.067 U/min) was
more effective and associated with a lower incidence of new-onset tachyarrhyth-
mias than was norepinephrine alone [10]. The same group directly compared the
effects of the established dose of 0.03 U/min with a dose of 0.06 U/min AVP in a
retrospective analysis of 78 patients as well as in an RCT in 50 patients with vaso-
dilatory shock [25, 26]. In both trials, there was no increased incidence of
unwanted adverse effects, such as mesenteric ischemia, with the higher dose com-
pared to norepinephrine and 0.03 U/min of AVP. Restoration of cardiovascular
function, however, was more effective with 0.06 U/min AVP. According to these
results, AVP in the VASST study may have been not only started too late, but also
at too low a dose.

Because of the presumed risk of myocardial ischemia, patients with coronary
artery disease were excluded from the VASST trial. However, AVP is also used to
treat post-cardiopulmonary bypass vasodilatory shock [28]. Interestingly, the
doses of AVP (usually 0.1 U/min) in these high risk cardiovascular patients are
three times higher than those recommended in patients with septic shock.
Against this background, it does not appear justified to generally withhold ther-
apy with vasopressin analogs from patients with coronary artery disease.

The second argument for the recommendation of 0.03 U/min is the restoration
of plasma levels of AVP to the levels seen in other shock states (usually around
100 pg/ml). This so-called hormone replacement therapy is based on the fact that
AVP levels in septic shock have been reported to be inappropriately low as com-
pared to other shock states, such as cardiogenic shock [29]. Using higher doses of
AVP would represent a vasopressor dose rather than hormone replacement ther-
apy [30]. This therapeutic strategy was tested in two experimental studies of
ovine septic shock that are currently under review and, therefore, only published
as abstracts [31, 32]. In both studies, titrated, first-line AVP without concomitant
norepinephrine was able to keep MAP within the therapeutic range for 24 h. AVP
doses were increased up to 0.06 U/min.

In this context, Lauzier et al. performed a very interesting open-label RCT
study in 23 patients with early (12 h) septic shock [24]. The administration of
titrated AVP (up to 0.2 U/min) failed to increase MAP in the first hour but main-
tained it above 70 mmHg in two-thirds of patients at 48 h. In addition, norepi-
nephrine requirements, renal dysfunction and SOFA scores were reduced com-
pared to treatment with norepinephrine alone.

Selective vs. Non-selective V1aR Agonists

AVP is a mixed vasopressin 1a/2 receptor (V1aR/V2R) agonist with a selectivity
of 1:1 for each of these receptors. Whereas particular attention has been paid to
vasoconstriction mediated by vascular V1aRs [4], the effects of AVP stimulation
of V2R have been neglected, probably because the most familiar anti-diuretic
effect mediated by renal V2Rs is compensated for by an V1aR-mediated increase
in glomerular filtration pressure [33]. There is increasing evidence that stimula-
tion of extrarenal (endothelial) V2Rs may aggravate sepsis-induced vasodilation
[34], fluid accumulation [31], leukocyte rolling [35] and pro-coagulant effects
[36]. In this context, our research group demonstrated, in an established ovine
model of septic shock, that a V2R antagonist supplemented with norepinephrine
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improved cardiovascular, metabolic, liver and renal functions and prolonged sur-
vival as compared to AVP or placebo [37].

The use of more selective V1aR agonists may, therefore, be superior to AVP for
two reasons: More pronounced vasoconstriction and a reduction in V2R-medi-
ated unwanted effects. In line with this theory, our research group was able to
provide experimental [8] and clinical evidence [12] that a continuous, low-dose
infusion of terlipressin (1 or 1.3 g/kg/h, respectively), with a selectivity of 2.2:1
for the V1aR versus the V2R, was more effective than AVP (0.03 U/min) and nor-
epinephrine alone in stabilizing cardiopulmonary hemodynamics in septic shock.
Following these promising results, the use of two highly selective V1aR agonists
with only negligible intrinsic activity at the V2R was tested in experimental stud-
ies. Phe2-Orn8-Vasotocin (POV) has a more than 220 times higher selectivity for
the V1aR than AVP [38]. Because of its similar potency compared to AVP [39],
POV was administered in an equivalent dose as a first-line continuous infusion in
ovine septic shock. POV improved vascular, pulmonary, and renal functions,
increased oxygen delivery and slightly prolonged survival as compared to first-
line AVP and standard treatment with norepinephrine [40]. Traber titrated the
highly selective V1aR agonist, FE 202158, with a selectivity of 1107:1 for the V1aR
vs. the V2R, to target an MAP above baseline-10 mmHg. FE 202158 kept MAP
within the target range at lower doses and for a longer time period compared to
AVP [31].

A very interesting finding of these studies was the fact that net fluid balance
was significantly lower in animals treated with highly selective V1aR agonists
compared to those treated with AVP, suggesting that V1aR stimulation might
attenuate capillary leakage. This hypothesis was tested in an established ovine
model of septic shock using a POV infusion titrated to maintain MAP [32]. This
study demonstrated an immediate reduction in net fluid balance after the start of
the compound. Vascular endothelial growth factor (VEGF) and angiopoietin-2,
two established markers of capillary leakage, were significantly reduced in pul-
monary tissue samples of animals treated with the highly selective V1aR agonist
as compared to those treated with AVP. At the same time, the fluid volume in the
thoracic cavity measured during necropsy at the end of the 24 h study period was
significantly lower in the POV group than in the control and AVP groups. In addi-
tion, urine output increased after the start of POV infusion and cumulative net
fluid balance was almost balanced at 24 h. In contrast, cumulative net fluid bal-
ance was more than 5000 ml in control animals and almost 3000 ml in AVP-
treated animals. Since positive fluid balance represents an independent risk factor
for mortality in septic shock [41], this effect of highly selective V1aR agonists
may be of critical importance. Interestingly, the beneficial effects of FE 202158 on
fluid balance were abolished if it was combined with the selective V2R agonist,
desmopressin [31]. This finding further supports the hypothesis that V1aR stimu-
lation attenuates, and V2R activation aggravates, vascular leakage, providing
another argument for the use of highly selective V1aR agonists instead of AVP.
However, clinical studies are needed to verify these promising results in patients
with septic shock. In this regard, it is noteworthy that FE 202158 is currently
undergoing a phase II trial.
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Combination of AVP with Corticosteroids

From a physiological point of view, combining AVP with corticosteroids for the
treatment of septic shock is likely to be beneficial, because these endogenous hor-
mones promote synergistic effects. Whereas AVP increases the secretion of adre-
nocorticotropin releasing hormone [42], corticosteroids increase the sensitivity of
V1aRs [43]. In addition, endogenous plasma levels of AVP and corticosteroids
have been reported to be reduced or inappropriately low in septic shock. These
physiological rationales may have been one reason why Dr. Annane called the
combination of AVP and corticosteroids in his editorial for a post-hoc analysis of
the VASST study, “The shock duo” [44]. Russell et al. reported that in septic shock
patients who received corticosteroid treatment, AVP was associated with a signifi-
cantly lower mortality compared to sole norepinephrine (35.9 % vs. 44.7 %) [45].
In addition, the authors pointed out that corticosteroids increased plasma vaso-
pressin levels compared to AVP infusion without corticosteroids by 67 % at 24 h.
In contrast, AVP infusion was associated with a higher mortality than sole nor-
epinephrine in the subcohort of patients who did not receive corticosteroids. This
positive interaction between AVP and corticosteroids in the treatment of septic
shock had already been suggested by a retrospective, case control study by Bauer
et al. in 2008 [46]. The addition of corticosteroids to supplementary AVP
increased the proportion of patients alive without vasopressor therapy at day 7 of
their ICU stay. These results were confirmed by another, recent retrospective
study of Torgersen and colleagues, who investigated 159 patients with supplemen-
tary AVP infusion [47]. They concluded that “concomitant AVP and hydrocorti-
sone may be associated with a survival benefit in septic shock”.

Based on the retrospective and post-hoc character of these studies, these posi-
tive findings are only hypothesis generating and sufficiently powered RCTs are
warranted. The comment of Dr. Lauzier, in an editorial related to the most recent
study [47], that AVP and corticosteroids are “engaged but not yet married” [48]
hit the nail on the head. Whether the beneficial effect of combining AVP with cor-
ticosteroids also applies to vasopressin analogs, like terlipressin or selective V1aR
agonists, remains to be determined.

Patient Selection

The best therapeutic approach is worthless if it is applied to the wrong patient
population. In this context, it is well-known that vasopressin deficiency only
occurs in one third of septic shock patients [49]. The absence of ‘relative vaso-
pressin deficiency’ may be one reason for the failure of AVP to decrease mortality
in the overall population of the VASST trial. This phenomenon only represents
one example of the need to better identify patients who will potentially benefit
from a therapeutic approach. The goal should be to have several pharmacogeno-
mic biomarkers that provide information about the probability of success for the
individual compound, similar to the treatment of cancer. Regarding the use of
AVP, Dr. Nakada and colleagues reported that a specific genetic variation in leu-
cyl/cystinyl aminopeptidase (= vasopressinase, the enzyme that metabolizes AVP)
is associated with 28-day mortality in septic shock and with biologic effects on
AVP clearance [50]. By determining this genetic variation, the probability of suc-
cess of AVP therapy could be specified. In addition, dose selection of AVP might
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be guided by this knowledge. For example, if a patient has an increased AVP
clearance, higher doses might be chosen than for a patient with a low AVP clear-
ance.

Conclusion

Based on the current guidelines, vasopressin analogs are recommended for treat-
ment as continuous and low-dose AVP supplementation of first-line norepineph-
rine infusion in combination with sufficient fluid resuscitation. Recent experi-
mental studies, however, suggest parting with the concepts of hormone replace-
ment and rescue strategy. Instead, the use of vasopressin analogs early in the
course of sepsis and a titration of vasopressinergic agents to keep MAP within the
therapeutic range may represent potential alternatives. However, the former
approach inevitably results in higher doses than currently recommended. In this
context it should be considered that such ‘high’ doses are used anyway in cardiac
surgery patients to treat postoperative vasoplegic shock.

Of note, highly selective V1aR agonists may represent a promising alternative
to AVP. These compounds are not only characterized by a more pronounced vaso-
constriction but also reduce the potential adverse effects of V2R. In addition, a
reduction in capillary leakage and subsequent positive fluid balance has been
repeatedly reported with the use of highly selective V1aR agonists. Furthermore,
recent clinical studies suggest the combination of AVP with corticosteroids and
use of genetic analysis to identify patient cohorts that will be most likely to
respond to this therapy. However, these very interesting hypotheses and new
pieces in the jigsaw of vasopressin therapy in septic shock still need to be evalu-
ated in large clinical, randomized trials before the puzzle can be completed.
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Introduction

Starting treatment early is key to increasing survival in patients with severe sepsis
and septic shock. The crucial significance of timing has been demonstrated for
the treatment of circulatory failure [1], use of antibiotics [2] and use of activated
protein C as adjunctive therapy [3]. Whereas it is of vital importance not only to
begin anti-infective therapy as soon as possible but to also choose the adequate
anti-infective drug [4], the impending problem is the growing number of multi-
resistant bacteria [5]. Therefore, there is an increasing interest in the identifica-
tion and development of new anti-infective agents.

Antimicrobial peptides (AMPs) are found in species ranging from bacteria and
insects to mammals. They were identified over 100 years ago as an important part
of innate immunity and can be isolated in body fluids and on body surfaces
either constitutively or after inflammatory stimulation [6]. Compared to conven-
tional anti-infective agents, some AMP may kill bacteria but also simultaneously
neutralize released pathogenic factors, like lipopolysaccharide (LPS) or lipopro-
tein (LP), thus preventing the devastating consequences of the pro-inflammatory
cascades in severe sepsis and septic shock. The obstacle in the application of nat-
urally occurring AMPs is their high toxicity, promoting hemolysis, nephrotoxicity
and neurotoxicity [7]. The challenge is, therefore, to develop synthetic peptide-
based drugs on the basis of naturally occurring AMPs in order to effectively treat
septic patients without causing harm.

Naturally Occurring Antimicrobial Peptides in Inflammation

It has been realized for decades that AMPs have anti-Gram-positive and -negative
effects [8] as well as anti-viral and anti-yeast effects. These effects are limited by
several mechanisms including modulation of the surface charge and the use of
active extrusion [9–11]. Compared to resistance against AMPs, the bacterial
mechanisms to defeat conventional anti-infective agents are more evident [12].

The majority of studies have addressed the so-called ‘defensins’, consisting of
an alpha and beta subgroup. There are six different human alpha-defensins [6].
Three, highly homologous human defensins are most important: The human neu-
trophil peptides (HNP)1-3. HNP1-3 are stored in the azurophilic granules of poly-
morphonuclear leukocytes (PMN). HNP1-3 deliver approximately 5 % of total
PMN protein and comprise about 99 % of the total defensin content of the neu-
trophils. Their antimicrobial activity is directed against bacteria (Gram-positive
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and Gram-negative) and viruses (herpes simplex virus [HSV], cytomegalovirus
[CMV], human immunodeficiency virus [HIV]-1). HNP1-3 are chemotactic and
regulate the release of cytokines and complement [6].

A comparable range of efficacy with potent antimicrobial activity against bac-
teria and fungi is described for LL-37. LL-37 is generated by the cleavage of
hCAP18, the human cationic antimicrobial peptide of 18 kDa and is isolated by
neutrophils and epithelial tissues in respiratory, gastrointestinal and urogenital
tracts [6].

The human beta-defensins (HBD)1-3 come from a variety of epithelial cells in
different organs. HBD1-3 have broad antimicrobial activity. They are directed
against bacteria, viruses and fungi, inducing chemokines and cytokines and thus
recruiting cells of the adaptive immune system [6]. HBD3 downregulates pro-
inflammatory cytokines, like tumor necrosis factor (TNF)-α or interleukin (IL)-6,
in human and mouse macrophages after exposure to LPS in vitro and in vivo,
suggesting a role for this defensin in the resolution of inflammatory processes. In
contrast to other naturally occurring or synthetic peptides, this effect is not
mediated through direct LPS-peptide LPS binding [13]. Deficits in the production
of AMP usually expressed by human epithelial cells may lead to increased suscep-
tibility to bacterial or viral infections [14]. These deficits may be caused by
immunosuppressive drugs preventing the induction of AMP, such as HBD2, thus
promoting infections [15]. The importance of HBD2 for protection against infec-
tions was demonstrated by Milner and Ortega who detected normal levels of
HBD1 in burn patients, but the burn-associated loss of epithelium led to a
decrease in HBD2 [16]. Since HBD2 effectively kills Escherichia coli, Staphylococ-
cus aureus and other bacteria, reduced levels of this AMP may result in local bac-
terial proliferation [17].

Recently, these findings were confirmed in patients with multiple trauma [18].
The authors noted that despite open bone fractures and severe soft tissue trauma
in multiple trauma, the rate of bacterial infection is surprisingly low and hypoth-
esized that this may be related to serum concentrations of AMPs. Concentrations
of HBD2, HBD3 and LL-37 were elevated after trauma suggesting a higher anti-
bacterial effect compared to healthy donors thus explaining the relatively low
infection rates [18].

Moreover, an increase or decrease in susceptibility to inflammation may be
related to the highly variable inter-individual composition of AMPs in body fluids
[19]. Surprisingly, the capsular polysaccharide production in multiple Group A
streptococci strains is upregulated by LL-37, thus increasing virulence [20]. LL-37
itself has functions other than chemotaxis, as shown by investigations of the
effects of LL-37 on human omental arteries and veins [21]. In these studies, LL-37
induced endothelium-dependent relaxation by involvement of nitric oxide (NO)
of endothelial origin. A localized increase in LL-37 can be mediated by degranu-
lation of granulocytes following the process of granulocyte ‘rolling’ and ‘sticking’
on the endothelium [22]. Despite this possible negative consequence, therapeutic
application of AMPs may have positive effects in a variety of inflammatory dis-
eases. In experimental sepsis, the administration of AMP in certain doses was
associated with increased survival [23]; the effective application of AMPs in ani-
mals was not confirmed in human trials. Iseganan, an analog of protegrin-1, a
naturally occurring peptide with broad-spectrum microbicidal activity, was not
shown to be beneficial in reducing stomatitis in patients receiving chemotherapy
[24].
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In recent years, an increasing number of synthetic (cationic) peptides have been
developed, but none has been approved for human use. Omiganan pentahydroch-
loride (synthetic cationic peptide; MBI 226), administered at insertion sites, was
superior to povidone iodine in preventing central venous catheter-related blood-
stream infections in a phase III trial; however, although the study was completed
many years ago, the results have not been published in a peer-reviewed journal.

Local treatment of diabetic ulcer with AMPs had at least an equipotent anti-
inflammatory effect compared to antibiotics [12]. In recent years, there have been
at least 20 different peptides in several steps of development scheduled for anti-
infective trials [23]. Two studies on human lactoferrin 1-11 peptide (hLF1-11)
were aborted at Phase I and II stages. The purpose of these studies was to estab-
lish tolerance to treatment with hLF1-11 administered intravenously as a single
daily dose for 10 consecutive days. The target population was patients with
bacteremia due to Staphylococcus epidermidis (clinicaltrials.gov-identifier
NCT00509847) or patients with proven candidemia (clinicaltrials.gov-identifier
NCT00509834). The reasons given for withdrawal were that recruitment was not
feasible within the timeframe (bacteremia) or the patient population was not
available (candidemia).

Development and Anti-LPS Effects of Synthetic Antimicrobial
Peptides

Compounds to neutralize bacterial endotoxins were originally synthesized based
on the binding region of the Limulus anti-LPS factor (LALF) [25]. Ried et al. were
the first authors to report synthesis of peptides based on this domain. These
authors found that the complete binding sequence, a cyclic peptide called cLALF22,
had the greatest ability to bind to the lipid A part of LPS, its “endotoxic principle”
[26]. Analogs shortened down to cLALF10 were much less active. In biophysical
studies by Andrä et al., interaction of the complete LALF (called ENP = endotoxin-
neutralizing protein in its recombinant form) and of part structures with endotox-
ins was studied, and considerable inhibition of the biological activity of LPS was
found at protein [ENP]:[LPS] ratios greater than 20 to 200:1 molar [27–29].

Data on the supramolecular structure of LPS were indicative of a change of the
lipid A cubic aggregate structure into a multilamellar one. This is of considerable
interest, since it has been shown that the cubic aggregate structure of lipid A is its
bioactive form, whereas some non-enterobacterial biologically inactive LPS/lipid
A structures with a different acylation pattern adopt multilamellar aggregates
[30]. In subsequent studies, LALF-derived cyclic peptides were analyzed, starting
with cLALF22 and various shortened analogs [27, 29]. Consistently in all these
investigations, a change in the endotoxin aggregate structure from a preferentially
cubic into a multilamellar one was described, as well as a change in the morphol-
ogies of the LPS Re aggregates, as evidenced by freeze-fracture electron micros-
copy, from ‘open egg-shells’ (i.e., spherical particles in the range 100 to 200 nm),
into large stacks of some 1000 nm. The binding of the peptides to LPS was char-
acterized in all cases as an exothermic process by isothermal titration calorimetry
(ITC), driven by the Coulomb interaction of the positive charges of peptides with
the negative charges of the endotoxins [27, 29].

Pan et al. synthesized the terminal part of the shrimp anti-LPS-factor, a pep-
tide with 24 amino acids, in a cyclic and linear form. Pre-treatment of mice with
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the cyclic compound led to considerably enhanced survival of mice infected with
approximately 106 colony-forming units (cfu) of Pseudomonas aeruginosa. Paral-
lel to this, the peptides were able to reduce the bacteria-induced production of
TNF-α in the animals. However, already at a concentration of 2 g/ml the pep-
tides exhibited significant cytotoxicity in HeLa, MCF-7, and HT1080 cell lines,
impeding their use as an anti-infective drug [31].

Because of the insufficient specificity of the above described peptides, we used
a new approach, constructing a new series of peptides of amino acid lengths in
the range 17 to 23. The systematic study of various peptides differing in their
amino acid chain lengths from 9 to 12 and 17 to 19 showed that the basic
sequence, as given by Pep9 (FRRLKWKFW), was already able to confer significant
inhibition of LPS-induced cytokine production. Relatively high concentrations of
the peptides, however, were still necessary to inhibit cytokine production. There-
fore, longer peptides were constructed to adapt to the physico-chemistry of the
lipid A part of endotoxins. For this process, the composition of the N-terminal
side of the peptide was preferentially provided by polar and basic amino acids,
and the C-terminal by more hydrophobic ones. Furthermore, the exact number
and type and sequence of amino acids was shown to be important, as deduced
from the comparison of the peptides with different chain lengths [32–35].

Additional improvements were obtained by constructing the amino acid
sequences on the basis of optimal binding to the lipid A moiety of bacterial LPS.
Modifications of the sequences (for amino acid sequences see Table 1) led to a
nearly complete inhibition of LPS-induced cytokine secretion at a [Pep]:[LPS] 3:1
molar ratio [33, 34]. This was particularly evident in the case of the lead struc-
ture, Pep19-2.5, which protected mice in a model of sepsis already at a
[Pep]:[LPS] ratio of 50:1 weight % (1250 ng peptide and 25 ng LPS).

More experiments were performed in an in vitro assay of human mononuclear
cells, studying the peptide-induced inhibition of TNF-α induction by LPS, alone
and in the presence of common antibiotics as a model for combination therapy in
septic patients. The data for the peptide alone (Fig. 1) were indicative of the
strong inhibition capacity of Pep19–2.5, whereas the antibiotic alone (streptomy-
cin, see Fig. 2) showed nearly no action. The combination of streptomycin with
Pep19–2.5 at a 1:1 weight ratio, however, was associated with strong inhibition of
cytokine production, exceeding that of the peptide alone indicative of a synergis-
tic action (Fig. 2, right hand side). Therefore, from these data, use of a combina-
tion of antibiotic and peptide in septic patients seems promising.

Furthermore, for therapeutic use, it is important that inhibition of LPS-
induced cytokine release also takes place in the presence of proteases that are
known to decompose peptides. Therefore, the peptides were incubated in 20 %
AB serum for different time periods. As illustrated in Fig. 3, the inhibition of
TNF-α production decreased with increasing time of serum incubation; however,
even after 2 hours incubation there was still considerable inhibition of cytokine
release.

Table 1. Synthetic antimicrobial peptide sequences and molecular weights

Pep19-2.5 GCKKYRRFRWKFKGKFWFWG 2711

Pep19-2.5Dup GWFWFKGKFKWRFRRYKKCG-GCKKYRRFRWKFKGKFWFWG 5405

Pep19-2.5short GCKKYRRFRWKFKGK 1988
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Fig. 1. Inhibition in human mononuclear cells of tumor-necrosis-factor (TNF)-α, induced by lipopoly-
saccharide (LPS) from Salmonella minnesota Ra (strain R60), by the lead peptide Pep19-2.5 at three dif-
ferent [LPS]:[Pep] weight ratios. Stimulation was performed as described before [34]. Briefly, mononu-
clear cells (MNC) were isolated from heparinized blood of healthy donors. For stimulation, 200 l MNC
(1x106cells) were transferred into each well of a 96-well culture plate. LPS R60 and the LPS:peptide
mixtures were preincubated for 30 min at 37 °C, and added to the cultures at 20 l per well and incu-
bated for 4 h at 37 °C under 5 % CO2. Supernatants were collected after centrifugation of the culture
plates for 10 min at 400xg and stored at –20 °C until immunological determination of TNF-α, carried
out in a Sandwich ELISA using a monoclonal antibody against TNF. The [LPS]:[Pep19-2.5] 1:1 weight%
corresponds to 1.5:1 M/M, the 1:3 weight% to 1:2 M/M, and the 1:10 weight% to 1:6.7 M/M.

Fig. 2. Inhibition in human mononuclear cells of tumor-necrosis-factor (TNF)-α, induced by LPS from
Salmonella minnesota Ra (strain R60), by streptomycin alone and in combination with the lead peptide
Pep19-2.5 (streptomycin:Pep19-2.5 1:1 weight%) at three different [LPS]:[Streptomycon:Pep] weight
ratios. The stimulation was performed as described in the legend of Fig. 1.

Antimicrobial Peptides and their Potential Application in Inflammation and Sepsis 89

III



0

500

1000

1500

2000

2500

3000

3500

4000

4500

111 101010 10
0

10
0

10
0 1111 10101010 10

0
10

0
10

0
10

0

          LPS R60 + Pep19-2.5   1:10 weight %

                    Incubation time in serum

0             5'           10'           15'           30'         60'       120'

T
N

F
 c

o
n

c
e

n
tr

a
ti
o

n
 (

p
g

/m
l)

LPS concentration (ng/ml)

Fig. 3. Inhibition in human mononuclear cells of tumor-necrosis-factor (TNF)-α, induced by LPS from
Salmonella minnesota Ra (strain R60), by the lead peptide Pep19-2.5 at three different [LPS]:[Pep]
weight ratios. Before addition of the peptide, it was incubated for the given times in 20 % AB serum.
The stimulation was performed as described in the legend of Fig. 1.

Additional experiments were performed with sequence variants of Pep19–2.5,
i.e., the duplicated form, Pep19-2.5Dup, the variant with all amino acids in a D-
configuration (Pep19-2.5D-AA), and a variant in which the final sequence at the
C-terminus is lacking (for sequences see Table 1). As demonstrated in Fig. 4,
duplication of the amino acid sequence did not lead to improvement in the inhi-
bition activity of the peptide, and the peptide with D-configured amino acids still
had good inhibitory activity. This latter information is important with respect to
the activity of proteases in blood serum, which rapidly decompose L-configura-
tion peptides. A further sequence variation, the peptide Pep19-2.5short, lacking
the C-terminal hydrophobic sequence FWFWG, led to a near complete abrogation
of any inhibitory activity (Fig. 5). This finding is of importance since the driving
force between the peptides and LPS was shown to be the Coulomb interaction
between the basic residues of the peptides (R and K), and the negative charges of
LPS [33]. In a second step of the interaction, however, intercalation of the C-ter-
minal proximal hydrophobic peptide part into the lipid A hydrophobic moiety
was described [34]. As can be deduced from the lack of inhibition of the short-
ened variant, the latter process has considerable impact on understanding the
high binding constant of the Pep19-2.5-LPS interaction [34].

Therefore, from these and earlier data, the change of lipid A/LPS cubic aggre-
gate into a multilamellar structure is an important step in the ability of the pep-
tides to neutralize endotoxins, associated with an extremely low saturation value
of binding at [peptide]:[LPS] = 0.3 M/M, corresponding to the binding saturation
of 3 peptides with 10 LPS molecules [33, 34]. Thus, human binding proteins, such
as LPS binding protein (LBP) and CD14, are impeded from binding to LPS epi-
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Fig. 4. Inhibition in human mononuclear cells of tumor-necrosis-factor (TNF)-α, induced by LPS from
Salmonella minnesota Ra (strain R60), by Pep19-2.5Dup and Pep19-2.5D-AA at three different
[LPS]:[Pep] weight ratios. The stimulation was performed as described in the legend of Fig. 1.

Fig. 5. Inhibition of tumor-necrosis-factor-α (TNF) in human mononuclear cells, induced by LPS from
Salmonella minnesota Ra (strain R60), by a shortened variant of Pep19-2.5, Pep19-2.5short (sequence
see Table 1), at three different [LPS]:[Pep] weight ratios. The stimulation was performed as described
in the legend of Fig. 1.
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topes, the charged head groups, and thus cannot initiate the inflammatory reac-
tion. It has been found, furthermore, that the peptides still exert their effect when
they are added in a time-delayed mode, i.e., when they are administered up to 3
hours after LPS addition [36]. This observation is indicative of a membrane pro-
cess of the interaction, in accordance with recent findings that the peptides read-
ily intercalate into membranes made from phosphatidylcholine and phosphatidyl-
serine as characteristic of eukaryotic cells [34]. After membrane incorporation,
the peptides apparently act at the site of membrane receptors such as CD14 and
the TLR4/MD2-system, thus competitively inhibiting the interaction with LPS.
The details of these processes are currently under investigation. Detailed descrip-
tions of the newest aspects of the use of AMPs compared to other therapeutic
approaches are summarized in a recent review [35].

Naturally Occurring and Synthetic Antimicrobial Peptides in Human
and Experimental Sepsis

Certain anti-microbial peptides kill bacteria without causing cell disruption.
Patients with septic shock, in particular, would benefit because antibiotics are
known to promote the liberation of pro-inflammatory cell components and thus
augment the severity of septic shock [37, 38]. A promising therapeutic approach
would involve either the combination of AMP analogs with antibiotic therapy or
the combination of AMPs with antibiotic drugs. The resultant synergism between
the two antimicrobial components may be especially important for the treatment
of critically ill patient with severe infections.

Studies on AMPs in patients with severe sepsis or septic shock are limited. LBP
and bactericidal/permeability increasing (BPI) protein are comparable with
respect to a high-affinity binding domain for the lipid A component of LPS. The
difference is that signal transduction is not hampered by LBP, because it binds to
CD14 after CD14 has itself formed complexes with endotoxin. In contrast, BPI
prevents endotoxin binding to CD14, hence inhibiting cytokine liberation.

In 49 patients with abscesses, peritonitis or uninfected body fluids, LBP and
neutrophil granular BPI protein were investigated. In abscesses, compared to
peritoneal fluids and non-infected fluids, the BPI/LBP ratio was significantly ele-
vated. Moreover, BPI concentration was increased more in abscesses with Gram-
positive compared to those with Gram-negative organisms. BPI may weaken local
and systemic effects in response to an inflammatory stimulus induced by endo-
toxin release [37]. A comparison of BPI bound to the leukocyte surface and BPI
and LBP in plasma in healthy volunteers after endotoxin challenge and in patients
with Gram-negative sepsis was performed several years ago [39]. In both groups,
there was an increase in leukocyte-bound BPI and plasma LBP. Plasma BPI was
significantly elevated as a sign of inadequate competition compared to the more
frequently detected LBP [39].

A further study investigated BPI levels and BPI/neutrophil ratios in 42 healthy
controls and 34 patients with severe sepsis defined according to the ACCP/SCCM
consensus conference [40]. BPI was elevated in sepsis compared to controls
(median 15.3, range < 1.6–205 g/l vs 5.2; < 1.6–24 g/l; p< 0.001). Moreover,
sepsis due to Gram-negative compared to Gram-positive pathogens was associ-
ated with higher levels of BPI (16.8, range < 1.6–205 g/l vs. 16.0, < 1.6–60 g/l;
p = 0.05). Because of a possible association with decreased mean arterial pres-
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sure, the authors concluded that BPI may reflect the severity of organ dysfunction
in sepsis [40].

The development of a recombinant fragment of human BPI (rBPI21) triggered
a large study on the therapeutic use of AMPs in pediatric meningococcal infec-
tion. Three hundred and ninety-five children with suspected meningococcal sep-
sis were randomly assigned to receive rBPI21 within 8 hours of diagnosis [41].
Overall, the study failed to demonstrate a significantly reduced mortality after
rBPI21 compared to placebo (7.4 % vs. 9.9 %; p = 0.48). Adjusted for patients with
incomplete infusion of study drug, the mortality was non-significantly lower in
the intervention group (rBPI21 2.2 % vs. placebo 6.2 %; p = 0.07). Furthermore,
the rate of amputations decreased non-significantly (rBPI21 3.2 % vs. placebo
7.4 %; p = 0.067) and significantly more children regained pre-illness perfor-
mance when treated with rBPI21 (77.3 % vs. 66.3 %, odds ratio 1.75 [95 % CI
1.08–2.83]; p = 0.019). The study may have failed to reach its target to reduce
mortality because of lower than expected placebo group mortality (9.9 % vs. 25 %
expected), but the authors hypothesized that an increased benefit may be possible
by using parallel and immediate treatment of rBPI21 and anti-infective agents
[41].

A prospective case-control study investigated plasma HBD2 in 16 patients with
severe sepsis compared to 18 controls [42]. HBD2 was significantly higher in
severe sepsis compared to non-septic critically ill patients and to healthy controls.
Additionally, HBD2 gene expression in non-septic patients and healthy controls
was significantly higher after induction with LPS compared with sepsis patients.
Survival status was independent of the inducibility of HBD2 gene expression. This
may be understood as a sign of exhaustion after severe infections and may be
related to the complex dysfunction of the innate and adaptive immune system in
patients suffering from severe sepsis [43]. Administration of intravenous hydro-
cortisone as adjunctive therapy in septic shock reduced HBD3 expression in con-
trast to undisturbed HBD2-inducibility [43].

An additional study in children with sepsis and critically ill control patients
revealed that levels of HNP1-3 (α-defensins) were increased with onset of sepsis
in plasma of non-neutropenic septic patients (median 450 [range 194–1031] ng/
ml) compared to neutropenic septic patients and controls (50 [0–238] ng/ml and
150 [0–275] ng/ml; p< 0.05). However, HNP1-3 levels were not related to organ
failure or outcome of sepsis [44]. Lactoferrin, derived from neutrophils, was ele-
vated in non-neutropenic sepsis (332 [137–938] ng/ml) whereas lactoferrin in
neutropenic sepsis was decreased compared to control patients (20 [0–117] ng/ml
vs 176 [39–312] ng/ml; p< 0.05). Furthermore, lactoferrin was associated with
renal and hematologic organ failure. The levels of lactoferrin and HNP1-3 were
significantly correlated in this study [44].

Recently, Berkestedt et al. demonstrated that levels of HNP1-3, lactoferrin, BPI
and heparin-binding protein (HBP) were higher in 31 patients with sepsis com-
pared to 25 non-septic controls [45]. Out of these AMP, only BPI was associated
with outcome, revealing significantly higher levels in non-survivors compared to
survivors. The neutrophil granula-derived HBP, BPI and HNP1-3 and lactoferrin
were increased in sepsis, thus reflecting the ongoing battle of the innate immunity
against invading organisms [45].

The use of polymyxin B and polymyxin E (colistin), cationic polypeptides that
neutralize the lethal effects of endotoxin, was abandoned, because nephrotoxicity
and neurotoxicity were reported. However, these adverse effects observed in early
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clinical studies were most likely due to a limited understanding of the pharmacoki-
netics, pharmacodynamics, and toxicodynamics of these agents, and the use of
incorrect quantities [46]. Use was reinstated in a recent study of hemoperfusion
with polymyxin-B loaded cartridges in patients with abdominal septic shock
(EUPHAS) [47]. In this Italian multicenter trial, 64 patients were assigned to
receive standard of care or standard of care plus 2 sessions of polymyxin-B hemo-
perfusion within 72 hours after the surgical procedure. In addition to improve-
ments in mean arterial pressure and organ dysfunction, 28-day mortality was lower
in the polymyxin B group compared to conventional therapy alone (32 % vs. 53 %,
unadjusted hazard ratio [HR] 0.43; 95 % CI 0.20–0.94; adjusted HR, 0.36; 95 % CI
0.16–0.80). In view of the mortality reduction the study was stopped by the ethics
committee. To confirm the findings in other patients and to address concerns
raised after publication of the EUPHAS study, two further studies are underway
(EUPHRATES: clinicaltrials.gov-identifier NCT01046669 and EUPHAS 2 [48]).

Recently, it was demonstrated that a single 25 mg/kg dose of a synthetic pep-
tide protected mice from infection with P. aeruginosa and E. coli [49]. The appli-
cation of the AMP led to elimination of bacteria in the blood 18 hours after infec-
tion, and the bacterial count was significantly lower in other specimens (perito-
neal fluid, spleen and liver) compared to control animals. After an additional 22
hours all tested samples were free of bacteria [49]. A further synthetic AMP,
named s-thanatin, showed activity against Gram-positive and -negative bacteria
[50]. After combination with the antimicrobial peptide it was demonstrated that
the minimum inhibitory concentration (MIC) of various antibiotics was
decreased by a factor of 2 to 8 (1–3 dilution steps). Moreover, survival after intra-
peritoneal bacterial challenge was increased after treatment with s-thanatin, in a
dose-dependent manner [50]. The most recent study is investigating talactoferrin
alfa in a phase III study in patients with severe sepsis (OASIS; clinicaltrials.gov
identifier NCT01273779).

Conclusion

Investigations of the past decade show increasing interest in antimicrobial pep-
tides as a tool for sepsis diagnosis and furthermore as a possible therapeutic
intervention. Newly designed peptides with decreased toxicity and a broader
range of efficacy may have the potential to provide significant improvements in
the treatment of infections.
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Introduction

Immunoglobulin (Ig) preparations are widely used as adjunctive sepsis therapies.
The rationale for this treatment concept is the hypothesis that low endogenous
serum levels of IgG, IgM or IgA may dispose to severe infection and sepsis, and
that substitution with the respective immunoglobulins – either one of the many
intravenous IgG preparations or the intravenous IgGMA preparation, Pentaglo-
bin , might improve prognosis. The following article offers an overview on
adjunctive immunoglobulin therapy in adult patients with severe sepsis. For pro-
phylaxis of sepsis in adults see [1], for prophylaxis and therapy of sepsis in neo-
nates and infants see [1, 2].

Treatment of Critically Ill Patients with Immunoglobulin
Preparations

In addition to adjunctive therapy in severe sepsis, there are several other evidence
based indications for immunoglobulin therapy in critical care medicine. The
guidelines of the German Federal Physicians’ Chamber for therapy with blood
components and plasma derivatives [3] give the following recommendations:

Recommendation 1A “shall” (strong recommendation, valid for most
patients)
– Autoimmune thrombocytopenic purpura
– Guillain-Barré-Syndrome
Recommendation 1C+ “shall” (strong recommendation)
– Post-transfusion purpura
Recommendation 2A “should” (medium – strong recommendation)
– Seronegative and antibody-positive myasthenia gravis, Lambert-Eaton

myasthenic syndrome
Recommendation 2B “can” (weak recommendation)
– Sepsis and septic shock
Recommendation 2C+ “can” (weak recommendation)
– Toxic epidermal necrolysis (Lyell-Syndrome)
Recommendation 2C “could” (very weak recommendation)
– Prophylaxis and therapy of cytomegalovirus (CMV) infection (with the

current state of knowledge IVIG or CMV-Ig cannot be recommended for
therapy of CMV-infection without simultaneous administration of virosta-
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tics and has no advantage over exclusive antiviral therapy. There is no
approval for this indication).

Is Hypogammaglobulinemia a Negative Prognostic Factor in Severe
Sepsis and Septic Shock?

Earlier data pointed towards a higher incidence of infections as well as an
impaired prognosis in patients with low immunoglobulin serum levels [1]. Data
for patients with severe sepsis and septic shock are shown in Table 1.

A considerable proportion of patients have hypogammaglobulinemia G and/or
M in the initial state of severe sepsis with rates of 30–50 % and 20 %, respec-
tively, whereas the fraction of patients with decreased IgA levels seems negligible,
with a rate of only 2 %. With respect to IgG, the largest of the studies presented
in Table 1 – the Score-based immunoglobulin G therapy of patients with sepsis

Table 1. Frequency of hypogammaglobulinemia G and M in sepsis and septic shock and correlation
with prognosis.

Trial Population Number
of
patients

Total
mortal-
ity

Class
of Ig

Percentage of
hypogamma-
globulinemic
patients

28-day mor-
tality

Comment

Community-
acquired septic
shock [7]

N = 21 28.5 % IgG 48 % IgG : 6/12
IgG ↔: 0/9
(p = 0.01)

16/21 (76 %) with
reduced Ig
(IgG = 7; IgM

= 4; IgG+IgM
= 3;

No IgG-therapy

IgM 33 % IgM : 3/9
IgM ↔: 3/
12:
(p = 0.65)

Severe sepsis and
septic shock
(APACHE II
20–35) (SBITS-
Study) [4, 5]

N = 270
(SBITS-
Study,
placebo-
group)

37.3 % IgG 27 % IgG : 39 %
IgG ↔: 41 %
(p = not
significant)

No IgG –therapy

Severe sepsis and
septic shock
(APACHE II 20).
Resuscitated as
well as neutrope-
nic patients were
excluded [6]

N = 84 50 % IgG 33 % IgG : 50 %
IgG ↔: 48 %
(p= not signi-
ficant)

All patients treated
with 0.25 g/kg bw/
day IgGMA from
day 1 to 3 (Penta-
globin®) (Σ 0.75 g/
kg bw)IgM 19 % IgM : 68 %

IgM ↔: 45 %
(p = not sig-
nificant)

IgA 2 % IgA : 50 %
IgA ↔: 50 %
(p = not sig-
nificant)

Hypogammaglobulinemia: IgA < 70 mg/dl, IgG < 650 mg/dl, IgM < 40 mg/dl; Ig: Immunoglobulin; IgA:
immunoglobulin A; IgG: immunoglobulin G; IgM: immunoglobulin M.
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Fig. 1. Correlation of hypogammaglobulinemia M and G with mortality in a cohort of 84 patients with
severe sepsis and septic shock. a Mortality rates (%) correlated with immunoglobulin M serum levels;
b Mortality rates (%) correlated with immunoglobulin G serum levels. From [6]

(SBITS) study [4] – did not show any negative influence of a low IgG-level on the
28-day mortality for the 270 patients of the placebo group [5]. The same results
were noted in our retrospective analysis of a cohort of 84 patients [6] (Fig. 1). In
contrast, Taccone et al. [7] demonstrated a significantly higher mortality for
patients with hypogammaglobulinemia G in a smaller study (21 patients) with
community-acquired septic shock.

For low serum IgM levels, our retrospective analysis [6] demonstrated a con-
siderable but not significant increase in 28-day mortality (Table 1 and Fig. 1),
with no effects on mortality at day 4 or 7. In the study by Taccone et al. [7],
hypogammaglobulinemia M was of no predictive value with respect to mortality
(Table 1).

In summary, the rather frequent hypogammaglobulinemia G seems not be cor-
related with a higher mortality in patients with severe sepsis and septic shock. On
the other hand, hypogammaglobulinemia M may be correlated with higher mor-
tality; however, at present, statistically documented proof of this effect is still
lacking.

Immunoglobulin Pharmacotherapy in Sepsis: It Works!

The question whether administration of immunoglobulins leads to a sustainable
rise in serum levels can be answered with a clear ‘yes’. Administration of an
intravenous IgG preparation in septic patients at a dose of 0.6 g/kg body weight
(bw) on day 1 and 0.3 g/kg bw on day 2 led to a significant increase in the serum
IgG level from 10 g/l to 20 g/l in about 24–48 hours, with only a slight later
decrease of about 3 g/l till day 4 [4]. Accordingly, an even higher dosage of 2 g/kg,
also in use, should cause even higher increases in IgG levels.
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With the only available intravenous IgGMA preparation, Pentaglobin®, at the rec-
ommended dose of 0.75 g/kg bw (0.25 g/kg bw on three consecutive days), similar
increases in IgG levels, from 8 g/l to a maximum of 17 g/l on day two, were
achieved [8], with a subsequent decline of about 3 g/l, to 14 g/l, on day four being
comparable to the decline seen with the application of intravenous IgG prepara-
tions (see above). The IgM level increased from 1.0 g/l to 2.2 g/l on day 3, with
only a slight subsequent decline to 1.8 g/l on the fourth day after treatment initia-
tion [8].

Hence, both IgG and IgM serum levels can be kept in, or even above, the upper
normal range for several days by intravenous administration of immunoglobulin
preparations. However, it has to be mentioned that the total IgG-dosage for
adjunctive sepsis therapy at about 1 g/kg bw is only half the dosage given for
other indications, like hematological or inflammatory disorders, at about 2 g/kg
bw. The rationale for this is hard to see, although one may argue that the 1 g/kg
bw dosage seems to trigger a substantial and sufficient (?) rise in IgG serum lev-
els.

Adjunctive Sepsis Therapy: ‘Pros and Cons’ are the Rule,
Not the Exception!

Study approaches to adjunctive sepsis therapy with intravenous immunoglobulins
go back to the 1980s [1, 9]; small controlled studies with polyvalent immunoglob-
ulins competed with much larger sepsis studies that tested the effects of monoclo-
nal antibodies against endotoxins and cytokines. The latter all failed, whereas at
least some of the smaller immunoglobulin studies showed a reduction in mortal-
ity [1, 2, 9]. The situation became more complicated by the fact that in addition
to several 5 % intravenous IgG preparations, some trials used an intravenous
IgGMA preparation (5 % solution with 3.8g IgG, 0.6g IgA and 0.6g IgM per 100ml;
Pentaglobin®). This preparation and its effects may differ substantially from the
intravenous IgG preparations [1, 2, 9], supposedly because of the 12.5 % IgM
component in this preparation.

Which Meta-analyses can we ‘Trust’?

With the exception of the large, multi-centered SBITS study ([4]; see below) only
relatively small randomized studies of intravenous immunoglobulin (IVIG) have
been performed. Accordingly, numerous meta-analyses [10] have tried to evaluate
the effects of intravenous Ig administration in severe sepsis and septic shock. All
these analyses found reduced mortality rates in the treated compared to the pla-
cebo groups. However, apart from the Cochrane meta-analysis (see [10]), only
one other analysis [2] differentiated between the use of intravenous IgG and
intravenous IgGMA. This analysis [2] concluded, on the basis of 1500 analyzed
patients, that intravenous IgG preparations reduced mortality by 15 % (relative
risk 0.85) whereas the intravenous IgGMA preparation reduced mortality by 34 %
(relative risk 0.66) (Table 2). A similar result was obtained even after including
only the high-quality randomized controlled trials (RCTs) in the analysis (IgG:
relative risk 0.86; IgGMA: relative risk 0.40 [2]).
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Table 2. Meta-analysis for immunoglobulin G and GMA in sepsis: Overview of studies (for detail see [2])

Number of Studies Patients included
(Treatment/Control)

Relative Risk of Mortality
for Treatment-Group

IgGMA 8 279/281 0.66 (0.51–0.84)

IgG 7 477/455 0.85 (0.73–0.99)

Adjunctive Sepsis Therapy: Can we Expect More from Intravenous
IgGMA than from Intravenous IgG?

According to the meta-analyses, the intravenous IgGMA preparation seems to be
more effective in severe sepsis and septic shock compared with the intravenous
IgG preparations. The effect of IgG is, at the most, small. Furthermore, from the
two largest intravenous IgG-trials – the SBITS study that included 653 patients
with severe sepsis [4] and the Early Supplemental Severe SIRS Treatment With
IVIG in Score-Identified High-Risk Patients After Cardiac Surgery (ESSICS) Study
that included from 6,984 cardiac surgery patients 244 patients with severe postop-
erative systemic inflammatory response syndrome (SIRS) [11] – one has to
assume that treatment with intravenous IgG at a total dose of 0.9 g/kg bw (0.6 g/
kg bw on the first day and 0.3 g/kg bw on the second day) fails to reduce mortal-
ity (Fig. 2; SBITS Study), and also fails to reduce morbidity to a considerable
degree, if at all: The APACHE II score, as a measure of severity of disease,
improved from day one to day five by just 0.1 points in the ESSICS study [11] and
1.2 points in the SBITS study [4] (Table 3).

This lack of success is not surprising, as administration of intravenous IgG
has no anti-inflammatory effect on serum levels of pro-inflammatory cytokines,
like interleukin (IL)-6, tumor necrosis factor (TNF)-α and soluble TNF recep-
tors [4, 11], even though, in vitro, the production of these cytokines by endo-
toxin-stimulated cells of the immune system can be inhibited by IgG (literature
in [1]).

But why should an intravenous IgGMA preparation be more effective in severe
sepsis than the intravenous IgG preparations [12, 13]? To reply, we must consider
the quantitative and qualitative differences in characteristics and functions
(Table 3):

Fig. 2. Kaplan-Meier survival
curves from the SBITS study [4]
for the intravenous immuno-
globulin G group (IgG i.v.) and
the placebo group (placebo).

102 M. Päsler, S. Dietz, and K. Werdan

III



Table 3. Different effects of immunoglobulin G and GMA preparations, particularly with regard to
adjunctive sepsis therapy.

i.v. IgG i.v. IgGMA

Reduction of mortality in clinical trials
– meta-analyses [2, 10] + ++
– SBITS study [4]; ESSICS study [11]

Prevention of critical illness polyneuropathy [17] ? +

Inhibition of complement activation [15] + ++

(Endo) toxin-neutralization [14] + ++

Anti-inflammatory effects [4, 11] ?

Improvement of impaired microcirculation [16] + ++

Improvement of disease severity /+ ++

Decline in APACHE II score day 1 → day 5
SBITS study [4] –1.2
ESSICS study [11] –0.1
septic shock with endotoxemia [18] –5.0

i.v.: intravenous

Higher antibody content for (endo-) toxins [14] and more intense comple-
ment inhibition [15] of the intravenous IgGMA preparation may be responsi-
ble for the better effect, especially in early sepsis.
Breakdown of microcirculatory perfusion in a sepsis model was attenuated
by intravenous IgGMA more than by intravenous IgG [16].
Neither the SBITS study [4] nor the ESSICS study [11] showed an intrave-
nous IgG-mediated suppression of pro-inflammatory cytokines, like IL-6,
TNF-α or the soluble TNF-receptors, sTNFRP55/75 [4, 11] (Table 3); for
intravenous IgGMA these data are not yet available.
Critical illness polyneuropathy occurred less frequently in patients with
Gram-negative septic shock when treated with intravenous IgGMA [17]
The meta-analyses showed a stronger reduction in mortality rates for intra-
venous IgGMA compared to intravenous IgG. Also, the reduction in morbid-
ity seems to be more pronounced with intravenous IgGMA as demonstrated
by the decline in APACHE II score within 4 days of therapy (Table 3). For
intravenous IgGMA, a reduction of 5.0 points was shown [18], whereas intra-
venous IgG reduced the APACHE II score only slightly (1.2 points in the
SBITS study [4]) or not at all (0.1 points in the ESSICS study [11]).

Proof of Concept: The CIGMA Trial

The above mentioned findings suggest that intravenous IgGMA may indeed have
a more favorable effect in sepsis than intravenous IgG. The use of an immuno-
globulin preparation with a higher concentration of IgM than the currently avail-
able preparation with 12 % IgM (Pentaglobin ) may provide more conclusive and
less speculative proof. This proof of concept is under way: The purpose of the
CIGMA trial (Safety and Efficacy Study of BT086 to Evaluate Adjunctive Therapy
in sCAP; ClinicalTrials.gov Identifier: NCT01420744) is to determine whether use
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of BT086 – a newly developed intravenous IgGMA preparation (Biotest) with a
mean IgM content of 23 % – as adjunctive therapy to standard antibiotic treat-
ment is safe and effective in decreasing the number of days patients require endo-
tracheal ventilation due to severe community-acquired pneumonia. The CIGMA
trial is a randomized, double-blind, pacebo-controlled, multicenter, parallel-
group, adaptive group-sequential phase II study. The estimated enrollment is
82 patients. The trial started in August 2011 and the estimated primary comple-
tion date is September 2012.

The intravenous IgGMA preparation, BT086, contains a sufficient number of
antibodies against the most frequent pathogens as well as antibodies against
lipopolysaccharides and lipid A. Therefore, it can be assumed that administra-
tion of BT086 early in the clinical course of a severe infection such as severe
community-acquired pneumonia may provide an effective adjunctive treatment
to standard antibiotic therapy. BT086, with a mean IgM content of 23 %, is given
as an intravenous infusion of 3.65 ml/kg bw/day over a 5-day period. The pla-
cebo medication is 1 % albumin given in the same way. The primary outcome
measure is ventilator free days in the time frame of 28 days. Secondary outcome
measures are, among others, 28-day all-cause mortality and 28-day pneumonia-
cause mortality.

Pure Evidence-based Medicine!

What consequences can we draw from the meta-analyses for adjunctive sepsis
treatment with IVIG in our daily practice? Even though the majority of analyses
found a reduction in mortality in adult patients with severe sepsis or septic shock
treated with intravenous IgG (Table 2) [2, 10], most stated that larger studies are
needed to verify these results. This is of little help for critical care physicians who
have to treat their patients now, and need to know what level of evidence the state-
ments from the meta-analyses have. In this context, the meta-analysis of Kreymann
et al. [2] is a helpful analysis, as it tells us that the intravenous IgGMA-trials are
level II studies. These level II studies are relatively small RCTs with poor statistical
quality, and they only justify a level C recommendation – a weak recommendation
– for the use of intravenous IgGMA as adjunctive therapy in severe sepsis and sep-
tic shock. Nevertheless, this is a higher level of recommendation than pure expert
opinion without explicit critical appraisal (Level E = weakest level of recommenda-
tion). Consequently, Kreymann et al. [2] state: “Our data showed that the IgGMA
preparation can reduce mortality in adults by 34 % ... as long as there is no better
evidence, the results demonstrated should be sufficient reason to use such a prepa-
ration for adjunctive therapy of sepsis or septic shock.”

What conclusions do official guidelines draw from the available literature data
and meta-analyses (Table 4)? The German Federal Physicians’ Chamber guidelines
[3] give a weak recommendation for the use of immunoglobulins, the third out of
four levels of recommendation (Table 4, see also above). The guidelines mention
that the evidence for intravenous IgGMA is more convincing than for intravenous
IgG, but the recommendation is nevertheless given for both preparations together
[3].

The Guideline of the German Sepsis Society [19] distinguishes between intra-
venous IgG and intravenous IgGMA (Table 4): The use of intravenous IgG prepa-
rations is rejected with a level B recommendation (A-E) and a level of evidence Ia
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Table 4. Recommendation and levels of evidence for adjunctive therapy with immunoglobulin prepara-
tions in adult sepsis patients.

Meta-analyses
[2, 10]

SBITS study
[4]

Guidelines of
the German
Sepsis Society
[19]

Guidelines of the
German Federal
Physician Cham-
ber [3]

Guidelines of
the Surviving
Sepsis Cam-
paign [20]

Yes/No; LoE Yes/No; LoE Yes/No; LoE Yes/No; LoE

i.v. IgG Yes (+); C No; B No; B “can” No statement

i.v. IgGMA Yes (++); C “can”; C “can” No statement

Yes/No: Results of the analyses and guideline assessments for the adjunctive use of immunoglobulins
in severe sepsis and septic shock; LoE: level of evidence; i.v.: intravenous

(“systematic overview of RCTs”; highest of five levels of evidence). The use of the
intravenous IgGMA preparation for adjunctive sepsis therapy on the other hand
is suggested with a weak level C recommendation (only studies with an evidence
level II = RCTs of minor quality) and a level of evidence Ia (“The application of
intravenous IgGMA in the treatment of adult patients with severe sepsis and sep-
tic shock can be taken into consideration”). However, only 7 of 14 experts voted
for this statement, 7 experts were opposed [19].

The guidelines of the international Surviving Sepsis Campaign [20] mention
only adjunctive sepsis therapy with immunoglobulins in children (weak recom-
mendation). The Committee does not offer an opinion on the significance of this
therapy in adults. It has to be added that the Committee is headed by an Ameri-
can colleague (RP Dellinger) and that intravenous IgGMA preparations are not in
use in the USA. Therefore, our American colleagues have no experience with the
use of intravenous IgGMA in the treatment of sepsis.

Hard-to-reach for evidence based medicine are rare septic diseases, like menin-
gococcal sepsis and streptococcal toxic shock syndrome. These conditions are
characterized by a fulminant toxin burden and a foudroyant clinical course. High
levels of toxin neutralizing antibodies should have a favorable effect on the course
of the disease. Because of the rare occurrence of these diseases, it is hard to obtain
proof of effectiveness in randomized trials (Table 5): two of the listed trials are
based on comparison with a historical control group [21, 22], the third, a Euro-
pean randomized trial [23], was stopped prematurely due to slow recruitment. It
is worth mentioning that the two streptococcal toxic shock syndrome trials treated
their patients with total intravenous IgG dosages 2 g/kg – more than twice as
high as usually given in sepsis therapy; e.g., in the trial by Darenberg et al. [23]
the dosage was 1 g/kg bw on day 1 and 0.5 g/kg bw on days 2 and 3.

At present, the use of immunoglobulins for these two disease entities is not
standard therapy. Whether results will ever be available from satisfactory large
RCTs seems doubtful. The members of the StreptIg Study Group [23] recommend
the use of immunoglobulins in streptococcal toxic shock syndrome until further
notice.
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Our Practical Approach

So far, sepsis research has not spoiled us with effective adjunctive therapeutics for
sepsis [19]! This explains why it is not possible to treat sepsis using just therapeu-
tics of the highest level of evidence! The question is whether we should fill these
gaps with expert opinion alone or also use therapeutics with a lower evidence
level? We vote for the latter approach [24]:

We treat patients in early stages of severe sepsis and septic shock (our
threshold for organ failure: APACHE II score 20) with 0.25 g/kg bw of the
immunoglobulin GMA preparation, Pentaglobin , for three consecutive days,
resulting in a total dose of 0.75 g/kg bw. We can assume that this approach
leads to a lasting increase in IgG and IgM serum levels (see above, [8]). If a
decreased IgM serum level is indeed linked to a higher mortality (Table 1),
IgM supplementation may improve prognosis. We exclude septic patients
after cardiac arrest and also neutropenic cancer patients; the former have per
se a very poor prognosis independent of sepsis, and for the latter the use of
intravenous IgGMA has shown no positive effects on prognosis [25]. We are
aware of the fact that our approach has no high level of evidence but we feel
that practical medicine cannot stop at this border, when considering the high
mortality rates of patients with severe sepsis.
In patients with severe sepsis and septic shock we no longer use any intrave-
nous IgG preparations. The main reason for this is the negative result of the
placebo controlled SBITS study [4] with 653 patients, the only immunoglob-
ulin RCT with a narrow confidence interval.
For two rare septic entities – meningococcal sepsis and streptococcal toxic
shock syndrome (see above and Table 5) – we use intravenous IgGMA in the
mentioned dosage in any case, even though convincing RCTs are not yet
available and will be – due to the rare occurrence of these diseases – rather
hard to accomplish.

Table 5. Use of immunoglobulin preparations in rare sepsis subgroups: Meningococcal sepsis and strep-
tococcal toxic shock syndrome.

Sepsis
subgroup

n IVIG Mortality
Placebo

Risk reduction
by IVIG

p Study design
(placebo group)

Meningococcal sepsis
[21] 32 IgGMA 15/21 3/11 –62 % 0.019 Historical

Streptococcal toxic shock syndrome
[22] 53 IgG 14/21 11/32 –49 % 0.009 Historical
[23] 21 IgG 4/11 1/11 –72 % 0.3 Prospective

Historical: historical control group; Prospective: prospective study design; IVIG: intravenous immuno-
globulin

Conclusion

Hypogammaglobulinemia G in severe sepsis is unlikely to be coupled to an even
more unfavorable prognosis (Table 1). In contrast, 28-day-mortality of patients
with severe sepsis and hypogammaglobulinemia M has been found in one case
series to be higher than in patients with normogammaglobulinemia M (Table 1,
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Fig. 1). This finding coincides with some experimental and clinical evidence of
superiority of intravenous IgGMA compared to intravenous IgG in animal sepsis
models as well as in patients with severe sepsis. The German sepsis guidelines
[19] give a weak recommendation for the treatment of patients with severe sepsis
and septic shock with intravenous IgGMA. A newly developed intravenous
IgGMA preparation with a larger IgM content (23 %) is under clinical investiga-
tion (ClinicalTrials.gov Identifier: NCT01420744).
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Introduction

Modern intensive care therapy could, with a small stretch of the imagination, be
argued to equal severe sepsis and septic shock therapy. This does not mean that
every patient on the intensive care unit (ICU) is septic, but every critically ill
patient certainly has the potential risk of acquiring sepsis. Furthermore, almost
everything that we know today about critical illness is somehow linked to what
we have learned from experimental and clinical sepsis studies. However, after
decades of intense research we are still struggling to improve mortality on our
ICUs, although there is a tendency towards some improvement (from 37 to
30.7 %) [1, 2]. So, is it ‘much ado about nothing’? Absolutely not! The devil, as
always, lies in the details. We keep forgetting that what we call ‘sepsis’ is not a
definitive disease, or diagnosis, but a syndrome, for which the criteria were
defined by consensus by a group of scientists led by the late Roger Bone in a Las
Vegas hotel room back in the 1980s, and a few years later on at a consensus con-
ference [3–5]. In the case of definitive conditions such as, for example, fractured
neck of femur or myocardial infarction, we have specific tools for diagnosis, and
treatment. Unfortunately, this is not the case for sepsis. There is no exact diag-
nostic measure to capture the moment when systemic inflammatory response
syndrome (SIRS), infection, sepsis, severe sepsis or septic shock occurs, nor to
precisely differentiate between them. This uncertainty will inevitably lead to
inhomogeneous groups of patients with selection bias, sampling error in our
studies, and eventually failure to produce significant results [6–8].

Out of the more than 70 prospective randomized trials designed to investigate
the treatment effect on mortality in sepsis over the last 20 years, most have ended
in great disappointment. The results were either negative or have not been imple-
mented into clinical practice as they failed to reach the highest evidence based
standard of two controlled trials with high statistical power [8, 9]. The best exam-
ples are the results of adjunctive therapies in sepsis including activated protein C,
intravenous immunoglobulins (IVIG), selenium, steroids, etc [9]. Lack of proven
benefit, and the fact that some of these therapies are expensive has meant that
these treatment modalities are either challenged or seldom used in many ICUs
and their routine use remains controversial.

The role of IVIG in sepsis treatment has been studied for more than 25 years
in adults and pediatric patients. Several reviews and meta-analyses have been
published recently, and agree that there is a tendency towards better survival
rates when IgM and IgA enriched preparations (IgGMA) were used [10, 11]. The
aim of this current review is to give a short overview of the most important
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research milestones with polyclonal immune globulins, and then to provoke
thoughts on how to proceed in clinical research, and clinical practice with IgM-
preparations so that we may eventually be able to answer the questions we have
been left with: “To use or not to use?”, “For which patients?”, “At what time?”
[12].

Milestones of Research with IgM-preparations

After more than two decades of clinical research, IVIG is still looking for its place
in the treatment of severe sepsis and septic shock as an adjunctive therapy. How-
ever, several recent reviews and meta-analyses [10, 11] suggest a clearly demon-
strable benefit, including greater mortality reduction with the use of IgM-
enriched immunoglobulin preparations compared with the standard IVIG treat-
ment. Clinical studies have been conducted since the early 1990s with IgM-prepa-
rations, especially in mixed populations of septic patients, and more homoge-
neous groups for prophylactic use (primarily after cardiac surgery). Most of these
studies demonstrated a trend toward reduced morbidity and mortality. The
results were promising but not entirely convincing, which was attributed in part
to the small number of patients included in the studies.

Intravenous IgM-enriched immunoglobulin was first investigated in 1991, in a
homogeneous (medical) septic patient population [13]. Sixty-nine patients in sep-
tic shock with high endotoxin levels were randomized and the treatment group
received IgM-preparation within 24 hours of the onset of septic shock. The study
was discontinued after interim analysis of data because the difference between the
mortality rates (4 % vs. 32 %) was statistically significant in favor of the therapy.
Another group conducted a prospective, randomized controlled study in a mixed
medical and surgical ICU with the aim of evaluating the effect of treatment with
an IgM-preparation on progression of organ failure and septic shock in patients
with severe sepsis [14]. Progress was followed by serial measures of procalcitonin
(PCT) levels, APACHE II and sequential organ failure assessment (SOFA) scores
over 8 days. Because of the limited number of patients included in this study,
mortality was not an endpoint. PCT levels decreased significantly in the treat-
ment group (p < 0.001); however, an improvement in SOFA scores could not be
demonstrated. PCT levels and SOFA scores did not change significantly in the
control group. Differences in the incidence of septic shock (38 % versus 57 %) or
in 28-day mortality rates (23.8 % versus 33.3 %) were not significant between the
treated and the control groups. There were no differences in serial APACHE II
scores either. The authors concluded that they were not able to demonstrate any
beneficial effects of polyclonal immunoglobulin treatment on organ dysfunction,
septic shock incidence or mortality rate in patients with severe sepsis. In a similar
study including 68 patients with septic shock, a significant mortality reduction
(22.4 % vs. 40 %) in the IgM-preparation treated arm was reported [15]. Patients
in the treatment group had higher APACHE II scores as compared to controls
(21.3 ± 7.2 vs. 10.5 ± 4.6), which may explain the difference in mortality between
these two studies [14, 15]. Rodrı́guez et al. [16] assessed the impact on outcome
of adjuvant therapy with a high-dose IgM-preparation in critically ill patients
who underwent surgery because of abdominal sepsis. In this multicenter, pro-
spective trial, 56 patients with severe sepsis and septic shock of intra-abdominal
origin were randomized within 24 h after the onset of symptoms. The adminis-
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tration of IgM-preparation in addition to antibiotic therapy produced a 20 %
mortality reduction in the intent-to-treat analysis. The lack of significant differ-
ence in the mortality rate between groups may be attributable to the small sample
size. However, in the subgroup of patients with appropriate antibiotic therapy, a
significant reduction in the mortality rate was seen in association with the
administration of the IgM-preparation. More recently, Hentrich et al. [17] investi-
gated the role of intravenous IgGMA in neutropenic patients with severe sepsis
and septic shock. In the largest trial on the use of polyclonal immunoglobulin
(n = 211), they failed to document any benefit of IgGMA therapy based on 28-day
mortality rate. However, in all patients who survived, there was a trend favoring
intravenous IgGMA treatment. The main criticism of this clinical investigation is
that most of the patients involved were low grade septic patients with none or one
organ failure and a relatively low mortality suggesting that these patients are not
a target population for IVIG treatment.

Timing of Treatment

Inclusion criteria and the indication for treatment with IgM-preparations in the
above mentioned trials were without exception as per the definition of severe sep-
sis from the American College of Chest Physicians/Society of Critical Care Medi-
cine (ACCP/SCCM) consensus conference [5]. Although most sepsis trials recruit
patients based simply on these consensus definitions, these inclusion criteria may
be too general, so it is inevitable that these studies end up with heterogeneous
groups of patients. Furthermore, due to the many confounding factors introduced
because of the different etiologies of sepsis, the results are likely to be non-con-
clusive. For example, the PROWESS study, a prospective randomized clinical trial
on the effect of activated protein C on mortality from severe sepsis, showed sig-
nificant improvement in survival in the treatment group [18]. However, after sev-
eral subgroup analyses, the indications and recommendations for use have been
altered [19, 20]. The current Surviving Sepsis Campaign guidelines suggest using
activated protein C in adult patients with sepsis-induced organ dysfunction asso-
ciated with a high risk of death, such as those with an APACHE II 25 or multi-
ple organ failure, and do not recommend its use in septic patients with a low risk
of death [20]. In other words, from the heterogeneous patient cohort defined as
‘severe sepsis’, a more homogeneous subgroup was defined on the basis of organ
dysfunction, which benefit most from the treatment.

When considering trials that have investigated the effects of IVIG in severe
sepsis, only one has applied this concept to any degree – the ‘Score-based Immu-
noglobulin Treatment in Sepsis’ (SBITS) study [21]. Unfortunately, although this
is the largest prospective randomized immunoglobulin study to date (n = 653),
the drug investigated was IgG and not IgM. Another limitation of the results is
that the study was performed in the early 1990s (published years later in 2007),
during which time many therapeutic and diagnostic concepts had changed funda-
mentally; therefore, the results are difficult to apply to our current practice.

A recent retrospective study found that patients who survived received treat-
ment with IgM-preparation significantly earlier than those who died (23 vs. 62 h)
[22]. We all agree that timing is crucial in critical care, but how can we define the
term ‘early’ in this context? Furthermore, is there a way to identify more homoge-
neous groups of patients, within this large cohort of severe sepsis, who will bene-
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fit most from adjunctive therapies? The answer has to be at this moment in time:
not yet. However, there is a promising marker that is able to diagnose and differ-
entiate between SIRS, infection, sepsis, severe sepsis and septic shock with good
sensitivity and specificity, and which also has good prognostic value: PCT [21, 23,
24]. This fast-reacting marker of bacterial infection, especially when measured
regularly with evaluation of dynamic changes in concentrations, has been pro-
posed as a tool to warn clinicians, and thereby help them to deliver interventions
with proven efficacy to septic patients [25, 26]. Most studies in this context have
investigated the effect of PCT-guided antibiotic therapy [27–30]. These studies
did not show any effect on outcome, but patients in the PCT-group received sig-
nificantly less antibiotic and for a shorter duration.

There is only one outcome trial that has investigated the effect of PCT-guided
antibiotic treatment on survival, the Procalcitonin and Survival Study (PASS)
[31]. Although the main results showed significantly longer times on mechanical
ventilation and prolonged use of antibiotics in the PCT-group, the study design
had several limitations, detailed discussion of which is far beyond the scope of
this review. However, there is one important point to comment on. The percent-
age of surgical patients was around 40 % in both groups, and the PCT value indi-
cating the need for an intervention, the so called ‘alert-PCT’, was 1 ng/ml. This
level of PCT is far too low for intervention in surgical patients. It has been shown
in several studies that PCT levels ‘normally’ increase after surgery, and require no
intervention at all [32–34]. Furthermore, it has also been shown that there is a
significant difference in PCT values accompanying the same severity of sepsis
between medical and surgical patients [34]. Clec’h et al. found that the median
PCT value in medical versus surgical patients with noninfectious SIRS was 0.35
(0.13–1) vs. 5.70 (2.65–8.35), and in septic shock medical patients 8.4 (3.63–76)
versus 34 (7.1–76) ng/ml in surgical septic shock patients [34]. These authors
also found that the best cutoff values to differentiate between survivors and non-
survivors in medical and surgical patients were: 1 ng/ml (80 % sensitivity, 94 %
specificity) and 6 ng/ml (76 % sensitivity, 72.7 % specificity) respectively. There-
fore, in the PASS study, unnecessary antibiotic use and antibiotic escalation were
inevitable in the PCT-group because of the generally low alert-PCT levels in the
study protocol [31]. However, the concept of identifying high risk patients by
their PCT values, and targeting adjunctive treatment to these patients is just a
hypothesis at the moment and should be investigated further in the future.

This concept could also be applied to use of IgM-preparations as treatment in
sepsis. There is some evidence that in septic patients treated with IgM-prepara-
tions, PCT levels decrease significantly when compared to controls (Fig. 1) [14,
35]. In two recent studies, admission PCT levels were high (4.0–5.5 [33] and
7–10 ng/ml [35]), and decreased significantly with time in the IgM-group. In a
recent pilot study, we could not find any change in PCT levels over the first 8 days
of treatment, or any difference between IgM- and placebo- treated patients [36].
However, PCT levels on recruitment were substantially lower (1.0–1.6 ng/ml)
than in the two studies mentioned earlier, indicating that we treated a different
patient population compared to the previous trials. This observation suggests
that IgM-preparations should be given to patients with higher PCT values in
order to observe any treatment effect.

There is no recommendation for the use of IgM-preparations in adults in the
Surviving Sepsis Campaign Guidelines, but it received a grade C recommendation
in the German Sepsis Society’s guidelines, suggesting that it may be considered
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Fig. 1. Procalcitonin levels in the IgM-preparation and placebo treated patients over the first 8 days of
treatment. Data from [35].

for treatment of adult patients with severe sepsis or septic shock [37]. However,
clinicians are still left with the uncertainty of what to do in everyday practice.
Identifying patients who will benefit most from IgM-treatment is the task that we
have to accomplish in the future. According to the Surviving Sepsis Guidelines,
the treatment algorithm for the septic patient should start with the ‘Resuscitation
Bundle’, followed by the ‘Management Bundle’ [20]. Because of the concept of
early goal-directed resuscitation, more and more patients stabilize after resuscita-
tion, and never receive the low dose steroids or activated protein C included in
the ‘Management Bundle’. In theory, IgM may have a role in this early phase:
After resuscitation and before the ‘Management Bundle’ is indicated. Targeting
IgM-treatment to those who do not fulfill the indication for activated protein C
after resuscitation, but are at higher risk as indicated by high PCT levels, may be
of benefit.

Conclusion

Sepsis is not a definitive disease, therefore more specific and detailed inclusion
criteria should be applied in sepsis research in which etiology, medical or surgical
origin, organ dysfunction scores and biomarker levels are all taken into account.
Procalcitonin levels with certain cut-off values may be helpful for identifying
patients who are not sick enough to receive the full ‘Management Bundle’ but
who are still at a high enough risk to benefit from treatment with IgM-prepara-
tions.

Naturally, this hypothesis has to be tested in randomized trials – the stereotype
sentence that most papers finish with, but in this case it may be justified as a trial
has never been done using this concept. The positive results of the small clinical
trials published so far suggest that IgM-preparations have a role in sepsis treat-
ment, but we have not quite found their place yet. There is a long and exciting
road ahead of us but we must persevere if we want to give the final answer with
a clear conscience.
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Introduction

Hospital mortality in patients with severe sepsis and septic shock is still unac-
ceptably high despite advances in understanding of the physiopathology and the
numerous clinical trials on potential therapies. Even with optimal treatment, the
mortality rate of patients with septic shock exceeds 40 % and has not varied sig-
nificantly in the last 5 years [1, 2]. Early identification and proper management of
patients with sepsis are key factors for reducing the observed mortality and have
been the main goal of the Surviving Sepsis Campaign (SSC) by the development
of evidence-based guidelines and the recommendation of specific bundles of care
[3, 4]. Some studies have reported a potential benefit on patient outcome by
implementing guidelines and bundle care strategies in clinical practice but wide
adoption of these approaches is rare. Moreover, it is still unclear whether the
observed benefit is more due to the effect of the recommended treatments or to
a general increase in the awareness of the sepsis problem as a result of specific
educational and stewardship programs.

Sepsis Stewardship Programs: Education and Process-Changes
Analysis

Numerous multifaceted programs (sepsis stewardship programs, SSP) aimed to
improve the management of septic patients in emergency departments (EDs) and in
intensive care units (ICUs) have been instituted around the world in the last few years.
Most published papers on SSP relate to prospective observational pre-post single cen-
ter/unit studies and report the effects of educational programs on compliance to sep-
sis bundles and on patient outcome (Table 1). The strategy used for the implementa-
tion of a stewardship program is an important element for achieving positive results
[5] but, unfortunately, the methods used for education and process-care improvement
are described in detail in only a few of the papers dealing with SSP. As is well known,
numerous barriers need to be overcome to implement new methods and evidence-
based guidelines in clinical practice. Lack of knowledge and acceptance among staff
members, shortage of resources and structural obstacles are frequent problems that
impede quality improvement programs [6]. Therefore, the description of the tech-
niques used for developing, spreading and maintaining a SSP may provide useful
information for other institutions in planning and realizing similar initiatives.

United States Experience: One of the first reported experiences was the Multi-
ple Urgent Sepsis Therapies (MUST) protocol from the Beth Israel Deaconess
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Table 1. Setting, type of education and population and key messages of six sepsis stewardship programs

Setting Education Population Key Messages

Shapiro
et al. [7]

Local, single
center, USA

Nurse and physician edu-
cation: grand rounds,
teaching sessions and
conferences

ED patients with
severe sepsis or
septic shock

Improvement in time to
antibiotic administration,
intravenous fluid delivery
and vasopressor use in
the first 6 hrs

Nguyen
et al. [8]

Local, single
center, USA

Conference lectures, bed-
side teaching, and in-ser-
vices to physicians and
nurses

ED patients with
severe sepsis or
septic shock

EGDT associated with
decreased mortality. In-
hospital mortality lower
in patients with bundle
completed.

Ferrer
et al. [9]

National, 59
ICUs, Spain

Oral and slide presenta-
tions; translation of the
guidelines and posters

ICU patients with
severe sepsis or
septic shock

Improvement in staff
knowledge and hospital
processes of care. Lower
risk of death in post-
intervention cohort.

Castella-
nos-Orte-
ga et al.
[10]

Local, 3 ICUs,
Spain

Conference lectures,
teaching sessions, posters
and pocket cards. ‘Sepsis
profile’ to facilitate an
early diagnosis. Feedback
during the first study
year. Educational
refresher program

ICU patients with
septic shock

Compliance with six or
more interventions of the
6-hr bundle as predictor
of survival.

Cardoso
et al.
[11]

National, 17
ICUs, Portugal

Three regional teaching
sessions

ICU patients with
community
acquired sepsis

Full completion of the
core bundle associated
with a decrease in 28-
day mortality

Moro et
al [12]

Regional, 30
hospitals, Italy

Regional educational
package, hospital sepsis
multidisciplinary team
formation, local educa-
tion

Hospital patients Wide regional education
over a 3 year period.
Improvement in pro-
cesses for patient identi-
fication and microbiologi-
cal diagnosis

EGDT: early goal-directed therapy; ED: emergency department

Medical Center in Boston [7]. Education in correct application of the protocol
involved physicians and nurses from the ED and the medical/surgical ICUs. Nurs-
ing education consisted of four 3-hour classes whereas physician education was
carried out by grand rounds, resident teaching sessions and departmental confer-
ences. In the protocol, nurses were responsible for identification of patients and
once an ED patient was defined as eligible, a “code sepsis” was sent to the mem-
bers of the hospital sepsis team, which included ICU and ED physicians with a
nurse bed facilitator. The protocol was initiated by the triage nurse, the ED nurse,
or the ED physician caring for the patient. A bedside protocol packet, including
a nursing sepsis flow-sheet, a standardized order set for the protocol therapies
and a short protocol guide was placed in a strategic place in the ED and became
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part of the patient’s medical record. Hospital implementation of the MUST proto-
col was associated with more fluids and vasopressor being given to the 79 proto-
col patients with septic shock, and earlier and more adequate antibiotic therapy
compared with 51 historical controls. In addition, protocol patients had tighter
glucose control and a more frequent assessment of adrenal function. The absolute
mortality risk reduction (RR) of MUST patients was 9.1 % (- 6.2 % to 24.5 %)
compared to historical controls, but the small number of patients included in the
study did not allow the authors to demonstrate that this protocol resulted in sig-
nificant benefit for the patients.

In Loma Linda Medical Center, Nguyen et al. [8] implemented a 2-year pro-
gram for ED doctors and nurses, subdivided into 3-month quartiles that included
baseline, education and operational, followed by five quality improvement (QI)
phases. The baseline phase served to evaluate the initial level of care by applying
a standardized checklist. In the education phase, a physician champion and nurse
educator provided conference lectures, bedside teaching, and in-services to physi-
cians and nurses. The operational phase consisted of a 5 intervention bundle
delivered in the ED setting including initiation of central venous pressure (CVP)/
venous oxygen saturation measurement within 2 hours, broad-spectrum antibi-
otic therapy within 2 hours, early goal-directed therapy (EGDT) in 6 hours, ste-
roids in shocked patients and monitoring of lactate clearance. Physicians and
nurses used a sepsis toolkit and pocket cards as reminders of the processes
involved in the bundle delivery. During the QI phase (5 quartiles), the healthcare
staff were provided with an interval summary that included the number of septic
patients, percentage compliance with the bundle and patient outcome. In addi-
tion, individual cases were discussed and a formal reminder was given to physi-
cians with low bundle adherence. This strategy allowed a progressive improve-
ment in bundle compliance from the baseline phase (0 %) to the end of the 5th QI
phase (51 %). In-hospital mortality was lower (absolute RR 18.7 %) in patients in
whom the bundle was completed compared to patients without bundle compli-
ance. A multivariate regression analysis including the five bundle elements indi-
cated that only completion of EGDT was independently related to a decrease in
hospital mortality. The quality improvement effort required 2 years to achieve
50 % rate of successful completion of the bundle. The authors indicated EGDT
completion within 6 hours as the main limiting factor in the ED and proposed a
‘shock team’ approach to overcoming this barrier.

Spanish Experience: In 2008, Ferrer et al. [9] reported the experience of a mul-
tifaceted educational program in 59 spanish hospitals (Edusepsis Study). In each
hospital, a local multidisciplinary team, involving physicians and nurses from
ICU, infectious diseases, emergency and internal medicine departments, shared
and implemented a homogeneous educational program based on the SSC guide-
lines. Training and educational material consisted of: i) Oral and slide presenta-
tions; ii) a translation of the SSC guidelines; iii) posters focused on the early rec-
ognition of sepsis with the definitions of sepsis and its grade; and iv) audit and
feedback from the general coordinating center with local and general data. The
average time spent at each hospital for lectures was around 10 hours and a multi-
disciplinary team was active only in half of the centers. The local coordinator esti-
mated that this approach increased staff knowledge and improved the care pro-
cess in 96 % and 87 % of the hospitals, respectively. Compliance for the sepsis
resuscitation bundle (from 5.3 % to 10.0 %) and all its elements improved signifi-
cantly after the educational program, except for the early administration of broad
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spectrum antibiotics, which remained stable (from 66.5 % to 68.9 %). Similarly,
adherence to the sepsis management bundle improved (from 10.9 % to 15.7 %),
except for control of plateau pressure, which did not vary after program imple-
mentation. The hospital mortality rate in the 1465 post-intervention patients was
lower (absolute RR 4.3 %) than in the 854 pre-intervention patients and the mul-
tivariate logistic regression adjusted for possible confounders confirmed that the
post-intervention cohort was independently associated witho lower hospital mor-
tality (OR 0.81, 95 % CI 0.67–0.98). The long term effects of the program were
evaluated in 23 centers one year after the educational program was started. At the
follow up, adherence to resuscitation bundles had returned to pre-intervention
values, whereas compliance with management measures and hospital mortality
remained similar to those observed immediately after education. These findings
were in some way expected as a stewardship program has to be continuously sup-
ported, particularly in very busy areas like the ED or in hospitals with a high-
turnover of healthcare personnel like university hospitals.

Castellanos-Ortega et al. [10] recently reported the results of the SSP estab-
lished at the Marques de Valdecilla university hospital in Spain, which was based
on 4 main elements. First, an educational program based on the SSC guidelines
was implemented over a 3-month period by conference lectures and teaching ses-
sions. Posters and pocket cards with the sepsis definitions and the SSC bundles
were provided in the emergency, surgery, internal medicine, gynecology and
obstetrics, anesthesia, and intensive care departments. All the teaching material
was also available on the intranet. Second, a “sepsis profile” including two blood
cultures, lactate, procalcitonin, arterial/venous blood gas analysis, hemogram and
basic biochemistry was established as an optional tool to facilitate early sepsis
diagnosis and grading. Third, repeated audit and feedback activities were carried
out during the first SSP year. Last, an educational refresher program was estab-
lished in the last year of the SSP that included a daily visit from an intensive care
specialist to the ED for educational purposes, audit and bedside feedback. After
institution of the SSP, adherence to the 6-hour resuscitation and 24-hour manage-
ment bundles increased from 1 % to 11.3 %. Patients in the historical group (n =
94 over a 1-year period) had a significantly higher hospital mortality rate com-
pared with patients in the intervention group (n = 384 over a 3-year period)
(from 57.3 % to 37.5 %, absolute RR = 19.8 %) and the improvement in survival
rates was related to the number of bundle interventions completed.

Portuguese Experience: A national multicenter study on community-acquired
sepsis was performed in Portuguese ICUs (SACiUCI study) from 2004 to 2005
[11]. Web-based prospective data collection started in 17 Portuguese ICUs using
a slightly modified version of the 6-hour SSC bundle (no indications for CVP and
central venous oxygen saturation (SvcO2) thresholds and dobutamine use). Train-
ing on data collection, SSC recommendations and bundles was organized in three
regional sessions (in the north, south and center of Portugal) and was attended by
a responsible investigator from each center. No feedback data on adherence to
bundles was provided during the study period. In the 778 patients investigated,
full completion of the 6 elements of the bundle occurred only in 94 patients
(12 %) and was associated with a decrease in 28-day mortality (from 34 % to
25 %, absolute RR 9 %) that remained significant after adjustment for type of sep-
sis, SAPS II score, type of hospital and ICU.

Italian Experience: In 2006, the Emilia-Romagna Regional Health Agency
(ARS-ER) launched a multifaceted regional program (LaSER project) with the
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aim of improving the early recognition of the septic patient, correct microbiologi-
cal diagnosis, early and appropriate antibiotic treatment, and initial resuscitation.
A multidisciplinary group of experts on behalf of the ARS-RE prepared an educa-
tional package consisting of scientific literature, electronic presentations for lec-
tures, clinical cases for practice training, posters and booklets [12]. In the second
semester of 2006, 18 multidisciplinary teams, including microbiologists, pharma-
cists, doctors and nurses from infectious disease wards, intensive care and emer-
gency departments from different regional hospitals shared the educational pack-
age. The objective was to promote, in their own hospital, a sepsis program
devoted to education of healthcare personnel and specific changes in care pro-
cesses. At the end of 2008, a SSP had been instituted in around 80 % of the Emi-
lia-Romagna hospitals and more than 4000 nurses and 1800 physicians have been
trained according to the regional educational package. In addition, specific proto-
cols for patient identification and management, changes in processes for early
microbiological diagnosis, and audit activity for evaluating clinical performance
have been implemented in the majority of the regional hospitals. The effects of
the LaSER project on patients’ outcomes have been evaluated by analyzing the
trend in hospital mortality of adult patients admitted for at least one night in six
hospitals between October 2003 and October 2009. In comparison with the pre-
LaSER period, the relative risk of death was around 0.90 (p < 0.05) for patients
admitted after implementation of the hospital sepsis programs [13].

The experiences described above consistently indicate that a national, regional or
local SSP, combining education with process changes in sepsis care levels, signifi-
cantly increased clinical performance of the healthcare staff and this was associ-
ated with a significant reduction in mortality of patients with severe sepsis and
septic shock. However, which strategies are most effective in overcoming imple-
mentation barriers and what implementation model (e.g., ED, ICU centralized
model or multidisciplinary team) provides the better outcome benefit remain to
be clarified.

Antibiotic and Sepsis Stewardship Programs: A Synergistic Cooperation

Along with aggressive fluid resuscitation and microbiological diagnosis, antimi-
crobial therapy is one mainstay of the sepsis resuscitation bundle [14]. Two
aspects of antibiotic therapy are of paramount importance: Timing and correct
antibiotic(s) choice. In fact, delayed therapy and the use of antibiotics that are not
effective against the causal microorganism(s) have been associated with an
increased risk of mortality [15]. One of the aims of the antimicrobial stewardship
program (ASP) is to improve the knowledge of the healthcare staff to ensure pre-
scriptions of the right antibiotic, at the right moment, at the optimum dose, via
the right route and for the optimum time period [3, 16]. ASPs also target mini-
mizing antibiotic toxicity and controlling against the selection of pathogenic
organisms and the emergence of resistance [16]. Hospital sepsis programs usually
include educational material and indications for antibiotic therapy and, thus, they
can be considered a sort of ASP. Different from standard ASP, control of antimi-
crobial resistance and cost containment are not common targets of sepsis pro-
grams because of the high risk of death of patients with severe sepsis and septic
shock. The guidelines for hospital implementation of ASPs [16] share 4 major
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strategies with the SSC guidelines: 1) Prospective audit with interventions and
feed-back (strength of recommendation A-I); 2) education within an active inter-
vention program (A-III); 3) guidelines and clinical pathways (A-I); and 4) antibi-
otic dose optimization (A-II).

The results of the SSC international improvement program based on the guide-
lines [17] showed that the compliance with the recommendation for early antibi-
otic administration (i.e., starting antimicrobials within 3 hours from admission to
the emergency department or 1 hour for the in-hospital patient) increased from
60 % to 68 % over the study period. A sub-analysis performed in the Netherlands,
a country well known for its long tradition in antimicrobial use, observed adher-
ence to antimicrobial prescribing of around 50 %, with no significant improve-
ment over the 2-year study period [18]. In the Edusepsis study, compliance with
the recommendation for early antibiotic therapy did not vary after the educa-
tional program (66 % vs 69 %), although an improvement in both resuscitation
and management sepsis bundles, with a reduction in overall mortality, was
observed [9]. The reported data indicate that there is still room for a 30–50 %
improvement in this theoretically simple task. Moreover, few data are available on
the quality of antibiotic prescription in patients with severe sepsis. The current
rate of appropriate antibiotic use in terms of activity against the causative patho-
gen and dose, is unknown and remains an important area to study [19]. Data
regarding junior doctors show that there has been a significant improvement over
the last years regarding understanding of sepsis and choice of antibiotic [20] and
that antimicrobial resistance is perceived as a national problem by the majority of
them [21]: The next generation will probably manage sepsis and antibiotic ther-
apy better than we are currently able to.

In addition to education, organizational aspects are central elements of any ASP
and may allow a significant improvement in antibiotic use. For instance, a com-
puter-based protocol has been shown to increase overall adherence to SSC bundles
and to timely antibiotic administration, with a reduction in the mortality rate [22].
Storing broad-spectrum antibiotics in a special dedicated cabinet has also been
shown to improve door-to-antibiotic time in an emergency department [23].

A multidisciplinary team should be in charge of both stewardship programs
(i.e., antibiotic and sepsis), as knowledge about patients’ risk factors, microbio-
logical resistance, antibiotic pharmacokinetics and pharmacodynamics is re-
quired to choose the correct antimicrobial agent, particularly in the empiric ther-
apy of a critically ill patient.

Sepsis Bundles and Beyond

The application of a sepsis bundle strategy is consistently associated with an
improvement in patient outcome, but whether this is due to some elements of the
bundles rather than to others or to all bundle(s) application is still a matter of
debate. A recent meta-analysis [24] including eight clinical trials published from
2001 to 2008 highlighted that sepsis bundle application was associated with a con-
sistent and significant increase in survival compared with no bundle care (OR
1.91, 95 % CI 1.49–2.45). The analysis also observed marked heterogeneity
among the different trials in the implementation of bundle components. Shorter
time from diagnosis to antibiotic administration and more appropriate antibiot-
ics administered were homogenously correlated with bundled care whereas all the
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other treatments (i.e., use of crystalloids, vasopressors, inotropes, red blood cells,
corticosteroids and activated protein C) were not consistently increased across
the studies. The authors concluded that such heterogeneity makes the impact of
these treatments on patient survival uncertain; therefore, as recommended by the
Joint Commission and Institute for Healthcare Improvement, they could not yet
be considered components of a bundle of care.

Two large trials not included in the above meta-analysis analyzed the effective-
ness of the sepsis treatments and bundles. Using a propensity score method, a
sub-analysis of the Edusepsis study (2796 patients) [25] showed that very early
administration (within 1 h) of antibiotic therapy (OR 0.67, 95 % CI 0.50–0.90)
and activated protein C in patients with multiple organ failure (OR 0.59, 95 % CI
0.41–0.84) were the only interventions responsible for reduction in mortality of
patients with severe sepsis and septic shock. The relationship between bundle
treatments and hospital mortality was also analyzed in the 15022 patients of the
SSC database [17]. A risk-adjustment logistic regression model including baseline
characteristics of the patients indicated that: i) In all the patients, administration
of broad spectrum antibiotics (OR 0.86, 95 % CI 0.79–0.93), blood culture before
antibiotics (OR 0.76, 95 % CI 0.70–0.84) and blood glucose control (OR 0.67,
95 % CI 0.62–0.71) were associated with decreased hospital mortality; ii) in
shocked patients (n = 7854), the use of activated protein C in the first 24 hours
improved survival (OR 0.81, 95 % CI 0.68–0.96); and iii) in patients receiving
mechanical ventilation (n = 7860), control of plateau pressure was associated with
a better outcome (OR 0.59, 95 % CI 0.41–0.84).

In addition to the interventions suggested by the guidelines of the SSC and
included in the sepsis bundles, other therapeutic options have been proposed and
tested for patients with severe sepsis and septic shock. The recent guidelines of
the German Sepsis Society [26] include as possible effective therapies in patients
with severe sepsis: i) The use of albumin for volume therapy (recommendation
level E, evidence level V); ii) therapy with epinephrine, phosphodiesterase inhibi-
tors or levosimendan in patients with ventricular function impairment despite
the administration of dobutamine (E, V); iii) The use of selenium (C, Ia); and iv)
the use IgM-enriched immunoglobulins (C, Ia). Among these options, polyclonal
IgM-enriched immunoglobulin seems to be an interesting and useful option
because of its activity in neutralizing endotoxin and in modulating the host-
immune response. A Cochrane systematic review and other meta-analyses
[27–29] demonstrated a reduction in all-cause mortality for patients treated with
IgM, although the type of infection, patients most likely to benefit, dose and
duration of therapy have not yet been well defined by appropriate trials.

In 2004, we started an in-hospital SSP including the institution of a specific
rapid response team (i.e., sepsis team) that collaborates to provide early and ade-
quate treatment of septic patients in the ED and in non-ICU wards. The impact
of this SSP on clinical practice and outcome has been remarkable: Adherence to
evidence-based guidelines increased from 8 % to 35 % of patients and mortality
of ICU patients with severe sepsis and septic shock decreased by about 40 % com-
pared to the pre-SSP period [30]. Nevertheless, the hospital mortality of our
patients was still unacceptably high (45 %) and we, therefore, introduced in our
care protocol other therapeutic options such as the early use (within 24 hours) of
IgM-enriched immunoglobulins in adult patients with septic shock. Because of an
initial low adherence to protocol application, IgM-enriched immunoglobulins
have been correctly used in only around 50 % of patients with septic shock.
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Despite similar sequential organ failure assessment (SOFA) and SAPS II scores
and sepsis bundle compliance, the hospital mortality was significantly lower
(absolute RR 19 %) in patients treated with IgM than in those who were not
treated [31]. Another similar positive experience on early use of IgM has been
recently published [32] and, therefore, this therapeutic option can be considered
as a useful adjunctive therapy in severe sepsis and septic shock. However, the
exact time of administration, dosage and duration of therapy should be better
clarified by appropriate high-level studies.

Conclusion

The hospital implementation of sepsis and antibiotic stewardship programs
seems to be an effective strategy for reducing the mortality associated with severe
sepsis by improving early patient identification, correct antibiotic therapy and
adequate fluid resuscitation. These stewardship programs should involve nurses,
physicians, pharmacists, microbiologists and health administrators and need to
provide appropriate education and training to all the healthcare personnel. In
addition, creation of specific processes of care (e.g., rapid response teams) and
the evaluation of quality and effectiveness of clinical practice should be included
in SSPs/ASPs. In the near future, simpler methods for earlier patient and microor-
ganism identification and more effective therapies for patients with severe sepsis
and septic shock will probably be available. In the meantime a structured multi-
disciplinary in-hospital approach to managing problems related to infections and
sepsis seems to be a winning and mandatory strategy.
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Introduction

The contribution of adrenal insufficiency to the morbidity of critically ill patients
is currently under renewed scrutiny. Absolute adrenocortical insufficiency (diag-
nosed by very low plasma cortisol concentrations) is uncommon in the intensive
care population. The diagnosis of relative adrenocortical insufficiency (RAI, ele-
vated basal plasma cortisol with a subnormal increase in plasma concentrations
following an adrenocorticotropic hormone [ACTH] stimulus) continues to gener-
ate much debate [1–3]. One of the most common dynamic testing procedures for
assessment of adrenocortical function is the standard cosyntropin test (also
known as the corticotrophin test, synacthen test, and ACTH stimulation test).
The test comprises the measurement of plasma cortisol concentrations immedi-
ately prior, and at 30 and 60 minute intervals after, the intravenous administra-
tion of 250 g of 1-24 ACTH. The normal response in unstressed volunteers is a
rise in serum levels to above 500–550 nmol/l. In the setting of critical illness, the
corticotrophin test has become the mainstay of diagnosis for suspected ‘relative’
adrenal insufficiency [4]. Although many diagnostic thresholds have been advo-
cated, the most recent consensus guidelines suggest that an increase in measured
cortisol of less than 250 nmol/l in response to the test is diagnostic of RAI. Early
studies using these criteria suggested a strong association between the presence
of RAI and poor outcome in patients with septic shock [5]. This observation, in
conjunction with the findings of the first randomized controlled trial (RCT) on
low dose corticosteroids in septic shock that demonstrated an improved outcome
in patients with RAI given steroids [6], formed the basis for the Surviving Sepsis
Campaign guidelines endorsing the performance of the corticotrophin test prior
to steroid therapy [7]. These findings have not been consistently reproducible.
However, the corticotrophin test was originally described in non-stressed sub-
jects, and its applicability and interpretation in the setting of critical illness is
controversial. In this chapter, we review the history and the evolution of cortico-
trophin testing methodology and discuss some of the controversies which con-
tinue to plague the test.

Physiological Basis of the Corticotrophin Test

Cortisol secretion is under the control of the hypothalamic-pituitary axis. There
are a variety of stimuli to secretion, including stress, tissue damage, cytokine
release, hypoxia, hypotension and hypoglycemia. These factors act upon the
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hypothalamus to favor the release of corticotrophin releasing hormone (CRH)
and vasopressin. These peptide hormones stimulate release of ACTH from the
pituitary gland. ACTH in turn stimulates release of cortisol, mineralocorticoids
(principally aldosterone) and androgens from the adrenal cortex. Cortisol levels
feedback upon both CRH and ACTH to decrease further secretion. During peri-
ods of stress, trauma or infection, there is an increase in CRH and ACTH secre-
tion and a reduction in the negative feedback effect, resulting in increased corti-
sol levels, in amounts roughly proportional to the severity of the illness. This
complexity of the cortisol secretory and feedback loops can be taken advantage of
in the evaluation of a patient for adrenal insufficiency. The principle behind the
corticotrophin test is the demonstration of an inappropriately low cortisol pro-
duction in response to exogenous ACTH, a situation analogous to physiological
stress.

History

The corticotrophin test was first described in 1948 using hog pituitary extract as
the source of ACTH and assessing changes in plasma cell count and urinary uric
acid creatinine ratios as endpoints [8]. The development of purified corticotro-
phin and ability to measure plasma 17-hydroxycorticosteroids led to the estab-
lishment of 25 IU as the dose of corticotrophin which tested the maximal secre-
tory capacity of the adrenal cortex [9]. Recombinant technology allowed the
development of synthetic corticotrophin to minimize anaphylactic reactions.
Schuler et al., using bioequivalence studies, established that 1 IU of purified corti-
cotrophin = 10 g of synthetic polypeptide [10]. This formed the basis for the use
of 250 g of synthetic polypeptide (as 25 IU tested the maximal secretory capac-
ity) as the dose used in the dynamic assessment of adrenal function [11].

Interpretation of the Test

In the investigation of adrenal function in the stable outpatient population, it is
the peak cortisol value post-stimulation that is used as the threshold value for
normality [12, 13]. This is in marked contrast to the use of the test in the criti-
cally ill population in which the cortisol increment (the baseline cortisol sub-
tracted from the peak) is used in the majority of studies. This is problematic, as
there is evidence to suggest that the cortisol increment is not a valid indicator of
adrenal function. May and Carey [14], in a study of 399 patients, demonstrated
the dependence of the increment on the basal cortisol level. Speckart et al.
observed an increment of less than 200 nmol/l in two out of nine healthy controls,
although all the peak values were above 500 nmol/l [15]. A similar observation
from Widmer et al. noted that a third of healthy controls did not achieve an incre-
ment of over 250 nmol/l, despite the peak cortisol values reaching 500 nmol/l in
all cases [16]. Debono et al. investigated the corticotrophin test in patients under-
going cardiac surgery. These authors observed a 57 % incidence of an increment
less than 250 nmol/l postoperatively despite the demonstration of a normal incre-
ment in all the patients one week beforehand [17]. Reliance on the cortisol incre-
ment in this setting raises the confusing scenario of a patient with a high peak
cortisol but reduced increment being diagnosed with adrenal insufficiency
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Table 1. Corticotropin test endpoint criteria: Use of peak and delta total cortisol and plasma free corti-
sol

Total Cortisol Criteria Free Cortisol Criteria

Peak post-synacthen [nmol/l] 700 [52]
600 [53]
550 [54]
500 [55]

85 [32]
55 [48]
33 [56]

Increment post-synacthen [nmol/l] 250 [57]
200 [55]
100 [58]

110 [61]
76 [33]
55 [48]

Basal [nmol/l] 690 [59]
280 [57]

55 [32]
22 [48]

whereas a counterpart with a lower peak cortisol but adequate increment is not.
Comparison of peak total values versus the increment post-corticotropin is pro-
vided in Table 1.

Controversies

With widespread use of the test and publication of several studies relating to its
use, controversies have emerged in both its conduct and interpretation. These are
summarized below:

Methodological Factors

Dose of corticotrophin
As noted, the dose of corticotrophin traditionally used is an intravenous injection
of 250 g. Critics have pointed out that the 250 g dose of corticotrophin results
in supraphysiological plasma concentrations as high as 60000 pmol/l and may
override adrenal resistance to ACTH, thus producing a false negative test with
mild secondary adrenal insufficiency [18, 19]. Work by Landon et al. has shown
that doses of corticotrophin as low as 250 ng are sufficient to test the sensitivity
of the adrenal cortex. In contrast the 250 g dose tests the maximal secretory
capacity of the adrenal [20]. Consequently, a ‘low-dose’ corticotrophin test (1 g)
has been suggested which would result in more physiological concentrations (90
pmol/l) similar to those seen in the insulin hypoglycemia (70–100 pmol/l) and
metyrapone tests [21, 22]. Data on what constitutes an appropriate response to
1 μg of corticotrophin in critically ill patients are minimal. Some authors have
suggested that many patients in whom adrenal insufficiency is diagnosed on the
basis of an abnormal response to a low-dose corticotrophin test (< 20 g/dl) will
have a normal response to the high-dose test, and that 40 % of patients with
hypotension and sepsis have adrenal insufficiency diagnosed by the low-dose
method. Widmer et al. suggested that there is a dissociation between the response
to the high- and low-dose test in situations of high stress [16]. Furthermore, the
cortisol response is also similar between the low-dose corticotrophin test and the
insulin hypoglycemia test [21]. Data from several authors clearly suggest that the
low-dose test is superior for identification of secondary adrenal insufficiency in
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the non-critically ill patient [23–25]. The low-dose test has also been shown to be
more sensitive in the human immunodeficiency virus (HIV) infected critically ill
patient population [26], and there are minimal published data in the septic criti-
cally ill population [27, 28]. Similar conclusions have been arrived at by Siraux et
al. in the critically ill population [29].

Endpoints
The recommended endpoint is plasma total cortisol at 60 min after corticotro-
phin injection and the cut-off values are a delta cortisol of 250 nmol/l or a peak
value > 550 nmol/l. Plasma free cortisol is the biologically active fraction and lit-
tle heed was paid to changes in its concentrations following corticotrophin. There
is a sound pathophysiological basis to consider plasma free cortisol rather than
plasma total cortisol. In healthy volunteers, following corticotrophin stimulation,
plasma total cortisol changed by 106 %, whereas plasma free cortisol changed by
263 % [30]. Moreover, cortisol binding globulin (CBG) and albumin concentra-
tions decline in acute illness resulting in higher plasma free cortisol levels for the
same amount of plasma total cortisol [31]. This finding was confirmed in an ele-
gant study published by Hamrahian et al., in which they demonstrated that, in
critically ill patients, despite evidence of RAI based on plasma total cortisol, there
were no differences between the groups (RAI vs non-RAI) with respect to plasma
free cortisol [32]. The role of free cortisol in interpreting the corticotrophin test
remains controversial. Whereas one recent study of 49 patients with sepsis indi-
cated a good correlation between total and free cortisol increments following a
high dose corticotrophin test [33], another of 29 patients with septic shock
reported no correlation between total and free increments after a low-dose test
[28]. A comparison of the endpoints and the differences in the incidence of RAI
obtained using total and free as well as the peak and the delta values is illustrated
in Table 1.

Role of the cortisol assay
Total cortisol is commonly measured using immunoassays. Immunoassays are
subject to significant inter-assay variability and endogenous interference by other
steroid compounds. This was convincingly demonstrated in a trial by Cohen et al.
in which four different assays were compared [34]. The coefficient of variation of
cortisol estimations is usually 10–12 %, and the same specimen submitted to dif-
ferent assays can yield significantly different results. Variable plasma cortisol
results due to different assays and/or laboratories will greatly influence the inter-
pretation of plasma cortisol and the corticotrophin test [34]. This was subse-
quently confirmed in the Corticus sub-study [35].

Physiological and Pathophysiological Factors

Effect of protein concentrations
Cortisol is bound to CBG and albumin in the serum. In critical illness, concentra-
tions of these proteins are frequently reduced [31, 32], resulting in altered bound-
unbound ratios. This effect has been shown to have a significant impact on the
interpretation of the corticotrophin test. For example, a serum albumin < 25 g/l
results in significant differences in the threshold response compared to values
> 25 g/l (peak cortisol 550 nmol/l vs 410 nmol/l, respectively). Similarly, varia-
tions in CBG have also been shown to influence the peak cortisol at 30 min [36].
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Is the corticotrophin test a reliable reflector of the stress response?
The rationale behind the corticotrophin test is that if the adrenal gland responds
well to an exogenous stimulus, it would be expected to respond in a similar fash-
ion to an endogenous stress factor. Christ-Crain et al. examined changes in
plasma total cortisol and plasma free cortisol following a standard corticotrophin
test and during an endotracheal extubation process [37]. The increase in plasma
free cortisol seen during physiological stress was much higher than that noted
with the ACTH test. On the other hand, plasma total cortisol levels were not dif-
ferent between the two tests. The authors concluded that the ACTH test does not
reliably identify the plasma free cortisol levels required during severe stress.

Effect of plasma cortisol variability
Venkatesh et al. demonstrated significant fluctuations in plasma total cortisol
over a 24 hour period [27]. This finding has significant implications for the inter-
pretation of a random plasma cortisol. By measuring hourly cortisols in individ-
ual patients, these authors were able to assess maximal hourly fluctuations in
plasma total cortisol. They were able to demonstrate that maximal spontaneous
hourly rises in plasma cortisol exceeded those induced by corticotrophin thus
raising questions about the validity of the corticotrophin test.

Effect of adrenal blood flow
An important determinant of the cortisol output by the adrenal cortex is the
ACTH presentation rate to the zona glomerulosa, which in turn is influenced by
adrenal blood flow. For the same plasma concentration of ACTH with differing
blood flows to the adrenal gland, the one with the higher blood flow will result in
higher cortisol output [38–40]. During shock states, there are reductions in
blood flow to the adrenal cortex. This may be a transient phenomenon. The
implication of this is that the final measurement of plasma cortisol following cor-
ticotrophin is not merely dependent upon the plasma ACTH concentration and
the responsiveness of the glomerulosa cells, but is significantly influenced by
other factors, such as cardiac output and adrenal blood flow. Consequently the
timing of the test becomes critical.

Effect of body composition and endogenous and exogenous sex hormones
Klose et al. investigated the effect of body composition and sex hormones on the
results of the corticotrophin test [41]. Central adiposity in men was an indepen-
dent predictor of the ACTH response. Whereas endogenous sex hormone levels
did not influence the test, total and calculated free cortisol responses were signifi-
cantly influenced by the presence of the oral contraceptive pill.

Reproducibility of the Test

Given the alterations in cortisol production rates and metabolism in critical ill-
ness [42] and the dynamic nature of the inflammatory response, the optimal tim-
ing of the test has come under scrutiny. Further questions on the reliability of the
short corticotrophin test in critically ill patients have been raised by investiga-
tions into its reproducibility over the time course of illness. Bouachour et al. per-
formed consecutive short corticotrophin tests on 22 patients with septic shock
over two days and found no correlation between the observed cortisol increments
[43]. Comparable results were obtained by Loisa et al., who noted that 60 % of
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patients with septic shock who had an abnormal corticotrophin test result on the
first day of testing had a normal result on the second day, whereas 30 % of
patients with a normal result on the first day developed an abnormal result on the
second [44].

The response of the test to treatment with hydrocortisone is also of interest.
Given that the investigation is asserted to indicate a state of adrenal insufficiency,
it would be reasonable to hypothesize that treatment with corticosteroids would
revert an abnormal test result. Roquilly et al. performed a randomized trial of
hydrocortisone in trauma patients with an abnormal corticotrophin test, and
repeated the test at day 8 after treatment [45]. Patients who received hydrocorti-
sone were observed to have a lower rate of development of ventilator-associated
pneumonia (VAP), but had no reduction in the incidence of abnormal tests,
which was significantly higher than in those who received placebo [45].

In summary, repetitive ACTH testing in critically ill patients with septic shock
24 h apart has shown poor reproducibility of the test and raises further questions
about the validity of a single measurement of the ACTH response.

Other Dynamic Tests

The insulin tolerance test (ITT) and the metyrapone tests are two other dynamic
endocrine investigations used in the non-critically ill patient (Fig. 1). These tests
are associated with significant adverse effects and thus have no place in routine
adrenal assessment in the intensive care unit (ICU) patient; their role in the criti-
cally ill patient remains to be determined.

Fig. 1. Postulated sites of
assessment of the HPA axis of
the various tests during dynamic
adrenal testing. From [60] with
permission

Insulin Tolerance Test [24, 46]

Induction of hypoglycemic stress through the use of exogenous insulin is a potent
stimulus for cortisol secretion through hypothalamic and pituitary activation.
The ITT has long been considered the standard for the diagnosis of adrenal insuf-
ficiency because it assesses the integrity of the entire hypothalamic-pituitary-
adrenal (HPA) axis. The major drawbacks of the ITT are that it is contraindicated
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in the elderly and in those with cardiovascular disease or seizure history. Short-
acting regular insulin is injected intravenously at doses ranging between 0.1 U/kg
and 0.15 U/kg. Adequate adrenal function is demonstrated by a peak cortisol
level over 18 pg/dl at any time during the test, a cut-off that reliably separates
normal controls from patients with adrenal insufficiency. Hypoadrenalism is
demonstrated by a peak cortisol level of less than 18 pg/dl with symptomatic
hypoglycemia [7]. As noted, there is concordance in the peak cortisol response
between the insulin hypoglycemia test and the corticotropin stimulation test [21].
A rare patient will pass the ITT while exhibiting clinical adrenal insufficiency.

Metyrapone Test [47]

The metyrapone test was developed specifically as a test of pituitary reserve.
Metyrapone inhibits the adrenal enzyme 11 beta-hydroxylase, which converts 11-
desoxycortisol (compound S, 11-S) to cortisol in the final step of adrenal ste-
roidogenesis. 11-S does not have glucocorticoid activity and, therefore, does not
inhibit ACTH production. When metyrapone is given to a normal subject, the
decline in serum cortisol stimulates ACTH production, driving adrenal steroido-
genesis proximal to the enzyme blockade and causing 11-S to accumulate. When
metyrapone is given to a patient with adrenal insufficiency of any type, 11-S fails
to increase.

The potential limitations of the test include:

a) adverse reactions to metyrapone – mainly gastrointestinal
b) inability to guarantee enteral absorption of metyrapone in critically ill patients

(an intravenous formulation is available)
c) interference of the test by concomitant administration of phenobarbitone or

phenytoin

There are few published data on the metyrapone test in critical illness. Annane et
al. examined the agreement between the corticotropin stimulation test and the
metyrapone test in two septic cohorts and a group of non-septic critically ill
patients [48]. There was little correlation between the two tests in identifying RAI
in either group.

Glucagon Stimulation Test (GST) [49]

Although the GST is thought to be a test of HPA axis integrity and has been
shown to be equivalent to the ITT and the corticotropin stimulation test, few data
exist on its usefulness in critical illness.

Other Possible Tests

Plasma ACTH and CRH stimulation tests investigate the integrity of the HPA axis.
However, few data are available on the usefulness of these tests in critically ill
patients. Data from Venkatesh et al. suggest that plasma ACTH has no relation-
ship with sickness severity, total plasma cortisol and urinary free cortisol and
thus may not be a useful index of adrenal assessment [27]. Data on radiological
investigations such as computed tomography (CT) and magnetic resonance imag-
ing (MRI) of the adrenal cortex are limited at the present time.
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Areas Requiring Further Investigation

1. Lack of a longitudinal assessment: Most studies have examined adrenal func-
tion at a single time point during a patient’s hospitalization. Sepsis and critical
illness are dynamic processes with both upregulation and downregulation of
inflammation over the course of hospitalization. A longitudinal profile of adre-
nal function should be obtained to judge the extent of alterations.

2. Tissue cortisol activity: Recent research has identified an enzyme of steroid
metabolism, 11β-hydroxysteroid dehydrogenase (HSD), which regulates intra-
cellular concentrations of cortisone (inactive) and active cortisol. Disturbances
of this enzyme system have been implicated in the pathogenesis of hyperten-
sion, obesity and vascular disease thus highlighting the pivotal role of elevated
tissue cortisol concentrations in the genesis of these diseases. Preliminary data
in inflammatory and septic states suggest that alterations of this enzyme sys-
tem may lead to potentially elevated tissue cortisol concentrations, an argu-
ment against the adrenal insufficiency hypothesis [28, 42].

Conclusion

The corticotrophin test was developed on sound physiological principles and has
found widespread application in the evaluation of adrenocortical function in
endocrine clinics. Its role in the critically ill patient to assess adrenocortical sta-
tus is less well established. Several confounding variables exist, which have been
outlined above. To have a ‘one size fits all’ approach with a single endpoint in the
face of several methodological and pathophysiological confounders may be fla-
wed and may result in inappropriate therapy. The results of the most recent RCT
of steroids in septic shock by Sprung et al. [50] add further weight to the cam-
paign against the corticotrophin test in its current form, and the revised Surviv-
ing Sepsis Campaign guidelines [51] find no benefit in testing for relative adrenal
insufficiency and recommendations are that corticotrophin testing not be per-
formed. We urge caution and more research before defining and developing
guidelines for adrenal assessment.
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Introduction

The thiazolidinediones (glitazones) are drugs used in the management of diabe-
tes. They are classified as synthetic selective peroxisome proliferator-activated
receptor (PPAR) agonists and examples include rosiglitazone, pioglitazone, trogli-
tazone and ciglitazone. The issues that have emerged around rosiglitazone and its
cardiovascular side effects have dominated much of the discussion of these agents
in the literature.

As the use of these agents increases in patients with type II diabetes, practicing
critical care clinicians will require greater familiarity with them. The unintentional
discontinuation of medications for chronic illnesses after acute hospital admission
and in particular after intensive care unit (ICU) admission has recently been high-
lighted [1]. Although increased familiarity with the rationale for long-term pre-
scribing may help reduce this problem, it is also realized that some chronic medica-
tions may have benefits to patients beyond those of their usual indication. In some
cases, this may have particular relevance to the critically ill [2, 3].

In this chapter, we review the role of glitazones in the management of diabetes
but also potential roles in neurological injury and inflammatory states such as
sepsis.

Glitazones in the Treatment of Type II Diabetes Mellitus

Type II diabetes is a complex disorder characterized by hyperglycemia secondary
to peripheral insulin resistance and pancreatic beta cell dysfunction. Activation of
PPARγ by glitazones enhances the action of insulin by increasing glucose uptake
in skeletal muscle and adipose tissue and inhibiting hepatic gluconeogenesis and
glycolysis. In addition to their role as PPAR agonists, glitazones also increase pan-
creatic beta cell function.

Glitazones were approved in 1999 for the treatment of type II diabetes after
large scale clinical trials demonstrated improvements in glucose control as mani-
fested by lower glycosylate hemoglobin (HbA1c) values [4]. Their approval and
subsequent large scale use based solely on trials showing improvement in a surro-
gate endpoint has generated considerable controversy. Current consensus guide-
lines from the American Diabetes Association and the European Association for
the Study of Diabetes recommend pioglitazone as a second line option if HbA1c
targets are not met despite lifestyle modification and metformin, and the risk of
hypoglycemia with insulin or sulphonylureas is undesirable [5].
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In patients with impaired glucose tolerance, glitazones have recently been shown
to reduce the development of diabetes [6] and may be superior to metformin in
this regard [7]. The two currently available glitazones are pioglitazone and rosig-
litazone.

The Peroxisome Proliferator-Activated Receptors

The PPARs are a super family of nuclear receptors for steroid, thyroid and reti-
noid hormones. They are dependent on ligand binding for activation and three
isoforms have been indentified: Alpha (α), beta/delta (β/δ) and gamma (γ). The
alpha receptor is largely expressed in the liver and is involved in the regulation of
fatty acid oxidation. Beta/delta receptors are ubiquitously expressed in the gut,
epidermis, placenta, skeletal muscle, and adipose tissues; they function as a key
regulator of energy homeostasis. PPARγ receptors are essential for glucose metab-
olism. Initially the synthetic PPARγ agonists were introduced as insulin sensitiz-
ers in the management of type II diabetes.

The γ receptor in fact has numerous isoforms and is expressed on vascular
endothelial cells, smooth muscle cells, B and T lymphocytes, monocytes, macro-
phages and cardiac myocytes. Recent literature suggests that through PPARγ
stimulation, glitazones affect the transcription of pro-inflammatory cytokines as
well as factors affecting angiogenesis, vascular tone and cell growth and differen-
tiation [8]. These so called pleiotropic effects of glitazones may provide the basis
for novel therapeutic indications including a role in attenuating the inflammatory
response associated with sepsis.

The PPARγ receptor functions through transrepression. Transrepression is a
protein-protein interaction which results in the inhibition of gene expression.
Usually a transcription factor for genetic upregulation is inhibited. Ligand bind-
ing and stimulation of the PPARγ receptor results in inhibition of genetic tran-
scription.

Pharmacology and Safety

Glitazones have been studied in several large scale clinical trials and over a
decade of post-marketing experience. Each particular glitazone agent has very
different receptor interactions and pharmacodynamic effects. This likely affects
both their therapeutic and their toxic effects. Rosiglitazone is 10 times more
potent than pioglitazone at activating PPARγ. Pioglitazone is also a partial agonist
of PPARα.

At present, only oral formulations are available. Both drugs are well absorbed
with good bioavailability. Both glitazones are metabolized by cytochrome P450
enzymes, mainly 2C8 with lesser contributions from 3A4 in the case of pioglita-
zone and 2C9 for rosiglitazone. Neither has been shown to cause clinically signifi-
cant enzyme induction or inhibition. There are few active metabolites and dose
adjustment is not necessary in renal impairment.
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Adverse Effects

Many side effects of glitazones seem to be drug specific, which may relate to their
different patterns of gene modulation [9]. A recognized complication of the use of
glitazones is the finding of fluid retention and associated heart failure in some
patients prescribed glitazones [10]. Glitazones are associated with reduced sodium
excretion and increased sodium and water retention as well as increased endothe-
lial permeability. Studies utilizing echocardiography have shown no change in left
ventricular mass or function with glitazone use and thus a direct toxic effect on
cardiac myocytes is thought to be unlikely [10]. A meta-analysis published in 2007
cast doubt over the safety of rosiglitazone showing a 43 % increase in myocardial
infarction and 64 % increase in cardiovascular related death [12]. This meta-analy-
sis included previously unpublished trials and led to rosiglitazone being with-
drawn across the European Union and its use restricted in the United States and
Australia. Pioglitazone has a dramatically different cardiovascular profile, associ-
ated with a significant reduction in death, myocardial infarction and stroke in the
recent PROactive trial [11]. The reason for the different cardiovascular effects
between rosiglitazone and pioglitazone is unclear but could be related to their dif-
fering effects on lipid profiles. Rosiglitazone use is associated with increased low
density lipoproteins and triglycerides while pioglitazone causes a reduction in
both triglycerides and high density lipoproteins and a lesser increase in low den-
sity lipoproteins [13]. In addition, rosiglitazone has also been shown to activate
matrix metalloprotease 3, an enzyme linked to plaque rupture [14].

The first glitazone approved for clinical use, troglitazone, was withdrawn due
to cases of severe hepatotoxicity. The incidence of hepatic dysfunction in clinical
trials of pioglitazone and rosiglitazone has not been different to those in the pla-
cebo groups [10]. It is still recommended that glitazones are not initiated in
patients with an elevated alanine aminotransferase (ALT, greater than 2.5 times
normal) and should be stopped if the ALT rises to greater than three times nor-
mal [15]. Rosiglitazone is not recommended in Child’s B or C cirrhosis due to
evidence of decreased clearance. Other reported side effects include macular
edema and osteoporosis [13]. Recent commentaries suggest that given similar
efficacy in diabetes and the differing side effect profile, no role currently exists
for prescribing rosiglitazone [10].

Role in inflammation

Glitazones appear to influence the inflammatory pathway at several levels (Fig. 1).
PPARγ activation in immune cells results in the inhibition of pro-inflammatory
gene expression. Glitazones reduce synthesis of pro-inflammatory cytokines in
macrophages, T cells and endothelial cells. In vitro studies demonstrate that
PPARγ agonists reduce the secretion of cytokines including tumor necrosis factor
(TNF)-α, interleukin (IL)-1β, and IL-6 [16]. Elevated IL-6 and TNF-α levels pre-
dict mortality in sepsis [17]. Further anti-inflammatory actions of glitazones are
mediated through the suppression of nuclear factor-kappa B (NF-κB) [18] and
transrepression of genes encoding inducible nitric oxide synthase (iNOS). Acti-
vated NF-κB activates an array of genes encoding acute phase proteins, cytokines
and iNOS. The inhibition of NF-κB is achieved by reducing the quantity of cofac-
tors that function to activate NF-κB.
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Fig. 1. Glitazone interaction with
the peroxisome proliferator-acti-
vated receptor (PPAR) and the
biological consequences. � de-
notes stimulation, \ denotes
inhibition, ↑ denotes an increase,
and ↓ a decrease. RxR: Retinoid
X receptor; HSP: heat shock pro-
tein; ROS: reactive oxygen spe-
cies; MMP: matrix metalloprotei-
nases: TNF-α tumor necrosis
factor alpha; NF-κB: nuclear fac-
tor-kappa B; iNOS: inducible
nitric oxide synthase; HDL: high
density lipoproteins; LDL: low
density lipoproteins

Atherosclerosis is well established as an inflammatory disease and experimental
evidence from animal models shows that glitazones reduce inflammation, foam
cell formation, smooth muscle proliferation and increased plaque stability [19].
In early clinical studies, pioglitazone was shown to reduce atheroma progression
in both coronary and carotid vessels whereas mixed results were seen with rosig-
litazone. The recently published PROactive study demonstrated a significant
improvement in a composite secondary endpoint of death, myocardial infarction
and stroke, in diabetic patients treated with pioglitazone [11]. This contrasts with
rosiglitazone, which has been linked to increased rates of myocardial infarction
and cardiovascular related mortality [12]. Recent studies suggest the reduced ath-
eroma progression could be related to changes in lipid profile associated with
pioglitazone use [21].

How Adiponectin Might Fit Into The Picture?

Adiponectin is a protein secreted by adipocytes, which increases insulin sensitiza-
tion and has potent anti-inflammatory properties. Diabetes and obesity are
known to be associated with lower levels of adiponectin and the experimental
models suggest a possible protective effect of adiponectin. Adiponectin synthesis
is increased by both rosiglitazone and pioglitazone and is reduced by glucocorti-
coids and catecholamines [22–25]. It has a central role in the pathophysiology of
the metabolic syndrome and is of increasing interest in critical illness [26]. Stud-
ies demonstrate that high circulating levels of TNF-α and IL-6 inhibit the secre-
tion of adiponectin. Adiponectin has a direct inhibitory affect on the secretion of
these pro-inflammatory cytokines and increases levels of the anti-inflammatory
cytokine, IL-10. The anti-inflammatory effects of adiponectin are, at least in part,
due to the direct suppression of mature macrophage TNF-α secretion and the
inhibition of the maturation of macrophage precursors [27]. Low levels of adipo-
nectin are associated with vasodilatation and may contribute to the vasoplegic
shock of sepsis [28].

Studies of adiponectin levels in sepsis yield conflicting results. Adiponectin
levels in ICU patients have been reported to be lower [29, 30] or no different [31]
than levels in healthy controls. In a study of 170 critically patients, those with dia-
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betes or obesity had reduced adiponectin levels although, interestingly, low adi-
ponectin levels at ICU admission were also independent positive predictors of
short-term and overall survival [31].

Use in Other Diseases

Recognition of the potential anti-inflammatory effects of glitazones has led to
interest in a number of other diseases. Many experimental studies and early clini-
cal trials have recently been published on the effects of glitazones in a diverse
range of conditions including multiple sclerosis, Alzheimer’s disease, Parkinson’s
disease, non-alcoholic steatohepatitis and inflammatory bowel disease. Potential
roles in the treatment of several cancers have also been suggested based on exper-
imental evidence showing that glitazones cause cell cycle arrest, induce apoptosis
and inhibit tumor angiogenesis [32]. Several trials have also suggested a role in
treating lipoatrophy associated with highly active antiretroviral therapy for
human immunodeficiency virus (HIV) infection [33]. A role in modulating
allergy has been postulated in animal studies [34] and a small randomized trial
has shown improved lung function in smoking asthmatics taking rosiglitazone
compared to inhaled betamethasone [35]

Studies in Sepsis

Sepsis and the systemic inflammatory response syndrome are associated with leu-
kocyte activation and the release of several pro-inflammatory cytokines and oxy-
gen free radicals. These substances are involved in the pathogenesis and manifes-
tations of sepsis as they interact with various biological substrates inducing mem-
brane dysfunction, tissue damage and organ injury.

Animal Studies in Sepsis

Glitazones have been studied in a number of different animal models of sepsis
and inflammation. In rodent cecal ligation and puncture models of polymicrobial
sepsis, glitazones have been shown to reduce mortality, ameliorate hypotension,
reduce expression of inflammatory markers, such as TNF-α and IL-6 [36, 37], and
reduce neutrophil infiltration of major organs [38]. Uji et al. were able to demon-
strate that these beneficial effects were absent in adiponectin knock-out rodents
providing further support for the close association between PPARγ, adiponectin
and TNF-α [39]. Wu and colleagues exposed rodents to bacterial endotoxin and
demonstrated a significant reduction in TNF-α and IL-6 and interestingly an
amelioration of renal dysfunction, with lower urea and creatinine and improved
hemodynamics in rodents exposed to glitazones [40]. Beneficial effects of glitazo-
nes have also been found in rodent models of pancreatitis and burns with attenu-
ated organ dysfunction and reduced inflammatory markers [20, 41].

Human Studies in Sepsis

There is a paucity of research into the effects of glitazones in human sepsis. In a
small study of children with septic shock, both PPARγ activity in peripheral
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blood monocytes and high molecular weight adiponectin levels were higher in
comparison with matched controls [42]. In a small placebo controlled study of
healthy humans injected with endotoxin, pioglitazone mitigated the hypotension
but had no effect on IL-6 or TNF-α levels [43].

Studies are not all positive, with a recent meta-analysis of data from random-
ized controlled trials suggesting that long term use of glitazones is associated
with a modestly increased risk of pneumonia (number needed to harm 239
patients) [44]. This data provides an interesting paradox, particularly in regard to
the data surrounding long term statin use. A recent study has suggested that
much of the long term benefit associated with statin use is due to a reduction in
infections and pneumonia more than to a reduction in cardiovascular morbidity
[3]. This is an evolving field in which further studies are required to clarify the
biological impact of glitazone therapy beyond glucose control.

Perhaps the most interesting study of glitazones in infection relates to their
potential use in malaria. In a small pilot study by Boggild and colleagues [45],
patients with uncomplicated Plasmodium falciparum malaria who received rosig-
litazone had higher rates of parasite clearance and lower levels of IL-6. At least
part of this beneficial effect can be explained by the fact that PPARγ agonists have
been shown to increase levels of CD36, a molecule that mediates macrophage
clearance of malarial parasites [45].

Role in Traumatic Brain Injury, Spinal Cord Injury and Stroke

Recent experimental work has also suggested a role for glitazones in improving
outcome from focal and global cerebral ischemia, spinal cord injury and trau-
matic brain injury (TBI). Propagation of secondary injury in TBI and ischemic
insults is related to multiple processes including glutamate excitotoxicity, apopto-
sis, inflammation, edema, ionic imbalance and oxidative stress [46]. PPARγ
expression in the brain is localized to microglia and astrocytes, cells that play a
crucial role in inflammation. In animal models, glitazones reduce the expression
of pro-inflammatory cytokines and macrophage infiltration of injured central
nervous system (CNS) tissue [47, 48].

Glitazones have several other potentially beneficial actions in addition to their
anti-inflammatory effects. They reduce apoptosis in injured CNS tissue, increase
the expression of heat shock proteins, which are known to reduce glutamate
release and oxidative stress, and increase anti-oxidant proteins [47]. Their ability
to affect multiple processes may give glitazones an advantage over other agents
that target only single pathways.

Despite its lower potency with regards to PPARγ agonism, pioglitazone has a
theoretical advantage given its better CNS penetration compared to rosiglitazone.
Not all the beneficial effects of glitazones may be mediated through the PPARγ
receptor, with some investigators postulating that partial agonism of the PPARα
receptor by pioglitazone may be important [48]. The clinical relevance of these
differences is currently unclear.

A meta-analysis of animal studies of glitazones in ischemic stroke found that
they reduced infarct volume and improved neurological outcome [49]. Both piog-
litazone and rosiglitazone were effective. The beneficial effects were seen even
when treatment was delayed up to 24 hours following the injury. Beneficial effects
on motor function have also been found for both glitazones in rodent models of
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spinal cord injury when given at the time of injury [50]. In rodent models of TBI,
pioglitazone and rosiglitazone have been found to reduce contusion size and
improve neurological outcomes [47, 48].

Conclusion

The thiazolidinediones have undergone extensive laboratory and clinical study as
an adjunct to the management of type II diabetes. Some of the more notable
adverse effects are most likely specific to individual drugs rather than the class of
agents in general. At present, pioglitazone appears to have an increasing role in
preventing vascular complications and improving outcomes for patients with dia-
betes or impaired glucose tolerance. Preliminary studies have suggested a more
general modulation of inflammation that may have future clinical relevance.
Promising animal and laboratory data now warrant additional clinical studies,
particularly in patients with infection and neurological injury. Potential concerns
regarding adverse effects, such as fluid retention, heart failure and liver dysfunc-
tion, require clarification in critically ill patients. This is an evolving field and
further studies are required to clarify the biological impact of glitazone therapy
beyond glucose control.
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Introduction

Sepsis is a major cause of acute lung injury (ALI) and its more severe form, the
acute respiratory distress syndrome (ARDS) [1, 2]. In addition, sepsis frequently
complicates the clinical course of patients with ALI of other etiologies. The most
common cause of ALI/ARDS is pneumonia (bacterial, viral or fungal), followed
by severe sepsis from pulmonary or non-pulmonary infections [2, 3]. Sepsis
accounts for approximately 25 to 40 % of cases of ALI/ARDS, the risk of ALI
being especially high in the presence of intense systemic inflammatory response,
shock and multiorgan dysfunction. The association of sepsis with disseminated
intravascular coagulation (DIC) also increases the risk of progression to ALI/
ARDS [3, 4].

Sepsis is a clinical condition characterized by systemic inflammation in the
setting of severe infection. In the intensive care unit (ICU), the incidence and
mortality of sepsis are 12 % and 40 %, respectively [5]. ALI/ARDS is one of the
most frequent organ dysfunctions to develop in patients with severe sepsis [2].
The Surviving Sepsis Campaign (SSC) provided guidelines for the care of patients
with severe sepsis and septic shock, and compliance with these recommendations
has been associated with reduced mortality. Lung protective strategies in patients
who required mechanical ventilation, in particular the use of low tidal volumes
and pressure limitation, have been clearly associated with a better outcome in
patients with ALI/ARDS [5–8].

Patients with sepsis-related ALI have been reported to have higher mortality
and more severe multiorgan dysfunction than patients with ALI from other
causes. However, sepsis is not an independent predictor of mortality. Instead, the
development of multiorgan dysfunction is considered the main factor explaining
the higher mortality of patients with ALI associated with sepsis [9].

Pathogenesis of Sepsis-Induced Acute Lung Injury

ALI/ARDS is characterized by widespread neutrophilic alveolitis with important
disruption of the alveolar endothelial and epithelial barriers, which leads to pro-
tein-rich edema formation in the interstitium and alveolar spaces [10]. The mech-
anisms by which sepsis causes ALI are not completely understood. Endotoxin has
been detected in plasma samples and in bronchoalveolar (BAL) fluid of patients
with established ARDS, who also show an upregulation of endotoxin recognition
pathways in the lungs [11, 12]. These observations suggest that endotoxin is
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involved in the development of ARDS. Intra-tracheal instillation of bacterial lipo-
polysaccharide (LPS) in healthy subjects causes an acute inflammatory response
in the lungs with neutrophil migration. In experimental animals, the intravenous
or intratracheal administration of LPS causes lung injury with increased pulmo-
nary protein permeability and edema formation associated with alveolar inflam-
mation and damage of cells in the alveolar wall [13, 14]. Exoproducts of bacteria,
such as elastase and Pseudomonas exoenzyme U, also cause injury to the lung
[15]. Similar results have been found in experimental sepsis induced by intrave-
nous administration of live Pseudomonas aeruginosa and acute peritonitis sec-
ondary to cecal ligation and puncture [16].

Mechanical ventilation has been shown to interact with infectious agents to
increase lung injury and inflammation in laboratory animals [17]. A synergistic
effect on the development of lung injury with the combination of endotoxin and
mechanical ventilation was observed in adult mice but not in juvenile mice, sug-
gesting that such synergism develops with age [18]. Mechanical ventilation also
reduces bacterial clearance and contributes to the translocation of bacteria and
their products from the alveoli to the bloodstream, which may contribute to the
development of systemic infection and multiorgan dysfunction [19].

Fever associated with sepsis may be an additional factor that increases the
degree of lung damage. In animal models of ALI induced by live bacteria or exog-
enous bacterial products, hyperthermia increased mortality and augmented lung
damage by enhancing apoptotic and inflammatory signaling through the tumor
necrosis factor (TNF)-receptor superfamily [20].

Mechanisms of Sepsis-induced Acute Lung Injury

The mechanisms by which infection and sepsis injure the lungs are not totally
understood. The direct cytotoxic effect of bacteria and other microorganisms
does not seem to be sufficient to cause lung injury, indicating that other factors
are probably involved. Infection- and sepsis-induced alterations of the inflamma-
tory response, coagulation and cell death pathways are likely to contribute to the
development of ALI (Fig. 1).

Pathogen Recognition

The rapid response of the innate immune system to infection occurs through the
recognition of pathogen-associated molecular patterns (PAMPs), which are mole-
cules associated to groups of pathogens. Examples of PAMPs include LPS, a com-
ponent of the outer membrane of Gram-negative bacteria, and lipoteichoic acid
(LTA), a major constituent of Gram-positive bacteria. Phagocytic cells involved in
host defense express receptors in the cell surface that recognize these PAMPs.
Activation of these pattern recognition receptors (PRRs) results in endocytosis of
the offending pathogen and/or activation of intracellular signaling cascades with
release of inflammatory mediators, leading to the activation and recruitment of
inflammatory cells to the site of infection. Two of these PRRs are the Toll-like
receptors (TLRs) and CD14. Endotoxin induces lung inflammation via TLR4,
whereas LTA activates inflammatory responses via TLR2 [21]. CD14 is a receptor
on the surface of monocytes and macrophages and, in association with TLRs,
mediates responses to LPS and to other cell-wall products from Gram-negative
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Fig. 1. Scheme of the mechanisms involved in sepsis-induced acute lung injury (ALI), and proposed
therapeutic strategies. TLR: Toll-like receptor; IL: interleukin; NO: nitric oxide; LPS: lipopolysaccharide;
TNF: tumor necrosis factor; BPI: bactericidal/permeability-increasing protein; MIF: macrophage migra-
tion inhibitory factor. Adapted from [50]

and -positive bacteria [12]. Inhibition of these receptors blocks systemic cytokine
responses, reduces lung protein leak, and improves survival in experimental
models [22]. Genetic factors also influence the susceptibility and severity of sep-
sis and ALI. Some single nucleotide polymorphisms (SNPs) in genes related to
pathogen receptors (CD14 and TLRs) have been associated with increased inci-
dence and higher mortality rates in sepsis and sepsis-induced ALI [23].

Inflammation

Cellular and humoral inflammatory responses are activated in sepsis. These
inflammatory responses are essential in early host defense, but also contribute to
later organ injury, including ALI. The degree of activation of this protective host
inflammatory response, rather than the precipitating insult, seems to be the
major factor influencing patient outcome in ALI/ARDS [24].
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Neutrophils
Migration of polymorphonuclear neutrophils (PMNs) into the lung occurs within
hours after a septic insult. In animal models of sepsis-induced ALI, endotoxin
stimulates innate immunity cells and causes an overexpression of cytokines and
chemokines, which mediate migration of neutrophils into the lung. Activated
PMNs release toxic mediators including proteases (e.g., elastase, collagenase,
metalloproteinases), cationic peptides (defensins), reactive oxygen (O2

-, H2O2,
OH-, HOCl) and nitrogen (NO and ONOO-) species, pro-inflammatory cytokines
and procoagulant molecules. These toxic mediators may damage both the alveo-
lar-epithelial and -endothelial barriers. Patients with neutropenia, however, also
develop ARDS, indicating that a neutrophil-independent mechanism also occurs
[25, 26].

Pulmonary migration of PMNs toward alveolar spaces requires first the adhe-
sion of PMNs to the lung endothelial and epithelial cells. This intercellular com-
munication between infiltrating neutrophils, endothelium and epithelium is
mediated by cell-surface adhesion molecules. The most important of these adhe-
sion molecules expressed in PMNs and endothelial cells are selectins (L-selectin
in PMN and E-selectin in endothelial cells) and B2-integrins (CD11/CD18, in the
surface of PMNs). The intercellular adhesion molecule-1 (ICAM-1), expressed on
the surface of endothelial cells, binds to the integrin receptors CD11/CD18 of the
activated neutrophils to maintain tight adherence between neutrophils and endo-
thelial cells [26]. Sepsis has been shown to increase the expression of CD11b and
CD11b/c on leukocytes from blood, lung tissue and BAL fluid [26]. New evidence
indicates that the way that endothelial cells interact with PMNs might be different
in patients with sepsis and patients with other risk factors (no sepsis) for ARDS.
In this context, Moss et al observed that the serum concentrations of ICAM-1 and
E-selectin were higher in patients with sepsis compared to trauma patients at risk
of ARDS [27].

At sites of vascular damage, adherent platelets interact with circulating neutro-
phils and release factors into the circulation, including cytokines, which may have
deleterious local and systemic effects on blood and endothelial cells [28]. Other
lines of evidence based on experimental endotoxin-induced lung injury show that
lymphocytes, in contrast, may contribute to the resolution of lung injury [29].

Cytokines
Following an endotoxin challenge, the biological activity of BAL fluid is known to
increase, due in part to the release of cytokines (TNF-α, TNF receptors, interleu-
kin [IL]-1, IL-1 receptor antagonist [IL-1ra], IL-6, and granulocyte-colony stimu-
lating factor [G-CSF]) and chemokines (IL-8, endothelial nitric oxide synthase-
associated protein [ENAP]-78, monocyte chemotactic protein [MCP]-1, macro-
phage inflammatory protein [MIP]-1) to the alveolar space. These cytokines and
chemokines are produced locally in the lung by endothelial cells, epithelial cells,
alveolar macrophages and neutrophils. TNF-α and IL-1β are major cytokines
released into the alveolar spaces of patients with ARDS, which propagate the
inflammatory response initiated by endotoxin. The cytokine levels in patients
with sepsis-induced ALI differ from those in patients with non-sepsis-induced
ALI. Comparing sepsis-induced ALI with trauma-induced ALI, patients with sep-
sis had higher increases in TNF-α and IL-6 in blood. Large amounts of TNF-α
and IL-6 in patients with septic shock correlate with fatal outcome [9, 30]. The
combination of ARDS and pneumonia was also associated with higher levels of
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IL-8 compared with ARDS or pneumonia alone. Excessive or unregulated release
of cytokines results in disruption of the alveolar-capillary membrane and can
also lead to adverse systemic effects. Although measurement of cytokine levels in
plasma or BAL fluid does not clearly predict the development of ARDS, persis-
tently elevated cytokine concentrations (TNF-α, IL-1β, IL-6, IL-8) in BAL fluid or
plasma in patients with ARDS are associated with poor prognosis [31]. In
patients with sepsis and ALI/ARDS, several SNPs in genes related to inflamma-
tory markers (TNF-α, IL-6, IL-1ra, pre-B-cell colony-enhancing factor) also corre-
late with more severe illness and mortality [23].

Coagulation
Alterations of the coagulation system have long been recognized to be an integral
part of inflammation, sepsis and ALI. Coagulation is activated as a result of sys-
temic and local injury, and participates in the innate response to bacterial infec-
tion. An intense activation of coagulation plays a critical role in the pathogenesis
of severe sepsis and ALI, diseases in which it is a strong independent predictor of
mortality [3].

BAL fluid from patients with ALI reflects an increase in procoagulant activity
with elevated levels of soluble tissue factor (TF), activated factor VII (FVIIa), TF-
dependent factor X, thrombin, fibrinopeptide A and D-dimer. Concomitantly,
there is a decrease in fibrinolytic activity, as shown by decreased BAL levels of
urokinase and increased levels of the fibrinolysis inhibitors, plasminogen activa-
tor inhibitor (PAI) and α2-antiplasmin. In addition, the BAL fluid from patients
with ARDS shows impaired natural anticoagulant mechanisms, manifested by a
reduction in activated protein C levels. This reduction in activated protein C lev-
els is one of the strongest predictors of an adverse outcome and mortality in
patients with sepsis or ALI. In patients with ALI, elevated levels of PAI-1 in the
plasma and pulmonary edema fluid are also predictive of mortality [32].

In patients with sepsis-induced ALI, plasma protein C levels are lower and Von
Willebrand factor (vWF) antigen levels are higher compared to those with ALI
not related to sepsis [27]. This pro-coagulant environment contributes to the
pathophysiology of ALI by causing intra-alveolar, interstitial and endovascular
fibrin deposition. This intravascular fibrin deposition contributes to organ failure
as a direct result of obstructive thrombus in small vessels and via enhancement
of endothelial-PMN interactions. Alveolar interstitial accumulation of fibrin pro-
motes pulmonary neutrophil migration, surfactant dysfunction, and pro-fibrotic
processes, all of which contribute to lung injury [33]. The intrapulmonary fibrin
deposition in patients with ARDS is thought to be mediated by the interaction of
TF and FVIIa. In sepsis, a similar procoagulant environment develops rapidly in
the vascular space when bacteria enter the circulation. In animal models of sepsis
induced by Escherichia coli, the TF-FVIIa complex contributes to lung injury in
part through selective stimulation of pro-inflammatory cytokine release and
fibrin deposition [34]. Specific SNPs of coagulation factor genes (α-thrombin,
fibrinogen, factor V, protein C, endothelial protein C receptor, and PAI-1) appear
to increase the risk of coagulation in the vascular spaces and airspaces of the
lung, thus influencing the risk of ALI in patients with sepsis [23].
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Necrosis of alveolar epithelial cells in the lungs of patients who die with ALI/
ARDS is thought to be caused by mechanical factors, local ischemia, bacterial
products (toxins released by Pseudomonas sp., E. coli or Staphylococcus aureus)
and/or lytic viruses in the airspaces. Apoptotic cells have also been found in the
alveolar wall of these patients, especially in patients who died from ARDS [10].
One of the consequences of necrosis and apoptosis is loss of cellular attachment,
resulting in exposure of the underlying alveolar epithelial basement membrane to
inflammatory products, such as oxidants, proteinases, and inflammatory factors.
Exposure to these factors increases the alveolar damage and contributes to fibro-
blast activation and collagen deposition, which can lead to lung fibrosis [10]. Evi-
dence of extensive alveolar epithelial cell apoptosis has been described in murine
models of LPS-induced lung injury [35]. In the acute phase of lung injury in sep-
tic ARDS patients, there is upregulation of the Fas ligand/Fas system, one of the
major apoptotic pathways (Fig. 2) [36, 37].

Fas is a death receptor on the cell surface that is activated by its natural ligand,
Fas ligand (FasL). Activation of Fas induces apoptosis and modulates the inflam-
matory response in experimental models of sepsis-induced ALI [13, 35]. Fas is

Fig. 2. Cellular pathways of apoptosis and inflammation in sepsis and ALI. A family of death receptors
including the Fas/FasL system and the tumor necrosis factor (TNF)-receptors (TNFR1 and TNFR2) can
initiate apoptosis and inflammation. Membrane FasL can be cleaved by the proteolytic action of metal-
loproteinases 7 and 3 (MMP-7, MMP-3) into a soluble form. Both membrane FasL (mFasL) and the solu-
ble FasL (sFasL) can aggregate and activate Fas receptor on the cell surface of target cells. Aggregation
of Fas is followed by a series of intracellular molecular interactions that coordinate the activation of
caspases and cell death, as well as nuclear factor-kappa B (NF-κB) and inflammation. IL: interleukin;
Apaf: apoptotic protease activating factor
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detectable in airway epithelial cells (Clara cells) and alveolar type II cells, and the
expression of Fas in epithelial cells increases in response to LPS. Soluble FasL is
released into the alveolar spaces of patients with ARDS at concentrations that
induce apoptosis in human lung distal epithelial cells cultured in vitro [36]. Cells
recovered from the airspaces of patients with ARDS release soluble FasL, which
further increases after stimulation with LPS. This is particularly relevant, since
LPS is also present in the BAL fluid of patients with ARDS [12]. Moreover, FasL
mRNA is increased in the cellular component of BAL fluid retrieved from patients
with early septic ARDS [38]. This suggests that FasL is produced or released
locally in the airspace compartment in sepsis-induced ALI. In murine models of
sepsis-induced ALI, a functional Fas/FasL system was required for the develop-
ment of alveolar wall permeability changes, apoptosis and inflammation (neutro-
phil migration and cytokine production) in the lung, as lung injury was signifi-
cantly attenuated in Fas-deficient mice [14]. In other studies, Fas-deficient mice
had significantly reduced mortality from hypoxia-induced lung injury during
Legionella pneumonia [39]. Apoptosis in the alveolar epithelial cells and activa-
tion of inflammatory responses in the lung can also be induced through activa-
tion of TNF and angiotensin II receptors on the cell surface [40, 41]. Following
exposure to LPS, live bacteria, and sepsis, therefore, apoptotic pathways appear to
play an important role for the development of ALI by inducing apoptosis and
inflammation in the lungs. In addition, factors such as hypoxia, hyperoxia (high
FiO2) and mechanical ventilation, may also contribute to apoptosis of pulmonary
epithelial cells in patients with sepsis and ALI.

Alveolar Endothelial and Epithelial Permeability

As a result of widespread endothelial damage, increased vascular permeability
typically develops in patients with sepsis and leads to microvascular leak and tis-
sue edema, which may impair the function of the lungs and other organs. After
the recognition of bacteria or bacterial products, released cytokines activate
endothelial cells by upregulating their adhesion receptors, inducing the binding
of neutrophils, monocytes, macrophages and platelets to endothelial cells. These
effector cells release further inflammatory mediators, proteases, oxidants, prosta-
glandins and leukotrienes that can damage the structure and function of the vas-
cular endothelium. Indeed, they can induce gaps between endothelial cells by dis-
assembly of intercellular adherence junctions, by altering the cellular cytoskeletal
structure, or by directly inducing endothelial cell death [42]. In the development
of ALI/ARDS, endothelial cell damage is one of the initial events and is usually
accompanied by alveolar epithelial cell damage. The alteration of both the endo-
thelial and epithelial barrier will lead to alveolar flooding and formation of pro-
tein-rich edema inside the alveoli, resulting in acute respiratory failure [10]. In
sepsis, there is also an increase in the activity of inducible nitric oxide synthase
(iNOS) leading to the synthesis of nitric oxide (NO) [43]. Increased NO promotes
further vasodilation that may also contribute to more edema formation. There-
fore, early restoration of the vascular integrity in sepsis and ALI might be critical
for the prevention or improvement of sepsis and ALI.

The Complex Interaction between Sepsis and Lung Injury 155

V



Treatment of Sepsis-Induced Acute Lung Injury

Lung-protective ventilation techniques have reduced the mortality of ALI from
40 % to 25 % in the last decade. In addition, the use of a fluid-conservative strat-
egy in patients with ARDS has reduced the duration of mechanical ventilation.
New pharmacological therapies have been evaluated in patients with sepsis and
ALI/ARDS [33]. Some of these therapies are exogenous surfactants, glucocorti-
coids, inhaled NO, intravenous prostaglandin E1, antioxidants (N-acetylcysteine),
inflammatory inhibitors, protease inhibitors, some anticoagulants (antithrombin
III or tissue factor pathway inhibitor) or TLR-4 inhibitors. However, none of these
therapies has been shown to be fully effective [44, 45].

Given that sepsis is a major cause of lung injury, studies of new therapies for
sepsis could be directly relevant for the treatment of lung injury. Based on their
beneficial effects in sepsis, clinical trials testing the therapeutic value of statins in
patients with ALI are currently in progress. Activated protein C, a molecule with
anticoagulant, anti-inflammatory, fibrinolytic and antiapoptotic effects, is a novel
therapy approved for the treatment of patients with severe sepsis, based on the
results of the Recombinant Human Activated Protein C Worldwide Evaluation in
Severe Sepsis (PROWESS) clinical trial [46]. Activated protein C lowered mortal-
ity rates and reduced circulatory dysfunction and respirator-dependent days in
patients with severe sepsis, but its therapeutic value on the progression of ARDS
remains to be determined [33, 44, 46]. The complex mechanisms involved in the
development of ALI/ARDS make it difficult to find a successful pharmaceutical
therapy. Future studies may require a greater focus on the early identification of
patients at risk for ALI/ARDS, as well as those patients who are at the earliest
phase of the disease by using more sensitive and specific biomarkers. New thera-
pies targeting specific populations of patients with ALI according to their mecha-
nisms of injury (sepsis vs non-sepsis ALI) and degree of severity are also impor-
tant. Finally, optimizing therapy may also require a combination of different ther-
apeutic agents as well as evaluation of their local administration directly into the
lung.

One promising new treatment for ALI is transplantation of bone-marrow
derived mesenchymal stem cells (MSCs). Recent studies in mice indicate that
MSCs may be of value in treating ALI as well as sepsis. MSCs possess the ability
to differentiate into many types of cells, including vascular endothelium and alve-
olar epithelium. MSCs also secrete paracrine factors, including keratin growth
factors, which can be protective for the lung. In experimental models of sepsis-
induced ALI, the direct intrapulmonary administration of MSCs decreased lung
injury and mortality. It has been suggested that these beneficial effects are inde-
pendent of the MSCs and derive instead from their paracrine actions. It is
thought that paracrine factors from MSCs can regulate barrier permeability and
modulate inflammation in injured lungs by decreasing pro-inflammatory
response and increasing anti-inflammatory cytokines, particularly IL-10 levels
[47]. Several investigators are working on translating these experimental studies
into phase I and II clinical trials in patients with severe ALI.

Utilization of new therapies for sepsis could contribute directly and indirectly
to limit the progression of ALI/ARDS. In this line, lactoferrin, phospholipid LPS
binders, methods of filtration/absorption of LPS or other microbial components
(polymyxin B column), and other new therapeutic strategies with different anti-
infective activities are currently being tested [48, 49].
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Conclusion

Sepsis remains the leading cause of ALI/ARDS. Although numerous studies have
provided valuable information on the pathogenesis of sepsis and ALI/ARDS, the
mechanisms that directly link these two clinical conditions have not been fully
defined. A better understanding of the initial mechanisms by which sepsis
induces ALI and of how they might differ from those involved in ALI not related
to sepsis could be essential for finding effective therapeutic targets for each con-
dition. In this line, the development of new specific pharmacologic or cell-based
therapies is currently a major focus of research in sepsis and ALI/ARDS.
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Introduction

A biomarker is “any substance, structure or process that can be measured in the
body or its products and influence or predict the incidence or outcome of disease”
[1]. A biomarker can be useful for several purposes, including diagnosis, prog-
nostication, identification of patients at risk, or prediction of response to therapy.
In the case of acute lung injury (ALI) and acute respiratory distress syndrome
(ARDS), a biomarker may help answer one or several of the following questions:
How likely is this at risk patient to develop ALI/ARDS? Does this patient have
hyperpermeability or cardiogenic pulmonary edema? What is the mortality of
this patient with ALI/ARDS? How is this patient responding to therapy?

In addition, biomarkers may reflect the pathophysiology of the disease, and
thus be useful to determine the degree of the pathophysiological derangement
and its time course. For instance, the determination of a marker of alveolar type
I cell injury will help define the degree of epithelial injury, a hallmark of ALI. In
addition, it can help track patients’ responses to therapy. Ideally, changes in this
biomarker should precede obvious changes in other commonly measured vari-
ables (e.g., oxygenation, x-ray changes), so that physiological improvement or
deterioration, or the development of complications (e.g., ventilator-induced lung
injury [VILI], infection) can be detected in a timely fashion.

The availability of biomarkers that characterize different populations within a
diagnostic category may help the enrollment of more homogeneous patient popu-
lations in clinical trials. Likewise, biomarkers sensitive to changes in disease
activity or severity over time may serve as surrogate markers for other outcomes
such as mortality, making more feasible the demonstration of efficacy of certain
therapeutic interventions [2].

In the case of ALI, the control group to test the characteristics of the biomark-
ers under study is usually a group of normal subjects or a group of patients with
cardiogenic pulmonary edema. However, sepsis is the context in which ALI most
commonly develops, and sepsis by itself changes the concentration of most of the
biomarkers analyzed. Thus, it would probably be appropriate to use patients with
sepsis but without ALI as a control group. On the other hand, the issue is not
whether a biomarker identifies a group of patients with a given diagnosis, or pre-
dicts the disease, but rather whether the use of the biomarker adds anything to
what is already known just using tools already commonly available. For instance,
if we are testing a marker of alveolar type I cell injury, the relevant question is not
whether the concentration of that protein increases in patients with ALI and not
in patients with cardiogenic pulmonary edema? The question should be whether
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the determination of that protein helps make the diagnosis earlier than applying
commonly used criteria, or whether it helps differentiate ALI from cardiogenic
pulmonary edema more accurately than applying currently used criteria.

ALI and ARDS: Operational and Pathophysiological Definitions

In humans, the definition of ALI is based on clinical criteria developed by the
American European Consensus Conference: Acute onset, radiological evidence of
diffuse bilateral pulmonary infiltrates, a ratio of the partial pressure of arterial oxy-
gen to the fraction of inspired oxygen (PaO2/FiO2) of less than 300, and no clinical
evidence of elevated pulmonary arterial pressure [3]. The more severe form, ARDS,
is characterized by a PaO2/FiO2 of less than 200. The pathological correlate of ALI
is ‘diffuse alveolar damage’ (DAD), characterized by inflammatory infiltrates, thick-
ened alveolar septae and deposition of hyaline membranes [4].

The main features of experimental ALI, according to a panel of experts [5],
include rapid onset (within 24 hours) and three of the four following features:
Histological evidence of tissue injury, alteration of the alveolar capillary barrier,
an inflammatory response, and evidence of physiological dysfunction. Of these,
the most relevant features were considered to be evidence of tissue injury, and
evidence of alteration of the alveolar capillary barrier.

The presence of the main features of experimental lung injury can be estab-
lished with the following measurements, which were categorized by the experts
either as “very relevant” or as “somewhat relevant”:

1. Measurements of histological evidence of tissue injury. Very relevant: Accumu-
lation of neutrophils in the alveolar or the interstitial space, formation of hya-
line membranes, presence of proteinaceous debris in the alveolar space (such
as fibrin strands), thickening of the alveolar wall, enhanced injury as measured
by a standardized histology score. Somewhat relevant: Evidence of hemor-
rhage, areas of atelectasis, gross macroscopic changes such as discoloration of
the lungs.

2. Measurements of alteration of the alveolar capillary barrier. Very relevant: An
increase in extravascular lung water (EVLW) content, accumulation of an exog-
enous protein or tracer in the airspaces or the extravascular compartment,
increase in total bronchoalveolar (BAL) protein concentration, increase in BAL
fluid concentration of high molecular weight proteins, increase in the micro-
vascular filtration coefficient. Somewhat relevant: Increase in lung weight,
translocation of a protein from the airspaces into plasma, increased lung
lymph flow, high lymph protein concentration.

3. Measurements of the inflammatory response. Very relevant: Increase in the
absolute number of neutrophils in BAL fluid, increase in lung myeloperoxidase
(MPO) activity, increase in the concentrations of pro-inflammatory cytokines.
Somewhat relevant: Increase in pro-coagulatory activity, increased expression
of adhesion molecules, conversion of the neutrophilic alveolitis into a mono-
nuclear alveolitis with time, increased levels of complement factors and matrix
metalloproteinase.

4. Measurements of physiological dysfunction. Very relevant: Hypoxemia,
increased alveolar-arterial oxygen difference. Somewhat relevant: PaO2/FiO2
< 200, increase in minute ventilation, increase in respiratory frequency.
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Therefore, the criteria for diagnosis in humans reflect the concept of ALI and
ARDS as a non-cardiogenic (hyperpermeability) pulmonary edema. The criteria
for animal models of ALI emphasize the inflammatory nature of the underlying
pathophysiological process, and pinpoint specific measurements that investiga-
tors believe are appropriate to assess the pulmonary inflammatory response.

Biomarkers of Acute Lung Injury

Biomarkers for ALI have been tested to predict the diagnosis in at risk patient
populations, diagnose the condition or predict certain outcomes, most notably
mortality (Table 1).

Table 1. Biomarkers of acute lung injury

Inflammation and Cytokines
IL-2, IL-6, IL-8, IL-10, IL-1beta, IL-1ra, TNF-alpha; sTNFR-1, sTNFR-2
Decoy receptor 3
Lipopolysaccharide (LPS)-binding protein (LBP)
High-mobility group box 1 protein (HMGB1)

Markers of Coagulation and Fibrinolysis
PAI-1
Protein C

Markers of Epithelial Injury
Receptor for advanced glycation products (RAGE)
Surfactant proteins A, B, D
Clara cell protein
Laminin-5
Rat type I cell 40-kDa protein/type I cell alpha protein
Human hTIa-2 and gp36
Human type I cell 56-kDa protein
Caveolin-1 and -2
Alpha 2-Isoform of sodium/potassium-exchanging ATPase
Aquaporin 5
Cytochrome P450 2B1
Carboxypeptidase M

Markers of Endothelial Injury
Angiopoietin-2
Vascular endothelial growth factor
von Willebrand factor antigen
Selectins
Intercellular Adhesion Molecule (ICAM)-1

Extracellular Matrix
Procollagen peptide type III

Inflammation and Cytokines

ALI is characterized by intra-alveolar inflammation, and many cytokines and
cytokine receptors (interleukins [IL]-2, IL-6, IL-8, IL-10, and IL-1beta, IL-1 recep-
tor antagonist [IL-1ra], tumor necrosis factor [TNF]-α and its soluble receptors
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[sTNFR-1 and sTNFR-2]) have been implicated in its pathogenesis. Thus it can be
anticipated that the local (as determined in the BAL fluid) and systemic determi-
nation of cytokines may precede the development of ALI, potentially making
these proteins useful biomarkers as predictors of ALI. However, most studies have
failed to show a relationship between the concentration of these cytokines and
the development of ALI in at risk patients. For instance, plasma levels of IL-10
and IL-1ra did not predict the development of ALI [6]. IL-6 or IL-8 concentra-
tions in plasma or BAL fluid did not predict the development of ARDS in patients
at risk [7], nor did TNF-α levels in BAL fluid [8].

Although their predictive ability for ALI is poor, cytokines seem to be good
prognostic markers. In one study in 593 patients with ALI [9], an independent
association with mortality, ventilator dependence and organ failure was shown
for IL-6, IL-8, and sTNF-R1 serum concentrations.

Decoy receptor 3 (DcR 3) is a member of the TNF superfamily that binds Fas
ligand and LIGHT (a lymphotoxin receptor). In a study measuring a large num-
ber of potential biomarkers in 88 patients with ARDS (including TNF-α, IL-6, and
soluble triggering receptor expressed on myeloid cells 1 [sTREM]) [10], DcR 3
was the biomarker that best discriminated non-survivors from survivors.

Lipopolysaccharide (LPS)-binding protein (LBP) mediates the transduction of
the biological response to LPS, and is produced as an acute-phase reactant by
alveolar type II cells. In a recent study, sustained elevations of plasma LBP at 48
hours post-admission to an intensive care unit (ICU) were associated with ARDS
[11].

High-mobility group box 1 protein (HMGB1) is an inflammatory cytokine that
binds the receptor for advanced glycation end products (RAGE). In one study in
trauma patients in the emergency department, HMBG1 was released early (within
30 minutes) into the circulation and correlated with the development of acute
organ dysfunction, including ALI [12].

Markers of Coagulation and Fibrinolysis

ALI and ARDS are characterized by intraalveolar fibrin deposition and inhibition
of fibrinolysis. Plasminogen activator inhibitor-1 (PAI-1) is an antiprotease inhib-
itor of fibrinolysis that promotes fibrin deposition. Plasma and pulmonary edema
fluid levels of PAI-1 are increased in patients with early ALI compared with
patients with severe hydrostatic pulmonary edema [13].

PAI-1 levels are also good prognostic markers of mortality and organ failure-
free days [35]. Low protein C plasma levels, indicating activation of the coagula-
tion system, are also prognostic markers in patients with ALI [14].

Markers of Epithelial Injury

Epithelial injury in ALI interferes with edema fluid clearance, surfactant synthe-
sis, normal host defense mechanisms and alveolar repair processes, and facilitates
bacterial translocation. As damage to alveolar type I and II cells is central to the
pathophysiology of ALI, markers of alveolar epithelial injury could be predictive
or diagnostic of ALI.

The RAGE is a transmembrane protein of the immunoglobulin superfamily
and multiligand receptor that binds modified glycoproteins, including HMGB-1,
involved in intracellular pro-inflammatory signaling via nuclear factor-kappa B
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(NF-κB). It is ubiquitously expressed, but expression levels are highest in the
lung. The protein is anchored on the basolateral membrane of alveolar type I
cells. RAGE levels are increased in the plasma and pulmonary edema fluid of
patients with ALI compared to patients with hydrostatic pulmonary edema [15].
RAGE was the best performing biomarker out of a panel of 21 biomarkers for dis-
tinguishing patients with ALI from those without ALI in patients with severe
trauma [16], and was associated with outcome in patients from the ARDSNet trial
in the higher tidal volume arm of the study [17].

Surfactant protein (SP)-A and SP-D are hydrophilic proteins involved in the
innate immune response, whereas SP-B and SP-C are hydrophobic proteins with
biophysical properties. In one study in patients at risk for ALI, BAL fluid levels of
SP-A were low, and high levels were negatively predictive for ALI [18]. In a subse-
quent study, high plasma SP-A levels were found in an at-risk cohort who devel-
oped ARDS secondary to sepsis and aspiration but not trauma [19]. Thus leaking
of SP-A into the circulation may be a marker of ALI. However, in a large series of
54 cases at risk for ALI, it was found that elevated plasma levels of SP-B, but not
SP-A, predicted ALI [20]. In another study, it was shown that SP-D is a prognostic
marker, as higher plasma SP-D levels were independently associated with 180-day
mortality and reduced ventilator-free and organ-failure free days in 565 patients
[21].

Clara cell protein (CC-16) is a small 16-kDa anti-inflammatory protein
secreted almost exclusively by Clara cells of the terminal bronchial epithelium. It
inhibits the phospholipase A2 second messenger pathway. In a study on 22 at-risk
patients with ventilator-associated pneumonia (VAP), an acute elevation in
plasma CC-16 anticipated the development of ALI [22]. On the other hand, in a
subsequent study [23], it was found that plasma and pulmonary edema fluid CC-
16 levels were lower in patients with ALI/ARDS than in control patients with car-
diogenic pulmonary edema. Thus more studies are needed to solve these discrep-
ancies and determine the role of CC-16 in the diagnosis of ALI.

Laminin-5 is a polymorphic, polyfunctional epithelial cell adhesion molecule.
Laminins play an important role in cell adhesion, growth, and differentiation.
The degradation product of laminin-5, G2F, the terminal active portion of its g2-
chain, was significantly increased in the plasma of ALI patients compared to the
plasma of patients with cardiogenic pulmonary edema [24]. High levels were
maintained in non-surviving patients. Thus it seems that laminin-5 could be a
diagnostic and prognostic marker of ALI.

Markers of Endothelial Injury

Lung endothelial injury is central to the pathophysiology of ALI and ARDS. The
expression of adhesion molecules for neutrophils favors the migration of circulat-
ing inflammatory cells to the interstitium, causing parenchymal cell damage, vas-
cular hyperpermeability, and coagulation activation. Thus markers of endothelial
activation or injury could be potential biomarkers to predict or diagnose ALI.

The angiopoietins regulate vascular permeability. Ang-1 is constitutively
expressed and binds Tie 2, a tyrosine kinase receptor present on the endothelial
cell surface. Ang-2, up regulated after vessel injury, inhibits Tie-2, and activates
Rho kinase. This in turn activates NF-κB and inhibits the cell protective pathway
phosphoinositide-3 kinase/Akt signaling. Intercellular junctions are lost, and cap-
illary leak and inflammatory cell migration ensue. Ang-2 serum concentrations in
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63 at risk surgical ICU patients were higher in those who developed ARDS than
in those who did not [25], and levels were also predictive of survival.

Vascular endothelial growth factor (VEGF) has a role in vascular permeability,
angiogenesis and tissue repair. Studies have not found different serum or BAL
fluid VEGF concentrations in patients who developed ALI or ARDS [26].

von Willebrand factor antigen (vWF) is involved in hemostasis by binding
platelets to the endothelium and as a transport protein for factor VIII. It is syn-
thesized in endothelial cells (where it is present in the Weibel-Palade bodies) and
to a lesser extent in platelets. One study found a relationship between serum vWF
levels above 450 % of control and the development of ALI in a group of 45
patients with non-pulmonary sepsis [27]. However, these findings were not repro-
duced in later studies. vWF has been proven, however, to be a good prognostic
marker. Elevations in plasma levels of vWF were independently associated with
hospital mortality in 559 patients with ALI, even after controlling for illness
severity, sepsis, and ventilator strategy [28].

Selectins are cell-surface adhesion molecules involved in the early phase of
neutrophil rolling and homing to a site of inflammation. In 50 unselected patients
with systemic inflammatory response syndrome (SIRS) admitted to an emergency
department, higher levels of E-selectin had a positive predictive value of 68 %
and negative predictive value of 86 % for the development of ALI [29]. The assay
was also predictive for other organ failures. In another study in 82 at risk patients
with trauma, pancreatitis, or perforated bowel, soluble L-selectin (sL-selectin)
was significantly lower in those patients who progressed to ARDS than in those
who did not [30].

Intercellular adhesion molecule (ICAM)-1 mediates intercellular adhesion of
leukocytes to the endothelium and epithelium, and is upregulated in inflamma-
tory conditions. In one study, ICAM-1 levels were high in pulmonary edema fluid
from patients with ALI [31]. A more recent study found that plasma and BAL
fluid ICAM-1 concentrations were elevated in patients with ALI as compared to
patients with cardiogenic pulmonary edema [32]. ICAM-1 is also a potential
prognostic marker, as it was independently associated with mortality in a group
of 778 patients [38].

The measurement of the protein concentration in the lung edema fluid, in rela-
tion to the plasma protein concentration, is a measure of the permeability of the
alveolar-capillary membrane and therefore of the epithelial-endothelial integrity.
Pulmonary hyperpermeability is a pathophysiological hallmark of ALI and ARDS.
Measurements have to be performed early after intubation, as fluid resorption
mechanisms will alter protein concentration in the alveolar space, giving rise to
false positive results for the diagnosis of hyperpermeability.

In a large group of 390 patients, measurement of the edema fluid to plasma
ratio [33], taking expert clinical diagnosis as the gold standard, had an area
under the curve (AUC) in receiver operating characteristic curve (ROC) analysis
for discriminating ALI from cardiogenic edema of 0.81, increasing to 0.85 for
measurements taken within 3 hours of endotracheal intubation.

Extracellular Matrix

Procollagen peptide type III (PCP III) is a marker of collagen synthesis. Two
small studies [34, 35] have suggested an association of higher edema fluid levels
of PCP III with ALI. In a study on trauma patients testing a large panel of bio-
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markers [16], PCP III was the second-best performing biomarker for distinguish-
ing patients with ALI from severely injured controls without ALI.

Multiple Biomarkers in Combination

In a panel of 21 biomarkers tested for diagnosis of ALI in trauma patients [16],
the top 7 were: RAGE, PCP III, brain natriuretic peptide (BNP), angiopoietin-2
(Ang-2), TNF-α, IL-10, and IL-8, with an AUC in ROC analysis for the model
including these 7 biomarkers of 0.86 for differentiating ALI/ARDS from a group
of critically ill trauma patients without ALI who had normal chest radiographs or
hydrostatic pulmonary edema.

A panel of biomarkers has also been used for mortality prediction. In one
study, the use of a panel of 8 biomarkers previously associated with mortality
(vWF, SP-D, TNF-R1, IL-6, IL-8, ICAM-1, protein C, and PAI-1) improved the
mortality predictive ability of the model only slightly compared to a model using
only clinical variables (AUC increased from 0.815 to 0.834 in the ROC analysis)
[36]. The best performing biomarkers were markers of alveolar epithelial injury
(SP-D) and inflammation/neutrophil chemotaxis (IL-8). Finally, using the method
of risk reclassification, a panel of 5 biomarkers (ICAM, vWF, IL-8, SP-D, and
sTNF-R1) significantly improved risk prediction for mortality when compared
with a clinical prediction model using APACHE III scores only [37].

Genetic Polymorphisms and Gene Expression Studies

Two approaches are used in genetic studies of ALI: The candidate gene approach
and the genome-wide approach. Only 31 genetic associations with ALI [38] have
been reported, including TNFA, IL6, and IL8, IL10, SP-B, mannose-binding lectin
(MBL), and NF-κB1. The most widely replicated polymorphisms are in the genes
for IL-6, SP-B, and angiotensin 1 converting enzyme [39]. Genome-wide associa-
tion studies require a larger sample size and cost is higher. Genome-wide associa-
tion studies identify genes that are in turn candidates that can be supported by
other genome-wide approaches, such as expression array and proteomic profil-
ing.

Polymorphisms in the Ang-2 gene (ANGPT2) are associated with susceptibility
to trauma-induced ALI [40, 41]. Using a large-scale candidate gene platform, the
two single nucleotide polymorphisms most strongly associated with ALI were
present in the Ang-2 gene. These findings were validated in two separate popula-
tions. One of the ANGPT2 polymorphisms was associated with higher levels of a
variant Ang-2 isoform in plasma [42].

A set of 8 genes uniquely activated in ALI (the gene signature of ALI) [43] has
been reported in patients with ALI due to sepsis, with a high within-study
(100 %) and external (89 %) accuracy.

Proteomics

Proteomics is the large-scale study of proteins, particularly their structures and
functions. The proteome is the entire complement of proteins, including the mod-
ifications made to a particular set of proteins, produced by an organism or sys-
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tem. A variety of approaches has been used, including 2-D electrophoresis meth-
ods as well as liquid chromatography-tandem mass spectrometry. Using this
methodology, the relationship between insulin-like growth factor–binding protein
3, a marker of apoptosis, and S100 proteins A8 and A9 (markers of inflammation)
with ALI was found [44, 45].

Metabolomics

The metabolome represents a combination of all the metabolites and intermediate
products of metabolism in a biological organism. Metabolomics allows real-time
integration of upstream genomic and proteomic data. Metabolomic data sets are
currently generated mainly through nuclear magnetic resonance (NMR) spectros-
copy (MRS), mostly 1H-MRS, and mass spectrometry (MS). The role of metabolo-
mics as diagnostic or prognostic biomarkers in ALI is still in its infancy. Serkova
et al. [46] found decreased high-energy phosphates and increased lactate-to-glu-
cose ratio in a model of inflammation-induced ALI in mice. In patients with sep-
sis-induced ALI, total glutathione, adenosine, phosphatidylserine and sphingomy-
elin in plasma discriminated samples from patients from samples from healthy
subjects [47]. We have recently used 1H-MRS in different biological samples (lung
tissue, BAL fluid and serum) from rats with VILI, and have found a metabolomic
pattern that discriminates rats with VILI from controls with a 100 % accuracy
(unpublished data).

Conclusion

In summary, although ALI is an inflammatory condition, measurement of pro-
inflammatory cytokines has a weak correlation with the development of ALI in at
risk patients, although those measurements correlate with mortality. Markers of
endothelial and epithelial injury, alveolar-epithelial integrity or collagen synthesis
can be diagnostic or prognostic markers. However, some of these proteins (IL-8,
IL-6, vWF, protein C, PAI-1, and SP-D) need large scale validation studies,
whereas others (Ang-2, CC-16, DcR 3) need further confirmation. Finally, new
methodologies such as genomics, proteomics and metabolomics, in combination
with bioinformatics, will help integrate vast arrays of information in a systems
biology approach.
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Introduction

The renin-angiotensin system (RAS) is a powerful biological system that plays an
important role in regulation of systemic blood pressure through the maintenance
of fluid and salt homeostasis. It is a multifactorial system since it includes differ-
ent components (Fig. 1): The first, renin, was discovered in 1898 [1], whereas the
discovery of the last component, angiotensin-converting enzyme 2 (ACE 2), is rel-
atively recent, from 2000 [2, 3]. Three kinds of RAS are known: A) circulating, B)
local, and C) intracellular.

Fig. 1. Renin-angiotensin system cascade. AngI: angiotensin I; ACE: angiotensin-converting enzyme;
AT1 receptor: AngII type 1 receptor; AT2 receptor: AngII type 2 receptor; Mas: Ang-(1-7) receptor; B2
receptor: bradykinin receptor.
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a) The circulating RAS acts at a systemic level: Its substrate is angiotensinogen,
which is released from the liver and cleaved, to form angiotensin I (AngI), by
renin, an enzyme secreted from the juxtaglomerular cells of the kidney. The
main effector peptide of the system is angiotensin II (AngII), generated from
AngI by ACE and acting as a powerful vasoconstrictor.

b) Local tissue RASs, described in several organs and tissues, can synthesize
AngII locally, since they possess the whole RAS enzymatic machinery.

c) More recent studies have revealed an intracellular complete RAS, which can
produce AngII.

The RAS can, therefore, be considered an endocrine, paracrine and intracrine
system [4].

RAS and Inflammation

The endothelium is a continuous layer of simple squamous epithelial cells (endo-
thelial cells), which contributes to systemic homeostasis through different func-
tions: Barrier, maintenance of coagulation and thrombolytic processes, participa-
tion in immune reactions, and synthesis of different vasoactive compounds [5].
Direct injury (mechanical, chemical or infective) of the endothelium exposes the
basement membrane components to the blood, leading to a series of events (the
so called inflammatory cascade), including alteration of vascular integrity and
production and release of cytokines, adhesion molecules, procoagulant agents
and reactive oxygen species (ROS). In addition to its well-known regulatory role
in hemodynamic homeostasis, RAS, and in particular AngII (Fig. 2), is also
involved in the modulation of the inflammatory process [6]. Indeed AngII can
regulate vascular permeability, the first step of the inflammatory response, by
inducing the synthesis of prostaglandins and vascular endothelial cell growth fac-
tor (VEGF) [7, 8]. Moreover, RAS participates in leukocyte extravasation, a criti-
cal step in the inflammatory response, at different levels. AngII activates leuko-
cytes and increases their adhesion to endothelial cells [9] via the induction of
pro-inflammatory mediators like selectins, adhesion molecules, chemokines,
cytokines and other factors (e.g., transforming growth factor [TGF]-β). AngII
effects are mediated by its receptor angiotensin receptor 1 (AT1R), which leads to
the activation of transcription factors, including activating protein-1 (AP-1) and
nuclear factor-κB (NF-κB), and the ensuing expression of genes involved in
inflammation and tissue injury [10]. In patients with cardiovascular disease, the
increased selectin expression and plasma chemokine levels are attenuated by
treatment with losartan (AT1R antagonist) [11]. Experimental studies have dem-
onstrated that AngII infusion (at dosages unable to induce vasoconstriction)
increases leukocyte transmigration, and that treatment with angiotensin receptor
antagonists suppresses this leukocytes response [12]. Finally RAS participates in
the last phase of inflammation: Cell growth and tissue repair. Preclinical studies
on the kidney [13] have revealed that AngII induces cellular growth and release
of several growth factors, resulting in organ hypertrophy, massive matrix synthe-
sis and formation of scarring. Further studies demonstrated that AngII also
induces fibrosis in other tissues, such as heart [14] and lung [15].

It is now well known that RAS is involved in the pathophysiology of several
diseases, occurring in different organs (e.g., heart and kidney). Overactivation of
RAS is linked with the development of atherosclerosis, hypertension and cardio-
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Fig. 2. Pro-inflammatory effects of angiotensin II (AngII). PGs: prostaglandins; VEGF: vascular endothe-
lial cell growth factor.

vascular and renal events, such as myocardial infarction, stroke, congestive heart
failure, diabetes, nephrosclerosis [16] and tumorigenesis [17]. Several studies
have focused on lung diseases, such as pulmonary hypertension and pulmonary
fibrosis, in order to better understand the role of RAS in this field. Capillaries in
the lungs are one of the main sites of ACE expression [18], and thereby lungs are
considered an important source of AngII. Pulmonary hypertension is character-
ized by increased vascular resistances and endothelial remodeling, eventually
leading to right heart failure and death. In this context, AngII seems to mediate
pro-inflammatory signaling (rather than vasoconstriction), resulting in pulmo-
nary vascular remodeling [19]. Indeed AngII can induce smooth muscle cells pro-
liferation [20], with consequent increase in pulmonary artery wall thickness. Evi-
dence has demonstrated the involvement of RAS in the pathophysiology of pul-
monary fibrosis. AngII upregulates the expression of TGF-β, thus the differentia-
tion of fibroblasts to myofibroblasts and increase in extracellular matrix deposi-
tion [21], as well as alveolar epithelial cells apoptosis [22].

Among the various scenarios in which RAS can have a role, this chapter
focuses on current knowledge of the role of RAS in acute lung injury (ALI) and
acute respiratory distress syndrome (ARDS).

Angiotensin-converting Enzyme: The ‘Dark Side’ of RAS

ACE is a dipeptidylcarboxypeptidase, which converts AngI to AngII by cleavage
of C-terminal dipeptides (Fig. 3). ACE is also responsible for the breakdown of the
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Fig. 3. Amino acid sequences
and cleavage sites of compo-
nents of the renin-angiotensin
system (RAS). D: aspartic acid;
R: arginine; V: valine; Y: tyrosine;
I: isoleucine; H: histidine; P: pro-
line; F: phenylalanine; L: leucine;
ACE: angiotensin-converting
enzyme

nonapeptide of bradykinin (Fig. 1). ACE is the key enzyme of the RAS and is
highly expressed on lung endothelial cells, where it represents an ectoenzyme
uniformly distributed along the luminal surface, with its catalytic site exposed to
the blood-borne substrates [5].

Some clinical data seem to indicate that ACE activity is related to ALI patho-
genesis and outcome. In 1987, Idell et al. [23] found that ACE levels were aug-
mented in bronchoalveolar lavage (BAL) fluid of ARDS patients, compared to
normal subjects and to patients affected by sarcoidosis and fibrosis. In particular
ACE levels were highest in BAL fluid from patients with ARDS of infectious ori-
gin. The authors speculated that ACE in BAL fluid could be a marker of endothe-
lial damage. Two years earlier, in 1985, Fourrier et al. [24] had performed sequen-
tial measurements of ACE levels in the serum of patients with ARDS or with sep-
sis (without ARDS). They found that, in ARDS survivors, ACE levels had a
biphasic evolution, decreasing in the early phases of the illness, and increasing at
the time of weaning. Conversely, ACE levels in ARDS non-survivors decreased in
the early phases without the later increase. Finally, in patients with sepsis without
ARDS the levels of ACE remained elevated. The authors postulated that a low
level of circulating ACE was an index of pulmonary endothelial injury correlating
with the presence and severity of ARDS.

ARDS appears to have a relatively low incidence compared to the number of
subjects who are potentially at risk of developing this syndrome. Thus, some
genetic background predisposing to the illness has been postulated. The ACE
gene is located on chromosome 17q23 and contains a restriction fragment length
polymorphism consisting of the insertion or deletion of an Alu repeated sequence
in intron 16. Deletion of the Alu sequence is associated with greater ACE activity
in plasma and peripheral blood mononuclear cells [25]. Marshall et al. [26] per-
formed a retrospective study in 2002 comparing patients with ARDS to patients
with non-ARDS respiratory failure. They found that the deletion of the Alu
sequence in the ACE gene was associated with a higher incidence of ARDS and
increased mortality in the ARDS group, suggesting that an increase in ACE activ-
ity correlates with the risk and outcome of ARDS.
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Different results were obtained by Orfanos et al. in 2000 [27]. In order to assess
whether pulmonary capillary endothelium bound (PCEB)-ACE activity could be
a marker of endothelial injury, thus predicting the development and severity of
ALI, patients were grouped according to lung injury score (LIS) and PCEB-ACE
activity was measured. The authors observed that PCEB-ACE activity was
decreased in patients with ALI/ARDS compared with non-ARDS patients, with an
inverse correlation with LIS and APACHE II score. These data suggest that PCEB-
ACE dysfunction is an early marker of the presence and severity of endothelial
cell damage.

The fact that deletion of the Alu sequence, which leads to a higher activity of
ACE, is related to the pathogenesis of ARDS, appears in contrast with the fact that
PCEB-ACE activity is reduced as a consequence of pulmonary endothelial dys-
function. Maniatis et al. [28] interpreted this paradox by inferring that increased
ACE and AngII activity could generate superoxide anions. The interactions
between ROS and nitric oxide (NO) lead to the synthesis of reactive nitrogen spe-
cies, that damage the pulmonary endothelium. The consequent reduction in ACE
activity counterbalances its pro-inflammatory activity. Another hypothesis is that
the crude losses of endothelium result in reduced PCEB-ACE activity, whereas it
is normally, or even more than normally, active in healthy zones of the lungs.

Angiotensin II

The main biological activity of ACE is the cleavage of AngI to give AngII, which
thus appears the main effector through which ACE is responsible for ARDS path-
ogenesis. AngII is an octapeptide with several biological activities, many of which
have been already described in this review. Its action is mediated by two different
receptors, AT1R and AT2R, that show opposite biological effects (Fig. 2). The role
of AngII in the pathogenesis of ALI/ARDS seems to be strongly linked to its pro-
inflammatory properties.

Kuba et al. [29] showed that in a murine model of ALI caused by acid aspira-
tion or by the injection of severe acute respiratory syndrome (SARS) coronavirus
spike proteins, the levels of AngII in the lungs were increased, and the degree of
increase was proportional to the degree of lung injury assessed by histopathology
(AngII levels were significantly higher in the lungs of mice subjected to a double
injury, acid aspiration and viral infection). However, pulmonary edema, the hall-
mark of ALI/ARDS, can be due to increased hydrostatic pressure (the typical
effect of AngII is augmentation of systemic pressure, which may promote pulmo-
nary edema) or to enhanced permeability: Some studies [6, 30] demonstrated
that local AngII was able to act directly on vascular permeability by stimulating
VEGF and prostaglandins, thus exerting a primarily pro-inflammatory effect, not
mediated by hemodynamic alterations, yielding important evidence in the assess-
ment of the role of AngII in the pathogenesis of ALI/ARDS. The same group [29]
demonstrated that the receptor implicated in AngII action during development of
ALI is AT1R: Inhibition of AT1R attenuated ALI, as shown by increased compli-
ance and attenuated pulmonary edema.

Ang II may also play a role in the regulation of apoptosis of type II pneumocy-
tes, an important phenomenon in the late phases of ARDS. In fact, while prolifer-
ation of type II pneumocytes is characteristic of the early phases of ALI as a
reparative phenomenon, their apoptosis indicates evolution towards a fibrotic
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phase of the disease [31]. AngII seems to promote apoptosis by modulating the
Fas/Fas ligand system [32], which bears major implications in the pathogenesis
and evolution of ALI by apoptosis of alveolar epithelial cells. Wang et al. [22] con-
firmed the role of AngII in modulation of apoptosis: Alveolar epithelial cells were
cultured in a medium supplemented with different doses of AngII or angiotensi-
nogen. Both these proteins were able to induce apoptosis in alveolar epithelial
cells in a concentration-dependent manner. Moreover, the authors observed that
the non-selective angiotensin receptor antagonist, saralasin, could inhibit apopto-
sis induced by both proteins, while lisinopril, an ACE-inhibitor, blocked apoptosis
induced by angiotensinogen but not by AngII. These data showed the relationship
between AngII and alveolar epithelial cell apoptosis. Although alveolar epithelial
cells express mRNAs for both AngII receptors (AT1R and AT2R), only selective
inhibition of AT1 blocked apoptosis caused by AngII [33]. Other findings by Mar-
shall et al. showed that AngII could influence the progression of ALI towards a
fibrotic disease: AngII is mitogenic for human adult fibroblasts via the AT1 recep-
tor and stimulates the autocrine release of TGF-β (a pro-fibrotic cytokine) and
pro-collagen production from fetal lung fibroblasts [34]. Finally, in a rat model of
pulmonary fibrosis, bleomycin augmented lung AngII concentration, whereas
treatment with an ACE inhibitor or an AT1 inhibitor was able to attenuate lung
collagen accumulation and TGF-β expression [34].

Several animal models [33, 35, 36] helped to disclose the relationship between
lipopolysaccharide (LPS)-induced ALI and AngII mainly by using selective inhibi-
tors of AT1 receptors. First, sepsis-induced ALI was characterized by increased
levels of AngII in lung tissue. Treatment with an inhibitor of AT1 led to improve-
ments in permeability index in vivo, such as wet/dry weight ratio, quantification
of Evans blue dye extravasation, histological evidence of edema. In vitro studies
[35] supported these data, since monolayers of rat pulmonary microvascular
endothelial cells had increased permeability following exposure to AngII; this
increase in permeability was partially corrected by adding an inhibitor of AT1 to
the culture medium. The role of AngII in the inflammatory cascade and endothe-
lial dysfunction was further demonstrated by cytokine levels: Sepsis induced the
secretion of several pro-inflammatory cytokines in the lungs and plasma, includ-
ing tumor necrosis factor (TNF)-α, interleukin (IL)-1β, IL-6; this secretion was
partially inhibited by the infusion of an AT1 inhibitor. Two groups [33, 36] per-
formed additional studies to understand the mechanisms underlying AngII’s pro-
inflammatory actions: Both groups found that inhibition of AT1 led to a lesser
activation of the NF-κB pathway, mediated by increased levels of IκB (inhibitor of
NF-κB). Signal transduction through the mitogen-activated protein kinase
(MAPK) cascade, c-jun N-terminal kinase (JNK) and AP-1 seems also to be
involved in the pro-inflammatory effects of AngII.

Angiotensin-converting Enzyme 2: The ‘Bright Side’ Of RAS

In 2000, ACE2, the first human homolog of ACE, was discovered by two indepen-
dent groups [2, 3]. Human ACE2 is expressed in the endothelium, but predomi-
nantly in the heart, kidney and testis [2], although its expression is also distrib-
uted to lung, liver, small intestine and brain [37]. Human ACE2 consists of 805
amino acids and is a type I integral membrane glycoprotein with an extracellular
domain, containing a potential metalloprotease zinc binding site, a single trans-
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membrane domain, and a cytoplasmic tail. It has only one catalytic domain,
which shows 42 % identity with the amino domain of ACE. ACE2 is a carboxy-
peptidase, since it cleaves only one C-terminal residue from its substrate, rather
than a dipeptide, as ACE does (Fig. 3). This particular difference between the two
enzymes makes ACE2 resistant to the action of ACE inhibitors, since they mimic
the dipeptidyl C-terminal binding sites of ACE substrates. ACE2 converts AngI to
Ang 1-9 and AngII to Ang 1-7 [2, 3]. Ang 1-9 can be converted by ACE to Ang 1-7
[2]. Rice and colleagues [38] demonstrated that ACE2 hydrolyzed AngII more
efficiently than AngI; therefore, the production of Ang 1-7, a powerful vasodila-
tor, is believed to be the primary goal of ACE2 activity (Ang 1-7 will be discussed
in depth later in the chapter). Moreover, other vasoactive peptides are substrates
of ACE2 catalytic activity, such as neurotensin, kinetensin, des-Arg bradykinin
and apelin-13 [2, 3].

ACE2 is present in the lungs of healthy and diseased humans; it is expressed by
type I and type II alveolar epithelial cells and in bronchiolar epithelial cells [30, 39].
ACE2 may play an important role in ALI as shown by experimental studies. Imai et
al. [30] examined extensively ACE2-induced protection from severe acute lung fail-
ure in two murine models of ALI (acid aspiration and sepsis). Loss of Ace2 (Ace2
knockout mice) resulted in decreased compliance, pulmonary edema and leukocyte
infiltration in both animal models. The pulmonary edema seemed to be predomi-
nantly due to the altered vascular permeability (as demonstrated by Evans blue
accumulation), rather than to hemodynamic causes. Indeed no differences in heart
contractility or pulmonary vascular tone were found, although the authors did not
exclude a potential effect of AngII on blood vessels. To further underline the pro-
tective action of ACE2, which counterbalances ACE functions, Imai et al. demon-
strated that ACE, AngII and AT1R promoted ALI in different types of knockout
mice, whereas ACE2 and AT2R protected against it. ACE2 negatively regulates
AngII levels, which, if ACE2 is lacking, increase both in lungs and plasma.

ACE2 appears to play a role also in the pathogenesis of SARS [29]. ACE2 is
now considered the SARS virus receptor: The interaction of ACE2 and the virus
leads to endocytosis of viral particles and to viral fusion with cells. The absence
of ACE2, in Ace2 knockout mice, results in a dramatic reduction in SARS-corona-
virus infection, with subsequent reduced histologic alterations and leukocyte
infiltration. Kuba et al. [29] demonstrated in vivo the mechanism underlying the
elevated severity and mortality of the viral infection: SARS-coronavirus infection
downregulated ACE2 expression. During SARS infection, the protective arm of
the RAS is impaired by the loss of ACE2 and of its ability to negatively regulate
AngII, the levels of which are significantly increased in lung tissue. These authors
demonstrated that the inhibition of AT1R, thus inhibition of AngII activity, atten-
uated the severity of lung injury, in terms of lung mechanical properties and pul-
monary edema, in SARS-coronavirus challenged mice.

Angiotensin-(1–7) and Mas Receptor

Ang-(1-7) is a biologically active heptapeptide (Fig. 3) released from AngI or
AngII by different peptidases, of which ACE2 is one of the most important.
Ang-(1-7) exerts its action via the receptor, Mas, an ‘orphan’ G protein-coupled
receptor [40] although it can also bind AT2R, but the affinity with AT2R is mod-
est as compared to that of AngII. The ACE2-Ang-(1-7)-Mas arm is now consid-
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ered the principal counterregulatory mechanism for the other RAS arm, ACE-
AngII-AT1R. Indeed the two arms of the system act in opposite ways, the first
leading to formation of Ang-(1-7) and simultaneously decreasing AngII, and the
second forming the powerful vasoconstrictor AngII and catabolizing Ang-(1-7)
and bradykinin [41]. Ang-(1-7) is both substrate and inhibitor of ACE, since it is
cleaved by the N-domain of ACE to form Ang-(1-5) but it can also inhibit the
function of ACE C-domain [42]. Ang-(1-7) acts as a vasodilator through the inhi-
bition of ACE and, in addition, through the release of NO achieved by the indirect
potentiation of bradykinin [43].

In addition to its vasodilatory properties, Ang-(1-7) interaction with the recep-
tor Mas exerts an antiproliferative effect on vascular smooth muscle cells, fibro-
muscular tissue, and lung cancer cells. Moreover, it can reduce organ remodeling
by limiting hypertrophy and collagen deposition, and thus fibrosis, with subse-
quent improvement in organ functions [41]. A recent study on experimental
models of arthritis [44] showed the anti-inflammatory effects of the Ang-(1-7)
Mas receptor. The activation of Mas, through the use of a Mas agonist, decreased
the release of cytokines (TNF-α and IL-1β), and the rolling and adhesion of leu-
kocytes to the endothelium at the injured site. It also decreased histological
abnormalities and classical signs of inflammation, such as pain and edema. The
authors suggested that Mas receptor agonists may be a novel therapeutic
approach for the treatment of arthritis in humans.

Limited information is available concerning the role of Ang-(1-7) and its
receptor in healthy or diseased lungs. Uhal et al. [45] recently demonstrated the
protective effects of Ang-(1-7) on alveolar epithelial cell survival via the Mas-
mediated inhibition of apoptosis. In fact, Ang-(1-7) inhibits JNK phosphoryla-
tion, caspase activation and nuclear fragmentation, acting through Mas receptors,
blockade of which, conversely, favors apoptosis.

Therapeutic Strategies

The previously reviewed data show that RAS has a role in ALI/ARDS pathogene-
sis. For this reason, several experimental studies have been performed to evaluate
the therapeutic role of RAS modulation in this setting. For example, Hagiwara et
al. [46] developed a model of LPS-induced ALI in rats and showed that therapy
with ACE inhibitors could diminish interstitial edema, alveolar cellular infiltra-
tion and cytokine release, probably via a reduction of Ang II levels and inhibition
of the NF-κB pathway. In a different model of ALI [47], induced by the associa-
tion of chronic ethanol ingestion and endotoxemia, alveolar epithelial permeabil-
ity was improved by therapy with lisinopril or losartan. The same drugs were able
to reduce TGF-β levels in lung tissue and avoid glutathione depletion, thus limit-
ing epithelial dysfunction and oxidative stress. Finally, an experimental model of
oleic acid-induced ALI [48] confirmed that captopril could attenuate pulmonary
injury by protecting the vascular endothelium: The number of circulating endo-
thelial cells in the captopril-treated group was reduced as compared to the control
group, in addition to a decreased expression of intercellular adhesion molecule
(ICAM)-1 and activation of the NF-κB pathway. Captopril treated rats also had a
better PaO2/FiO2 ratio and less edema.

No clinical trial has been performed to investigate the effects of RAS modula-
tion in ARDS patients. However, a retrospective cohort study [49] has been con-
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ducted to assess the effects on survival of prior use of ACE inhibitors in patients
hospitalized with community acquired pneumonia. Prior use of ACE inhibitors
was associated with a lower 30-day mortality.

As far as the ACE2-Ang(1-7)-Mas arm is concerned, the anti-inflammatory
properties of ACE2 have been proposed as therapy for ALI/ARDS. The injection
of recombinant human ACE2 (rhACE2) in Ace2 knockout mice (rescue of pheno-
type) decreased the severity of ALI, and improved ALI/ARDS symptoms in wild
type mice, suggesting that rhACE2 administration may be a novel potential thera-
peutic strategy for ARDS [30]. A study evaluating the therapeutic potential of
rhACE2 in an animal model of LPS-induced lung injury [50] showed that treat-
ment with rhACE2 reduced plasma TNF-α and AngII levels, improving the
inflammatory response and pulmonary edema. Control animals receiving LPS
infusion developed pulmonary hypertension, whereas in the treatment group,
mean pulmonary arterial pressure was reduced (without changes in pulmonary
artery occlusion pressure), indicating a pulmonary vasodilatory function of
ACE2. In addition, rhACE2 treatment improved LPS-induced arterial hypoxemia,
probably because of a more homogeneous perfusion in ACE2 treated animals.

Conclusion

In this chapter, we have reviewed the main evidence concerning the role of RAS
components in ALI/ARDS. In addition to its well known cardiovascular and renal
regulatory properties, the RAS participates in the different phases of inflamma-
tion, from the release of cytokines and the extravasation of leukocytes to matrix
deposition and tissue repair. ALI/ARDS is characterized by a powerful inflamma-
tory response that persists over time and, while attempting to repair the injury,
results in the formation of scar tissue. Although RAS modulation appears a prom-
ising therapeutic strategy, more data need to be collected to elucidate whether it
would be a feasible and clinically effective means of attenuating lung injury.
Enhancement of the effects of the recently discovered ACE-AngII-AT1R arm may
be a potential strategy to decrease the deleterious effects of AngII.
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Introduction

The acute respiratory distress syndrome (ARDS) is a severe inflammatory condi-
tion of the lung, which can be triggered by a number of different pulmonary and
extra-pulmonary insults [1]. The characteristic pathological changes of ARDS
include an exudative phase, with the accumulation of fluid within the lung, the
release of pro-inflammatory cytokines and infiltration of inflammatory cells,
especially neutrophils, into the lung parenchyma. Damage to the alveolar epithe-
lium and pulmonary capillary endothelium occur and patients develop the char-
acteristic histological appearance of diffuse alveolar damage [1]. This manifests
clinically as non-cardiogenic pulmonary edema, which reduces lung compliance
and impairs gas exchange.

Pharmacological interventions to date have had limited success in improving
outcomes [2]. Improvements to supportive care (protective ventilation [3] and
conservative fluid management [4]) are thought to have contributed to the
improved outcomes observed in recent years [5]. β-adrenoceptor agonists (β-ago-
nists) are well established in the treatment of airflow obstruction. In addition to
actions as bronchodilators, they have anti-inflammatory properties, promote the
clearance of alveolar fluid, and promote epithelial and endothelial repair [6]. The
scientific rationale for a potential role in the treatment of ARDS is summarized in
Figure 1. The clinical effectiveness of β-agonists has been the subject of clinical
trials spanning the last 25 years. Despite early studies showing promise, two large
scale randomized controlled trials have recently been terminated on the basis of

Fig. 1. Schematic diagram show-
ing potential therapeutic effects
of β-agonists in acute respira-
tory distress syndrome (ARDS)
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futility and concerns about safety. In this review, we will outline the pre-clinical
evidence for β-agonists and discuss the results of recent clinical trials.

The �-Adrenoceptor in the Lung

The β-adrenoceptor is a transmembrane G-protein-coupled receptor linked to
adenylate cyclase (AC). Activation of the β-adrenoceptor stimulates an increase in
the production of cAMP from adenosine triphosphate by this enzyme [7]. There
are three distinct β-adrenoceptor subtypes: β1, β2 and β3, with different distribu-
tions, effects and genetics. β1 receptors are primarily present within the heart,
and β3 receptors present principally in adipocytes, but also found on lung endo-
thelial cells. β2 receptors are the most important pulmonary adrenoceptor sub-
type, present in increasing numbers with each generation of airway branching;
greatest amounts are, therefore, present in the distal airways and alveoli where
they are expressed on the surface of alveolar type I and type II cells [8].

�-Agonists Improve Alveolar Fluid Clearance

The presence of non-cardiogenic pulmonary edema is central to the pathophysi-
ology and outcome of ARDS [9]. The most well studied mechanism for the clear-
ance of alveolar fluid is the active transport of ions across the alveolar epithelium,
creating an osmotic gradient for the subsequent movement of fluid. There is good
evidence that transported sodium ions are the main driver for this process, enter-
ing the alveolar cell through amiloride-sensitive Na+ channel (ENaC) or other cat-
ionic channels on the apical alveolar cell surface, and actively transported out by
Na+-K+-ATPase on the basal surface [10]. The role of chloride ions is less well
characterized; although they must follow sodium ions to maintain electro-neu-
trality, the pathway through which they move is as yet unidentified. Until recently,
alveolar type II cells were thought to be responsible for the majority of ion trans-
port. Sodium and chloride channels have recently been found on the more
numerous alveolar type I cells, which may indicate a significant functional role. A
contribution to this process may also be made by the distal airway epithelium.

β-agonists up-regulate the transport of both sodium and chloride ions through
the increase in intracellular cAMP caused by β-adrenoceptor stimulation. A num-
ber of mechanisms have been proposed by which ion transport is increased by
raised cAMP levels, including a greater sodium channel open probability, changes
in the phosphorylation of the Na+-K+-ATPase α-subunit, greater delivery of ENaC
and Na+-K+-ATPase, and increased chloride transport by the cystic fibrosis trans-
membrane conductance regulator [6, 10].

A higher rate of alveolar fluid clearance following β-agonist administration has
been demonstrated in a number of experimental animal models [6], as well as the
ex vivo human lung [11]. Additionally, over-expression of the epithelial β-adreno-
ceptor induced a higher rate of lung edema clearance in a rat lung injury model,
increasing sensitivity to endogenous catecholamines [12].
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The Anti-Inflammatory Effects of �-Agonists

There is a well recognized interaction between the sympathetic nervous system
and the immune response, and β-adrenoceptors are present on many of the cells
that have relevance in the development of ARDS, including macrophages, T-lym-
phocytes and neutrophils. ARDS is usually associated with an intense alveolar
neutrophilia. Neutrophils migrate into the lungs, within hours of the causative
insult, and their numbers correlate with severity of disease, and with mortality
when persistently high numbers are seen [13]. β-agonists decrease neutrophil-
related inflammation, and this may therefore confer a therapeutic benefit [6, 14].
β-agonists reduce neutrophil adhesion to bronchial epithelial and endothelial cells
[15], which may contribute to the reduced neutrophil accumulation within the
alveolar space. β-agonists also decrease neutrophil production of cytotoxic reac-
tive oxygen species (ROS) in vitro. In a human model of acute lung injury (ALI),
pre-treatment of health volunteers with inhaled salmeterol prior to lipopolysac-
charide (LPS) inhalation attenuated neutrophil infiltration into the lung, myelope-
roxidase (MPO) release and tumor necrosis factor (TNF)-α production [16].

Pro-inflammatory stimulation in the pathogenesis of ARDS is mediated within
individual cells through the transcription factor, nuclear factor-κB (NF-κB). This
cytosolic protein relocates to the nucleus under the influence of pro-inflamma-
tory cytokines, where it binds to specific regions of DNA and in so doing
increases the transcription of various inflammatory gene products. To allow
movement into the nucleus, the endogenous inhibitor of this protein; inhibitor-κB
(I-κB), must dissociate from the protein. During tissue inflammation cytosolic
levels of I-κB decrease and increased activity of NF-κB is seen. This decrease in
I-κB levels is reversed by the action of β-agonists. In the setting of LPS stimula-
tion of human mononuclear cells, β-agonists act in a protein kinase A and cAMP
dependent manner to increase cytosolic I-κB and thereby inhibit the pro-inflam-
matory action of NF-κB [17].

The interaction between β-agonists and the inflammatory response is, how-
ever, not straightforward. Although in the presence of inflammation, β-agonists
have anti-inflammatory properties, in the absence of pro-inflammatory stimula-
tion they themselves can be pro-inflammatory. In vitro, unstimulated macro-
phages exposed to β-agonists, increase their production of pro-inflammatory
cytokines, such as interleukin (IL)-1β and IL-6 [18]. Increases in inflammatory
mediator concentrations are also seen in β-agonist stimulation of skeletal muscle,
fibroblasts and adipocytes, through β-adrenoceptor and non-β-adrenoceptor
pathways.

�-Agonist Effects on Alveolar Epithelial and Endothelial Repair

The alveolar capillary barrier is comprised of the capillary endothelium, the
interstitial space including the basement membrane and the extracellular matrix,
and the alveolar epithelium. During ALI there is significant damage to all three
structures. The clinical importance of this is highlighted by the findings that
markers of endothelial damage (von Willebrand factor [vWF]) and epithelial cell
damage (KL-6 or receptor for advanced glycation end products [RAGE]) are ele-
vated in those who die from ARDS. Efficient alveolar epithelial repair is therefore
important for ARDS patients’ recovery.
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Several different lines of research suggest that β-agonists may reduce endothelial
damage or enhance repair in models of lung injury. Evidence for endothelial pro-
tection comes from the findings that in experimental acid-induced lung injury,
β-agonists and cAMP donors significantly reduced lung endothelial cell perme-
ability. In vitro thrombin-induced pulmonary endothelial permeability is reduced
by β-agonists by directly maintaining actin filaments and the shape of endothelial
cells [19]. Ischemia-reperfusion injury of the pulmonary endothelium is attenu-
ated by agents that increase intracellular cAMP such as β-agonists, a feature that
is of specific interest in the prevention of damage to the lung in non-heart beating
organ donation, but is also relevant to all conditions that involve injury to the
alveolar-capillary membrane [20].

Evidence for a role of β-agonists in epithelial repair comes from in vitro stud-
ies showing that β agonists stimulate the closure of mechanically induced wounds
of epithelial monolayers by increasing cAMP and activating protein kinase A
(PKA). Incubating bronchoalveolar lavage (BAL) fluid from patients with ARDS
who had received treatment with intravenous salbutamol enhanced in vitro epi-
thelial wound repair [21].

Clinical Studies Of �-Agonists In ARDS

Early Studies

The key elements of each trial are summarized in Table 1. The first clinical trial
of β-agonists took place over 25 years ago. Basran et al. conducted an open label
trial which examined the effect of a 7 g/kg infusion of terbutaline on lung vascu-
lar permeability in 10 ventilated patients with ARDS [22]. Lung vascular perme-
ability was measured by recording the pulmonary accumulation of radio-labelled
transferrin. There was no overall change in lung vascular permeability; however,
the five patients who demonstrated a reduction in plasma protein accumulation
index survived as opposed to the five patients who showed no improvement (or
worsening) of plasma protein accumulation index.

Subsequent trials focused on the effects of β-agonist therapy on pulmonary
mechanics. The increase in cAMP levels caused by β-adrenoceptor stimulation
promotes bronchial smooth muscle relaxation which results in bronchodilation,
reducing airways resistance and the pressures required for adequate mechanical
ventilation. Pesenti et al. studied the effect of an intravenous infusion of salbuta-
mol in seven mechanically ventilated, paralyzed patients with ARDS [23]. Inspira-
tory resistance (maximal [total] and minimum [ohmic airway resistance]) and
respiratory system compliance were measured at different levels of positive end-
expiratory pressure (PEEP) before and 30 minutes after a continuous intravenous
infusion of 15 g/min salbutamol. Treatment with salbutamol reduced maximum
and minimum inspiratory resistances (from 6.48 2.56 to 4.67 1.74 and from
4.06 2.12 to 2.07 0.95 cmH2O/l/sec, respectively) but had no effect on effec-
tive additional resistance or respiratory system compliance.

Wright et al. conducted the first randomized controlled crossover trial of
β-agonists in the treatment of ARDS [24]. In this study, eight patients with ARDS
were randomized to receive 1 ml of 0.5 % metaproterenol solution mixed with
3 ml of normal saline solution, or 4 ml solution of normal saline solution (pla-
cebo). Six hours later, treatment arms were crossed over and the opposite regime
administered to the same patient. Lung mechanics, shunt fraction, dead space
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and oxygenation were measured at baseline, 30, 60 and 120 minutes. Aerosolized
metaproterenol promptly reduced peak and plateau airway pressure and airway
resistance whereas dynamic compliance increased. The effects persisted over the
2 hours of the study. Total compliance also increased as did oxygenation but the
changes did not reach statistical significance. There was no effect on minute ven-
tilation, pulmonary shunt fraction or deadspace.

In a subsequent cohort study, the effect of 1 mg nebulized salbutamol was
examined in 11 patients with ARDS [25]. Compared to baseline, nebulized salbu-
tamol was associated with modest reduction in peak and plateau airway pressures
(4.9 0.8 cmH2O and 2.1 0.6 cmH2O, respectively), intrinsic PEEP (1.9 0.5
cmH2O) and minimal respiratory resistance (1.9+/-0.3 cmH2O/l/s). Additional
resistance, static compliance, oxygenation, heart rate and blood pressure did not
change.

Recent Studies

A retrospective chart review of 86 adult patients with ALI found that patients
with ALI who also received high dose nebulized salbutamol (2.5–6.4 mg/day) had
significantly more days alive and free of ALI (n = 22, 12.2 [4.4] days) compared
with the group receiving 2.4 mg/day (n = 64, 7.6 [1.9] days). There were no dif-
ferences in non-pulmonary organ failure or hospital mortality rates (48 % vs
50 %) [26]. After adjustment for differences in case mix between the groups, high
dose salbutamol remained independently associated with the number of days
alive and free of ALI in a multivariate model.

The β-agonist Lung Injury Trial (BALTI-1) [27] was a phase II prospective ran-
domized, double blind, placebo-controlled and the first study in humans to evalu-
ate the effect of β-agonists on lung water. This single center study randomized 40
adult patients with ARDS to an intravenous infusion of salbutamol 15 g/kg/hr
for 7 days and serially recorded the effect on extravascular lung water (EVLW).
The study demonstrated that salbutamol significantly reduced lung water at day
7 (mean [SD] 9.2 [6] vs. 13.2 [3] ml/kg, p = 0.038), alveolar capillary permeability
[21] and plateau airway pressures compared to placebo and showed a trend
towards reduced lung injury score (LIS). There were no differences in alveolar
neutrophil sequestration or inflammatory cytokines [14]. The study protocol
included a dose titration algorithm in the event of new onset tachycardia or
arrhythmia. Nineteen patients received intravenous salbutamol for a total of 2,148
hours. Five patients in the salbutamol arm developed new onset of supraventricu-
lar arrhythmia compared to two patients in the placebo group (p = 0.2). No
patients sustained serious ventricular arrhythmias. Heart rates were higher in the
salbutamol group (average difference at day 1 of 11 beats per min [bpm])
although this was not statistically significant. There were no substantial differ-
ences in electrolyte or lactate concentrations between salbutamol and placebo
arms.

Licker et al. examined the use of nebulized salbutamol compared to ipratro-
pium bromide in a randomized controlled crossover trial in 21 patients following
lung resection who were at risk of, but had not developed ALI [28]. These authors
found a significant reduction in EVLW, pulmonary vascular permeability index
and an improvement in PaO2/FiO2 ratio and increased cardiac output on the first
postoperative day in the salbutamol arm. The authors concluded that aerosolized
salbutamol accelerates the resolution of lung edema, improves blood oxygenation,

188 C.R. Bassford, D.R. Thickett, and G.D. Perkins

V



and stimulates cardiovascular function after lung resection in high-risk patients.
Although EVLW has been shown to be an independent predictor of outcome in
ARDS [29], its use as a trial outcome has been criticized as decreases in lung per-
fusion because of worsening disease and non-linear thermal wash-out present in
heterogeneously diseased lung may be erroneously interpreted as an improve-
ment in lung edema [30].

The AlbuteroL for the Treatment of ALI (ALTA) study was a multicenter, ran-
domized controlled trial of nebulized salbutamol in patients with ALI run by
ARDSnet investigators [31]. This double blind, placebo controlled trial allocated
patients to receive either salbutamol 5 mg every four hours or saline placebo for
up to 10 days. The primary outcome for the trial was ventilator-free days. The
trial started in August 2007 and set out to recruit up to 1000 patients with ALI.
The trial was terminated by the Data Monitoring and Safety Board on the gro-
unds of futility after 282 patients had been enrolled. There were no significant
differences in the number of ventilator-free days between salbutamol and placebo
arms (14.4 vs 16.6 days, 95 % confidence interval [CI] difference –4.7 to 0.3 days,
p = 0.087). There was no difference in hospital mortality rates (23.0 and 17.7 %;
95 % CI difference – 4.0 to 14.7 %, p = 0.30). There were no differences in plateau
airway pressure, minute ventilation or oxygenation index between groups.
Although heart rates were significantly higher in the salbutamol arm (average 4
bpm), there was no difference in rates of new atrial fibrillation (10 % in both
groups) or other cardiac arrhythmias. There were no differences in IL-6 and IL-8
at baseline or on day 3.

The BALTI-2 trial [32, 33] sought to extend the results of BALTI-1 and deter-
mine whether treatment with intravenous salbutamol (15 g/kg/h) early in the
course of ARDS would improve clinical outcomes. The trial commenced in
December 2006 with the target of recruiting 1334 patients but was terminated in
March 2010 due to safety concerns after the second interim analysis showed a sig-
nificant (p = 0.02) adverse effect of salbutamol on 28-day mortality and the
99.8 % CI excluded a benefit for salbutamol of the size anticipated in the protocol.
The final analysis confirmed that intravenous salbutamol increased 28-day mor-
tality (salbutamol group 34.2 % [55/161], placebo group 23.3 % [38/163]; risk
ratio 1·47, 95 % CI 1.03–2.08). The increase in mortality was associated with a
reduction in the number of ventilator-free days (mean difference -2.7 days, 95 %
CI -4.7 to -0.7 days) and organ failure-free days (mean difference -2.3 days, 95 %
CI -4.5 to -0.1 days). The risks of developing a tachycardia, new arrhythmia, or
lactic acidosis severe enough to warrant stopping the study drug were substan-
tially higher in the salbutamol group (23 [14.3 %] versus 2 [1.2 %]; risk ratio
11·71, 95 % CI 2.81 to 48.88).

Ongoing Clinical Trials

A search of the International Standard Randomized Controlled Trial Number
(ISRCTN) register and Clinicaltrials.gov for trials using β-agonists in ARDS iden-
tified two additional trials. The BALTI-prevention study is a double blind placebo
controlled trial investigating whether inhalation of the long acting β-agonist sal-
meterol can prevent the development of ALI in patients undergoing esophagec-
tomy (ISRCTN47481946)[34]. The trial completed recruitment in June 2011 and is
due to report in 2012 when follow-up is complete. A second study, the Beta-ago-
nists for Oxygenation in Lung Donors (BOLD) is testing the effect of nebulized
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salbutamol on oxygenation and lung transplantation rates in brain dead organ
donors. This study has completed recruitment and is due to report shortly.

What are the Possible Reasons for Failure of �-Agonists to Improve
Outcomes in ARDS?

Adverse Cardiac Effects

Salbutamol is known to have arrhythmia- and tachycardia-inducing properties.
Traditional teaching is that β–adrenoceptors in the heart are of the β-1 subtype;
however up to one third of the β-adrenoceptors in the atria and ventricles are β-
2. The electrophysiological changes seen in patients treated with salbutamol are
attributed to stimulation of these β-2 receptors. This myocardial stimulation has
the potential to result in increased myocardial oxygen demand, with detrimental
effects on myocardial function, especially in hypoxic ARDS patients. In a study of
patients with acute severe asthma, of the 129 patients given inhaled salbutamol,
there was an increase in the incidence of ventricular and supraventricular ectopic
beats, but none of the patients had a clinically significant arrhythmia; this study
excluded hypoxic patients, however [35]. In a large case-control study which
enrolled elderly patients with chronic obstructive pulmonary disease (COPD), a
dose response relationship was identified between prescription of a β-agonist and
subsequent development of an acute coronary syndrome [36]. Many patients with
critical illness have comorbid cardiovascular disease. It is, therefore, possible that
some patients experienced adverse cardiovascular events including occult cardiac
ischemia. These adverse effects may, therefore, limit any benefit associated with
alveolar fluid balance.

Vasodilatation

Salbutamol is known to induce vasodilatation, an effect which precedes its bron-
chodilatory properties. This phenomenon and the increase in cardiac output
cause an increase in ventilation/perfusion mis-match in patients when salbutamol
is administered by the intravenous route. In a canine model of ALI, treatment
with intravenous terbutaline increased cardiac index, aggravating capillary-alveo-
lar macromolecular leakage [37]. A third possibility is the downregulation of β-
agonist receptors (tachyphylaxis) during sustained treatment with β-agonists.
Although most experimental studies suggest this is a minor factor it has been
described in some models [38].

Biochemical Effects and Lactic Acidosis

Biochemical effects of salbutamol are known to include the induction of hypokale-
mia and hypomagnesemia. The BALTI-1 trial showed no significant difference in
plasma electrolyte concentrations between placebo treated and salbutamol treated
groups. The risks of developing a tachycardia, new arrhythmia, or lactic acidosis,
severe enough to warrant stopping the study drug, were substantially higher in the
salbutamol group than in the placebo group in the BALTI-2 trial [33].

Lactic acidosis is also a recognized side effect of intravenous and nebulized β2
agonists [39]. This effect is probably mediated by β2-adrenoreceptors and is
thought to be due to an increase in skeletal muscle glycogenolysis and a subse-
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quent rise in peripheral lactate production. Splanchnic glucose production and
lactate extraction are also increased, as a result of increases in hepatic glycogenol-
ysis and gluconeogenesis. Acidosis does not develop until the bicarbonate buffer-
ing system is saturated, and this usually does not occur until lactate concentra-
tions exceed 5 mmol/l [40]. In the BALTI-1 study there was no significant differ-
ence in the incidence of lactic acidosis between the placebo and treatment arms
of the study, and no patients had their infusion discontinued because of lactic aci-
dosis. It should be noted however that this study was not statistically powered to
detect such a difference in this adverse event.

Dosage and Route of Administration

The nebulized route for administration of β-agonists is better tolerated with fewer
adverse side effects than the intravenous route. However, a limitation of the nebu-
lized route is the lack of certainty that the drug reaches the required site of
action, particularly in the setting of ALI which is characterized by injured, fluid
filled alveoli. Although the ALTA investigators had preliminary evidence that neb-
ulized salbutamol achieved drug concentrations of 10-6 M in undiluted pulmonary
edema fluid [41], there remains uncertainty as to whether the drug reached the
required site of action.

The dose of salbutamol used in the BALTI-2 trial (15 g/kg/h) was selected
after an early dose ranging study identified it to be the maximum dose that criti-
cally ill patients could receive without an increase in ventricular, atrial tachycar-
dia or ectopy. This dose was used in the BALTI-1 study and achieved plasma lev-
els of salbutamol (10-6 M) [14] which are associated with a 100 % increase in basal
alveolar fluid clearance in animal models of ARDS. This dose is at the higher end
of the manufacturer’s recommended dosing regimen. It is possible, therefore, that
a lower dose of salbutamol might have been better tolerated so the conclusions
from the BALTI studies only relate to the dose given.

Conclusion

Over three decades of intense research activity has examined the potential role
that β-agonists could play in the treatment of ARDS. Pre-clinical trials suggested
that these drugs could accelerate alveolar fluid clearance, may have beneficial
immunomodulatory effects and may reduce alveolar-epithelial permeability. A
small phase 2 randomized controlled trial demonstrated proof of concept by
showing that a sustained infusion of intravenous salbutamol reduced EVLW in
patients with ARDS. Despite this preliminary evidence, the early promise has not
held up to robust testing in the context of multicenter clinical trials. The ALTA
trial was terminated on the grounds of futility after it became clear that salbuta-
mol did not affect ventilator-free days. The BALTI-2 trial was terminated for simi-
lar reasons alongside concerns about safety and tolerability. Together these find-
ings suggest that the routine administration of β-agonists as a treatment for
ARDS should be avoided.
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Introduction

Acute lung injury (ALI) is a clinical syndrome characterized by impairment in
gas exchange and/or lung mechanics that leads to hypoxemia and increased work
of breathing (WOB). When respiratory failure occurs, most patients require
mechanical ventilation. This clinical scenario is related to high morbidity and
mortality rates.

There have been large amounts of research on the pathogenetic mechanisms of
lung injury, which include changes in alveolocapillary permeability, the inflam-
matory response, extracellular matrix remodeling and abnormal alveolar micro-
mechanics. In spite of this knowledge, no effective therapy, other than treating
the initial cause of injury and providing supportive treatment, has been shown to
have a significant clinical benefit. Fortunately, the cause of ALI is known in most
cases, so specific therapy can be initiated (e.g., antibiotics in sepsis, surgery when
appropriate). In other cases, the cause is time-limited, such as in aspiration pneu-
monitis or polytrauma. However, even in these cases, ALI may persist beyond the
initial insult. In this setting, restoration of normal lung structure and function is
of paramount importance for survival.

There is increasing evidence of the lung’s capacity to repair itself. This process
involves an interplay between various cellular and molecular mechanisms, includ-
ing resolution of edema and inflammation, cell proliferation and tissue remodel-
ing. Moreover, it is possible that some of these mechanisms, activated early in the
response to injury, are essential for normal repair later on. With this in mind,
timing of a therapeutic intervention becomes a critical issue, as blockade of one
mediator may prevent injury when administered early, but also impair the repair
phase. Moreover, strategies aimed at promoting repair could represent a new
alternative for patients with ALI.

Knowledge of the repair mechanisms could, therefore, be the next step to
understanding the lung response to injury. In this review, we will summarize
some of these mechanisms and discuss their relevance as potential therapeutic
targets in ALI.

An Overview of the Repair Process

The lung response to an injurious stimulus involves transduction of the danger
signal into a biochemical response. Depending on the cause, there are many path-
ways that can be activated. For instance, bacterial antigens may trigger an inflam-
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matory response by activating any of the Toll-like receptors (TLR). Chemical
agents induce cell membrane damage and, in some cases, oxidative stress, leading
to the activation of a number of intracellular kinases. Mechanical stress, such as
positive pressure ventilation, can also precipitate a biological response after a
mechanotransduction process [1].

In addition to exogenous causes, an endogenous system detects tissue and cell
damage and triggers the physiological response. Alarmins, a subgroup of mole-
cules of a larger set called DAMPs (damage-associated molecular patterns), lead
to this system. Structurally different, these endogenous molecules are released in
response to tissue damage by dead cells and local inflammatory cells (alveolar
macrophages in the case of lung), activating and recruiting immune cells through
binding to different receptors, such as TLR, interleukin-1 receptor (IL-1R) and
RAGE (receptor of advanced glycation end-products)[2], thereby activating the
pro-inflammatory pathway. Irrespective of the cause, these signals converge in a
group of transcription factors (e.g., nuclear factor-kappa B [NF-κB], activator
protein [AP]-1), which induce the synthesis of new molecules that ultimately
mediate the inflammatory response to the aggression. Hallmarks of this response
are the increased alveolocapillary permeability, which causes a protein-rich
edema, the neutrophil infiltrate (recruited from the circulation in response to
chemokines), and the release of a wide variety of mediators, such as cyto- and
chemokines, proteases, eicosanoids and growth factors, into the extracellular
space. Figure 1 summarizes this process. During this stage, pneumocyte death due
to apoptosis (in response to released mediators) and/or necrosis (caused by tox-
ins, proteases...) results in exposure of the basement membrane of the alveolar
epithelium.

Fig. 1. Overview of the injury and repair mechanisms in an alveolus. a The normal alveolus is formed
by type I and type II alveolar cells. The former cover the majority of the alveolar area, and the latter
are reduced in number. b After acute lung injury, the inflammatory response results in the recruitment
of neutrophils from the circulation, the development of alveolar edema and the deposition of collagen
fibers. The necrotic alveolar cells are detached from the basement membrane. c During the repair
phase, the alveolar fluid is reabsorbed, the inflammatory response attenuated, and type II alveolar cells
(among others) proliferate and differentiate into type I pneumocytes. In this phase, collagen fibers may
facilitate cellular migration. d Finally, digestion of the collagen scar is needed for complete normaliza-
tion of lung functions.
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One of the key steps in the tissue response is the deposition of collagen fibers at
the sites of injury. Similarly to what happens in skin wounds, lung fibroblasts
release procollagen peptides into the extracellular space, in order to create a scar.
This is probably an attempt to keep the lung structure as intact as possible. So
collagen deposition must not be viewed as a late response to abnormal healing,
but as an early phenomenon. Some experimental studies corroborate this early
onset of collagen deposition [3]. Moreover, patients show an increase in procolla-
gen levels in the first 48 hours after meeting ALI criteria [4].

Tissue repair involves a variety of mechanisms including edema reabsorption,
resolution of inflammation and cell proliferation in order to repopulate the alveo-
lar epithelium (Fig. 1c). Lung edema clearance is a crucial step. It has been docu-
mented that mild alveolar injury results in increased alveolar fluid reabsorption.
However, in severe cases, the injured pneumocytes cannot sustain the active
transport of ions and water across the epithelium. Therefore, cell integrity is
essential for edema clearance. The molecular mechanisms of ion and water trans-
port in lung exceed the scope of this article, and have been reviewed elsewhere
[5]. Regulation of the inflammatory response is a complex mechanism that
requires interplay between several immune mediators [6]. Some anti-inflamma-
tory cytokines, IL-10 being the most studied, are released even during a pro-
inflammatory response as a negative feedback mechanism. When the pro-inflam-
matory pathways are downregulated (i.e., after cessation of the stimulus), these
anti-inflammatory mediators decrease cytokine expression. Apoptosis of inflam-
matory cells (mainly neutrophils) has also been documented when pro-survival
signals, such as granulocyte-colony stimulating factor (G-CSF), disappear. Alveo-
lar macrophages also play a role in this phase engulfing death cells.

Finally, the regeneration of the alveolar structure requires the proliferation and
differentiation of some progenitors into type I pneumocytes (Fig. 2). Different
growth factors (e.g. epidermic [EGF], keratinocyte [KGF] or hepatic growth fac-
tor [HGF]), acting through tyrosin-kinase receptors, promote cell proliferation.
The cell lines implicated in this step are a matter of research, stimulated by the
growing interest in stem cells and regenerative medicine [7]. Endogenous progen-
itor cells include both resident stem cells and bone marrow-derived cells. Regard-
ing the first, type II pneumocytes proliferate after injury and can originate type
I cells. This has been demonstrated after pneumonectomy, hyperoxia or repeated

Fig. 2. Cell proliferation in control mice a and during the repair phase after ventilator-induced lung
injury b. Some cells (arrows) show positive staining for Ki-67, a marker of cell proliferation.
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bleomycin instillation in mice. Moreover, bone marrow-derived stem cells could
also participate in alveolar repair, although data on the engraftment and differen-
tiation of these cells are more focused on their therapeutic use than to clarify
their role in the normal repair process. In addition, other cell types may also play
a role in alveolar regeneration. Lung mesenchymal cells are activated after ALI
and, in addition to collagen synthesis, they may secrete growth factors and even
modulate the immune response by secreting anti-inflammatory cytokines [8].

The previously formed collagen scar can facilitate cell attachment to keep the
alveolar structure. Again, collagen synthesis should be viewed as part of the nor-
mal healing process. However, excessive collagen deposition may impair gas
exchange and lung mechanics. So, in order to restore normal respiratory func-
tion, the previously formed scar must be processed and removed (Fig. 1d). This
can be carried out by matrix metalloproteinases (MMPs), a family of enzymes
that can digest virtually all types of extracellular fibers [9]. One of the most
important sources of MMPs is inflammatory cells (neutrophils and macrophages
contain significant amounts of MMP-8 and MMP-9). Therefore, it can be hypothe-
sized that the inflammatory response is important for adequate lung repair, and
that MMPs are one of the links between these two phenomena. The underlying
mechanisms that regulate this step in ALI are unknown, but knowledge of these
mechanisms could help clarify why some patients develop a severe fibrotic
response, which can cause long-term disabilities.

The Special Case of Repair after Ventilator-induced Lung Injury

Ventilation with high tidal volumes or transpulmonary pressures may cause
severe injury to the lungs. In experimental models, there is a clear causality rela-
tionship between ventilatory settings and so-called ventilator-induced lung injury
(VILI). Although this relationship is less clear in patients, especially those with
previous ALI, the development of ventilatory strategies aimed to avoid further
lung injury has been shown to decrease mortality. Therefore, although experi-
mental models of VILI cannot be directly extrapolated to critically ill patients,
they highlight the mechanisms of injury and repair involved.

A few studies have focused on repair after VILI, giving some insights into this
process. The first was published by Nin et al. in 2008 [10]. These authors submit-
ted Sprague-Dawley rats to injurious ventilation for one hour, reestablishing
spontaneous breathing and letting them recover. Histological studies showed a
significant reduction in capillary congestion, interstitial edema, type-I pneumo-
cyte necrosis and hyaline membrane formation after 24 hours of recovery, reach-
ing normality after 72 hours. Inflammatory markers showed a similar pattern.
Aortic vascular and pulmonary microvessel responses to acetylcholine and nor-
epinephrine were impaired and returned to normal at 168 and 72 hours respec-
tively. This study demonstrated that VILI can revert rapidly after spontaneous
breathing is reestablished.

In another study, Gonzalez-Lopez et al. [11] submitted CD1 mice to a combina-
tion of two ventilator strategies. One group was ventilated for 90 minutes with
high pressures and another group was ventilated with the same strategy followed
by up to 4 hours of protective ventilation. Histological score, pulmonary edema,
alveolar permeability and tumor necrosis factor (TNF)-α increased during injury
and returned to baseline values during repair. Later comparisons of the repair
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phase showed that survivors had higher pneumocyte proliferation and leukocyte
infiltration and lower alveolar permeability and collagen content than non-survi-
vors. MMP-2 levels were also increased in survivors. This MMP improves wound
healing in ex vivo models using mice and human alveolar epithelial cell lines.
Taken together, these studies suggest that an appropriate inflammatory response
and tissue remodeling are key events during repair.

The Role of Inflammation In Tissue Damage and Repair

Inflammation is necessary for the development of a proper response to the insult,
but it can damage the tissue where it takes place. Inflammation leads initially to
an alteration in homeostasis, during which tissue partially sacrifices cellular and
extracellular matrix integrity and tissue functionality for the benefit of a quick
response. A good example of this compromise is the early recruitment of immune
cells to the site of injury. The first cells arriving are neutrophils [12]. Representing
70 % of total circulating leukocytes, these cells are rapid responders to chemoki-
nes, appearing in the lungs a few minutes after initial injury. But this recruitment
has a price for lung integrity; after migrating through endothelial cells and before
arriving in the alveolar space, leukocytes find the basement membrane, a highly
organized extracellular matrix mainly composed of four families of glycoproteins
(laminin, collagen type IV isoforms, nidogen and heparan sulfate proteoglycans).
The basement membrane is actively involved in leukocyte recruitment by its
potential to bind and release cytokines and chemotactic factors. The only way
neutrophils can cross this barrier is by proteolytic degradation [13], contributing
to further damage of lung structure. Once in the lung, the release of a variety of
alarmins, free oxygen radicals, leukotrienes, proteases and other pro-inflamma-
tory molecules maintain the inflammatory state, thereby contributing to the ALI
phase.

The role of proteases, especially of MMPs, in the pathogenesis of ALI has been
controversial. Extracellular matrix processing releases some bioactive molecules.
For example, type I collagen degradation generates an acetylated tripeptide with
similar chemotactic activity to IL-8 [14]; moreover, MMPs process many immune
mediators, like pro- and anti-inflammatory cytokines and chemokines, altering
their activity (e.g., IL-1β, transforming growth factor [TGF]β and lipopolysaccha-
ride-induced CXC chemokine [LIX] activation and macrophage inflammatory
protein [MIP]-1α inactivation) and bioavailability (TNF-α and TGFβ release from
cell surface and extracellular matrix, respectively) [15]. Their ability to regulate
the inflammatory mediators and degrade collagen fibers also makes MMPs key
elements in the later stages of inflammation, when resolution and repair of the
injured tissue are of paramount importance. In a model of liver injury, it has been
demonstrated that neutropenic animals develop more severe fibrosis, probably
due to the lack of MMPs (released by neutrophils) in the repair phase [16]. A sim-
ilar dependence between inflammation and collagenolysis in the lung has not
been demonstrated, but these findings warrant more research.

Research on models of lung injury using knock-out mice for single MMPs,
such as MMP-2, MMP-3, MMP-7, MMP-8 and MMP-9, has shed some light on this
issue. MMP-2 [11], MMP-7 [17] and MMP-9 [18] have been shown to be involved
in alveolar epithelial repair in experimental models of wound healing. Further-
more, a model of VILI [19] demonstrated that MMP-9 function is worth preserv-
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ing, given that mice deficient in this protease had increased levels of lung injury.
On the other hand, MMP-3 may be detrimental, as mice lacking this MMP were
protected against lung injury caused by administration of nonspecific IgG [20] or
bleomycin [21]. Regarding MMP-8, this protease has shown different effects
depending on the experimental model. It has a detrimental role in models of VILI
[22] and lung fibrosis, due to IL-10 cleavage [23]. However, this enzyme may be
beneficial after lipopolysaccharide (LPS) or hyperoxia exposition [24]. Moreover,
it may have a role in resolution stages of ALI, as it seems to be involved in neu-
trophil apoptosis through modulation of IL-4 levels [25].

Therefore, this complex family serves not only to regulate the influx and clear-
ance of leukocytes and the inflammatory process itself, but also the removal of
excess deposits of collagen fibers released by fibroblasts during ALI. It is becom-
ing clearer that pharmacotherapy should be aimed at blocking specific MMPs
during the early stages of ALI, in order to avoid destruction of the basement
membrane and extracellular matrix caused by their proteolytic action. Although
this could have an initial benefit it may turn detrimental to the repair process if
treatment is continued.

Signs of Tissue Repair in Patients

The assessment of lung repair in patients could be of great interest because of its
prognostic relevance in ALI patients. However, measurement of any mediator
involved in tissue repair has one fundamental limitation: If a patient shows high
levels of a given marker, it could be due to ongoing repair and, therefore, associ-
ated with a good prognosis. However, the same high levels could also be due to
massive injury triggering a full-blown response. In this case, the outcome may
not be so good.

Collagen levels illustrate this two-sided interpretation of biomarkers. As men-
tioned before, collagen deposition is an early event during ALI. Increased levels of
procollagen in pulmonary edema fluid may have a prognostic significance in
patients with ALI. For instance, Chesnutt et al. [26] reported that a procollagen
concentration above 1.75 U/ml had a positive predictive value for death of 0.75.
However, a recent article by Quesnel et al. [27] showed that patients with ALI/
acute respiratory distress syndrome (ARDS) with fibroblasts in their alveolar fluid
had increased levels of type I procollagen, a decreased pro-inflammatory response
(lower neutrophil count, decreased IL-8 levels), and improved prognosis, suggest-
ing a switch from inflammation and tissue destruction to alveolar repair.

Research on the prognostic value of MMP-9 has yielded similar conflicting
results. Abundance of this protease in bronchoalveolar lavage (BAL) fluid has
been related to a worse outcome. However, MMP-9 has shown a protective role in
experimental models of lung injury [19, 28], and a clinical study demonstrated
that this enzyme could have therapeutic value (see below). Finally, the prognostic
value of growth factors in ALI was addressed years ago by Verghese et al. [29].
Lower levels of HGF and KGF were found in survivors. Although these mediators
promote cell proliferation, differentiation and, ultimately, alveolar repair, their
presence reflects a worse outcome. But, as the authors of the article discussed, the
increased levels in non-survivors may be a marker of more severe injury.

Collectively, published results suggest that measurement of a single biomarker
in patients can be misleading, as it can reflect both the severity of the injury and
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the subsequent healing process. An accurate prediction may require complex rea-
soning that takes into account the initial conditions but also the host’s biological
response. Therefore, an approach based on multiple markers could offer an alter-
native to monitor the course of this disease in patients.

Therapeutic Strategies Aimed At Lung Repair

Since identification of the pathways involved in lung injury, most literature has
been focused on the use of therapies aimed at reducing ALI by truncating the
inflammatory response. Unfortunately, none of these strategies has been success-
fully applied in the clinical practice. Recently, a significant number of studies
have centered their efforts on enhancing the repair process using different
approaches, ranging from the use of biocompatible materials or cells to the thera-
peutic use of mediators aimed at promoting cell proliferation, migration and dif-
ferentiation. Figure 3 summarizes the different therapeutic targets aimed at favor-
ing lung repair.

In many cases, these studies are still at the in vitro stages, such as the use of
vimentin to improve wound repair [30], or just suggest a possible beneficial role
(e.g., connexins [31], adrenomedullin [32] or a possible modulation of the tran-
scription factors, FoxM1 and Runx3 [33, 34]) and need further research to prove
their viability in vivo. Improvement of plasma membrane repair is a possible
direct treatment. A recent study in an ex vivo model using an amphiphilic macro-
molecule (Poloxamer 188) with sealing properties showed signs of membrane
repair in alveolar resident cells and an improvement in conventional measures of
lung injury [35].

Enhancement of the epithelial repopulation is a promising therapeutic target
that could be achieved in different ways. In recent years, therapy using stem cells
is gaining considerable interest. It has been demonstrated that these cells are
active players in lung repair [36]. In spite of doubts about their safety and the

Fig. 3. Therapeutic approaches to promote lung repair. a Direct repair of the plasma membrane could
be achieved using amphipathic compounds that seal injured membranes. b Exogenous stem cells to
repair the denuded areas. c Administration of growth factors to stimulate the proliferation of endoge-
nous stem cells. d and e Stimulation (d) or selective blockade (e) of different matrix metalloproteinases
(MMPs) to promote collagen processing or avoid the adverse effects of these enzymes.
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best administration route to improve their engraftment, use of stem cells in ani-
mal models has been demonstrated to attenuate damage and fibrosis in lungs
challenged with endotoxin [37]. In a recent study, Curley et al. [38] submitted a
group of rats to VILI followed by an intravenous injection of mesenchymal stem
cells; these animals showed less lung injury and increased levels of the anti-
inflammatory and anti-fibrotic cytokine, IL-10, than did rats who did not receive
the stem cells. The specific mechanisms by which stem cells perform their func-
tions in tissue repair are still under study, but the release of several growth fac-
tors and the suppression of pro-inflammatory cytokines seem to be involved.

An alternative approach is the therapeutic use of exogenous growth factors to
induce the proliferation of endogenous stem cells. Among these factors, EGF, KGF
and HGF have been the most studied. All of them are mitogens in type II pneumo-
cytes, and act synergistically to mediate their maturation and increase surfactant
synthesis [8]. EGF had beneficial effects in an animal model of ALI [39], and inhi-
bition of EGF receptor had a detrimental effect during airway epithelium repair
[40]. KGF has been linked to upregulation of anti-inflammatory cytokines and
modulation of epithelial cell migration [41]. In the same way, HGF attenuates
inflammation and showed antifibrotic effects in a murine model of bleomycin-
induced fibrosis [42]. Vascular endothelial growth factor (VEGF) could also have a
therapeutic effect by its ability to repair damaged endothelium, therefore helping in
clearance of lung edema, but animal models have shown disappointing results [43].

Finally, manipulation of tissue remodeling could improve the outcome of ALI
patients by favoring re-epithelization or avoiding fibrosis. The use of steroids in
ALI has yielded conflicting results, depending on the time of application. These
discrepancies can be explained if one takes into account the beneficial effects of
inflammation during the repair phase discussed earlier. However, no study has
specifically addressed the effects of steroids during lung repair.

MMPs are alternative targets to promote repair. Non-selective MMP inhibitors
are available, but the lack of specificity could limit their benefits and none of
them has been tested in ALI. Selective blockade or stimulation (depending on the
role of the MMP and timing) could be a more promising approach. One of the
first examples that has arrived in human trials is the use of beta-2 adrenergic
receptor agonists. Intravenous administration of salbutamol decreased the dura-
tion and severity of lung injury by reducing lung edema in patients with ARDS
[44]. This finding was associated with an upregulation of MMP-9 [18] and, there-
fore, with better alveolar epithelial repair [45]. Nevertheless, the route of adminis-
tration could be relevant, as a recent trial has concluded that patients with ALI
treated with inhaled salbutamol show no significant improvement in clinical out-
comes [46]. On the other hand, blockade of MMP-8 has shown beneficial effects
in experimental models of lung injury [22], including decreased lung fibrosis
after bleomycin administration [23]. However, no clinical study aimed at modu-
lating this protease has yet been proposed.

Conclusion

The lungs have a substantial potential for recovery after ALI. Of note, the mecha-
nisms that can cause tissue disruption in the early phase also contribute to its
repair later on, inflammation and matrix remodeling being paradigmatic exam-
ples. Therefore, therapies that disrupt these pathways, such as MMP inhibition,
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may have a prophylactic value, but their application at a later phase could be det-
rimental. Knowledge of the mediators involved in tissue repair could lead to new
therapeutic strategies being applied after the initial insult has been controlled.
Growth factors, exogenous stem cells (including type II pneumocytes) or drugs
that promote matrix remodeling could be new alternatives to improve the prog-
nosis of patients with ALI.
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Introduction

Non-invasive ventilation (NIV), including both non-invasive positive pressure
ventilation (NPPV) and non-invasive continuous positive airway pressure (CPAP),
is increasingly applied to prevent or to treat acute respiratory failure [1]. Evidence
of benefit has been demonstrated in some common diseases, such as chronic
obstructive pulmonary disease (COPD) exacerbations, acute respiratory failure in
immunosuppressed patients, and cardiogenic pulmonary edema. There is still no
strong scientific evidence on the usefulness of NIV in other settings and more
research is required [1, 2]. Nevertheless, NIV is an established, relevant option in
the management of acute respiratory failure and the number of publications on
this topic is steadily increasing (Fig. 1).

Most studies on NIV have been conducted in intensive care units (ICUs), as a
logical setting in which expertise on ventilation, staff and equipment are maximal
to effectively and safely treat patients with moderate to severe (but potentially
fatal) acute respiratory failure. The emergency department (ED) shares many
characteristics of the ICU, and NIV has been extensively applied and studied also
in the ED. Recently, NIV application outside the ICU and the ED has been
reported. NIV use in general wards can be attractive for many reasons, such as
cost-effectiveness and the possibility to treat patients at an early stage (Box 1,

Fig. 1. Number of publications on NIV per year for the last 15 years. Papers were searched for in Sco-
pus from January 1995 to January 2011 according to the following string ”non invasive ventilation or
non-invasive ventilation or NIV”. There has been a steady increase in the number of publications on this
topic.

207

VI



Box 1. Advantages (panel A) and disadvantages (panel B) of performing non-invasive ventilation (NIV)
on general wards

Panel A. NIV on general wards: Potential advantages
Patients can be treated at an early, more responsive stage of acute respiratory failure
Reduced costs compared to the intensive care unit
Intensive care unit beds can be used for other critically ill patients
NIV can “buy time” while diagnostic investigations or therapeutic procedures are performed
Patients can avoid the stressful setting of the intensive care unit
Patients for whom intensive care unit admission is considered inappropriate can be treated, and

half of them will survive to hospital discharge
NIV can be used to prevent or treat acute respiratory failure in new fields of application

Panel B. NIV on general wards: Potential disadvantages
NIV application can be suboptimal, lowering the efficacy of the treatment compared to on the

intensive care unit
NIV failure can be detected with delay
In case of respiratory sudden deterioration, tracheal intubation may be performed less promptly

than in an intensive care unit
NIV-related complications may not be immediately detected and treated
Patients with a high risk of failure cannot be treated in inexperienced and under-monitored wards
NIV-related workload can be difficult to manage on under staffed wards; other ward patients can

suffer from a reduction in assistance
If NIV is applied without a careful selection of patients, massive overuse is possible and cost-effec-

tiveness can be lost

panel A); however, this setting is very different from an ICU, and might jeopar-
dize patient safety (Box 1 panel B).

We hereby report published data on NIV use on general wards, describe the
pros and cons of this field of use, suggest how to safely introduce NIV in the
wards, and anticipate future applications.

Is NIV Already Used on General Wards?

Several papers have reported NIV use on general wards. The first reports were
published almost 20 years ago [3]. The pivotal study was performed some years
later by Plant et al. [4], who demonstrated the efficacy of NIV in COPD exacerba-
tions; the study took place in a respiratory ward.

A completely different approach was described by Paus-Jenssen et al. a few
years later [5]. In response to financial constraints and intensive bed limitations,
NIV was introduced in all hospital wards without a formal protocol and without
preliminary training. All physicians could order NIV for patients with acute
respiratory failure and NIV was initiated and maintained on the original patient
ward; 41 % of cases were treated on general wards and the authors concluded that
“Patients in whom NIV was initiated outside of a critical care unit did not appear
to have worse outcomes” compared to similar patients treated in the ICU.

Two surveys in Canada and the UK showed that NIV was applied in general
wards in both countries, although this was not common [6, 7]. Two surveys were
conducted in the United States. The first [8] was sent to all the respiratory care
directors of the 82 hospitals in Massachusetts and Rhode Island. Responders esti-
mated that 18 % of NIV treatments were started on general wards, and in two

208 G. Landoni, A. Zangrillo, and L. Cabrini

VI



thirds of the hospitals, NIV patients were allowed to remain on the general ward.
In the second survey [9], sent to physicians and respiratory therapists of 63 Veter-
ans Affairs hospitals, 40 % of respondents reported use of NIV on the wards
(42 % of which were with no restriction on location of use).

In a single-center prospective observational study, Schettino et al. [10]
reported that among 449 treated patients, NIV was initiated on general units in
33 % of cases, and 35 % (including a few patients in whom NIV was initiated in
the ED) of the NIV treatments initiated were then managed on general units: Of
these patients, 27.3 % were intubated and 14.9 % died.

A trend toward an increased use of NIV on medical wards to treat mild COPD
exacerbations (pH > 7.28) was reported from one experienced center. The per-
centage of patients managed on the general ward increased from about 15 % to
almost 80 % in the eight year study period, with similar outcomes [11]. In a
recent national survey performed in Italy and specifically addressing NIV use
outside the ICU, 65 % of the respondents reported NIV application on general
wards and 28 % allowed NIV use in every ward [12]. Positive effectiveness and
feasibility results have also been reported from Spain, China, Turkey and Saudi
Arabia [13–16]. A growing number of papers have described the use of NIV in
general wards as a resource of a medical emergency team (MET) or a critical care
outreach (nurse-managed) team (CCOT) [17]. After an initial experience in a sur-
gical ward in the UK [18], an observational study in a single center on 129 con-
secutive patients treated by a MET in medical and surgical wards showed a high
success rate with few, mild complications; however, the NIV-related workload for
the MET was quite intensive and time-consuming [19]. More recently, reports
from centers with similar METs or CCOTs have been published from Australia
[20] and the UK [21]. An NIV service managed by a MET in a hematologic ward
was associated with a reduction in the risk of death in a randomized trial [22].

In conclusion, NIV use in general wards has been widely and increasingly
reported and we cannot exclude that in real clinical practice NIV is now mainly
applied in this setting. Nevertheless, we must keep in mind that published data on
this technique were almost exclusively obtained from studies within the ICU or
the ED, with the notable exceptions described above.

Why should NIV be Applied in General Wards?

The ICU is considered the safest setting to deliver NIV. The sophisticated moni-
toring resources in this environment, the experienced staff and a high
nurse:patient ratio allow even critically ill patients to be treated [2]. Nevertheless,
ICU beds are expensive and limited; a shortage of available intensive beds is expe-
rienced worldwide [23], and triage criteria must frequently be applied to decide
which patients should be admitted and which refused. If the use of NIV is only
allowed in the ICU, we run the risk of underuse. As stated in the British Thoracic
Society Guidelines for Non-invasive Ventilation, “...If an acute NIV service is not
provided, the shortage of ICU beds means that some patients will die” [24]. The
need to use NIV on general wards to avoid its underuse has been reported from
several countries [4, 5, 19].

There is also growing awareness that NIV efficacy is maximal when the treat-
ment is initiated in an early, more responsive stage of acute respiratory failure (a
‘window of opportunity’) to prevent further deterioration of lung function and
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need for tracheal intubation [2, 22, 25]. As a result, if NIV should be applied to
patients with mild to moderate acute respiratory failure, we should anticipate a
relevant increase in treatments compared to the present situation [26]. There will
be insufficient ICU beds to admit all patients requiring NIV. Moreover, new fields
of application of NIV have been evaluated with promising results, further increas-
ing the number of potential candidates for NIV. In particular, NIV use to prevent
or to treat postoperative acute respiratory failure is very attractive [27–30].

Provided that patient safety and efficacy of the technique are preserved, NIV
use in general wards has been demonstrated to be cost-effective. In a prospective
randomized study performed in general wards [4], the introduction of an NIV
service to treat mild COPD exacerbations saved about 70,000 Euros (118 patients
treated with NIV compared to 118 treated with standard therapy); indeed, the
mortality rate in the NIV group was halved. The main area of cost saving was in
the reduced use of the ICU. Carlucci et al. observed a daily reduction of 90 Euro
for each NIV treatment over an eight year period; the saving was due to an
increased percentage of patients treated in general wards [11].

NIV application in general wards can be a life-saving option for ‘too ill’
patients for whom ICU admission is considered inappropriate. NIV can be used
as the maximal allowed treatment (patients ‘not for intubation’); in this condition,
about 50 % of treated patients will survive to hospital discharge [2, 31]. In dying
patients, NIV can sometimes be indicated to alleviate respiratory discomfort [31].
Not rarely, NIV application buys time while diagnostic investigations or thera-
peutic procedures are performed [32]; as an example, during this extra-time, the
health care staff can decide whether tracheal intubation is an option or not, and
the patient can have the opportunity to express his/her opinion.

Finally, although, to our knowledge, no study has evaluated the patient’s per-
spective when treated with NIV in ICU compared to on the general ward, patients
frequently report that their stay in the ICU was very unpleasant [33].

Risks Associated with NIV Misuse and Overuse

Lowered Efficacy

General wards are extremely heterogeneous not only among different hospitals,
but also in the same institution. They are also usually dedicated to a specific spe-
cialty and health care staff can lack knowledge and experience on other diseases
or techniques, like acute respiratory failure and NIV. The reported failure rate
(considering the need for tracheal intubation as failure) of NIV in general wards
in a mixed population ranges from 19 to 27 % [10, 19, 20]; when applied at an
early stage of acute respiratory failure or in highly responsive diseases like COPD,
the failure rate seems significantly lower [4, 22, 30]. However, in all the studies, a
relevant percentage of patients needed to be transferred to the ICU whereas
another subgroup, considered ‘not-for-intubation’, died on the ward. The percep-
tion of physicians and respiratory therapists on NIV success rate (reported as
modest by about 50 %) [9, 12] confirms the data. Indeed, these results were
always obtained in hospitals with considerable experience of NIV use, and worse
outcomes can be expected in other centers. The impact of specific training and
experience of the ward staff on NIV efficacy has never been evaluated. Unani-
mously, training and experience of the staff are considered the most important
factors determining NIV efficacy [32]. Training and experience are necessary to
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correctly select patients in whom NIV is indicated, and to choose the right
moment (not too early, not too late) to start and to stop the treatment. Ward per-
sonnel must be able to set optimal ventilatory parameters. Even if NIV can be
easily applied, its success is strictly dependent on many factors that are not evi-
dent, like the ability to motivate the patient and the right tightening of the mask
(not too much to avoid discomfort, not too weak to avoid excessive air leaks).
Patient intolerance is a common reason for failure, and only trained, expert staff
can prevent it by looking for the best patient-ventilator interaction [34]. Above
all, ward staff should be able to promptly recognize the failure of the technique
without delaying tracheal intubation when this is an option. It is evident that the
ward personnel may not reach the required level of knowledge and experience to
optimize the efficacy of NIV and consequently a lower efficacy can be expected
when compared to the ICU setting (where the personnel is supposed to be more
expert).

Patient Safety

Given the limited human and equipment resources, patient monitoring in general
wards is less intensive compared to the ICU setting. So far, to the best of our
knowledge (and excluding NIV failure – see previous paragraph), only two pro-
spective studies from the same center have reported data on complications during
NIV application on general wards [19, 30]. In 214 treated patients, the only major
complication was one episode of arterial hypotension that resolved immediately
after NIV suspension; nasal skin lesions and patient discomfort were the
observed minor complications and occurred in less than 10 % of patients, all
without consequences. Technical or organizational problems, such as suboptimal
mask positioning with excessive air leaks, ventilator malfunctioning and failure to
accomplish the prescribed ventilatory cycles, were more common, but no conse-
quences for the patients were observed. However, two subsequent surveys from
the same hospital gave a different picture. Ninety ward nurses reported a high
incidence of potentially severe complications such as sudden desaturation and
ventilator malfunctioning; more alarming, in the nurses’ perception, detection of
the problem or the medical intervention had a delay longer than 5 min in one
third of the cases [35]. In the same study, nurses reported a very low incidence of
staff errors in managing NIV; nevertheless, only 23 % reported that the pre-
scribed NIV cycles were always administered, 18 % said that NIV was often inter-
rupted with some delay, and 6 % reported that NIV was usually interrupted too
early. In a twin study performed by interviewing 45 patients after successful NIV
treatment, all patients reported at least one complication (with worsening of res-
piration during NIV in 18 % of the cases); 28 patients reported having suffered a
medical emergency, and four noted that they waited for help from staff for more
than 3 minutes [36].

Despite the lack of data, there is a general consensus in the literature that
wards (with the possible exception of respiratory wards) are commonly inade-
quate to safely monitor patients on NIV [37, 38]. Nevertheless, it should be noted
that there is no consensus on which monitoring is mandatory [39], and so far
NIV has commonly been applied to patients with moderate to severe acute respi-
ratory failure. Hypoxemic patients are particularly at risk, as deterioration can be
very rapid with fatal consequences [2]. More in general, patients presenting
known risk factors for NIV failure such as acute lung injury/acute respiratory dis-
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tress syndrome (ALI/ARDS), multiple or severe comorbidities, severe acute respi-
ratory failure, low tolerance or no improvement after the first 1–2 hour of treat-
ment, should be considered unfit for a general ward [34]. In addition, general
wards are usually inadequate settings for patients unable to maintain spontane-
ous respiration for at least 15–60 minutes without NIV [2]. In any case, a team
able to assist the patient in case of respiratory deterioration and to perform tra-
cheal intubation if required should be immediately available: As a rule, general
wards that are unable to guarantee this requirement should be considered inade-
quate for NIV in patients without a limitation of treatment policy.

Finally, the NIV related workload could negatively affect the safety (and the
quality of care) of the other patients present on the wards. Although no study has
evaluated this issue, it is likely that in understaffed wards, NIV can ‘steal’ a signif-
icant amount of time from other patients.

Cost-effectiveness

Although two studies reported that NIV in general wards allowed significant sav-
ings compared to NIV in the ICU [4, 11], so far several factors related to intro-
duction of NIV in general wards have never been evaluated. It should be noted
that training for all ward staff is mandatory, both before introduction of NIV and
as periodical education (see dedicated paragraph); indeed, better training seems
to be the main request from ward staff [8, 12]. Moreover, there is a risk of over-
utilizing NIV. Without strict selection of patients, NIV may be applied too early
(when not useful), too late/too long (when tracheal intubation is required), or to
patients in whom it is not indicated (for example, unnecessarily prolonging the
dying process in terminal patients). The waste of resources of overuse could eas-
ily grow out of control. Finally, the workload to the personnel can be consider-
able.

How To Make NIV a Safe and Effective General Ward Tool

NIV use outside the ICU could be seen as part of the general tendency to treat
deteriorating ward patients as early as possible, as a result of the finding that
often (if not always) outcomes of critically ill patients depend on a time-sensitive
approach; the trend to promptly initiate intensive treatments in ordinary wards
has been called “critical care without walls” [17, 40]. Nevertheless, general wards
are quite different from the ICU and they cannot be considered an adequate set-
ting for NIV unless some prerequisites are met. The first and most important pre-
requisite is the presence of a multidisciplinary enthusiastic group (or a minimum
of one enthusiastic clinician) that acts as a “clinical champion” [41], working with
organizational leaders to introduce the technique in the hospital, promoting
training, motivating other clinicians, keeping knowledge on the topic updated,
collecting data and publicizing positive outcomes.

Training

Although many centers have applied NIV outside the ICU without any prior edu-
cational program [5, 12], to achieve maximal efficacy while preserving patient
safety, training about NIV should be considered mandatory before introducing
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this technique on general wards [41, 42]. Periodical re-training should also be
offered, particularly when considering the often elevated staff turn-over, espe-
cially among ward nurses [35].

Basic training requirements include understanding the rationale for assisted
ventilation, the indications and contraindications of NIV, prevention and treat-
ment of its complications, ventilator functioning and settings, interface choices
and fitting, clinical and instrumental monitoring, the importance of patient coop-
eration and how to increase patient comfort [32, 41, 42]. Patient safety issues
should be extensively addressed. While theoretical content can be offered in tra-
ditional lessons, workshops may be the best way to train on practical aspects, like
mask fitting or ventilator circuit assembly. Finally, troubleshooting and problem
solving of serious situations (sudden desaturation, patient intolerance, coma,
respiratory deterioration while on NIV...) could be addressed in simulated scenar-
ios. Training should also consider the local organization of the NIV service (that
is, if NIV is prescribed by a MET, by a respiratory therapist or by the ward physi-
cians). The decision to initiate treatment is particularly critical, as it must be
based on a complex evaluation of patient condition, the ward’s human and tech-
nical resources and the alternative options, in order to balance risks and benefits.
As a consequence, whoever prescribes NIV must be fully trained and experienced
on NIV and on local resources/reliability.

After NIV introduction in the wards, periodical surveys should be performed
among the ward personnel to determine educational needs and gaps [6, 35].
Finally, whenever possible, if patient status permits, NIV education should be
offered to her/him and to her/his family, in order to increase patient compliance
and to enable careful monitoring also from the relatives.

Equipment

While treating mild to moderate acute respiratory failure, portable dedicated NIV
ventilators are at least as effective as more expensive critical care ventilators
[41–44]; a reliable battery power source is mandatory. To deliver CPAP, cheaper
‘continuous high flow’ devices can be used. A wide range of interfaces must be
available, with different sizes and models [2]. Sequential use of interfaces can be
very effective in long treatments when skin injuries ensue. If humidification is
required, heated humidifiers are preferred [43].

Monitoring should be dictated by the severity of illness of the patient and not
by the resources available. In most wards, new monitoring equipment is likely to
be needed when NIV is introduced. At a minimum, continuous pulse oximetry
and electocardiogram (best if telemetric) should be available for every patient
[32], even if, in selected cases, periodical evaluation of vital signs may be suffi-
cient. When more sophisticated monitoring is required, the patient should be
transferred to the ICU.

Local Protocols

General wards are extremely heterogeneous. Developing local (valid for all the
wards of a hospital or for a limited number, or even specific for a single ward)
protocols can help to standardize treatments. Simple, comprehensive practice
guidelines should include indications, contraindications, complications, suggested
modalities of delivering NIV (how to start, how to continue, when to stop), moni-

Non-invasive Ventilation Outside the ICU 213

VI



toring, solutions to common problems. An algorithm could help to evaluate
whether NIV may be more useful than risky for the specific patient in a specific
ward. The main factors to be considered when defining the criteria to initiate NIV
in wards include the risks of failure (cause and severity of acute respiratory fail-
ure, comorbidities...), the achievable level of patient safety (nurse:patient ratio,
monitoring capabilities, staff experience and training, level of consciousness of
the patient and his/her autonomy without NIV...) and the concrete alternatives (is
the patient considered unfit for the ICU?) [19, 41, 42, 45]. Local protocols can be
helpful in educating clinicians and keeping all updated; an accurate description of
roles and responsibilities can also avoid unnecessary conflicts among the involved
health care workers.

Organization

Two main model of organization have been reported: NIV can be prescribed by
ward physicians and fully managed by the ward staff [4, 5]; alternatively, NIV can be
prescribed by someone external to the ward and better trained in use of NIV (respi-
ratory therapist, MET, CCOT). Once initiated, treatment is then managed in con-
junction with the ward staff [19, 20, 22]. No studies comparing the pros and cons of
the two models are available. With the exception of respiratory wards, in our opin-
ion the complexity of NIV and above all the need for an expert evaluation of the
risk/benefit balance suggest that the decision to prescribe NIV should be made by a
well-trained and experienced group external to the general wards and always pre-
sent in the hospital. We are not aware of papers describing fully dedicated ‘NIV
teams’, although such highly specialized teams could be justified in large hospitals.
Given the recent worldwide trend to introduce rapid response teams in hospitals
[17], assigning NIV prescription to them seems a logical solution [19, 20, 22].

In the present review, intermediate care units (also known as step-down units
or high dependency units – HDUs) have not been considered. Such units are usu-
ally better staffed and equipped than the general ward, offering better monitor-
ing. Although no studies have compared NIV use on HDUs and general wards, an
NIV-dedicated HDU could be the optimal setting to treat acute respiratory failure
patients who are not so sick as to require ICU admission. In an HDU, the staff
could more easily reach a high level of expertise and efficacy and safety could be
optimized in a location less expensive than an ICU [2, 45]. However, many hospi-
tals do not have an HDU. Moreover, it would be difficult to transfer all patients
potentially benefiting from NIV to an HDU.

Quality Improvement, Cost-Effectiveness and Patient Safety

Data on NIV treatments should be collected and analyzed. So far, we know very
little about outcomes of patients treated with NIV in ordinary wards; in a
national survey, some form of data collection was performed by only 18 % of hos-
pitals using NIV outside the ICU [12]. As wards and NIV organization are hetero-
geneous, only analysis of local data can be informative for single centers. A qual-
ity improvement program should be implemented to assure that findings from
data analysis improve clinical practice and shape the training.

Cost-effectiveness should be continuously evaluated. The determination of
costs from supplies and equipment is easy, while estimation of the NIV-related
workload is more difficult. Determination of outcomes is quite complex, as it
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must include an economic evaluation of improvements in mortality rates, lengths
of hospital stay, avoidance of transfer to the ICU, avoidance of endotracheal intu-
bation and so on. Delivering NIV in general wards should enable cost savings [4,
11], but it could also have the opposite effect if NIV is misused (lowering its effi-
cacy) or overused (increasing costs without benefit). A careful economic supervi-
sion is required [41, 42].

Data on patient safety with NIV use on general wards are almost completely
lacking. Local data collection should verify the incidence and consequences of
NIV-related adverse events. All commonly applied risk management procedures
should form part of NIV management, such as incident reporting, audits, root
cause analysis. Questionnaires or interviews should be performed to investigate
the point of view of patients and their family [36]. At the same time, preventive
tools like checklist, posters, and written protocols should be developed.

Research

Despite hundreds of published studies on NIV, many questions are still without
answers. We know very little about NIV efficacy or hazards when applied early in
acute respiratory failure other than COPD exacerbations, about optimal NIV pro-
tocols (should it be applied continuously or administered in intermittent cycles?),
or about patients’ perspectives. Above all, we have few data about NIV efficacy
and safety when delivered on general wards. Notwithstanding the differences
among wards and hospitals, multicenter studies and collaborative networking are
urgently needed to explore the limits and the possibilities of NIV outside the ICU.

Next Applications: A Look into the (Possible) Future Of NIV

New Ideas From (and to) Manufacturers

Although in recent years ventilators have been equipped with new diagnostic or
therapeutic options, ventilator manufacturers have not yet focused their attention
towards NIV application and monitoring on general wards. We anticipate that
portable ventilators with new ‘ward user-friendly’ functions and integrated with
telemetric monitoring will make NIV use on the wards safer, easier and more
effective. Ventilator displays will guide the user through the correct assembling
and application of the interface (and it is likely that dedicated interfaces will be
presented); errors will be immediately detected; alarms will alert both ward staff
and the MET; patient interactivity will be enhanced (‘patient-controlled ventila-
tion’) to achieve maximal comfort. Expert NIV clinicians will be, as always, the
main source of ideas to the manufacturers.

Novel Applications, Novel Users

NIV use during bronchoscopies has been extensively evaluated. New applications
have been recently reported [46, 47] during therapeutic or diagnostic procedures
in high-risk patients. As we all become more familiar with NIV, we will test its
efficacy in new settings. Likely, in the same way that ultrasonography is now a
resource for many specialties and no longer restricted to the hands of radiolo-
gists, NIV will become a resource (and a potential risk) for many specialists per-
forming long procedures or administering mild sedatives in patient with labile
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respiratory function. This could be particularly true if ventilators are more user-
friendly and in locations in which NIV ‘experts’, such as intensivists or pulmono-
logists, are costly or rare. Finally, NIV could be an emergent lifesaving measure
during dangerous respiratory depression; as an example a new interface to be
used in such conditions while performing endoscopies has just arrived on the
market.

New Organization of NIV Services, New Training Modalities

When a critical mass of data on NIV use on general wards has been gathered, evi-
dence-based guidelines will be developed and organizational aspects optimized.
We foresee that multidisciplinary dedicated NIV teams will be considered the
standard; they will be available to treat patients in every setting, and will manage
an HDU where the small percentage of sicker patients will be admitted. Findings
from local data analysis, published studies and collaborative networking will con-
tinuously improve clinical practice and will be quickly implemented into local
protocols. Training will be improved and will be almost continuous, being based
less on traditional lectures and more on interactive workshops, high fidelity sim-
ulated scenarios, screen based microsimulation and enhanced virtual reality. A
closed loop using data from local quality improvement programs will help focus
training on really relevant topics.

Conclusion

NIV is already extensively applied on general wards, and a growing use in this
setting is expected with benefits for patients and costs savings for hospitals. To
maximize efficacy and patient safety, careful institutional management is
required. So far, there is great uncertainty about many fundamental aspects and
further research is warranted.

References

1. Keenan SP, Sinuff T, Burns KE, et al (2011) Clinical practice guidelines for the use of nonin-
vasive positive-pressure ventilation and noninvasive continuous positive airway pressure in
the acute care setting. CMAJ 183: E195–214

2. Nava S, Hill NH (2009) Non-invasive ventilation in acute respiratory failure. Lancet 374:
250–259

3. Bott J, Carroll MP, Conway JH, et al (1993) Randomised controlled trial of nasal ventilation
in acute ventilatory failure due to chronic obstructive airways disease. Lancet 341:
1555–1557

4. Plant PK, Owen JL, Elliott MW (2000) Early use of non-invasive ventilation for acute exac-
erbations of chronic obstructive pulmonary disease on general respiratory wards: a multi-
centre randomised controlled trial. Lancet 355: 1931–1935

5. Paus-Jenssen ES, Reid JK, Cockcroft DW, Laframboise K, Ward HA (2004) The use of non-
invasive ventilation in acute respiratory failure at a tertiary care center. Chest 126: 165–172

6. Burns KEA, Sinuff T, Adhikari NKJ et al (2005) Bilevel positive pressure ventilation for
acute respiratory failure: survey of Ontario practice. Crit Care Med 33: 1477–1483

7. Sulaiman MI, Rodger KA, Hawkins M (2004) A survey of the use of non invasive positive
pressure ventilation in critical care units in the United Kingdom. Am J Respir Crit Care
Med 169: A522 (abst)

8. Maheshwari V, Paioli D, Rothaar R, Hill NS (2006) Utilization of noninvasive ventilation in
acute care hospitals. Chest 129: 1226–1233

216 G. Landoni, A. Zangrillo, and L. Cabrini

VI



9. Bierer GB, Soo Hoo GW (2009) Noninvasive ventilation for acute respiratory failure: a
national survey of Veterans Affair Hospitals. Respir Care 54: 1313–1320

10. Schettino G, Altobelli N, Kacmarek RM (2008) Noninvasive positive-pressureventilation in
acute respiratory failure outside clinical trials: experience at the Massachusetts General
Hospital. Crit Care Med 36: 441–447

11. Carlucci A, Delmastro M, Rubini F, Fracchia C, Nava S (2003) Changes in the practice of
non-invasive ventilation in treating COPD patients over 8 years. Intensive Care Med 29:
419–425

12. Cabrini L, Antonelli M, Savoia G, Landriscina M (2011) Non-invasive ventilation outside
the intensive care unit: an Italian survey. Minerva Anestesiol 77: 313–322
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Introduction

Over the past decade, growing attention has been given to the detection and
treatment of pain in intensive care unit (ICU) patients. Interestingly, during the
same period, very little attention has been given to dyspnea. Indeed, data regard-
ing dyspnea in ICU patients are scarce and there are no recommendations regard-
ing the assessment and management of dyspnea in ICU patients. Apart from
being a major source of discomfort, dyspnea shares many physiological and clini-
cal features with pain. This factor should make dyspnea a major preoccupation
for ICU physicians and nurses whose mission is to relieve symptoms in addition
to treating disease processes; this is especially true in conscious mechanically
ventilated patients who cannot easily complain of symptoms.

The objective of the present review is to provide information regarding the
prevalence and the risk factors of dyspnea in mechanically ventilated ICU
patients. We also suggest some approaches to detecting, quantifying and manag-
ing dyspnea in these patients.

A Few Words Regarding Physiology

Before exposing the clinical facts, a few physiological points warrant mention.
Several mechanisms contribute to the generation of respiratory discomfort. There
are two main distinct uncomfortable breathing sensations: Excessive effort and
air hunger [1]. These different forms of dyspnea are caused by different afferent
mechanisms and are evoked by different physiologic stimuli [2].

Excessive Effort

The sense of breathing effort arises both from muscle receptors and from corol-
lary discharge arising from cerebral motor cortex activation during voluntary
respiratory effort [3]. Effort of breathing is perceived when the physical work of
breathing (WOB) is increased by an augmentation of respiratory muscle loading
(i.e., increased impedance), or when cortical motor drive is increased because of
respiratory muscle weakness [2]. Increased impedance can be the result either of
deceased compliance or of increased resistance. A respiratory system compliance
of less than 40 ml/cmH2O is a common cause of dyspnea. Common causes of low
compliance of the respiratory system are disorders involving the parenchyma
(fibrosis, pulmonary edema), pleura (large pleural effusions), or chest wall (obe-
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sity). Airway obstruction, as reflected by airway resistance values greater than
around 10 cmH2O/l/sec, may also generate dyspnea in ventilated patients.

In theory, the ventilated patient should not have to perform excessive respira-
tory work since the ventilator is supposed to assume a large part of the WOB.
However, if the level of assistance provided by the ventilator does not compensate
the load excess, there is an imbalance between the patient’s demand and the level
of assistance, a typical cause of excessive inspiratory effort. Excessive inspiratory
effort could also occur if the trigger level is set too high. Finally, dynamic hyper-
inflation (often called ‘intrinsic positive end-expiratory pressure [PEEP]’) is a
typical cause of excessive work. In this case, the patient must generate inspiratory
muscle pressure to overcome the difference between ventilator PEEP and intrinsic
PEEP before the ventilator can be triggered. In this way, excessive resistance of
the respiratory system may generate excessive effort.

Air Hunger

Air hunger is the conscious perception of the need for more air and is typically
described by subjects as “not getting enough air”. Air hunger arises from stimula-
tion of arterial chemoreceptors and from other drives to breathe. An increase in
PaCO2 or a decrease in PaO2 will evoke air hunger [4, 5]. During volume-control
ventilation in healthy subjects and in alert patients ventilated for respiratory mus-
cle paralysis, an acute increase in PaCO2 evokes severely uncomfortable air hunger
[6]. It is hypothesized that air hunger is transmitted to the cerebral cortex by a
corollary discharge of medullary respiratory center activity (also known as venti-
latory drive). Air hunger is not caused by contraction of respiratory muscles. How-
ever, mechanoreceptor input arising from the respiratory system can dramatically
reduce air hunger; increase in tidal volume is known to decrease dyspnea [7].

Increased resistive or elastic impedance may also contribute to air hunger gen-
eration in the ventilated patient by reducing ventilation, thus reducing PaO2 and
increasing PaCO2. Excessive resistance may reduce ventilation either by causing
patient triggering efforts to fail, or by reducing tidal volumes delivered by pres-
sure-targeted ventilators. Decreased compliance may also reduce ventilation in
patients receiving pressure-controlled ventilation.

What Is The Prevalence of Dyspnea in Mechanically Ventilated
Patients?

To date, only six studies have been devoted to dyspnea in mechanically ventilated
patients [8–13] (Table 1). Most of them were small-scale studies. Regarding the
incidence of dyspnea, large variations were found between studies. However, the
largest and the most recent of these studies found that 47 % of patients reported
dyspnea. Three of these six studies quantified dyspnea, either with a visual analog
scale (VAS) or using semi-quantitative descriptors [9, 11, 12]. Globally, about
20 % of patients experienced mild to severe dyspnea. In one study patients were
asked to characterize the quality of their discomfort and 33 % reported experi-
encing air hunger, 16 % reported excessive effort, and 13 % experienced both air
hunger and excessive effort [12].

One of the major limitations of these studies is the exclusion of patients
who cannot answer, generally because of sedation. These patients may indeed
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Table 1. Prevalence and severity of dyspnea in six published studies

Author [ref] Number
of patients

Prevalence
of dyspnea

Quantification
of dyspnea

Severity
of dyspnea

Karampela et al. [8] 600 11 % Qualitative mild
Knebel et al. [9] 22 NA VAS 32.2 ± 22.6
Lush et al. [10] 5 NA No NA
Powers et al. [11] 26 NA No NA
Schmidt et al. [12] 96 47 % No NA
Connelly et al. [13] 21 NA VAS 3.22 ± 2.26

NA: Not available; VAS: Visual analog scale

experience dyspnea, but physicians do not have the appropriate tools to diagnose
it.

Consequences of Dyspnea in ICU Patients

There is growing evidence suggesting that dyspnea has a deleterious impact on
mechanically ventilated patients. The consequences of dyspnea may occur either
immediately during the ICU stay or be delayed.

Immediate Impact of Dyspnea

Dyspnea is a noxious sensation that shares many characteristics with pain. In lab-
oratory experiments, healthy subjects exposed to dyspnea have reported terrify-
ing feelings such as: “it’s a feeling... you’re going to die because you’re not getting
enough air”; “if I felt I had to live my life feeling like that I would jump out the
window”; “When the shortness of breath was at its extreme I thought I was going
to die,”; “... wouldn’t want to live if it continued” [14]. Dyspnea seems clearly to be
an awful feeling. With VAS ratings of 4 in most cases, dyspnea appeared to
qualify as “moderate to intense” [9, 12]. Similar pain ratings are an indication for
analgesia [15].

Patients with dyspnea are also more likely to present with anxiety than non-
dyspneic patients (71 % vs. 24 %) and dyspnea is independently associated with
anxiety in mechanically ventilated patients (odds ratio [OR] 8.84; 95 % confi-
dence interval [CI], 3.26–24.0; p < 0.0001) [12]. This finding is not surprising
because the interplay between anxiety and dyspnea is complex and causative rela-
tionships can exist in both directions. In healthy subjects, anxiety and fear stimu-
late ventilation and can thus produce dyspnea [16]. Anxiety-relieving interven-
tions could thus have a positive effect on respiratory rhythm. Reciprocally, dys-
pnea generates anxiety [17]. Indeed, dyspnea causes anxiety, even in healthy sub-
jects who experience dyspnea in a safe laboratory situation, and relieving dys-
pnea decreases anxiety [18]. In line with this, in a recent study, anxiety signifi-
cantly decreased in patients who reported improvements in dyspnea after adjust-
ments of the ventilator settings [12]. Therefore, relieving dyspnea is likely to have
positive effects on anxiety.

As with anxiety, pain is more frequently experienced in dyspneic than in non-
dyspneic patients [12]. Pain also stimulates ventilation [19] and pain control may
have beneficial effects on dyspnea. Because of this interrelationship, we believe
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that anxiety, dyspnea, and pain should be assessed systematically and together in
mechanically ventilated ICU patients.

Delayed Impact of Dyspnea

In addition to the immediate effects of dyspnea that occur during the ICU stay,
dyspnea may contribute to the severe neuropsychological sequelae associated
with an ICU stay. Indeed, it has been demonstrated over the last decade that sur-
vivors of an ICU stay often have extremely negative recollections of the experi-
ence. A recent study reported that 15 % of patients recalled feeling at risk of
being murdered, 17 % felt betrayed, 39 % felt at risk of imminent death, and 55 %
felt they were being suffocated [20]. Regarding dyspnea, a study devoted to
patients’ recollections of stressful experiences while receiving prolonged mechan-
ical ventilation in an ICU showed that after their stay in the ICU almost 29 % of
ventilated patients recalled that they had been moderately to extremely discon-
certed by not getting enough air from the endotracheal tube [21]. In addition, it
is important to remember that post-traumatic stress disorder (PTSD) is now rec-
ognized as a common sequel of the ICU experience [22]. PTSD symptom scores
in the post-ICU population are significantly correlated with duration of mechani-
cal ventilation and with recalled memories of respiratory distress [22]. It is there-
fore likely that dyspnea is one of the traumatizing events leading to PTSD in ICU
patients.

Taken together, these arguments suggest that alleviating dyspnea should be a
major goal of ICU physicians, as is pain management. A short-term objective
might be to relieve patients of this noxious feeling. A longer-term objective might
be to prevent recollections of stressful experiences and PTSD. Reaching these
goals requires accurate tools to both diagnose and quantify dyspnea.

How to Detect and Measure Dyspnea in a Mechanically Ventilated
Patient

There are, unfortunately, no reliable surrogates of dyspnea. A recent study
showed that respiratory rate, heart rate and use of accessory muscles were not
reliable surrogates of dyspnea [12]. To date, the only reliable tool to detect dys-
pnea is to ask the patient, but this requires the patient to be alert. Several rating
methods have been shown to be feasible in intubated and ventilated patients. By
definition, a mechanically ventilated patient cannot speak. However, he/she can
provide information through simple number, word, or visual analog scales, simi-
lar to those routinely used in clinical pain assessment [8, 10]. In mechanically
ventilated patients with dyspnea, the VAS and the Borg scale are highly correlated
[10]. Patients can point to the appropriate responses but in some cases the inter-
viewer will need to say or point to responses in succession and stop when the
patient indicates with a sign.

Of course, in sedated patients who cannot provide information, there is high
risk of underevaluation of dyspnea. Recently, a Respiratory Distress Observation
Scale (RDOS) has been developed and validated in spontaneously breathing sub-
jects [23]. This scale comprises measures of heart rate, respiratory rate, accessory
muscle use, paradoxical breathing pattern, restlessness, grunting at end-expira-
tion, nasal flaring, and fearful facial display. Adaptation and validation of the
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scale for ventilated patients is needed. Signs can be very useful when patients are
unable to communicate, but they may be misleading [10].

What Causes Dyspnea in ICU Patients?

In the largest study dealing with dyspnea in mechanically ventilated ICU patients,
assist control ventilation (ACV) was the principle cause of dyspnea. Indeed, dys-
pneic patients were more frequently mechanically ventilated with the ACV mode
than non-dyspneic patients (69 vs. 45 %), and multivariate analysis showed that
the ACV mode was independently associated with dyspnea (OR, 4.77; 95 % CI,
1.60–14.3) [12]. Interestingly, common generators of dyspnea such as hemoglo-
bin, the PaO2/FiO2 ratio, or PaCO2 were not significantly associated with dyspnea
in this study. The ventilatory mode seems, therefore, to be a major determinant
of dyspnea. Five of the seven patients who chose “excessive respiratory effort” as
the sole descriptor of their dyspnea received ACV with an inspiratory flow < 60 l/
min. In addition, in patients with “air hunger”, there was a trend toward more
dyspnea in those who received a pressure support ventilatory mode with a pres-
sure support level < 15 cmH2O [12]. Although these latter differences were not
significant, they suggest that in addition to ventilatory mode, ventilatory settings
might be involved in the genesis of dyspnea. This is not surprising because ACV
leaves almost no room for natural respiratory fluctuations and induces patient-
ventilator asynchrony [24]. Conversely, positive pressure assisted ventilation [25],
proportional assisted ventilation [25], and negative pressure ventilation [26]
induced less dyspnea in healthy subjects.

Although there are few data, the level of assistance also seems to have a major
role in the genesis of dyspnea. Indeed, in a study in which ventilatory variables,
WOB, and dyspnea were measured at different levels of invasive ventilator sup-
port, increasing the percentage of respiratory work done each minute by the ven-
tilator proportionally decreased ratings of “difficulty breathing” [27]. The effect
was significant, with breathing difficulty ratings decreasing from 60 % of the scale
with no support to 30 % of the scale with 80 % support. Finally, the inspiratory
flow delivered by the ventilator is also of importance. Although studies devoted to
the impact of inspiratory flow on comfort are sometimes confusing because too
many parameters are modified together (e.g., tidal volume and inspiratory flow),
it seems that an inspiratory flow below 1 l/sec equates to a risk of generating dys-
pnea [12, 28–30].

This marked implication of the ventilator in the genesis of dyspnea is rein-
forced by the fact that, in 35 % of dyspneic patients, at least one intervention on
the ventilator significantly reduced the intensity of dyspnea [12]. The intervention
that is the most often associated with dyspnea relief is an increase in inspiratory
flow. This is in line with data from normal volunteers [28] in which low inspira-
tory flow is associated with higher inspiratory muscle energy expenditure [31]
and high inspiratory flow optimizes respiratory muscle relaxation [29]. Low pres-
sure support levels have also been associated with a sense of excessive inspiratory
effort [32], and low tidal volumes are associated with air hunger [33].
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Quantify dyspnea

Reduce non-respiratory 

stimuli of respiratory 

drive

Minimize

respiratory

impedance

High airway 

resistance
• Bronchodilators

• Corticosteroids

• Tracheal suctioning

Low respiratory 

system compliance
• Thoracocentesis

• Treat pulmonary

edema, pneumonia

Optimize

ventilator settings

• Fever

• Anemia

• Acidosis

• Avoid assist controlled ventilation if possible

• Increase inspiratory flow > 1 l/sec

• Increase pressure support level (avoid overdistention)

• Compensate intrinsic PEEP

Does Dyspnea Have An Impact On Clinical Outcome?

Data regarding the impact of dyspnea on clinical outcome are scarce. Indeed, this
issue has been examined in only one study [12]. In this study, the median length
of ICU stay was greater in patients reporting dyspnea than in those who did not
(8 [4–20] vs. 14 [8–28] days, p < 0.017). The median duration of mechanical ven-
tilation from inclusion to extubation, the rate of successful extubation within the
three days after inclusion, and the mortality rate were all comparable between
patients with and without dyspnea. The occurrence of successful extubation
within three days after dyspnea assessment was significantly less frequent in
patients whose dyspnea failed to recede in response to ventilator setting adjust-
ments than in the other patients (non-dyspneic patients and those with a ‘respon-
sive’ dyspnea). The duration of mechanical ventilation was not statistically differ-
ent between these two groups, whereas the length of stay in the ICU tended to be
longer when dyspnea did not respond to ventilator adjustment [12].

These data, therefore, suggest a clear impact of dyspnea on the outcome of
mechanically ventilated patients. However, they do not clearly demonstrate that
minimizing dyspnea would improve the prognosis of patients.

What Should We Do In A Mechanically Ventilated Patient Who
Complains Of Dyspnea?

Once dyspnea has been diagnosed, it is essential to have a step-by-step procedure
to identify the cause of dyspnea and treat it in so far as this is possible (Fig. 1).

Fig. 1. Step-by-step procedure to identify and treat the cause of dyspnea in mechanically ventilated
intensive care unit (ICU) patients. PEEP: positive end-expiratory pressure
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Reduce Non-respiratory Stimuli of Respiratory Drive

As previously stated, respiratory drive in excess of achieved ventilation is the
cause of air hunger [12]. Although respiratory drive is increased by stimuli aris-
ing from various respiratory afferents, many metabolic stimuli, such as fever or
hyperthermia, may also stimulate the respiratory drive. We suggest that, when it
is either not possible, not advisable or not logical to increase ventilation, factors
such as acidosis, hypoxia, hyperthermia, and anemia should be corrected [34].

Minimize Respiratory Impedance

Increased resistance or decreased compliance may promote excessive effort and
air hunger. When increased airway resistance is due to chronic obstructive pul-
monary disease (COPD) or asthma, bronchodilators and corticosteroids may be
used. In the case of reduced compliance because of a large pleural effusion, thora-
cocentesis might be performed. In other cases, such as reduced pulmonary com-
pliance because of pneumonia or cardiogenic pulmonary edema, there is no other
option than to wait for treatment of the causative disease to take effect.

In patients with high intrinsic PEEP (e.g., severe COPD), an important step in
achieving relief is to set PEEP to equal the intrinsic PEEP (which reduces the pre-
load the patient must overcome before triggering inspiration) [35].

Dyspnea Associated With Care Activity

Dyspnea is frequently associated with normal care activities, such as planned
turns, transfers, bathing, and suctioning [10]. Good oxygenation should be
assured before the activity. In some brief procedures generating a high level of
dyspnea, such as bronchoscopy, it may be advisable to administer a pre-emptive
dose of a very short-acting sedative agent before commencing.

Optimize Ventilator Settings

The present review has stressed the importance of ventilator settings in the path-
ogenesis of dyspnea. In patients receiving ACV, the first step should be to evaluate
the possibility of changing the ventilatory mode. Indeed, because ACV is strongly
associated with dyspnea, this mode should be avoided in spontaneously breathing
conscious patients and pressure controlled ventilation should be preferred. Other
modes such as proportional ventilatory assist or neurally-adjusted ventilatory
assist (NAVA) might be beneficial for dyspnea, but this point needs further evalu-
ation.

If the patient needs to stay under ACV, then the inspiratory flow should be
optimized and increased to greater than 1 l/sec. If the patient is ventilated in pres-
sure support ventilation, then the pressure support level could be increased, but
overdistention should be avoided. Finally, in patients with instrinsic PEEP, the
level of external PEEP should be set to compensate intrinsic PEEP, which is not
always easy without invasive measurements.
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Conclusion

There is growing evidence suggesting that dyspnea is a frequent problem in
mechanically ventilated ICU patients. In these patients, dyspnea is highly associ-
ated with the presence and degree of anxiety and pain. In addition, the ventilator
seems to be a major determinant of dyspnea. Large-scale studies are now needed
to further evaluate these issues. These studies should aim to quantify the preva-
lence of dyspnea in large populations of patients using a multicenter design. They
should also study the occurrence and intensity of dyspnea on a longitudinal basis.
The results of such studies would help determine whether dyspnea may be a
monitoring tool that could predict ongoing complications in an ICU patient (e.g.,
ventilator-induced pneumonia, pneumothorax). Finally, the long-term impact of
dyspnea on ICU patients needs to be evaluated.
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Introduction

Airway management is one of the most commonly performed procedures in oper-
ating rooms (OR), intensive care units (ICUs), and emergency departments
(EDs). Hypoxemia and cardiovascular collapse represent the initial and most seri-
ous life-threatening complications associated with difficult airway access, both in
planned intubations (e.g., scheduled surgery) and in emergency intubations of
critically ill patients [1–3]. To prevent and limit the incidence of hypoxemia fol-
lowing intubation, several pre-oxygenation techniques have been proposed.
Nonetheless, these techniques, which usually combine breathing maneuvers and
high inspired oxygen fraction (FiO2), may be associated with adverse effects and
may be complicated by post-intubation atelectasis [4]. They may also provoke dis-
comfort for patients and are time consuming in daily practice. The objectives of
the present review are to describe the rationale for optimizing pre-oxygenation
and associated maneuvers, to discuss the evidence for performing these maneu-
vers, and finally to propose an algorithm for secure airway management in
patients considered ‘at risk’ of life-threatening complications.

Pre-oxygenation: What is the Rationale?

Cellular Oxygenation

The aim of pre-oxygenation is ultimately to prevent and to limit cellular hypoxia
during the intubation process by increasing oxygen stores. Cellular oxygenation
depends directly on the arterial delivery of oxygen (DO2) to the cells and is calcu-
lated as follows (Eq1):

DO2 = 10 × CO × 1.33 × [Hb] × SaO2 + (0.003 × PaO2) (1)

where DO2 is in ml O2/min, CO is the cardiac output in l/min, [Hb] the plasma
hemoglobin concentration in g/l, SaO2 the arterial oxygen saturation in percent-
age, and PaO2 the partial arterial pressure for O2 in mmHg.

Although blood product transfusions and drugs to increase cardiac output
may promote DO2 to cells, we do not consider these treatments as ‘pre-oxygena-
tion maneuvers’. Oxygen stores are limited to what is present in the blood and in
the lungs. Since dissolved oxygen (not linked to hemoglobin) represents a minor
portion of the arterial oxygen content (Eq 1), the main blood oxygen store will
vary based on the hemoglobin concentration and its affinity to oxygen (variables
that cannot be simply modified). Even after oxygenation with 100 % oxygen, the
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blood stores of oxygen will only increase slightly, from about 850 ml to 950 ml
[5]. However, the lungs can store a much larger amount of oxygen. This amount
depends on both the patient’s functional residual capacity (FRC) and the maxi-
mal alveolar pressure of oxygen (PAO2).

Functional Residual Capacity

The FRC is the volume of air (approximately 3 to 4 l in a healthy adult, less in
women) that is present in the lungs after passive expiration, i.e., when the inward
elastic recoil of the lungs is counterbalanced by the outward recoil of the chest
wall and diaphragm. Indeed, if the lung elastic recoil decreases (age, chronic or
acute obstructive lung disease), FRC will increase. If the lung elastic recoil
increases (i.e., pulmonary fibrosis), FRC will decrease (Fig. 1).

Surgical procedures, anesthesia, intubation and mechanical ventilation are
associated with certain factors that may affect FRC, such as the supine position
and anesthetic drugs. Supine position decreases FRC (0.8 to 1.0 l on average)
through multiple mechanisms, including the lungs’ weights on a rigid chest wall,
and the heart and chest wall weights decreasing the transverse thoracic diameter
[6]. Abdominal contents are also moved upwards, causing a cranial shift of the
diaphragm, thereby impairing lung volumes. Obesity is, therefore, also associated
with a reduction in FRC [7, 8]. Anesthetic drugs induce a decrease in muscular
tone. This will result in a reduction in FRC (0.4 to 0.5 l on average) by shifting the
balance between the inward elastic recoil force of the lung (unchanged) and the
outward recoil of the chest wall (reduced) [6] towards smaller lung volumes.

Closing Volume

Despite a maximum expiratory effort, the lungs will not empty completely. The
remaining lung volume is called the residual volume. There are two main mecha-
nisms explaining why the lungs do not collapse at the end of expiration. First, the
chest wall would need to be totally deformed, which is mechanically not possible.
Second, in adults, at the end of a forceful expiration, the distal airways close
before complete alveolar collapse [9].

Fig. 1. Figure describing the
expected changes in closing
capacity and functional residual
capacity (FRC) with age. Note
how the FRC is lower in the
supine position. The FRC
approaches the closing capacity
around the age of 65 in an
upright patient. Adapted from
[9]
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Fig. 2. Figure describing the spi-
rometric nomenclature. Note
that the closing capacity is the
sum of the residual volume and
the closing volume. By defini-
tion, at closing capacity, distal
airways in the dependent areas
start to close which impairs ven-
tilation, possibly resulting in
hypoxemia. Adapted from [9]

The volume at which the airways begin to close during expiration is called the clos-
ing capacity. The volume of air between the closing capacity and the residual vol-
ume is called the closing volume (Fig. 2). It is important to note that the distal air-
ways do not close at the same time throughout the lungs during a forceful expira-
tion maneuver. Airways in the dependent areas (located in the lower lobes when
upright and in the lower/posterior lobes when supine) close first. This concept can
be easily understood when the changes in pleural pressures within the chest are
taken into account [9]. In a normal subject at any lung volume, the pleural pressure
is slightly more positive in the dependent areas of the thorax due to gravity. For
instance, in a healthy standing adult at end-expiration (FRC), the pleural pressure is
about -10 cmH2O at the top of the thoracic cavity and about -2 cmH2O at the bot-
tom. During a forceful expiration, the pleural pressure is (voluntarily) increased and
becomes positive (more so at the bottom of the chest). This pressure is transmitted
to the alveoli and permits exhalation of air via a pressure drop over the course of
the larger airways. At low lung volumes, the higher pleural pressure in the lower
chest will preferentially compress the lower distal airways, causing some lower air-
way closure. Airways will be kept patent either due to the cartilage within their walls
(larger airways) or due to the traction created by the adjacent parenchyma. There-
fore, any process that would decrease lung recoil and parenchymal traction (emphy-
sema, age, edema), weaken the small airways (asthma, bronchitis), or exaggerate the
pleural pressure gradient over the chest (obesity, pregnancy in the supine position)
will promote earlier closure of the lower airways and thereby increase the closing
capacity (Fig. 1) [9, 10]. In the above-mentioned cases, the work of breathing (WOB)
will necessarily include the work required to open the closed distal airways.

Alveolar Pressure of Oxygen

The PAO2 depends on the inspiratory pressure of oxygen, the alveolar pressure of
carbon dioxide (CO2) and the respiratory quotient, which represents the ratio of
CO2 production per oxygen consumption (Eq 2):

PAO2 = PiO2 – PACO2 / R (2)

where PAO2 is in mmHg, PiO2 is the inspiratory pressure of oxygen in mmHg,
PACO2 is the alveolar pressure of CO2 in mmHg and R is the respiratory quotient
which is 0.8 in most patients.
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Equation 2 shows how hypoventilation, which may occur during anesthesia
because of difficult airway access and through the effects of anesthetic agents,
decreases PAO2. One effective pre-oxygenation maneuver could be to increase
minute ventilation to avoid hypercapnia. Furthermore, pre-oxygenation needs to
be performed with an FiO2 set at 100 % oxygen (maximal PiO2) to increase PAO2
as much as possible (usually about 100–150 ml of oxygen). However, if pure oxy-
gen is administered without positive pressure application, the clinician must be
aware of the increased risk of atelectasis in the dependent lung areas, a condition
labeled denitrogenation-related atelectasis [4]. In fact, the oxygen administered
will be rapidly diffused from the alveoli to the blood causing alveolar collapse. In
contrast, when positive pressure is applied and/or air is co-administered with
oxygen, the nitrogen delivered (which diffuses much more slowly than oxygen)
will prevent the alveoli from collapsing.

To summarize, during induction of anesthesia for intubation, several factors
contribute to the development of hypoxia: Hypoventilation, decreased lung vol-
umes, and increased airway resistance. Maximizing oxygen stores before induc-
tion could delay the onset of hypoxemia, a concept that makes sense.

Who are the Patients ‘At Risk’?

The main indication for intubation in the ICU is acute respiratory failure [1–3].
In these cases, the risk of hypoxemia and cardiovascular collapse during the intu-
bation process (often crucial) is particularly elevated. Respiratory muscle weak-
ness (‘ventilatory insufficiency’) and gas exchange impairment (‘respiratory
insufficiency’) are often present. It is then worth anticipating life-threatening
complications that may occur during intubation [4].

Some non-critically ill patients (scheduled for surgery) are also considered ‘at
risk’. As explained earlier, obesity and pregnancy are the two main situations in
which FRC is decreased and the risk of atelectasis is increased [4]. Other ‘at risk’
patients include those who cannot safely tolerate a mild degree of hypoxemia
(epilepsy, cerebrovascular disease, coronary artery disease, sickle cell disease,
etc). Finally, patients considered to be ‘difficult to intubate’ also require adequate
pre-oxygenation [11].

Pre-Oxygenation: How to Do It?

Spontaneous Ventilation

Several maneuvers in spontaneous ventilation (e.g., 3–8 vital capacities vs 3 min-
utes tidal volume breathing) exist and seem to be almost equally effective [5, 12].
Some technical details, however, can make a significant difference. First, the clini-
cian needs to make sure the facemask fits the patient’s facial morphology properly.
Second, fresh gas flow needs to be set at a high range to homogenize ventilation
through the lungs and to decrease the impact of leaks [13, 14]. Third, leaks should
be avoided and diagnosed either by flaccid reservoir bag or by the absence of a nor-
mal capnograph waveform, since leaks impair the efficacy of pre-oxygenation.

Newer technology may also be useful. In modern anesthesia workstations,
end-tidal oxygen concentration is available as a surrogate for PAO2. The target
commonly adopted is 90 % [5]. This target is reached more quickly when pure
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oxygen is administered. Although the clinician must be aware of the potential
complication of denitrogenation-induced atelectasis, the benefit of reaching an
end-inspiratory oxygen fraction of 90 % before attempting intubation outweighs
the risk of developing atelectatic-related hypoxia in ‘at risk patients’.

In critically ill patients, the advantage of a prolonged period of pre-oxygena-
tion has not been clearly demonstrated. Most of these patients present with acute
respiratory failure with a certain amount of shunt, a reduced FRC, and do not
respond to administration of oxygen as well as patients scheduled for surgery
[15]. Mort et al. demonstrated a moderate increase in PaO2 after a 4 min period
of oxygen therapy before intubation (from 62 to 88 mmHg before and after oxy-
gen therapy); despite pre-oxygenation, half of the 34 patients included in the
study experienced severe hypoxia during intubation [15].

Position

Patient position is also an important factor and limits the decrease in FRC. Studies
have reported that pre-oxygenation in the semi-sitting position or in the 25° head-
up position can achieve higher arterial oxygen pressures; it may also prolong the
time to hypoxemia in obese patients scheduled for surgery [16, 17]. To our knowl-
edge, only one study performed in non-obese patients scheduled for surgery has
reported a beneficial impact of inclined position (20° head up) during pre-oxygena-
tion in terms of time to desaturation [18]. An inclined position seems not to be
beneficial in pregnant patients probably because of the gravid uterus constraining
the diaphragm in its upper position and because of the detrimental effect of the sit-
ting position on vena caval back flow [19]. There are no pre-oxygenation studies
evaluating the inclined versus the supine positions in the critically ill.

Positive Pressure

Positive end-expiratory pressure (PEEP) with high-flow oxygen has been evalu-
ated as a pre-oxygenation method in the morbidly obese. The aim of positive
pressure used as a pre-oxygenation method is to increase the proportion of aer-
ated lung, thereby increasing FRC. This increase in FRC will result in an increase
in lung oxygen stores, and may also help keep the closing capacity below the FRC.

The first study was performed in the early 2000s and found that applying
7 cmH2O of continuous positive airways pressure (CPAP) for 3 minutes did not
prolong time to desaturation in morbidly obese women. Important limitations of
that study were the absence of ventilation between the onset of apnea and the intu-
bation; and the relative brevity of the pre-oxygenation (only 3 minutes) [20]. Later
studies, however, showed a benefit of applying CPAP with oxygen during pre-oxy-
genation in morbidly obese patients [21, 22]. Compared to oxygen alone, CPAP of
10 cmH2O plus oxygen for 5 min increased the time to desaturate and reduced the
amount of atelectasis following intubation [21, 22]. Immediately after intubation,
the amount of atelectasis measured by computed tomography (CT) was 10 % in the
oxygen group compared to only 2 % in the 10 cmH2O PEEP group [21].

In a landmark study of morbidly obese patients, Delay et al. showed that pre-
oxygenation using non-invasive ventilation (NIV) with pressure support ventila-
tion (PSV, 8 cmH2O) and PEEP (6 cmH2O) for 5 minutes was safe, feasible, and
effective [23]. They reported that 95 % of patients reached the target of end-expi-
ratory oxygen fraction of 90 % with NIV in comparison with 50 % in patients
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pre-oxygenated by spontaneously breathing oxygen [23]. Arterial blood gases at
both the end of the pre-oxygenation period and at 5 min after intubation were
not significantly different between the groups. The impact of the combination of
inclined position and NIV in surgical patients needs to be evaluated. Pre-oxygen-
ation with NIV in pregnant patients has never been formally evaluated, as it may
be harmful owing to the risk of aspiration in this patient population.

NIV as a pre-oxygenation maneuver has also been evaluated in critically ill
patients. Our team reported its superiority compared to administration of oxygen
alone [24]. Indeed, in a randomized controlled trial, the incidence of severe hypox-
emia (SpO2 below 80 %) within 30 min after intubation was 7 % in the NIV group
(PSV 5–15 cmH2O, PEEP 5–10 cmH2O, FiO2 100 %), compared to 42 % in the oxy-
gen group. Although NIV seems to be beneficial compared to spontaneous breath-
ing in the critically ill, its impact on outcome has only recently been evaluated in
a multiple center randomized controlled trial (RCT) (Preoxygenation Using NIV in
Hypoxemic Patients, Clinical Trials.gov identifier NCT00472160) and the results
will be presented in the next few months. To perform NIV in critically ill patients,
the facial masks available in every ICU room are sufficient. The patient should be
in the inclined position, FiO2 set at 100 %, inspiratory pressure set to maintain a
tidal volume of 6 to 10 ml/kg and respiratory rate of 10 to 25 cycles/min. The dura-
tion of the procedure usually corresponds to the time needed to prepare the drugs
and equipment for intubation. Pre-oxygenation with NIV was included in a bundle
of interventions, use of which was associated with a decrease in life-threatening
hypoxemia following intubation in a multicenter study [1, 2] (Box 1).

Box 1. Intubation bundle care management, adapted from [2]

PRE-Intubation
1. Presence of two operators
2. Fluid loading (isotonic saline 500 ml or starch 250 ml) in absence of cardiogenic edema
3. Preparation of long-term sedation
4. Pre-oxygenate for 3 min with NIV in case of acute respiratory failure (FiO2 100 %, pressure

support ventilation level between 5 and 15 cmH2O to obtain an expiratory tidal volume
between 6 and 8 ml/kg and PEEP of 5 cmH2O)

PER-Intubation
5. Rapid sequence induction:

– Etomidate 0.2–0.3 mg/kg or ketamine 1.5–3 mg/kg
– Succinylcholine 1–1.5 mg/kg (in absence of allergy, hyperkalemia, severe acidosis, acute or

chronic neuromuscular disease, burn patient for more than 48h and medullar trauma)
– Rocuronium: 0.6 mg/kg i.v. in case of contraindication to succinylcholine or prolonged stay

in the ICU or risk factor for neuromyopathy
6. Sellick maneuver

POST-Intubation
7. Immediate confirmation of tube placement by capnography
8. Norepinephrine if diastolic blood pressure remains < 35 mmHg
9. Initiate long-term sedation

10. Initial ‘protective ventilation’: tidal volume 6–8 ml/kg, PEEP < 5 cmH2O and respiratory rate
between 10 and 20 cycles/min, FiO2 100 % for a plateau pressure < 30 cmH2O

11. Recruitment maneuver: CPAP 40 cmH2O during 40s, FiO2 100 % (if no cardiovascular collapse)
12. Maintain intubation cuff pressure of 25–30 cmH2O

NIV: non-invasive ventilation; PEEP: positive end-expiratory pressure
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Recruitment Maneuver

As discussed earlier, the aim of NIV during pre-oxygenation is to recruit lung tis-
sue available for gas exchange (‘open the lung’). Conversely, the combination of
denitrogenation (with 100 % O2) and the apneic period associated with the intu-
bation procedure can dramatically decrease the aerated lung volume ratio,
thereby causing atelectasis. In obese patients pre-oxygenated without positive
pressure, the proportion of atelectasis following intubation can represent 10 % of
the total lung volume [21]. One option to limit derecruitment after intubation is
to ventilate the patient using a bag-valve balloon. However, it is not possible to
measure the pressure delivered when the patients are ventilated with this method.

A recruitment maneuver consists of a transient increase in inspiratory pres-
sure. Several maneuvers exist, but the one best described in this situation consists
of applying CPAP of 40 cmH2O for 30 to 40 s [25–27]. In the ICU, an RCT was
conducted in 40 critically ill patients requiring intubation for acute hypoxemic
respiratory failure [25]. Compared to no recruitment maneuver, a recruitment
maneuver performed immediately after intubation was associated with a higher
PaO2 (under 100 % FiO2) 5 min after intubation (93 ± 36 vs 236 ± 117 mmHg)
and 30 min after intubation (110 ± 39 and 180 ± 79 mmHg).

In the OR, a first study assessed the impact of applying several PEEP (0, 5,
10 cmH2O) values following intubation in obese and non-obese patients sched-
uled for surgery [27]. At each step, end-expiratory lung volume, static elastance,
gas exchange and dead space were measured. In obese and non-obese patients,
PEEP of 10 cmH2O compared with zero end-expiratory pressure (ZEEP) improved
end-expiratory lung volume and elastance without effects on oxygenation. The
same team then randomized 66 morbidly obese patients (body mass index 46 +/-
6 kg/m2) scheduled for surgery into 3 groups: Conventional pre-oxygenation, pre-
oxygenation with NIV and pre-oxygenation with NIV + post-intubation recruit-
ment maneuver [26]. These author nicely demonstrated that the combination of
preoxygenation with NIV + post-intubation recruitment maneuver helped main-
tain lung volumes and oxygenation during anesthesia induction more so than
pre-oxygenation with either pure oxygen alone or with NIV. One of the main take
home messages of that study is that to improve PaO2 5 min after intubation, a
recruitment maneuver added to NIV was needed. Both oxygenation (PaO2, 234
+/– 73 mmHg vs 128 +/– 54 mmHg) and capnia (PaCO2 42 +/– 3 vs 40 +/–
3 mmHg) were improved in the recruitment maneuver + NIV group compared to
NIV alone.

Bundles

Pre-oxygenation is only one of the procedures that may improve airway safety.
Managing the airway of ‘at risk’ patients poses some unique challenges for the
anesthesiologist/intensivist. The combination of a limited physiologic reserve in
these patients and the potential for difficult mask ventilation and intubation
mandates careful planning with a good working knowledge of alternative tools
and strategies, should conventional attempts at securing the airway fail. Pre-oxy-
genation techniques can be combined to limit the risk of hypoxia during intuba-
tion attempts (Fig. 3).

To limit the incidence of severe complications occurring after this potentially
hazardous procedure, we believe that the whole process (pre-, per- and post-
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Fig. 3. Patients ‘at risk’ present several factors, such as obesity, pregnancy, chronic respiratory diseases,
which increase closing volume, impair functional residual capacity (FRC) and decrease minute ventila-
tion leading to hypoxia. Pre-oxygenation techniques should be combined in these patients to minimize
the risks of life-threatening hypoxia following intubation attempt(s). COPD: chronic obstructive pulmo-
nary disease; NIV: non-invasive ventilation; CPAP: continuous positive airway pressure. Solid arrows: fac-
tors which increase the risk of hypoxia; dashed arrows: pre-oxygenation techniques that can improve
respiratory parameters and decrease the risk of life-threatening hypoxia following intubation
attempt(s).

intubation) should be guided by protocols geared towards patient safety. In the
ICU, we designed a multicenter study and described how implementation of such
bundle protocols improved the safety of airway management [1, 2]. This bundle
is summarized in Box 1.

Conclusion

Pre-oxygenation is a standard of care before intubation in ORs and in the ICU,
aimed at increasing the lung stores of oxygen. Denitrogenation can be associated
with resorption-related atelectasis but the benefit of increasing oxygen stores is
higher than the risk of developing atelectasis in patients ‘at risk’. These patients
include the critically ill but also the obese, the pregnant and those in whom even
slight hypoxemia can be life-threatening (mainly those with brain or heart dis-
ease). In these patients, the combination of pure oxygen, NIV, denitrogenation
and post-intubation recruitment maneuvers outweighs the potential risk of post-
intubation atelectasis.
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Introduction

In the critical care setting, positioning is a fundamental tool for implementing an
integrated respiratory care strategy. Conversion from the upright to the near-hor-
izontal position used in intensive care is accompanied by important changes in
ventilation, perfusion, oxygenation and secretion clearance. These effects are
largely accounted for by the influence of gravity on perfusion distribution and by
the shifting of pressure vectors as the tissues surrounding the lungs reconfigure.
Re-positioning aids or impairs muscle function, affects secretion drainage, influ-
ences gas trapping and alters the development or redistribution of lung collapse.
Many of these phenomena hold implications for the expression of disease or its
management. Mechanical ventilation, sedation, intra-abdominal and intracranial
hypertension – common therapies and problems confronted in the intensive care
unit (ICU) – are strongly influenced by body orientation.

Physiology of Recumbent Positioning

Ribcage and Diaphragm

According to results reported by Lumb and Nunn in 1991 [1], repositioning the
patient from sitting to supine decreases the average contribution of the ribcage to
total ventilation from 69.7 % to 32.3 %. Supine (arms down or up), prone and lat-
eral positions all reduced the relative contribution of the ribcage compared to the
sitting position; however, there were no significant differences among them. An
explanation might be that recumbent positioning increases the length of the dia-
phragmatic muscle fibers, which results in stronger contraction that augments
the participation of the abdomen-diaphragm component [1].

When interpreting chest radiographs, diaphragm position and shape are com-
monly interpreted to indicate normal or abnormal lung volume. However, certain
non-disease variables are also influential. For example, in the same individual,
recumbent postures and increasing body weight clearly predisposes to higher dia-
phragm position. Across individuals, lower diaphragmatic positions are associ-
ated with narrower transverse dimensions and reduced anterior-posterior tho-
racic diameters [2]. Age (independently associated with lower position) also cor-
relates with diaphragmatic function and anatomy, suggesting that all three vari-
ables should be taken into account when deciding optimal patient positions in
critical care practice.
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Position-associated Lung Volume Changes

In normal subjects, reclining decreases functional residual capacity (FRC), pri-
marily because of the upward pressure of the abdominal contents on the dia-
phragm and to a lesser extent because of reduced lung compliance [3, 4]. FRC
declines in non-obese subjects free of lung disease by approximately 30 % (or
800 ml) in shifting from the sitting to the horizontal supine position. Older sub-
jects experience marginally less positional volume loss than do younger individu-
als. In normal subjects, the lateral decubitus orientation causes a reduction from
sitting FRC of approximately 17 % at 0 degrees, and a decline of 27.4 % at -25
degrees (steep Trendelenburg position) [3]. Because proning simultaneously com-
presses the ventral while distending the dorsal zones of the lung, conversion from
the supine to the prone position is accompanied by a redistribution of lung con-
tents and an overall increase of average resting lung volume 15 % [4]. The
effects of proning on lung volume are influenced by body habitus, as well as by
the nature of the surface upon which proning occurs. Allowing the abdomen to
suspend freely when prone may increase resting FRC [5]. Spontaneously breath-
ing patients with severe airflow obstruction lose less volume when recumbent in
either the supine or lateral orientation [3]. Dependent air trapping and the need
to maintain hyperinflation to preserve airway caliber and elastic recoil are likely
contributors.

Position-associated Lung Hemodynamic Changes

The gravitational model of ventilation-perfusion (V/Q) distribution has moti-
vated therapeutic strategies for many years. However, current research findings
defy this schema by highlighting situations that cannot be totally explained by
gravity as a determinant of pulmonary blood flow distribution [6]. Heterogeneity
of perfusion within isogravitational planes [7] and the inability of the gravita-
tional model to explain V/Q redistribution in distinct positions [8] call the domi-
nant role of gravity on ventilation-perfusion distribution into dispute.

From a purely hydrostatic perspective, higher vascular pressures should exist
in both dependent arteries and veins, so that the vascular pressure gradient is
theoretically maintained, independent of vertical position within the lung.
Whereas higher vascular pressures would tend to distend dependent vascular
beds to reduce their resistance to this gradient, such beds may already be fully
distended by the pulmonary hypertension of the diseased lungs.

Using a normal canine model, Glenny et al. demonstrated experimentally that
under zone 3 conditions, gravity is not the principal determinant of regional per-
fusion distribution in either the supine or prone position [7]. Perfusion measure-
ments using microspheres indicated that vertical height explained only 20 % of
flow variability when supine and 12 % when prone [7]. However, not all work
agrees with these microsphere studies. Perfusion measurements performed with
a variety of imaging techniques, such as positron emission tomography (PET),
single photon emission computed tomography (SPECT) and magnetic resonance
imaging (MRI) have demonstrated an important gravitational influence on pul-
monary perfusion [9]. Hopkins et al. provided evidence for a “Slinky effect” to
explain the vertical perfusion gradient found by imaging but challenged by
microsphere experiments. In accordance with this model, a component of the
apparent vertical perfusion gradient found by imaging methods is due to com-
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pression of dependent lung, which increases local lung density and, therefore,
perfusion/volume ratios in the supine position [9]. These authors found appar-
ently significant vertical gradients of perfusion but, when the regional variations
in lung density were co-analyzed, these vertical gradients were largely minimized
[9], thereby reconciling the findings of microsphere and imaging studies.

Hydrostatic pressures and blood flows distribute preferentially to the dorsal
regions in the supine position due in part to the preponderance of lung tissue in
those zones [7]. As a partial consequence, there is a linear increase in pulmonary
perfusion from anterior to posterior lung fields in the supine position [6–7].
Dependent zones experience less vascular resistance, as their higher hydrostatic
pressures recruit capillary beds that may not otherwise open [7,9].

Nyren et al. [8] found that blood distributed more uniformly in the prone pos-
ture, whereas a more dependent distribution was detected in the supine posture.
Because the distribution of ventilation is also influenced in the same fashion by
the shift to the prone orientation, the authors concluded that there is a tendency
toward more homogenous V/Q matching along the vertical axis in prone com-
pared with supine posture (Fig. 1) [8].

By similar mechanisms, the lateral decubitus position encourages perfusion of
the lower lung. This observation has been supported by MRI of lung perfusion
using arterial spin tagging (MRI-AST) [10]. Such techniques have shown that in
both lateral positions, an increase occurs in the intensity (indicating greater per-
fusion) of the dependent lung compared with its supine values (229 % for left lat-
eral, 40 % for right lateral) [10]. These perfusion measurements, however, might
be influenced to some degree by the aforementioned increase in lung density that
occurs in dependent zones, as well [9]. Utilizing similar MRI-AST methods, Prisk
et al. [11] conducted a study with the hypothesis that in the supine position
greater compression of the most dependent lung could limit regional pulmonary
blood flow. Their results showed that conversion from supine to prone position
improved density-normalized perfusion distribution (milliliters blood per minute
per gram of lung tissue), especially in posterior lung zones within the central part
of the lung. Such observations support the idea that conversion to prone position
recovers collapsed lung volume [11].

Lung perfusion was assessed for the lateral positions by Lan et al. [12] in pneu-
monectomized pigs; these authors found that the best position after pneumonec-
tomy was the lateral position with remaining lung uppermost, leading to
improved V/Q matching and better gas exchange when compared to the lung
dependent position [12]. Rohdin et al. [13] evaluated the effects of gravitational
forces on lung diffusing capacity and cardiac output in prone and supine humans.
Ten healthy subjects were exposed to centrifuge-generated gravity spins of 1 and

Fig. 1. Components of ventila-
tion/perfusion (V/Q) matching.
Transpulmonary pressure (Ppl)
gradient differs in the prone and
supine positions. A more favor-
able blood perfusion distribution
in the prone position allows effi-
cient irrigation of the zones
with better ventilation
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5 times normal. Their results indicated a 46 % reduction in diffusing capacity in
5G-hypergravity compared with 1G in the supine position, but a reduction of
only 25 % in prone position. The authors considered that reduced pulmonary-
capillary blood flow and decreased alveolar volume may explain the impressive
reduction of diffusing capacity that occurs when supine. These results support
the role of increased lung weight because of tissue edema as a contributor to lung
collapse in supine patients with acute lung injury (ALI) and acute respiratory dis-
tress syndrome (ARDS) [12]. As a conclusion about the determinants of posi-
tional blood flow distribution in the lungs, it may be said that gravity accounts
for only 4–25 % of observed spatial differences in regional perfusion [9], leaving
the remainder to be attributed to specific characteristics of the vascular structure,
airway architecture and vasoregulatory factors [14].

Positioning, Pleural Topography, and Ventilation Distribution

During spontaneous breathing, ventilation normally distributes preferentially to
the dependent lung zones in the supine, prone, and lateral positions and postural
readjustments occur frequently [15]. Approximately 8 to 10 times per hour, the
normal subject takes ‘sigh’ breaths two to four times deeper than the average tidal
volume. Microatelectasis and arterial oxygen desaturation tend to develop if
breathing remains shallow and uninterrupted by periodic sighs or variations of
position [16]. In contrast to spontaneous breathing, the nondependent regions
receive relatively more ventilation when the patient is inflated passively by a
mechanical ventilator. Dependent regions not only have the least end-expiratory
(resting) lung volume but also receive less ventilation than during spontaneous
breathing, further promoting atelectasis in those areas [16].

Recumbency redistributes lung volume because it alters the geometry of the
thorax. The heart tends to compress the left lower lobe bronchi and is supported
partially by the lung tissue beneath. This anatomy helps account for the tendency
for atelectasis to develop so commonly in the left lower lobe in postoperative and
bedridden patients – especially those with cardiovascular disease [16]. The pleu-
ral pressure adjacent to the diaphragm is considerably less negative than at the

Fig. 2. Alveolar aeration in supine and prone positions. Homogeneous alveolar aeration distribution in
the prone position because of a reduction in the pleural pressure gradient.
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apex [17]. The vertical gradient of transpulmonary pressure (alveolar minus pleu-
ral pressure) is approximately 0.25 cmH2O per cm of vertical height for normal
subjects in the erect position and approximately 0.17 cmH2O per cm for normal
subjects in supine recumbency [15,18]; therefore, alveolar volumes are greatest in
the nondependent regions (Fig. 2). For patients with edematous lungs, an intensi-
fied gravitational gradient of pleural pressure accentuates dorsal atelectasis and
consolidation [19].

Available data indicate that the gradient of pleural pressure is less steep in the
prone than in the supine position, perhaps in part because of the shifting weight
of the heart and mediastinal contents [15]. The prone position also favors airway
drainage [20]. The lateral decubitus position causes the upper lung to assume a
resting volume nearly as large as it has in the sitting position and to undergo bet-
ter drainage, whereas the lower lung tends to pool mucus and is compressed to a
size similar to or less than it has in the supine position [20]. As already noted,
total FRC is normally greater in the lateral decubitus than in the supine horizon-
tal orientation. Positional losses of lung volume are considerably less in patients
with airflow obstruction, in part due to gas trapping in dependent regions [3].

Positioning in Disease Conditions

Ascites

Ascites is a common complicating feature of a variety of pathologic liver, perito-
neal and cardiac conditions commonly seen in ICUs. Ascites may increase
abdominal elastance and expand the lower rib cage [21]. In a supine canine
model, Leduc and De Troyer demonstrated that increments of ascites progres-
sively decreased tidal volume and minute ventilation, causing an elevation of
arterial PCO2 and an increase in the parasternal intercostal inspiratory muscle
activity [21]. Despite the upward pressure exerted on its dome that should favor
diaphragmatic geometry, massive ascites inhibits the diaphragmatic component
of lung expansion by dilating the costal ring of its insertion. In so doing, ascites
overstretches the diaphragmatic musculature, reducing its contraction capacity
and helping to explain the dyspnea associated with this condition. Surprisingly,
the expiratory action of the abdominal muscles may also be adversely affected by
a very large ascites collection, presumably due to fiber overstretch [22].

Chang et al. [23] evaluated the effects of ascites and body position in 22 men
with cirrhosis. The authors reported that single breath-carbon monoxide diffusing
capacity (DLco) was greater in the erect (sitting) than in the supine position. How-
ever, when DLco was adjusted for alveolar volume (DLco/VA), it was significantly
higher in the supine position. When patients in the study underwent large volume
paracentesis, the volume-corrected parameter showed an important decrease, indi-
cating that ascites may prevent or attenuate the worsening of gas exchange that oth-
erwise would occur due to postural changes in patients with cirrhosis [23].

Morbid Obesity

Excess adipose tissue reduces both FRC and expiratory reserve volume. These
effects augment the risk of expiratory flow limitation and airway closure, produc-
ing abnormalities in ventilation distribution, increasing of lung collapse in
dependent zones, and altering pulmonary blood flow distribution [24]. In addi-
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tion, there is an inverse relationship between body mass index (BMI) and PaO2
values [24, 25]. Pelosi et al. reported that in anesthetized and paralyzed obese
patients (BMI > 30 kg/m2), the prone position improved pulmonary function by
increasing FRC, lung compliance and oxygenation [5]. In mechanically ventilated
patients, increasing positive end-expiratory pressure (PEEP) to 10 cmH2O signifi-
cantly reduced the elastance values of the lung, chest wall, and total respiratory
system in obese subjects [26]. Valenza et al. evaluated the effect of the beach chair
position, PEEP and pneumoperitoneum on respiratory function in morbidly
obese patients [27]. The authors concluded that the beach chair position
improved the elastance of the respiratory system, almost doubling end-expiratory
lung volume (0.83 ± 0.3 and 0.85 ± 0.3 l, beach chair position and PEEP10,
respectively) compared with the supine position at zero PEEP (0.46 ± 0.1 l). How-
ever, during pneumoperitoneum, only the combination of the two improved oxy-
genation [27]. Reverse Trendelenburg positioning has been found to be another
beneficial posture, especially for morbidly obese patients undergoing bariatric
surgery. Perilli et al. found that in this group of patients, the reverse Trendelen-
burg position narrowed the alveolar-arterial oxygen difference and improved
respiratory system compliance [28].

Available data suggest that obesity functionally modifies thoraco-abdominal
mechanical interdependence. Obesity augments the tendency of dependent zones
to collapse, alters regional perfusion patterns, and adversely affects the roles of
the diaphragmatic and abdominal muscles. It follows that the respiratory care
strategy in this patient subgroup should be directed toward improving respiratory
system and chest wall compliances via prone, reverse Trendelenburg or beach
chair positions in conjunction with sufficient PEEP to offset the enhanced ten-
dency for regional lung collapse [24–28].

Pleural Effusion

A variety of diseases that prompt ICU admission are commonly complicated by
large pleural effusions, many of which are unilateral. Prominent causes of unilat-
eral pulmonary effusion have been reported to include infection, congestive heart
failure and atelectasis [29]. Although not all studies agree [30, 31], convincing
data from spontaneously breathing patients (inspired oxygen fraction [FiO2] 0.21)
demonstrated better oxygenation when patients with unilateral pulmonary effu-
sion were positioned laterally with the affected lung uppermost [30]. This result
is potentially explained by positionally-improved V/Q matching [30]. The absence
of significant positional change in PaCO2 has been interpreted to indicate that
overall alveolar ventilation was not affected by the positional variations (diseased
lung uppermost vs lowermost) [30]. Data from our own experimental study in
normal pigs indicated that modest PEEP restored FRC values to their non-pulmo-
nary effusion baseline, predominantly by reversal of lung unit collapse and by
preventing intratidal derecruitment with unilateral pulmonary effusion, indepen-
dent of position [32].

Positional Dyspnea: Heart Failure, Airway Obstruction and Neuromuscular Weakness

Certain positions may relieve or exacerbate dyspnea. Orthopnea, although most
emblematic of congestive heart failure, also characterizes severe airflow obstruc-
tion, pregnancy, extreme obesity, pericardial tamponade, and diaphragmatic
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weakness. Gas trapping and aversion to the work of breathing effectively limit
lung volume reduction when patients with severe airflow obstruction assume a
supine position [3]. Patients with persistent hypoxemia, hypercapnia and chronic
obstructive pulmonary disease (COPD) who required invasive mechanical venti-
lation were positioned prone and supine for 36 hours, with turns occurring every
three hours [33]. PaO2/FiO2 remained significantly improved after the first turn
back from the prone position, with better values for subsequent supine measure-
ments. PaCO2, however, was not significantly affected by position [33]. Presumed
mechanisms by which prone positioning improves PaO2/FiO2 values in patients
with airflow obstruction include better V/Q matching [8], improved airway drain-
age [20] and reduction of airway resistance and dynamic hyperinflation [34].

In patients with bilateral diaphragmatic weakness or paralysis, oxygenation
and vital capacity usually worsen when moving from upright to supine [35]. In
these patients, surgical plication of the diaphragm or avoidance of the supine
position are prudent, because ventilation strongly or solely depends on the acces-
sory muscles of respiration, which are better stabilized when upright and should
not be loaded by having to displace the abdominal contents cephalad with each
inspiration [36]. Conversely, patients with quadriplegia or extreme orthostatic
hypotension and those who experience abdominal or back pain accentuated by
the upright position may not tolerate sitting without breathlessness. High level
spinal cord injuries require the patient to breathe using only the diaphragm. In
such patients, the supine position often exerts a positive influence by improving
the curvature and performance of the diaphragm [37].

ARDS

For more than 30 years, physiologists, physicians, nurses and respiratory care
practitioners have espoused, tested, and at times cautioned against the prone
positioning of patients with severe oxygenation problems. There seems to be gen-
eral agreement that prone positioning is likely to improve the lung’s ability to
oxygenate more efficiently by inducing a homogeneous V/Q distribution [8], but
key nagging questions remain unsettled. For example, does prone positioning
reduce the morbidity or mortality of patients with ARDS? Despite a persuasive
rationale suggesting that prone ventilation could improve patient outcomes, four
large studies from Europe – two Italian [38, 39], one Spanish [40], and one French
[41] – each designed to assess proning’s effect on survival in patients with ALI/
ARDS of varying severity, yielded discouraging results. Although oxygenation
markedly improved in most patients when ventilated prone, no change in overall
mortality was observed [38, 41]. Yet, a number of weaknesses of study design or
execution limit acceptance of the ‘no outcome benefit’ conclusion; indeed, the
question of mortality reduction is still quite active. First, and perhaps most
importantly, in two of these studies patients randomized to prone ventilation
were not kept that way during most of the period of greatest vulnerability [38,
41]. In one trial, patients were returned to the supine position for more than two
thirds of each day [38]. This is of fundamental concern, as numerous animal
studies have shown that ventilator-induced lung injury (VILI) can develop within
hours, or even minutes, after instituting an adverse ventilatory strategy [42].
Accordingly, any potentially beneficial effect of prone ventilation could have been
diluted by the limited period of time the intervention was applied. Second, from
a statistical viewpoint, it is probable that these randomized studies, though rela-
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tively large, were not sufficiently powered to utilize mortality as an end-point
across a patient sample of mixed severity. Interestingly, enrollment was stopped
early in two of the three randomized trials, at least in part because many caregiv-
ers, influenced by their occasional observation of dramatic response to proning,
were eventually unwilling to forgo its use should the patient be allocated to the
control group. Third, in all trials, proning was not initiated as soon as possible
after the diagnosis of ALI/ARDS was made. Accordingly, VILI could already have
developed by the time the patients were enrolled. Good reasons can be enumer-
ated not to prone from the start, but most recruitment from prone positioning is
expected to occur early in the process. Finally, the proning intervention was only
applied for a restricted number of days. Post-hoc analysis of the first Italian trial
results indicated that mortality was strikingly reduced in the subsets of patients
with the worst gas exchange, those with severe lung injury, those exposed to very
high tidal volumes, and those who improved CO2 exchange after proning [38].
For such patients at the highest mortality risk from ALI/ARDS or VILI, withhold-
ing proning leaves an important therapeutic asset on the table. Such thinking
prompted the Italian group to conduct a prospective trial of proning in a targeted
high mortality risk subpopulation, with attention to the lessons learned earlier.
The results from that trial [39], as well as a recently published pooled meta-analy-
sis of studied ARDS patients from multiple trials [43], reveal that mortality is
positively influenced by appropriate prone positioning in the most seriously ill
patients.

Several studies have reported conflicting evidence regarding the utility of CT
imaging patterns in making the decision to prone [44]. Presently, however, there
are no highly reliable predictors of who will or will not respond. If prone ventila-
tion improves mortality among the very critically ill, the question of why benefit
accrues remains open. Could it be that improving oxygenation allows us to reduce
or withdraw other iatrogenic elements of treatment – the FiO2 and/or high levels
of mean airway pressure, for example? An alternative explanation is that reducing
damaging strain mitigates VILI.

The role of periodic partial repositioning (i.e., 15o–o) to the left and right lat-
eral decubitus angles or alternating swimmer’s positions when patients are pri-
marily prone rather than supine has not been clarified. Studies conducted in the
1940s established a two-hour turning interval as the standard of everyday prac-
tice so as to limit skin breakdown in supine patients. The effect of various fre-
quencies and degrees of periodic partial repositioning has never been studied for
the prone posture. Solely from the standpoint of skin ulceration, however, there
is no obvious reason to suggest that the positional adjustments should be made
less frequently than the ‘every two-hour’ supine standard. Because some areas
exist over anterior body prominences that are predisposed to ulcerate, intermit-
tent partial repositioning might have to be more frequent to limit skin breakdown
when prone on a conventional bed surface. Considering only the lungs, however,
ventilation is more uniform when oriented prone, so that periodic partial reposi-
tioning might be needed a little less often. Among the factors thought to contrib-
ute to the development of atelectasis are impaired clearance of secretions from
dependent airways and failure to sufficiently expand ventilating regions. Because
the forces contributing to dependent atelectasis are reduced and secretion clear-
ance is enhanced when patients are prone, the frequency with which atelectasis
develops may be somewhat less (and more ventrally located) in this position.
Hemodynamic benefit might also be a characteristic of the prone position. Vieil-
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lard-Baron et al. demonstrated that prone positioning effectively countered right
ventricular (RV) overload in patients with severe ARDS; in that study, RV func-
tion was evaluated by bedside transesophageal echocardiography, before and after
18 h of prone-position ventilation [45].

In summary, most conclusions from experimental, observational, and clinical
trial meta-analyses suggest prone positioning is an important therapeutic tool in
severe forms of ARDS and in patients with refractory hypoxemic conditions, pro-
viding predictively improved oxygenation, 10 % increase in survival in this
patient subgroup, and perhaps an appropriate contribution to lung protection
[42].

Position as a Therapeutic Tool in Non-ARDS Settings

Other important questions regarding prone positioning are sometimes debated.
Does the prone position have a positive role in treating patients with other forms
of lung compromise than ARDS? For patients with volume overload secondary to
congestive heart failure it definitely does; Nakos and colleagues demonstrated an
excellent oxygenation response to prone positioning in left heart failure for multi-
ple reasons, perhaps one of which is augmented lymphatic clearance of edema
[46].

With the exception of a single encouraging study in COPD, the effects of prone
ventilation have not been systematically studied in patients with severe airflow
limitation [33]. Yet, in theory, the prone orientation might help to clear retained
secretions from dependent airways. Gas trapping may predominate in the depen-
dent zones in COPD. Although clearly not yet proven, proning has theoretical
appeal for improving the clinical course of the ventilated ‘blue bloater’ subtype of
COPD whose progress stalls. Positional reopening of dependent airways might
help zonal delivery of bronchodilating aerosols or relieve bronchial compression,
and these patients frequently have enlarged hearts from cor pulmonale as well as
dorsal airway plugging.

Dangers of Repositioning

Well known adverse consequences of prone positioning may include skin ulcera-
tion and soft tissue damage, ocular injury, inadvertent catheter and endotracheal
tube extraction, and elevation of cerebral pressure secondary to obstructed jugu-
lar venous drainage. Repositioning may have other less well documented, but
nonetheless potentially hazardous consequences. For example, secretion mobili-
zation through the airway tree has been proposed as one of the mechanisms
responsible for injury propagation in patients with ARDS and other regional lung
pathologic conditions like pneumonia [47]. The stage of disease is likely to be
very important, since once secretions thicken, biofluids are unable to “alveola-
rize” easily [48].

Secretion mobilization analysis in a swine model, using CT to track contrasted
mucus stimulant, concluded that gravity had an important potential to help move
moderately viscous fluid either toward or away from the airway opening; ventila-
tion with the rapid inspiratory flows and smaller tidal volumes often used clini-
cally tended to embed the mucus stimulant more peripherally [48]. Despite the
current lack of clinical studies to directly support the idea, positioning the dis-
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eased region in the dependent orientation seems prudent when confronting the
very first phase of ventilating acute non-symmetrical lung disease (even though
doing so temporarily impedes secretion clearance). In the earliest stages of
inflammation, when biofluids are highly mobile, some attention should be
directed toward selecting options for positioning and ventilation that confine
noxious fluids to the smallest number of lung segments [47]. Later on, the man-
date for such positioning is relaxed or reversed.

Positioning must be carefully regulated in patients with acute brain injury.
Good response has been reported in patients with head injury and a Glasgow
scale score of 8 or less to 24 hours of enforced, unchanged supine positioning
with 30° of head elevation. Ledwith et al. described the effect of body positioning
on brain tissue oxygen (PbtO2) and intracranial pressure (ICP) [49]. When
supine, ICP decreased with the head of bed elevated to 30 or 45° with the knees
bent. In contrast an increase of ICP was detected in both right and left lateral
positions with the head of bed at 15°. PbtO2 values showed a downward trend fol-
lowing any change of position compared to the unperturbed baseline in this
study [49], emphasizing that the injured brain is very sensitive to hemodynamic
changes generated by repetitive repositioning.

Conclusion

Judicious body positioning offers a potent therapeutic tool for use in critical care
and emergency medicine. Clinicians must understand the physiologic changes –
both helpful and hazardous – that different positions generate when attempting
to develop an optimal cardiorespiratory prescription for supporting the ventilated
patient.
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Introduction

Severe community-acquired pneumonia (CAP) is an important disease and on
many intensive care units (ICUs) it is one of the most prevalent infectious dis-
eases. Despite advances in antimicrobial therapy, rates of mortality from CAP
remain unacceptably high. In fact, mortality rates have not decreased signifi-
cantly since penicillin became routinely available and CAP remains the seventh
leading cause of death in the United States [1, 2]. Estimates of the incidence of
CAP range from 4 million to 5 million cases per year in the United States, with
about 500,000 patients requiring hospitalization and 45,000 deaths annually [3].

Apart from mortality, the economic burden of CAP is enormous. In Europe the
estimated direct costs for CAP are estimated to be 10.1 billion euros annually.
Half of the costs are from patients who are admitted to the hospital (5.7 billion
euros) [4]. This breaks down to mean direct costs of �1500 euros per hospitalized
patient in Europe [5]. The costs of patients admitted to the ICU are often more
than 5-fold higher [6]. In addition, the indirect costs of work days lost amounts
to 3.6 billion euros annually.

Furthermore, patients with mild to moderate CAP need 6 to 18 months to fully
recover, according to the Medical Outcomes Study 36-item short form (SF-36)
questionnaire [7]. However, no such data are available for patients with severe
CAP. Patients with severe CAP are very prone to develop complications and have
a higher risk of dying. Most of those patients are admitted to the ICU but still
have mortality rates of �25 %. If these patients develop shock, mortality increases
to 50 % [8, 9]. Recognition of these severely ill patients is critical and treatment
should be prompt and optimal. Here we discuss the difficulties in diagnosis and
treatment of patients with severe CAP who are admitted to the ICU.

Predicting Which Patients with Severe Community-acquired
Pneumonia need Intensive Care

Although much has been written on the definition of severe CAP, a consensus has
yet to be agreed upon. For educational, clinical and scientific purposes, an objec-
tive and uniform measure of pneumonia severity is very desirable. Unfortunately,
some aspects of pneumonia severity models tend to be self-fulfilling, like the
need for intubation, admission to the ICU, being moribund, etc. Basically, two
approaches can be used: A sum of clinical findings surmounting a certain thresh-
old that indicates severe pneumonia, or the allocation of certain necessary treat-
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ments (like ICU admission or mechanical ventilation) to prove that the pneumo-
nia is severe. It is obvious that most contemporary scoring systems to assess
severity of pneumonia are intertwined with the definition of severity.

Most efforts have been directed toward the classification of patients with pneu-
monia presenting in the emergency department (ED). This has resulted in multi-
ple scoring systems applicable to this heterogeneous population. Most systems
incorporate clinical parameters reflecting compromised respiration or circulation,
infection, as well as laboratory and radiological criteria. Some also address
chronic health items, and all are targeted to predict mortality or the level of care
needed. However, since most models use endpoints like 30-day mortality and ICU
admission on day three, their clinical use as prediction models for the ED or ICU
physician seems modest at best [10].

An ideal scoring system (and accompanying definition) would be easy to learn
and apply, would incorporate patient characteristics and progression of disease,
and accurately predict the appropriate level of treatment and monitoring, or even
palliative care. Commonly used scoring systems have acceptable negative predic-
tive value (91–97 %) (Table 1). Although the majority of patients (75–90 %) is
initially treated on general wards, an underestimation of the severity in only a
small fraction of patients will eventually result in a substantial number of second-
ary or delayed ICU admissions [11]. The rate of severe CAP patients with such
delayed ICU admission varies (12–66 %). This probably reflects differences in
local practices [11, 12]. Unfortunately, delayed admission to the ICU results in
decreased survival, despite lower ‘severity’ on initial presentation [11, 12]. These
unexpected deteriorations are not measured by existing scoring systems. This
could be because of an unknown determinant of disease that is not taken into
account, or simply to the fact that to determine the speed of progression one
needs at least two assessments on the time axis.

On the other hand, only 17.3–36 % of patients who rank in the highest risk
groups according to severity scores are admitted to the ICU [10, 13]. If all of these

Table 1. Characteristics of commonly applied pneumonia severity scores

Name Validity PPV
(%)

NPV
(%)

ICU-
Specific

Simplic-
ity

Remarks

mATS/IDSA ++ 31–87 88–99 +/– +/– Major criteria are self-fulfilling

PSI ++ 14–29 87–98 – – Includes patients from nursing
homes, complex

CURB65 ++ 10–29 87–96 +/– + Has many spin-offs (e.g., CURXO-80,
CORB)

SMARTCOP +/– 20–22 97–98 ++ +/– Superior for younger patients

SEWS +/– 27 86 + ++ Serial assessments are a fundamen-
tal aspect

APACHE ++ 22 85–97 + – Most useful from ICU perspective

PPV: positive predictive value; NPV: negative predictive value; mATS/IDSA: modified American Thoracic
Society/Infectious Diseases Society of America; PSI: Pneumonia Severity Index; CURB65: Confusion, Urea,
Respiratory rate, Blood pressure, age> 65yrs; SMARTCOP: Systolic blood pressure, Multilobar infiltrates,
Albumin, Respiratory rate, Tachycardia, Confusion, Oxygen low, arterial Ph; SEWS: Standardized Early
Warning System; APACHE: Acute Physiology And Chronic Health Evaluation.
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‘predicted to be very sick patients with pneumonia’ were to be admitted to the
ICU this would pose a tremendous burden on healthcare resources. This limita-
tion in positive predictive value is a feature of most scoring systems.

Another shortcoming of prognostic models is the advanced age of patients
presenting with pneumonia. Such patients often suffer from other important
comorbid conditions, resulting in a high mortality that is often unrelated to
pneumonia. Furthermore, many such patients with pneumonia are not suitable
for or do not want intensified care and are treated with palliative measures only.
Mortality is, therefore, a debatable measure of outcome and probably neither
reflects quality of care nor severity of the pneumonia.

There are several pneumonia severity scores (see Table 1). Most of these mod-
els are based upon logistic regression analysis, which has been used to identify
(statistically) significant predictors for pneumonia outcome (mostly death). Some
models are quite elaborate, incorporating numerous variables, while others are
quite simple and can be performed at the bedside. The parameters included in
such scores are used to ‘earn points’ and these points are used for classification of
patients into risk groups. Various reviews have been conducted only to come to
the same conclusions; performance is reasonable, but improvement is mandatory
[11, 14–16]. Another limitation of most of these models is that they do not per-
form well outside the setting they were developed in. For example, in seasonal
influenza, these scoring systems perform suboptimally, as most of these patients
were excluded from the initial study populations [17]. The position of viral pneu-
monia in the spectrum of severe CAP should be re-evaluated and its contribution
to the total burden of severe CAP needs further elucidation.

An interesting future development is the application of ubiquitous available
biomarkers as predictors of severity of pneumonia, like C-reactive protein (CRP),
procalcitonin (PCT), tumor necrosis factor (TNF), interleukin-6 (IL-6), etc. How-
ever, the predictive value of most of those markers needs to be elucidated [18]. It
is, however, very doubtful whether one biomarker will be able to outperform an
entire pneumonia severity model based upon comorbidity and derangements of
acute physiology (like the Acute Physiology and Chronic Health Evaluation
[APACHE] or Pneumonia Severity Index [PSI]). Most likely, those new biomark-
ers will be incorporated in updates of already existing pneumonia severity mod-
els.

Much is in favor of applying existing pneumonia severity models, such as PSI
or the Standardized Early Warning System (SEWS), in the ED in a repetitive fash-
ion. The SEWS was outperformed by CURB65, but only in a single point assess-
ment [19]. The inherent value of these systems is to draw attention to patients
who are potentially at risk, and to stick with them until things have become clear.
Results of current research on this subject are to be expected in the coming years.

In conclusion, none of the existing scoring systems seems to be universally
applicable; not all patients in need of intensive care are correctly and timely
detected. Limitations in both negative and especially positive predictive value
reflect the dynamic nature of pneumonia, with patients presenting at different
stages of development. Furthermore about 50 % of mortality is caused by comor-
bidities worsening after admission [10]. On the other hand, the dichotomy
between ICU and non-ICU no longer seems a sensible approach from the
patient’s point of view. Treating severe CAP as an emergency, like stroke or myo-
cardial infarction, could and should be accomplished with minimal changes in
healthcare infrastructure [10, 11, 14]. Streamlining the process from ED to ICU,
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while preventing unnecessary admissions to the ICU, will be the challenge of the
near future.

Empirical Treatment of Severe Community-acquired Pneumonia

Several national and international guidelines describe which empirical antimicro-
bial treatment is optimal for patients with severe CAP. Local epidemiology of
microorganisms (Table 2) and differences in the resistance of pathogens causing
severe CAP direct the choice of empirical antimicrobial treatment. It is obvious
that local guidelines cannot be extrapolated to all populations or countries with-
out taking these differences into account. Internationally acclaimed guidelines are
often unnecessarily broad and aggressive and should be tailored to local epidemi-
ology to prevent occurrence of resistance.

Most guidelines advocate combination antimicrobial therapy for the empirical
treatment of severe CAP [20, 21]. Often a beta-lactam is used in combination with
either a fluorquinolone or macrolide (mostly azithromycin) to provide coverage
for atypical pathogens. The beta-lactam is substituted by an antipseudomonal
beta-lactam if Pseudomonas infection is suspected. If methicillin resistant Staphy-
lococcus aureus (MRSA) is suspected, vancomycin or linezolid are added to the
empirical scheme. The addition of aminoglycosides to the abovementioned treat-
ment schemes is associated with increased nephrotoxicity and bothersome phar-
macokinetic properties (poor penetration into the lung parenchyma) [21]. How-
ever, the increasing rate of extended-spectrum beta-lactamase (ESBL) producing
pathogens might resurrect the aminoglycosides in empirical treatment schemes.

However, does adherence to such guidelines result in increased survival? In
general, there is low adherence to guidelines (8–45.9 %) [22]. Some older, retro-
spective analyses do show a modest survival benefit when patients are treated
according to such guidelines [23, 24]. A prospective randomized trial to evaluate
whether adherence to such guidelines influences outcome will for obvious ethical
reasons never be performed.

A number of, again, retrospective studies show that combination therapy with
a macrolide might improved outcome in comparison to combination therapy with
a fluoroquinolone, especially in more severely ill patients [22]. However, a meta-
analysis of 23 trials showed the opposite; fluoroquinolones were associated with
a greater success of treatment in patients who had to be hospitalized for pneumo-
nia, although a benefit in mortality was not observed [25]. The studies included

Table 2. Frequencies of cultured
microorganisms in Europe depend-
ing on treatment setting

Pathogen ICU Hospital Outpatient

Unknown 28 % 41 % 50 %
Streptococcus pneumoniae 2 % 5 % 8 %
Mycoplasma pneumoniae 7 % 6 % 13 %
Chlamydia pneumoniae 4 % 11 % 21 %
Staphylococcus aureus 9 % 3 % 15 %
Enterobacteriaceae 9 % 4 % 0 %
Pseudomonas aeruginosa 4 % 3 % 1 %
Legionella spp. 12 % 5 % 0 %
Coxiella burnetii 7 % 4 % 1 %
Viruses 3 % 12 % 17 %

Depicted are the mean percent-
ages. Reproduced from [4] with
permission of the BMJ Publishing
Group Ltd.
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in this meta-analysis included heterogeneous populations and, unfortunately, the
minority of studies was double-blinded. Therefore, there is enough equipoise to
warrant a prospective trial on the optimal combination therapy in severe CAP.

Most international acclaimed guidelines, like the Surviving Sepsis Campaign,
acknowledge the fact that antimicrobial therapy should be given as soon as possi-
ble, but preferably within one hour after admission to the ED [26]. This claim
appears to be scientifically solid for patients with septic shock [27]. However,
whether it holds true for patients with moderate-to-severe CAP without septic
shock remains to be proven. The time-to-first-antibiotic-dose (TFAD) has
become a core quality measure in several countries. A negative spin-off of this
quality parameter is a decrease in the accuracy of the diagnosis of pneumonia
without decreasing the mortality [28, 29].

Another important topic in the antimicrobial treatment of severe CAP is the
duration of treatment. Most contemporary guidelines advocate a 7–10 day treat-
ment period [20, 21]. However, clinicians often tend to treat patients for 10–11
days and treat patients even longer when they are admitted to the ICU, are hypo-
tensive, have pleural effusions, have multilobar infiltrates, or are given combina-
tion therapy (11–15 days) [30]. Recent trials have shown that antibiotic treatment
can be safely reduced from an average of 10.7 days to 7.2 days based upon a PCT-
guided strategy [31]. In a recent ICU study, the subgroup of patients with CAP
was treated for 5.5 days in the PCT-guided group versus 10.4 days in the control
group [32]. Because certain subgroups were excluded from these studies, like
patients with Legionnaire’s disease, the true reduction in antibiotic treatment still
needs to be established. The results of the largest PCT-guided ICU study (Safety
and Efficacy of Procalcitonin Guided Antibiotic Therapy in Adult Intensive Care
Units, ClinicalTrials.gov identifier NCT01139489) are needed to confirm the
reduction in antimicrobial therapy duration in patients with severe CAP. Optimal
dosing of antimicrobials, based upon pharmacokinetic and pharmacodynamic
parameters, may decrease duration of therapy even further. However, this needs
to be confirmed by prospective studies [33].

In conclusion, the challenge is to prove which empirical combination therapy
leads to improved outcomes in patients with severe CAP. New research may con-
firm the previous studies that suggested that severe CAP could be treated for 5
days instead of the current 10–14 days.

Adjunctive Therapies

Whereas antibiotics are the cornerstone in the treatment of pneumonia, there is
still room for other supportive measures. For example, delayed assessment of
oxygenation and subsequent delayed administration of oxygen increases mortal-
ity [24, 34]. Although restoration of oxygenation is self evident for the most
severely ill patients with pneumonia in the ICU, it should be implemented in the
ED as well. Several other adjunctive measures have been proposed and will be
discussed below.

‘Mechanical Options’

Intubation and mechanical ventilation come at a cost. Patients often have to be
sedated and sometimes muscle relaxants are used as well. Therefore, intubation
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should be avoided whenever possible, leaving upper airway function intact and
cough more effective. Non-invasive ventilation (NIV) is a treatment option in
selected patients. Interestingly, little research has been published on NIV in pneu-
monia. Of course, NIV will, at least theoretically, push sputum and debris into the
peripheries of the lung without the benefit of endotracheal suction provided by
intubation. However, a small Italian study showed that 28 out of 64 patients with
severe CAP (43 %) could be successfully treated with NIV. In this study, especially
patients with a high severity of illness who failed to improve their oxygenation
(PaO2/FiO2) while on NIV were likely to end up needing endotracheal intubation
and mechanical ventilation. The down-side of this study was that the in-hospital
mortality was much higher in patients (35 %) with NIV-failure [35]. Clearly, more
research is needed to determine which patients are eligible for a trial of NIV.

Another mechanical measure is postural drainage. Prone positioning has been
extensively analyzed and was shown to improve oxygenation and possibly sur-
vival in a subgroup of severely hypoxemic patients with acute respiratory distress
syndrome (ARDS) [36]. Pneumonia is the commonest cause of ARDS, accounting
for 40 % of the ARDS-cases. Because of the need to clear sputum in this condi-
tion, one would expect the greatest effect to be found in patients with severe CAP.
This observation is, however, not explicitly reported in clinical trials addressing
the use of prone positioning [36]. In a very small study (n = 22) in patients with
severe CAP and ARDS, prone position improved oxygenation [37]. Of course, this
study was not powered to assess differences in mortality. More research is needed
to establish whether prone position is beneficial in selected patients with severe
CAP. For now, prone positioning can be advised for severely hypoxemic patients
without contraindications (e.g., intracranial hypertension) [38].

Postural drainage by rotating the entire bed has been advocated as a preven-
tive tool for ventilator-associated pneumonia (VAP), but the high price of neces-
sary equipment may not be justified. We found no studies that have addressed
this technique in severe CAP. Simple lateral positioning is well tolerated by most
patients and improves oxygenation especially in unilateral pneumonia, but
research on this subject is very limited [39]. Bronchoscopy is used in many ICUs
to improve oxygenation by removing debris from the lung, sometimes with spec-
tacular improvements in oxygenation and subsequent avoidance of high peak
inspiratory pressures [40]. Whether this approach is superior to postural drain-
age or prone positioning has never been investigated.

Severe CAP is sometimes accompanied by pleural effusions and this is associ-
ated with a worse outcome. Thoracentesis is a logical treatment leading to
improved diagnostic yield and results in a change of antimicrobial therapy in
45 % of patients [41, 42]. Whether routine thoracentesis in patients with para-
pneumonic effusions leads to improved outcome still needs to be established.

In patients with severe CAP or ARDS who cannot be ventilated, extra-corpo-
real membrane oxygenation (ECMO) might be a measure which could be used
as a bridge-to-recovery. In the 2009 H1N1 influenza pandemic, 71 % of the
patients with ARDS survived [43]. Whether these numbers and success rates
can be extrapolated to patients with severe CAP of bacterial origin is rather
speculative.
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Pharmacological Options

Several pharmacological options have been explored as adjunctive therapy to
antibiotics in the treatment of severe CAP. In septic patients there is a delicate
balance between pro-inflammatory mediators and anti-inflammatory mediators;
too much inflammation might cause too much collateral damage, while too little
inflammation results in decreased clearance of pathogens. Corticosteroids and
other immunomodulatory drugs have been considered since 1956 to modulate
inflammatory overshoot and thus reduce collateral damage. Although this has
been extensively studied in patients with severe sepsis and septic shock only few
studies have addressed this question in patients with severe CAP. Two systematic
reviews favored the use of corticosteroids in patients with CAP; however, the
quality of the included trials was questionable [44]. A recent, nicely performed,
randomized trial failed to show a benefit of corticosteroids in patients with CAP
[45]. In the corticosteroid-treated patient group, more patients had progression
or persistence of disease, a new infiltrate or development of an extra-pulmonary
infection. The authors concluded that there was no benefit from corticosteroids
and possible harm. Patients with severe CAP were underrepresented in this study.
Another recent and well-performed, placebo-controlled, randomized trial showed
that dexamethasone was able to reduce the length of stay and improve quality of
life at 30-days, but there was no statistically significant effect on in-hospital mor-
tality [46]. Again, less than half of the patients included in this study had severe
CAP (PSI class IV and V). At present, it is still undetermined whether corticoste-
roids are a useful adjunct in patients with severe CAP who are not in septic
shock. Differences in corticosteroids (prednisolone versus dexamethasone), in
patients (severe CAP on the ICU versus moderate CAP on the ward), and differ-
ent timing of administration of corticosteroids (immediately in the ED or later in
the ICU) may influence effectiveness and these questions still need to be
answered.

N-acetylcysteine (NAC) is widely used in respiratory medicine as a mucolytic
therapy, especially in patients with chronic obstructive pulmonary disease (COPD).
Although it did not prevent exacerbations in COPD patients, it was not associated
with many adverse effects [47]. In experimental studies, NAC has immunomodula-
ting properties that, theoretically, would be beneficial in patients with severe CAP.
However, this has never been studied in patients with severe CAP.

One cannot be surprised that some attention has been directed at the pleiotro-
pic effects of statins and their possible beneficial effects in CAP patients. This
effect was, at least partially, ascribed to the high correlation between myocardial
infarction and pneumonia. In 2008, an observational study showed that patients
using statins had a 54 % lower 90-day mortality than patients not using statins
[48]. A recent observational cohort study in patients with CAP showed that there
was no difference in severe sepsis risk between patients with or without prior sta-
tins, whether or not those statins were discontinued at admission [49]. However,
these were observational studies and ‘healthy user bias’ seemed to play a role.
Nevertheless, in the latter study in patients whose statins were stopped at admis-
sion, mortality was doubled compared to those who continued their statins (15.3
versus 7.9 %) [49]. These results still leave room to investigate whether starting a
statin in patients who are not using this kind of medication would be beneficial.
At present, such trials are underway for a general sepsis population but not spe-
cifically in a severe CAP population.
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Several observations have revealed an association between CAP and acute myo-
cardial infection [50]. Therefore, patients who are using aspirin may have a better
outcome. In the previously mentioned observational study, patients using aspirin
had an odds ratio for 90-day mortality of 0.63 (confidence interval 0.36–1.11,
p = 0.11) [48]. Although this difference was not statistically significant it supports
the idea that cardioprotection might be beneficial as patients with CAP are often
older and have cardiovascular comorbidity [50]. However, in this cohort, co-pre-
scription might have confounded the relationship between aspirin and mortality
from CAP; many patients were using statins and aspirin at the same time. So, the
relationship between severe CAP and myocardial infarction and the possible ben-
eficial effects of aspirin in these patients is controversial, to say the least.

In a subgroup analysis (n = 850) of the original Recombinant Human Activated
Protein C Worldwide Evaluation in Severe Sepsis (PROWESS) trial, investigators
looked at whether activated protein C (drotecogin alfa [activated]) reduced mor-
tality in patients with severe CAP [51]. The 90-day mortality was lower (relative
risk reduction 14 %) in the patients who had received activated protein C. How-
ever, subgroup analyses may lead to wrong conclusions if the study was not
intended or powered for it and we should, therefore, consider activated protein C
carefully in patients with severe CAP as long as this result has not been con-
firmed by others.

Outcome

As discussed earlier, ICU mortality or even in-hospital mortality may not be ideal
markers of outcome. Approximately 25–50 % of patients with severe CAP die [8,
9]. What happens to the survivors after hospital discharge? Most of these patients
are elderly, have comorbidities, and already have limited life expectancies. How-
ever, do survivors of severe CAP have an increased mortality rate as a result of
having been severely ill? This seems very likely, but proper observational studies
in patients with severe CAP are lacking. Studies in patients with moderate CAP
have shown that it takes 6–18 months for these patients to recover in terms of
quality of life [7]. However, studies addressing quality of life after severe CAP are
lacking. What if certain survivors appear to have a very poor quality of life?
Should we withhold intensive treatment in these patients and direct to palliative
care at an earlier phase of the treatment? Timely assessment of medical futility
and communication with relatives remains a challenging aspect of intensive care
medicine.

Conclusion

Severe CAP is a potentially lethal disease and treatment should be immediate and
adequate. Unfortunately, current severity models are too focused on a one-point
evaluation. Pneumonia is a dynamic disease and patients can deteriorate after
scoring has taken place. Therefore, continuous or repeated models are necessary
and physicians should be aware that their patients are at risk. Admission to an
intermediate or intensive care facility might be a solution [10], treating the
patient with severe CAP like treating a patient with a acute coronary syndrome.
Although numerous guidelines have provided us with evidence-based treatment
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options, many questions remain! What is the optimal combination therapy,
should we add corticosteroids as an adjunct to antibiotics, does postural drainage
help, and which patients benefit from salvation therapies, like ECMO? These and
many other questions need to be answered in the near future to optimize the
treatment of patients with severe CAP: It is no longer the old man’s friend!
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Introduction

Intensive care units (ICUs) represent high-risk areas for nosocomial infections.
One third of hospital-acquired infections are related to the ICU, where a patient
has a 5- to 7-fold greater risk of nosocomial infection compared to another hospi-
talized in a different ward [1]. Gram-positive organisms play an important part in
this setting, being a leading cause of morbidity and mortality in ICUs [2]; more-
over, several reports have shown an increase in antimicrobial resistance for these
isolates in recent years [3].

In this context, methicillin-resistant Staphylococcus aureus (MRSA) is a con-
cern [4]; although vancomycin became the drug of choice for its treatment and is
still widely used, many studies suggest that when vancomycin minimum inhibi-
tory concentration (MIC) values are at the end of the susceptibility range, it is
less effective [5, 6]. Inappropriate antibiotic therapy has been found to be an
important determinant of mortality in this setting [7].

The aim of this chapter is to focus attention on Gram-positive infections in
ICUs and on new therapeutic approaches for them. Bloodstream infections and
pneumonia will be discussed in greater detail, since they represent, in terms of
frequency and mortality, high-challenge infectious conditions.

Bloodstream Infections

General Epidemiology

Bloodstream infections (BSIs) represent one of the leading causes of death in the
Western World. In hospitalized patients, BSIs are responsible for approximately
150,000 deaths in Europe annually and 210,000 in the United States [8], and typi-
cally occur in ICUs. In this setting, crude mortality related to hospital-acquired
BSIs ranges from 20 % to 60 %, whereas mortality directly attributable to the BSI
ranges from 14 % to 38 % [9]. Furthermore, BSIs are responsible for prolonged
hospital stays with greater costs.

The Surveillance and Control of Pathogens of Epidemiologic Importance
(SCOPE) study analyzed 24179 nosocomial BSIs in 49 hospitals of various sizes
distributed widely across the USA from 1995 through 2002. From this analysis, it
emerged that 50.5 % of BSIs occurred in ICUs, and the overall crude mortality
rate was 27 %. From a microbiological point of view, of the 20978 monomicrobial
BSIs, 65 % were caused by Gram-positive bacteria. Coagulase-negative staphylo-
cocci and S. aureus were the most commonly isolated organisms both in the ICU
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and in non-ICU ward settings, followed by Enterococcus spp. [2]. Moreover, this
analysis is concordant with other studies that demonstrate how antibiotic resis-
tance has increased over this period of time, with MRSA still playing a major
role.

The OASIS multicenter study (In vitrO prospective research on Antimicrobial
Susceptibility on Invasive pathogenS) is another, more recent example of a similar
analysis. The study was designed to assess the prevalence of bacteria and fungi
from blood cultures and the in vitro antimicrobial susceptibility; it involved 20
hospital microbiology laboratories located in Northern and Central Italy and
investigated blood cultures collected over a 1-year period. This study showed that
67.2 % of the 29481 positive blood cultures represented hospital-acquired BSIs, of
which 44 % were due to Gram-positive organisms. Resistance to methicillin was
found in 35.8 % of S. aureus isolates, whereas vancomycin resistance was found in
4.0 % of Enterococcus faecalis and 18.9 % of Enterococcus faecium [10].

The results of the OASIS study are concordant with other scientific evidence
showing that in recent years Gram-negative organisms have become more com-
mon than Gram-positive organisms among blood isolates [11], although more so
for community-acquired cases than for hospital-acquired ones. This observation
may be due, according to some authors, to the appropriate use of glycopeptides
and the recent availability of new drugs for Gram-positive organisms [12],
although this is still debated (see below). These two approaches may have had an
effective role in controlling infections that are common sources of BSIs, such as
low respiratory tract infections, skin and soft tissues infections and infections of
intravascular catheters. The high prevalence of elderly individuals in this study
population could have also played an important part in determining this epidemi-
ology, since urinary tract infections, frequently caused by enterobacteria, are
more common in this subset of patients. Furthermore, greater attention has been
given to new guidelines for the correct management of intravascular catheters
and their infection, with a focus on the correct use of glycopeptides. From the
OASIS study, in terms of species isolated in the ICU setting, Escherichia coli, S.
aureus, Staphylococcus epidermidis and Pseudomonas aeruginosa were the most
prevalent [10].

Another study conducted in Canada showed similar results: Of the 8228 posi-
tive blood cultures, 51.1 % isolated Gram-positive organisms [13]. E. coli and S.
aureus were the most common pathogens and were responsible for more than
40 % of the bloodstream infections. As far as Gram-positive organisms are con-
cerned, 24.4 % of the S. aureus isolated from blood cultures were MRSA, the inci-
dence of which remained constant through the three-year period. Of the 356
MRSA isolates, five had a vancomycin MIC of 2 g/ml and one had a vancomycin
MIC of 4 g/ml, whereas no resistance was demonstrated for linezolid or for dap-
tomycin. Of the E. faecalis and E. faecium isolates, 4.6 % were vancomycin resis-
tant, and no resistance to linezolid or daptomycin was observed. During this
three-year period, nonetheless, the rate of vancomycin-resistant enterococcus
(VRE) increased. In this analysis, patients were stratified according to age group;
among the younger ages, there was a predominance of coagulase-negative staphy-
lococci, as previously noted [14], whereas MRSA and P. aeruginosa were impor-
tant causes of bloodstream infections in the adults and the elderly.
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Antimicrobial Resistance and the Role of Vancomycin

Recent years have witnessed a rise in the incidence of multi-drug resistance in
Gram-positive bacteria causing infections in critically ill patients, and this is par-
ticularly evident if one considers the role that MRSA has in this setting [4]. Some
evidence indicates that MRSA BSIs are associated with a poorer outcome com-
pared to methicillin-susceptible S. aureus BSIs [15]. In Italy, the prevalence of
MRSA in ICUs ranges from 50 % to 70 % [16]; this high prevalence of MRSA
infection has led to a progressive increase in the use of vancomycin in empirical
regimes, a phenomenon that is observed worldwide, and strains with higher
MICs have become more common.

The efficacy of vancomycin in the treatment of MRSA infection is directly
related to the MIC of the pathogen, even within the range of susceptibility: Thera-
pies with vancomycin for pathogens whose MICs are between 1 and 2 g/ml have
a significantly poorer response compared to those with MICs less than 0.5 g/ml,
and have higher mortality rates [17]. The duration of bacteremia in cases of
MRSA BSI with higher MICs is usually longer, and these patients have a higher
likelihood of recurrence and a longer hospital stay. A recent analysis of the evolu-
tionary trend among S. aureus clinical isolates demonstrated a tendency toward
increasing vancomycin MICs in Italy [18] (Fig. 1). Because existing findings indi-
cate that the probability of therapy failure is higher for invasive MRSA infections
caused by strains with an increased vancomycin MIC [19], and because a ‘creep
phenomenon’ appears to exist in several regions, we suggest that every medical
center should examine the local situation of vancomycin MICs in MRSA isolates
from blood cultures using Etest. Furthermore, if vancomycin MIC creep is
observed in MRSA strains in the patient population of any medical center, the
center’s decision-makers should include in their discussions the appropriate ther-
apy and the main risk factors associated with patient acquisition of MRSA with
elevated vancomycin MICs.

These effects can be explained in terms of the pharmacodynamics of the drug,
the efficacy of vancomycin being related to the ratio between the area under the
concentration-time curve (AUC) and the MIC; therefore, suboptimal drug con-
centrations may trigger the development of resistance, such as MIC values as high
as 1, by being able to increase this ratio. To improve the AUC/MIC ratio, higher
serum trough concentrations of vancomycin should be used, but this is associated

Fig. 1. Minimum inhibitory
concentration (MIC) distribution
among MRSA bloodstream iso-
lates in the period (2008–2010)
in Italy. Data from [18]
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with greater renal dysfunction. Regarding this concern, Jeffres at al. studied 94
patients with healthcare-associated pneumonia (HCAP) in order to evaluate the
relationship between aggressive vancomycin dosing and nephrotoxicity, demon-
strating in this different setting that patients with higher steady-state mean trough
serum vancomycin concentrations (20.8 mg/l vs. 14.3 mg/l, p < 0.001) had a higher
incidence of nephrotoxicity [20]. These authors also demonstrated that longer
duration of treatment was associated with a higher risk of renal dysfunction.

On the use of vancomycin in this setting, some authors have postulated that
the shift in vancomycin MIC values is associated with a concurrent increase in the
MIC values of other anti-MRSA agents. To date, analyses have primarily focused
on the correlation between daptomycin and vancomycin. Patel et al. conducted a
study in which they examined the correlation between vancomycin MIC values
and the MIC values of daptomycin, linezolid, tigecycline and teicoplanin among
120 patients with BSIs in a tertiary care hospital in the USA between January 2005
and May 2007 [21]. Collectively, these authors showed how MIC values increased
under the selective pressure of vancomycin in a pool of patients in whom MRSA
was isolated from blood cultures on day 1 and subsequently after treatment with
vancomycin was initiated. They demonstrated that the MIC values of all the anti-
biotics under study increased in parallel, in a fashion similar to that demon-
strated by Watanabe et al. for linezolid and vancomycin with infections caused by
vancomycin-intermediate S. aureus (VISA) [22]. Based on all these consider-
ations, alternatives to vancomycin should be considered for critically ill patients
in whom an anti-MRSA agent has to be initiated as empirical treatment, or when
the MRSA MIC is 1 g/ml, in order to avoid an inadequate AUC/MIC ratio and
to prevent the phenomenon of MIC ‘creep’, already described for daptomycin and
vancomycin, but possible for other anti-MRSA agents as well.

Another problem that concerns ICUs is the emergence of infections due to
Enterococcus spp. with limited or full resistance to vancomycin. In the US, the
proportion of VRE is high (20 % for E. faecalis and 60 % for E. faecium) [2],
whereas in Italy it is still significantly lower (6 %). As demonstrated for MRSA,
it seems that mortality rates in patients with VRE infections is significantly
higher than for infections caused by vancomycin-susceptible enterococci (VSE)
[23].

The increasing antimicrobial resistance in Gram-positive organisms therefore
remains an issue of vital importance, given the decreasing role that vancomycin
has in this subset of patients, especially in the ICU setting. New classes of antimi-
crobial have been developed, and their rational use may help clinicians to make
the best empirical choices.

New Approaches to Antimicrobial Therapy: The Role of Daptomycin and Linezolid

When treating a BSI, one should opt for a bactericidal agent with rapid activity,
good penetration into the biofilm, an easy mode of administration, a good safety
profile and similar microbiological activity against different strains of methicil-
lin-sensitive S. aureus (MSSA), MRSA, heteroresistant VISA (hVISA) and VRE [4]
(Table 1).

Approved by the FDA for the treatment of MRSA skin and soft tissue infec-
tions (SSTIs), bacteremia and right-sided endocarditis, daptomycin, a cyclic lipo-
peptide antibiotic, is a bactericidal antimicrobial agent that exerts its mechanism
of action by creating pores or ion channels into the bacterial cell membrane and
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Table 1. Characteristics of new drugs used for empiric therapy in Gram-positive bloodstream infections.
Adapted from [4]

Characteristics Vancomycin Linezolid Tigecycline Daptomycin

Bactericidal activity
against MRSA

Yes, but slow No No Yes

Biofilm activity No No No Yes

Microbiology activity
and same eradication
rate against MSSA,
MRSA, hVISA and VRE

No Yes Yes Yes

Proven efficacy for pri-
mary Gram + bacterae-
mia

Yes No No Yes

Optimal dosage No Yes Yes Yes

Mode of administration i.v. Oral and i.v. i.v. i.v.

Good safety profile No, especially
for higher
dosage

Yes, rarely causes
thrombocytopenia and
myelosuppression

Yes, some
gastro-intestinal
effects

Yes

Resistance described Yes Yes, but uncommon Yes Yes

MRSA: methicillin-resistant Staphylococcus aureus; MSSA: methicillin-sensitive S. aureus; VRE: vancomy-
cin-resistant enterococcus; hVISA: heteroresistant vancomycin-intermediate S. aureus; i.v.: intravenous

thus causing membrane depolarization and rapid cell death [24]. The antimicro-
bial spectrum of daptomycin includes the majority of Gram-positive organisms
[25]; moreover, this drug possesses great in vitro bactericidal activity and synergy
with a number of other antibiotics, and is effective also for biofilm producing
strains [26]. Daptomycin has a concentration-dependent bactericidal activity, and
may sometimes require levels equivalent to eight times the lipopeptide MIC for a
given strain [27].

The FDA approved 4 mg/kg of daptomycin for the treatment of complicated
SSTIs, and 6 mg/kg for S. aureus BSI, including treatment of right-side endocardi-
tis. Although prospective randomized trials claimed that these dosage regimens
are safe and effective for their respective indications [28, 29], optimal dose levels
still need to be established.

In vitro studies of simulated endocardial vegetations with susceptible and non-
susceptible strains of S. aureus treated with simulated daptomycin doses of 6 mg/
kg and 10 mg/kg in combination with gentamicin and rifampin have demon-
strated rapid bactericidal activity of all doses against susceptible S. aureus. None-
theless, this study demonstrated an increased rate of killing at the higher dose,
improved activity with combination therapy against a majority of drug-suscepti-
ble strains, and improved activity even against some of the non-susceptible
strains [30]. Despite its recent advent in the pharmacological armamentarium,
reports on clinical failure and on the emergence of resistance to daptomycin have
been raising concerns; these reports have been related to several S. aureus and
Enterococcus spp. strains, and reported either in severely ill patients who had
been pre-treated with other antibiotics or during daptomycin treatment at an
inappropriate dose [31].
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Regimens with higher doses of daptomycin have been proposed to treat difficult
infections, such as complicated bacteremia and endocarditis. This approach may
be particularly important in the ICU setting, where, aside from the known diffi-
culties with antimicrobial resistance and in-tissue activity of the antimicrobial,
clinicians deal with critically ill patients. Pharmacokinetic data from healthy indi-
viduals show that daptomycin dosed once daily at 12 mg/kg achieved trough lev-
els of about 20 g/ml, a level that better guarantees an optimal tissue concentra-
tion for organisms with higher MICs [32]. On the basis of the pharmacokinetic
profile and concentration-dependent killing, higher doses may be beneficial in
treating severe infections as well. Clinical experience with doses greater than
6 mg/kg are limited, but recent studies support the theory that higher doses of
daptomycin are more effective and have an adequate safety profile [33, 34].

Linezolid, discussion of which will be developed later, is an alternative, in
some circumstances, for the treatment of MRSA infections, since it possesses a
good microbiological profile against MSSA, MRSA, hVISA and VRE. Despite its
bacteriostatic mechanism of action, there are some reports of clinical and micro-
biological efficacy for MRSA bacteremia and endocarditis [35, 36]. A recent study
showed that linezolid should not be used for the empirical treatment of catheter-
related BSIs before isolation and identification of a pathogenic organism, but
could be used, depending on the circumstance, once isolates have been identified
[35]. A meta-analysis of 144 patients with MRSA bacteremia from five studies
that compared vancomycin with linezolid showed no statistical differences in the
rate of clinical cure [37]. In this setting, linezolid may play a role in sequential
therapy, such as when bacteremia is already resolved and the patient needs to
complete a therapeutic cycle at home with oral antibiotics.

Pneumonia

Pneumonia is a common infection in communities and health-care facilities, with
mortality rates as high as 76 % reported in some circumstances in ventilated
patients [38, 39]. Categories of pneumonia include community-acquired pneumo-
nia (CAP) and nosocomial pneumonia, the latter encompassing HCAP, hospital-
acquired pneumonia (HAP), and ventilator-associated pneumonia (VAP) [38].

A distinction can also be made between early-onset and late-onset nosocomial
pneumonia, with late-onset infections ( 5 days of current hospitalization) more
likely to be caused by multi-drug resistant (MDR) pathogens [38]. Additional risk
factors for infection with MDR pathogens are antimicrobial therapy in the previ-
ous 90 days, current hospitalization of at least 5 days, high frequency of antibiotic
resistance in the community or hospital unit, presence of risk factors for HCAP,
and immunosuppressive disease and/or therapy [38].

HAP is the second most common nosocomial infection (after urinary tract
infection) and the most common nosocomial infection acquired in the ICU [40].
VAP has an estimated incidence of 8–28 % [39], and is associated with a pro-
longed ICU stay, and increased costs and attributable mortality [41]. Etiologic
diagnosis of VAP is difficult, and the results of culture and sensitivity testing are
often obtained days after the collection of the samples [39]. On the other hand,
prompt administration of empirical therapy is essential, since it has been demon-
strated that lack of an appropriate antimicrobial therapy from the onset of symp-
toms is an independent determinant of mortality in patients with VAP [42]. Simi-
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lar results have been obtained for S. aureus respiratory [43] and bloodstream
infections [44], as seen above. Kollef et al. [42] demonstrated by multiple logistic
regression analysis that inappropriate antimicrobial therapy was independently
associated with prior administration of antibiotics (thought to result in subse-
quent infection with drug-resistant pathogens) in ICU patients. Furthermore, this
same study demonstrated that patients infected with MRSA were more likely to
receive inappropriate antimicrobial therapy [42].

Initial treatment for VAP should be started right after diagnostic specimens are
obtained, even though the optimal antimicrobial agent(s) remains unclear. The
timing of the episode, the local ecology of isolates, severity of the illness and pre-
vious antibiotic exposure all influence the choice of antibiotic, and recommenda-
tions for the treatment of VAP should be flexible enough to allow for all possible
different scenarios [38]. The treatment of early VAP is a simpler task, since etio-
logic agents are usually acquired from the community environment (Haemophilus
influenzae, Streptococcus pneumoniae and MSSA), whereas late VAP or VAP in a
patient previously exposed to antibiotic therapy represents a more serious chal-
lenge, since these conditions are more likely caused by MDR pathogens, such as
MRSA, P. aeruginosa or Acinetobacter spp. [45].

According to a consensus document written by the GISIG Working Group on
Hospital-Associated Pneumonia [46], initial selection of the antimicrobial regi-
men should be influenced by the local microbial ecology; in populations of
patients at low risk of MDR (including MRSA) or difficult-to-treat pathogens,
therapy with a single antibiotic may be adequate, whereas patients with HAP at
risk of MRSA should receive combination therapy that includes an anti-MRSA
agent, such as linezolid or a glycopeptide, which should be adapted later based on
culture results. In this setting, the use of pharmacodynamic and pharmacokinetic
parameters is recommended, at least for critically ill patients. In this context, the
vancomycin target should be a trough serum concentration that allows an AUC/
MIC of 400; since the ratio is unlikely to be reached for MIC > 1 mg/l, for infec-
tions caused by isolates of MRSA with this MIC or higher, another agent should
be used. Finally, use of a de-escalation strategy in the antimicrobial treatment of
HAP based on an institutional protocol that incorporates local resistance patterns
is recommended; following initiation of an empirical broad-spectrum antibiotic
therapy based on patient risk factors and clinical presentation, therapy is tailored
to the specific pathogen once culture results are available, by changing to a nar-
rower spectrum treatment, or antibiotics are stopped if the diagnosis of HAP is
not confirmed. Duration of therapy should not be longer than 8 days in patients
with a confirmed microbial etiology ( 14 days for P. aeruginosa and A. bauman-
nii) [46].

Antimicrobial Agents and Pneumonia in the ICU: A Focus on MRSA

S. aureus is a major cause of HCAP, HAP and VAP, and increasingly CAP in some
countries, especially in the USA [47]. S. aureus is uniquely problematic due to its
ubiquity, expression of virulence factors and high frequency of resistance to many
antimicrobial agents. It was the only pathogen that correlated with mortality in a
multiple logistic regression analysis carried out in a large retrospective cohort
study of inpatients with culture-positive pneumonia in the USA [48]. MRSA is
growing in prevalence and is now endemic in many healthcare facilities and com-
munities.
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Among the characteristics that an antimicrobial has to have in order to effectively
treat nosocomial pneumonia in the ICU, some are of particular importance: They
should be effective against the most common etiologic agents, including MDR
pathogens, such as MRSA; bactericidal activity is preferable in order to obtain
more rapid resolution of serious infections; they should have good penetration
into the site of infection thus reaching microbiologically active concentrations in
the lung; and should not be inactivated by pulmonary surfactant, as occurs with
daptomycin. Low nephrotoxicity is also important; many patients with MRSA
pneumonia are critically ill in the ICU with multiple organ dysfunction [49]. Only
vancomycin and linezolid are currently approved in the USA for the treatment of
MRSA pneumonia. In some European countries, teicoplanin and quinupristin/
dalfopristin (Q/D) are available in addition to vancomycin and linezolid for this
indication [43]. In spring 2011, the European Medicines Agency (EMA) approved
telavancin for second line treatment of HAP. Telavancin is particularly promising
because of its rapid concentration-dependent bactericidal activity against S.
aureus, its good penetration into human epithelial lining fluid and alveolar mac-
rophages [50], and a low potential for resistance development [51].

Vancomycin, a glycopeptide with a slow bactericidal activity, exerts its killing
by disrupting cell wall synthesis in Gram-positive organisms by interfering with
peptidoglycan biosynthesis. Vancomycin is less effective than ß-lactams in the
treatment of pneumonia caused by MSSA, and penetrates poorly into the lung at
therapeutic doses. Theoretically, vancomycin can be combined with rifampin,
fusidic acid and fosfomycin for the treatment of MRSA pneumonia, but data from
randomized control trials (RCTs) are lacking. A South Korean study showed that
when combined with rifampin, vancomycin was more effective in the treatment
of MRSA nosocomial pneumonia than when used alone, but more clinical data
are required to assess whether such therapy has clinical utility [52].

Although it remains the treatment of choice, the comments already made
regarding the efficacy of vancomycin for isolates with a MIC > 1 mg/l can also be
applied for nosocomial pneumonia. Moreover, the same considerations can be
made concerning its nephrotoxicity, and its frequent combination with other
nephrotoxic agents, such as aminoglycosides. In the treatment of pneumonia,
vancomycin is frequently combined with ß-lactam antimicrobials. In 2002, a class
of MRSA strains that developed vancomycin resistance in the presence of ß-lac-
tam antibiotics ( -lactam-induced vancomycin-resistant methicillin-resistant S.
aureus [BIVR]) was reported in Japan [53]. Although defined phenotypically, the
mechanism of this acquired resistance is not yet understood. Up to 20 % of MRSA
strains in a further Japanese study exhibited the BIVR phenotype [54].

Linezolid is a synthetic oxazolidinone that prevents binding of the 30S and 50S
ribosomal subunits, thus inhibiting the initiation of protein synthesis. It has a
bacteriostatic activity against Gram-positive organisms and limited activity
against Gram-negative bacteria. Two retrospective subgroup analyses of venti-
lated and non-ventilated patients with MRSA [55, 56] from nosocomial pneumo-
nia clinical trials [57, 58] showed that linezolid-treated patients had higher sur-
vival rates than vancomycin-treated patients. It has been suggested that this may
be due to the favorable intrapulmonary distribution of linezolid [59]. However,
the viability and validity of these subset analyses has been questioned [60]. A
trial of patients with MRSA VAP failed to show statistical superiority of linezolid
over vancomycin, although linezolid-treated patients had numerically better val-
ues compared with vancomycin-treated patients with respect to microbiological
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eradication (66.7 % vs. 52.9 %, respectively), survival rate (86.7 % and 70.0 %,
respectively), length of hospitalization (18.8 days and 20.1 days, respectively),
duration of ventilation (10.4 days and 14.3 days, respectively), and length of ICU
stay (12.2 and 16.2 days, respectively) [61]. A very recent trial, called Zephyr, of
patients with proven MRSA pneumonia (HAP, HCAP and VAP) showed that line-
zolid achieved a statistically significantly higher clinical success rate compared to
vancomycin at the end of the study in the per-protocol population. Similar results
were observed for clinical and microbiological response at end of study and end
of therapy in both per-protocol and modified intention to treat populations [62]

There are some reports of S. aureus and S. epidermidis strains that are resistant
to linezolid. In a recent genetic study, linezolid resistance emerged in multiple
clones [63], a similar phenomenon to that observed for E. faecium in patients
with prosthetic devices who are receiving extended antibiotic therapy [64].
Among the adverse reactions to linezolid, thrombocytopenia is the most common
[65], but others related to the inhibition of mitochondrial protein synthesis have
been observed, such as optic and peripheral neuropathy and lactic acidosis. These
effects are usually reversible after discontinuation of the drug, but permanent
effects have been reported, like blindness [66]. In combination with serotonergic
agents, linezolid has been associated with serotonin syndrome, due to its revers-
ible, non-selective monoamine oxidase inhibitory action.

Teicoplanin is another glycopeptide with bactericidal activity against Gram-
positive organisms; for the treatment of pneumonia and other Gram-positive
infections, linezolid was shown to be superior [67], and equally effective in the
critically ill. A retrospective analysis comparing the two drugs also showed clini-
cal superiority of linezolid over teicoplanin, with numerically better response to
therapy (although not statistically significant) for S. aureus [68]. Penetration into
lung tissue has been demonstrated to be better for teicoplanin than for vancomy-
cin, although still suboptimal, and, therefore, high doses of teicoplanin are
required to treat VAP. Resistance patterns follow those of vancomycin, since they
share a common target in the bacterial cell wall. Compared with vancomycin, tei-
coplanin is less nephrotoxic and causes fewer adverse reactions dependent on the
release of histamine, such as the red-man syndrome. However, thrombocytopenia
is more common, especially when administered at higher doses.

Q/D consists of two streptogramin components that inhibit different stages of
protein synthesis. It is active against Gram-negative and Gram-positive organisms,
including MRSA, and in some European countries it is licensed for the treatment of
MRSA pneumonia. The American Thoracic Society/Infectious Diseases Society Of
America (ATS/IDSA) guidelines do not recommend its use because of its inferiority
compared to vancomycin for clinical cure of MRSA pneumonia [38].

Tigecycline is a semisynthetic glycycline with antimicrobial activity against a
broad range of Gram-positive, Gram-negative and anaerobic species, with the
exclusion of P. aeruginosa and P. mirabilis. It is a bacteriostatic agent that, like tet-
racyclines, inhibits protein synthesis. It is approved in the USA and in some
European countries for the treatment of complicated SSTIs and complicated
intra-abdominal infections, as well as for the treatment of CAP in the USA. Phar-
macodynamic and pharmacokinetic studies in humans indicate that it has a good
penetration into alveolar cells, but achieves only low levels in epithelial lining
fluid [69]. There is some evidence on the use of tigecycline for VAP and/or bacter-
emia caused by Gram-negative organisms, such as A. baumannii, but develop-
ment of resistance to tigecycline has been observed in this setting [70].
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Fig. 2. Empiric antibiotic therapy for nosocomial pneumonia. HAP: hospital-acquired pneumonia; HCAP:
healthcare-associated pneumonia; VAP: ventilator-associated pneumonia; MDR: multidrug resistant

At present, it is difficult to establish whether new agents are superior to vancomy-
cin; however, in HAP and VAP linezolid seems better and demonstrated superior-
ity in one RCT study. We believe there are concerns about the future utility of gly-
copeptides as a first line agent in the empirical treatment of MRSA pneumonia
and, therefore, suggest a new antibiotic scheme for nosocomial pneumonia
(Fig. 2).

Conclusion

Gram-positive infections in the ICU continue to present a challenge for clinicians.
In addition to the associated medical conditions in critically ill patients, in recent
years the increasing risk of antimicrobial resistance among Gram-positive patho-
gens has raised additional concerns. New antibiotics have been developed to fur-
nish the pharmaceutical armamentarium, but judicious use is mandatory to avoid
the emergence of new resistance. Daptomycin is a highly active agent against
bloodstream infections, and should be used in all critical conditions when one
suspects a poor response to vancomycin, such as for isolates with MIC > 1 mg/l.
For nosocomial pneumonia and VAP, linezolid has exhibited better performance
than vancomycin with regard clinical efficacy and pathogen eradication, and is a
valid choice for empiric therapy.
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Introduction

Physicians are taught at an early stage of training to incorporate inspection of the
oral cavity as part of their routine clinical examination. Structures within the
mouth may be involved by local disease processes, such as tumor and infection,
or demonstrate manifestations of systemic disorders. Medical education usually
focuses on the latter, as observation of a pathognomonic sign immediately dis-
closes the diagnosis of an often complex multisystem disorder. Typically this
facilitates a focused clinical examination and additional relevant history to be
elicited. Unfortunately, patients with the ulceration of Behcet’s disease, pigmenta-
tion of Addison’s disease or the characteristic macules of Peutz-Jeghers syndrome
occur infrequently and the oral cavity may receive relatively little further consid-
eration in a patient’s well-being. The one notable exception is infective endocardi-
tis, which invariably prompts a close inspection of the teeth for a potential portal
of infection entry. Critical care physicians are probably more likely to consider
the oral cavity in patient management, but until recently this may have been lim-
ited to processes such as a dental abscess as a source of severe sepsis, aspiration
pneumonitis, airway foreign body, oropharyngeal candidosis and intubation.

More recently an increasing body of data has emerged demonstrating that
poor oral health characterized by excessive dental plaque and periodontitis has
an important role in the etiology of systemic diseases such as myocardial ische-
mia, stroke, diabetes and pneumonia [1–3]. The following review will discuss
dental plaque as a biofilm and how this drives disease processes both systemically
and locally within the aerodigestive tract.

Dental Plaque: An Archetypal Biofilm

Dental plaque consists of a complex heterogeneous microbial community embed-
ded in an extracellular polymeric matrix derived from bacteria and saliva, and
represents the archetypal biofilm [4]. It has been recognized for some time that
biofilms are present in device-associated or wound infections but they also occur
in less obvious circumstances such as tissue infections caused by pneumococcus.
Pneumonia, meningitis or otitis media caused by Streptococcus pneumoniae origi-
nate from biofilms and switching from planktonic to biofilm phenotype is a key
event in the pathogenesis of this microbe [5]. In an animal model of pneumococ-
cal infection, Oggioni and colleagues [5] demonstrated that not only was biofilm
formation dependent on competence stimulating peptide (CSP), a quorum sens-
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ing peptide, but so too was virulence in vivo. Mutants that had defective receptors
for CSP were unable to form biofilms and had reduced pathogenicity. The authors
concluded that during bacteremic sepsis, pneumococci were more likely to resem-
ble planktonic growth, whilst during tissue infections they existed in a biofilm.
Many other pathogens that are common in the critically ill also cause biofilm-
mediated diseases; examples include Pseudomonas aeruginosa, Hemophilus influ-
enzae, Escherichia coli, Staphylococcus aureus (including methicillin resistant S.
aureus [MRSA]) and Acinetobacter baumannii [6–9]. This fact is especially rele-
vant because one of the diagnostic features of a biofilm infection is often a cul-
ture-negative result despite a clinically documented infection [7], a situation fre-

Fig. 1. Live/dead staining of
planktonic bacteria treated with
a commercially available antimi-
crobial mouthwash for 3 min.
Dead cells (stained with both
SYTO® 9 dye and propidium
iodide) are shown as red.

Fig. 2. Live/dead staining of
plaque biofilm treated with a
commercially available antimicro-
bial mouthwash for 3 min. A
mixture of live cells (stained
only with SYTO®-9 dye)
depicted green and dead cells
(stained SYTO® 9 dye and propi-
dium iodide) shown as red, are
present in the preparation.
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quently encountered in critical care. Moreover, microbiological culture and sensi-
tivity testing largely depend on planktonic techniques, which may be misleading
when treating bacterial infections in vivo.

The microbiota of the mouth is the most diverse of any site within the body and
contains > 500 cultivable bacterial species and an even greater number of non-cul-
tivable bacteria that can only be detected using molecular techniques. Plaque for-
mation occurs in a stochastic manner [reviewed in 10] and begins within seconds
as saliva is exposed to a clean dental surface. Salivary glycoproteins are adsorbed
at the tooth surface forming an enamel pellicle, which attracts planktonic pioneer
colonizing bacteria, typically mitis-group streptococci that flow over the surface.
Initial interactions with the pellicle occur through weak reversible electrochemical
interactions and then bacteria bind irreversibly via bacterial adhesins to receptors
within the pellicle. Early colonizing bacteria undergo rapid growth and produce
metabolites, which alter the microenvironment and favor the growth of facultative
anaerobes. Pioneer microbes are soon joined by other bacterial species, with
which they have complex interactions, and coaggregate via lectin binding. Eventu-
ally the early colonizing bacteria diminish or become replaced in a process called
microbial succession. Over time the biofilm matures and division slows, such that
bacteria may divide only once or twice a day.

The mature biofilm is an extremely diverse structure in terms of bacterial
composition, pH, redox potential and nutritional gradients [4]. Bacteria within
the biofilm are sessile and demonstrate resistance to antibiotics and antimicrobi-
als, such as chlorhexidine. This antimicrobial resistance exhibited by the biofilm
can be 100–1000 fold greater than the same species in planktonic form [11]. This
is shown in Figures 1 and 2, which illustrate the effect of a commercially available
antiseptic mouthwash containing a variety of essential oils (e.g. eucalyptol and
thymol) on putative periodontal pathogens either in planktonic or biofilm cul-
ture.

Oral Heath: A Major Health Problem?

Dental plaque is found naturally in the mouth, and in healthy individuals may
exclude potentially pathogenic bacteria. However, perturbation of the delicate
host-microbial balance results in plaque-mediated disease. Locally this is mani-
fested as diseases such as dental carries, gingivitis and periodontitis. Gingivitis
can be reversed by improving oral hygiene, decreasing plaque burden and reduc-
ing inflammation. However, unchecked gingivitis can progress to periodontitis,
which is characterized by tissue destruction and even tooth loss. Plaque may
cause disease beyond the local confines of the oral cavity. Microorganisms are
capable of detaching from the biofilm as a result of sheer forces or proteolytic
enzymes released in response to environmental stress. Detached bacteria can
then colonize other sites including the lower respiratory tract. Periodontitis,
driven by excessive plaque, is also involved in the pathogenesis of systemic dis-
eases such as macrovascular disease and diabetes.

Periodontitis, especially when severe, represents an enormous inflammatory
burden. If oral hygiene is inadequate and excessive plaque is allowed to accumu-
late around the gingiva, the host mounts an inflammatory response. This is char-
acterized by an increase in gingival crevicular fluid, which not only recruits host
defense molecules into the periodontal space, but also potential nutrients for the
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causative pathogens. If the inflammatory response fails to adequately control
periodontal pathogens and restore homeostasis, a rapid cascade of events occurs.
This culminates in a rise in pH and a fall in redox potential of the periodontal
pocket, favoring proteolytic Gram-negative anaerobic bacteria. The result is
severe inflammation or gingivitis, which may progress further to periodontitis.

Periodontitis is common amongst the adult population, even when effective
preventative measures and treatment are available. Severe disease affects 10–20 %
of adults and the majority of those aged > 65 have at least one tooth involved
[12]. The area of inflamed epithelium in periodontitis may be as large as 44 cm2

[13] and this injured tissue lies in direct contact with the substantial microbial
burden present within plaque (> 108 bacteria per mm3). Bacteria within the peri-
odontal pocket, their metabolites and inflammatory mediators are free to access
the circulation.

Macrovascular Disease

Many cohort and cross-sectional studies have demonstrated an association
between periodontitis and coronary artery disease, peripheral vascular disease
and stroke [1]. Clearly there are many confounding factors that are common to
both macrovascular disease and periodontitis but a consistent association
remains even when these variables are taken into account. Invasive periodontal
bacteria such as Porphyromonas gingivalis may be directly isolated from diseased
vascular specimens [14–16]. Although isolation of periodontal bacteria does not
prove a causal relationship, this issue has been addressed in a number of animal
models. Delbosc et al. demonstrated that repeated injection of P. gingivalis in rats
promoted abdominal aortic aneurysms with the same pathological characteristics
as in humans [17]. In a murine hyperlipidemic apolipoprotein E deficient model,
atherosclerosis was accelerated by oral inoculation with P. gingivalis and could be
prevented by previous immunization [18]. The pro-inflammatory environment
within atheromatous vessels appears dependent in part on P. gingivalis signaling
through Toll-like receptor 2 (TLR2) [19]. Whether treating periodontitis can
influence the progression of vascular disease was addressed in a landmark study
by Tonetti et al. [20]. One hundred and twenty patients with severe periodontitis
were randomized to standard community-periodontal treatment or intensive
periodontal treatment, which involved the removal of subgingival plaque. Endo-
thelial function was assessed by measuring brachial artery diameter during flow-
mediated dilatation; as well markers of inflammation (C-reactive protein [CRP],
interleukin [IL]-6), endothelial activation and coagulation (soluble E-selectin and
von Willebrand factor). An early deterioration of endothelial function was
observed in the intensive treatment group; however, this function soon recovered
and was significantly better than controls even six months after completion of
treatment. These results suggest that intensive periodontal treatment may alter
the pathogenesis and outcome in patients with macrovascular disease.

Diabetes

Periodontitis has been described as the sixth complication of diabetes, along with
nephropathy, retinopathy, neuropathy, vascular disease and impaired wound heal-
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ing [21]. There is a complex interaction between the two diseases, such that dia-
betic patients have around three times the risk of having periodontal disease
compared to non-diabetics [22] and there is a dose response relationship between
the area of inflamed periodontal epithelium and glycemic control [23]. Several
small studies have demonstrated that periodontal treatment can improve glyce-
mic control [24, 25].

Pneumonia

The generally accepted dogma is that the lung is a sterile organ periodically chal-
lenged by microbial insults that are resisted by pulmonary defense mechanisms.
On occasion, pulmonary infection develops as the balance tips in favor of the
pathogen as a consequence of impaired host defense, an overwhelming microbial
load or enhanced virulence factors. Recently this dogma has been challenged by
Charlson et al. who used quantitative molecular techniques to sample throughout
the airway of healthy individuals [26]. Low levels of 16S bacterial DNA were
detected in the distal airways and were indistinguishable from community DNA
profiles of the upper airway. The authors suggested that when corrections for car-
riage from the upper airway were taken into account, a continuum of flora from
the upper to lower respiratory tract exists. Molecular techniques cannot distin-
guish whether the low numbers of bacteria detected distally in lung parenchyma
are alive or have already been killed by host defense mechanisms. However, these
observations suggest that even in normal individuals there is continual aspiration
of potential respiratory pathogens into the distal airways and supports previous
work showing microaspiration of oropharyngeal secretions in healthy individuals
[27].

If one accepts that even in healthy individuals potential respiratory pathogens
can transit from the upper to lower aerodigestive tract, it is not too difficult to
envisage how an increase in the oral biomass, as a consequence of poor oral
hygiene, might increase the incidence of all pulmonary infections. An increasing
body of data supports this contention across the spectrum of pneumonia from
community-acquired, healthcare-associated, hospital-acquired and ventilator-
associated pneumonia.

A population-based cohort study of roughly 860,000 individuals identified
1,336 with community-acquired pneumonia (CAP) who were then matched to
control subjects by age, sex and primary center [28]. A number of risk factors
were identified for CAP, which may have been anticipated, including overcrowd-
ing, contact with children and pets, smoking, frequent alcohol consumption, low
body weight, diabetes, renal failure, cardiorespiratory disease, cancer and immu-
nosuppression. Previous immunization with influenza or pneumococcal vaccines
decreased the incidence of CAP. Dental dysesthesia and the wearing of a dental
prosthesis were also risk factors, whereas visiting a dentist in the previous month
was protective.

Several observational studies have examined the role of poor oral hygiene in
higher risk populations, such as the elderly, nursing home residents and hospital-
ized patients, and identified that this predisposes to pneumonia [29, 30]. Individ-
uals in these groups invariably have other comorbidities recognized as risk fac-
tors for pulmonary infection, and frequently have difficulty swallowing which
increases the risk of aspirating oropharyngeal secretions [29, 30]. In addition to
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having poor dentition and higher plaque scores, nursing home residents are more
likely to be colonized with potential respiratory pathogens than age-matched con-
trols [31, 32]. Sumi and colleagues examined the dental plaque of 138 dependent
elderly individuals and found that 65 % contained bacteria capable of causing
pneumonia [32]. Measures aimed at improving oral cleanliness and providing
help with feeding could potentially substantially reduce morbidity and mortality
in this group of patients. Yoneyama et al. analyzed 366 residents from 11 nursing
homes randomized to an oral care package or standard treatment [33]. Those in
the treatment group had their teeth and soft tissues, including the tongue,
cleaned with a toothbrush after each meal by a caregiver. Plaque and calculus
were removed once a week by a dental healthcare professional. In the control
group residents administered their own oral care. Follow-up was over a two-year
period and events recorded included febrile days and pneumonia. New episodes
of pneumonia occurred in 11 % of the intervention group compared to 19 % of
those receiving standard care. The effects of the oral intervention were greatest
for those who required help with eating. A systematic review of the preventative
effects of oral hygiene on pneumonia in elderly nursing home and hospitalized
patients concluded there was an absolute risk reduction of 6.6 %–11.7 % and that
approximately one in ten deaths from pneumonia were preventable [34].

Ventilator-associated Pneumonia (VAP)

Once a relatively neglected topic in the critically ill intubated patient, oral hygiene
now constitutes a part of the care bundle on the prevention of VAP [35]. Critically
ill patients have poor oral health and cleanliness compared to healthy individuals
[36]. Plaque scores are elevated on admission to critical care and in common with
institutionalized individuals are frequently colonized with potentially pathogenic
bacteria. In the absence of adequate oral hygiene, colonization rates and plaque
scores increase over time [36]. The relationship between host defense and bacte-
ria within plaque is severely disrupted in the critically ill and favors plaque for-
mation. The endotracheal tube facilitating mechanical ventilation has a number
of adverse effects on oral health. Normal tongue movements and swallowing are
impaired causing pooling of secretions in the oropharynx. Provision of oral care
is impeded by both the physical presence of the tube and fear of dislodgement by
nursing staff. The endotracheal tube provides an ideal surface on which biofilm
formation can occur, further increasing the bacterial biomass in the upper airway.
Finally, the endotracheal tube holds the mouth open allowing the mucous mem-
branes to dry out and impairing salivary function. Saliva is extremely important
in maintaining oral health and contains more than forty antimicrobial proteins
and peptides, which include secretory IgA, lysozyme, histatins, defensins, catheli-
cidin, lactoperoxidase, secretory leukocyte protease inhibitor and lactoferrin. Sal-
ivary volume and flow rate are equally as important as the qualitative properties
of saliva as it buffers and washes debris through the oral cavity into the stomach.
Salivary volume is greatly impaired in critically ill patients partly as a result of
incomplete mouth closure and also because many frequently used drugs reduce
production [37].
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Prevention of VAP by Improving Oral Hygiene

The role of dental plaque as a reservoir of infection in VAP has been well studied.
One of the earliest investigations to reach this conclusion prospectively studied
colonization and infection in 86 mechanically ventilated patients. Oropharyngeal
or gastric colonization were detected and quantified, as were new episodes of
VAP. Using pulsed field electrophoresis, the investigators were able to demon-
strate that the bacteria causing VAP originated predominantly from the oral cav-
ity [38]. Given that dental plaque acts as a reservoir for respiratory infection it
follows that cleaning the oral cavity is likely to be an important component in
reducing the incidence of VAP. This is now recognized in care bundles, developed
by consensus, that include measures to improve mouth care [35]. A number of
approaches have been adopted in critical care to improve oral hygiene and can be
divided into mechanical interventions (tooth brushing) or pharmacological meth-
ods (e.g., mouth rinses and antibiotics). A survey of 59 European ICUs found that
88 % of those responding performed oral care with mouthwash (61 % chlorhexi-
dine) and 41 % used a toothbrush, none of which were electric [39]. Interestingly,
23 % felt they had inadequate training, 68 % found it difficult, 32 % difficult and
unpleasant and as many as 37 % thought oral hygiene deteriorated over time [39].
An earlier survey of 102 ICUs in the United States found that mouthwashes and
foam swabs were used most frequently [40].

The optimal methods for the physical removal of plaque in the critically ill
have been poorly studied and this is undoubtedly reflected in the variable use of
different methods [39]. Although many studies of mechanically ventilated
patients have incorporated tooth brushing as part of a treatment protocol, to date
only one study by Needleman and colleagues [41] has adequately addressed the
optimal method for mechanically removing plaque in this patient population.
Forty-six patients were randomly allocated to having their teeth cleaned with
either an electric toothbrush or a sponge toothette four times a day. All patients
in the study received 0.2 % chlorhexidine at the time of cleaning. Plaque scores
reduced in both groups, but there was a significantly greater reduction in those
cleaned with an electric toothbrush. Total viable bacterial count was also mea-
sured and was significantly lower in patients whose teeth were cleaned with an
electric toothbrush.

Pharmacological methods are not only restricted to antimicrobial mouth
rinses but also include the application of non-absorbable antibiotics to the oro-
pharynx. The majority of studies in critically ill patients have focused on phar-
macological methods of improving oral hygiene rather than on mechanical meth-
ods of removing plaque. Moreover, it is uncommon for studies in intensive care
to measure changes in plaque following an oral hygiene intervention, but instead
focus on VAP rates. This perhaps reflects the background and focus of the physi-
cians orchestrating the investigations. Logically one would not expect to see a
reduction in VAP unless the oral intervention had demonstrated some improve-
ment in oral hygiene. Greater consideration should be given in future studies to
documenting the efficacy of oral hygiene protocols.

Most studies of oral cleanliness conducted to date have used antiseptic treat-
ments rather than antibiotics, usually with chlorhexidine. Evidence is accumulat-
ing that supports the concept that topically applied oral medication can improve
oral cleanliness and reduce VAP, although not all studies demonstrate a benefit.
This is probably a reflection of the considerable methodological heterogeneity in
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these investigations including the use of mechanical techniques of plaque
removal. Some studies are in restricted patient groups such as cardiac surgery
[42, 43], used variable preparations of chlorhexidine ranging from 0.12 % [42, 43]
to 2 % [44, 45], different vehicles (rinse [42, 43, 45], gel [46], petroleum jelly [44])
and frequencies of application. However, the accumulated data have been the sub-
ject of a number of systematic reviews and meta-analyses, which also included
topical antibiotics [47, 48]. These have concluded that there is a reduction in VAP
but no proven mortality benefit.

As a consequence, measures aimed at improving oral hygiene have been rec-
ommended to reduce the incidence of VAP, and this often focuses on the use of
chlorhexidine mouthwash [39]. Unfortunately, the antimicrobial mechanism of
this drug is poorly understood by critical care physicians. Chlorhexidine is an
effective antiseptic in vivo because of the property of substantivity, which means
that it binds to a clean oral surface and is then released over time [49]. Indeed,
substantivity makes it a more effective antiseptic in vivo than many other agents
that show much greater in vitro potency [11]. Consequently the main role of
chlorhexidine is in preventing the reaccumulation of plaque, rather than eliminat-
ing it [49]. This was unambiguously demonstrated by Zannata and colleagues
who studied 20 individuals who refrained from all mechanical plaque control for
a total of 25 days [49]. In this split-mouth study baseline values were recorded of
plaque, gingivitis and gingival fluid volumes, plaque was allowed to accumulate
until day 4. Two randomized quadrants were then cleaned to remove all plaque,
whilst the remaining two quadrants served as plaque-covered controls. Individu-
als rinsed twice daily from day 4 with 0.12 % chlorhexidine for the next three
weeks. At the conclusion of the study plaque that had accumulated during the 21-
day period was measured. Plaque scores were significantly higher in the plaque
covered compared to plaque free quadrants. Inflammation, as determined by gin-
gival indices and gingival fluid volumes, were also markedly higher in the plaque-
covered quadrants. The inability of chlorhexidine to kill all bacteria within plaque
is well known amongst dental practitioners. Biofilms are exceptionally resistant to
the actions of antibiotics and antiseptics. Oie et al. tested a variety of antiseptics
against MRSA either as bacteria in suspension (planktonic) or as a biofilm [11].
Exposure of planktonic MRSA for as little as 20 seconds resulted in effective erad-
ication, but this could not be achieved for the biofilm even after an hour of con-
tinuous exposure.

Adequate mechanical disruption and removal of plaque is, therefore, a prereq-
uisite for chlorhexidine to reduce the risk of VAP. Unfortunately, this is not
emphasized by guidelines promoting chlorhexidine use [35].

Conclusion

Previously, oral health was largely overlooked by many physicians but is now rec-
ognized as being increasingly important in the management of a number of
diverse diseases. Uncontrolled dental plaque is the sine qua non of disease medi-
ated by poor oral health and represents the archetypal example of biofilm infec-
tion. Biofilms are now regarded as being important components of many infec-
tious diseases in humans and consequently the study of biofilm biology may yield
many additional benefits. Dental plaque drives periodontal disease that is impli-
cated in the pathogenesis of both macrovascular disease and diabetes, two major
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global diseases. Tackling periodontal disease therefore offers a new potential ther-
apeutic avenue.

Dental plaque appears to be implicated in the etiology of the entire spectrum
of pneumonia and consequently represents a major health issue. Strategies to
reduce pneumonia in both the community and hospital require effective provi-
sion of oral hygiene. Undoubtedly this will require greater collaboration between
dental and medical healthcare professionals and new models of service delivery.
The optimal methods for delivering oral care, especially in the critically ill,
require further refinement and this will be guided by a greater understanding of
biofilms. An example of how this is already taking place is the recognition that
mechanical disruption and removal of plaque is a prerequisite for chlorhexidine
to reduce the risk of VAP.
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Introduction

Ventilator-associated pneumonia (VAP) is a complication of mechanical ventila-
tion and is defined as the occurrence of pneumonia in patients undergoing
mechanical ventilation for at least 48 hours. Clinical suspicion of VAP arises when
new infiltrates are present on chest x-ray, and at least one of the following is pre-
sent: Fever, leukocytosis, or purulent tracheo-bronchial secretions.

The incidence of VAP reported in the literature ranges from 15 to 20 % [1].
However, the real incidence of VAP is difficult to assess, given the extreme vari-
ability of the diagnostic criteria for pneumonia, which often rely on bronchoscopic
procedures. The specific mortality attributable to VAP is also debated. The
reported VAP-associated mortality ranges from 20 to 70 %. Patients with VAP are
often critically ill, and survival may be affected both by underlying conditions and
the new-onset VAP. A recent study demonstrated a relatively limited attributable
intensive care unit (ICU)-mortality of VAP, about 1–1.5 %, when adjusting for
severity of co-existing diseases [2]. In the last few years, various strategies have
been investigated in order to reduce the incidence of VAP. Reducing the duration
of intubation, oral and endotracheal tube (ETT) care, positioning, and ETT modi-
fications are aspects that may have a role in the prevention of VAP. Many of these
strategies have been incorporated into ‘VAP bundles’, a set of treatments imple-
mented simultaneously to reduce VAP incidence. Recent studies suggest that the
use of bundle treatments can result in substantial reductions in rates of VAP [3].

In this chapter, we will present some novel VAP prevention strategies, explain-
ing the possible mechanisms by which they may be clinically beneficial in reduc-
ing the incidence of VAP. A summary of these novel strategies is given in Table 1.

Reduce Duration of Intubation

The risk of developing VAP increases with prolonged intubation, and reintubation
is a known risk factor [4]. This fact suggests that the presence of the ETT,
although necessary for the survival of the patient, interferes with the normal
physiological mechanisms that maintain the airways free of bacterial contamina-
tion. When the ETT is in place, the cough reflex is impaired and normal mucoci-
liary flow is blocked by the inflated cuff. The ETT itself allows bacteria to drain
into the trachea and distal airways leading to pneumonia. Intubated patients may
be more prone to develop VAP as compared to tracheostomized patients because
the ETT keeps the trachea and the oropharynx in communication, acting as a
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Table 1. Most relevant clinical studies supporting the use of novel strategies to prevent ventilator-asso-
ciated pneumonia (VAP)

First Author
[ref]

Journal, Year Implemented
strategy

Summary

Morris [3] Crit Care Med,
2011

VAP bundle Before-and-after study, showing that implementa-
tion of a 4 item bundle (head elevation, oral
chlorhexidine gel, sedation interruptions and a
ventilator weaning protocol) reduced VAP rate

Terragni [6] JAMA, 2010 Tracheostomy Randomized trial showing that VAP incidence was
not significantly different comparing early (7 days
after intubation) to late (14 days) tracheostomy

Nseir [20] Am J Respir Crit
Care Med, 2011

Control of ETT
cuff pressure

Randomized trial showing VAP rate reduction
using a pneumatic device to maintain ETT cuff
inflating pressure constant

Lacherade
[22]

Am J Respir Crit
Care Med, 2010

Intermittent
SSD system

Randomized trial; the use of a SSD system
resulted in a significant reduction of VAP inci-
dence, including late-onset VAP

Kollef [27] JAMA, 2008 Silver coated
ETT

Randomized trial showing that VAP rates were
lower with silver coated ETTs, as compared to
standard ETTs

Miller [33] J Crit Care, 2011 Polyurethane
ETT cuff

Retrospective assessment of VAP rate with poly-
urethane vs. PVC cuffed ETTs, favoring the use of
polyurethane ETT cuff

Siempos
[44]

Crit Care Med,
2010

Probiotics Meta-analysis of randomized controlled trials
showing an association between the use of pro-
biotics and reduced VAP incidence

ETT: endotracheal tube; SSD: subglottic secretion drainage

bridge for bacteria to move toward the dependent airways. Aspiration of patho-
gens from the oropharynx in patients with subglottic dysfunction may occur both
during extubation and reintubation. The rate of reintubation can be reduced by a
variety of measures, including avoiding accidental removal of the ETT, improving
planned extubations with weaning protocols designed to improve extubation suc-
cess, and use of non-invasive ventilation (NIV).

On the basis of the observation that the ETT creates a communication between
the oropharynx and airways, early tracheostomy has been advocated as one of the
possible preventive measures for VAP. Although tracheostomy reduces duration of
ventilation and ICU stay [5], a recent randomized trial failed to demonstrate a
reduction in VAP incidence when early tracheostomy (6–8 days after intubation)
was performed [6].

Since the ETT is believed to be involved in the pathogenesis of VAP, many cli-
nicians avoid intubation when possible. The early use of NIV with the aim of
avoiding intubation may be worth considering, particularly in fragile patients.
Although a reduction in VAP incidence has not been demonstrated, the early use
of continuous positive airway pressure (CPAP) reduced the need for ICU admis-
sion and ventilatory support in a randomized trial in 40 patients with hematolog-
ical malignancies [7].

290 A. Coppadoro, E.A. Bittner, and L. Berra

VII



Another strategy to indirectly prevent the occurrence of VAP is the reduction of
sedative administration. Reduced administration of sedatives is associated with
shorter ICU stays and fewer days of intubation. Although no data are currently
available to prove that VAP occurrence is decreased by reduced sedative adminis-
tration, daily suspension of sedative drugs has been suggested as a preventive
measure. Similarly, the implementation of a protocol for ventilator weaning may
be useful to prevent VAP, as a result of the reduction in unneeded days on the
ventilator and need for reintubation [8].

Oral Care

After prolonged intubation, tracheal colonization is frequently demonstrated, and
the gastric enzyme, pepsin, may be detected in trachea-bronchial aspirates. In
patients affected by VAP, the same bacteria are often present in the distal airways
and in the stomach or oropharynx [9]. This suggests that the draining of saliva or
gastric contents to below the ETT cuff determines the colonization of the tracheal
mucosa, possibly leading to pneumonia.

The use of acid-suppressive medications and the subsequent increase in gastric
pH allows bacterial growth in the stomach, increasing the risk of colonization in
case of aspiration of gastric contents. A cohort study of more than 60,000 patients
showed an increased risk of hospital-acquired pneumonia when acid-suppressive
medications were used [10]. However, no definitive recommendation can be pro-
vided about the use of acid-suppressive medications in relation to VAP in the
ICU setting, and stress-ulcer prophylaxis is still suggested as part of the bundle
treatments for VAP prevention published by the Institute for Healthcare Improve-
ment.

To reduce the bacterial load of the fluids that drain into the airways when the
ETT is in place, selective digestive tract decontamination (SDD) has been pro-
posed. Decontamination with antibiotics reduces the incidence of VAP [11], but it
is not currently recommended because of concern for possible selection of resis-
tant bacteria. Oropharyngeal rinse with chlorhexidine was shown to be effective
in reducing tracheal colonization and VAP incidence in a randomized, placebo-
controlled study on nearly 400 patients [12], and is now widely used as standard
of care for the intubated patient.

Airway Care

Draining of secretions around the ETT cuff is not the only way for bacteria to
reach the distal airways and, therefore, lead to pneumonia. Another possible
mechanism is the inoculation of bacteria through the inner lumen of the tube. To
reduce this occurrence, proper hand hygiene by healthcare workers is a preven-
tive measure that should always be implemented when treating intubated patients
[13]. With time and despite routine suctioning, the inner surface of the ETT
becomes covered by a layer of mucus and cells soon after intubation, which
increases with duration of ETT use. This layer of ‘biofilm’ is an optimal environ-
ment for growth of a wide range of bacterial species [14], through which antibiot-
ics penetrate with difficulty. Biofilm forms on both the internal and the external
surface of the ETT. The presence of biofilm is particularly marked in proximity to
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the cuff, where secretions accumulate. Bacteria in the biofilm may detach to inoc-
ulate the lower airways leading to the development of pneumonia [15]. The
importance of biofilm in the pathogenesis of VAP is suggested by the finding that
about 70 % of patients with VAP show the same pathogens isolated from the bio-
film and the tracheal secretions [16].

Tube Care

Care of the inner lumen of the ETT might be a new strategy to prevent VAP. The
Mucus Shaver is a device able to keep the ETT free of secretions and biofilm by
mechanically removing the deposits. Recently, a randomized clinical study con-
firmed the efficacy of the device in intubated patients, showing a marked reduc-
tion of secretions and contaminants in the treatment group [17]. Although the
removal of biofilm with this device may be helpful, no data are yet available
showing a reduction in VAP incidence.

Cuff Care

Maintaining adequate cuff pressure is vital to reduce draining of oropharyngeal
and gastric secretions around the ETT. An inflating cuff pressure less than 20
cmH2O may favor secretion drainage, while a pressure greater than 30 cmH2O
may result in mucosal injury [18]. Despite routine cuff pressure controls, varia-
tions in ETT cuff pressure frequently occur, exposing patients to increased risk of
VAP [19]. Several devices have been developed to constantly monitor and adjust
the ETT cuff inflating pressure. A recent randomized study of 122 patients
showed lower levels of pepsin in the tracheal aspirates of the group treated with
a device maintaining the cuff pressure constant, confirming the effectiveness of
these devices in reducing micro-aspiration. Moreover, the treatment group had
lower VAP rate as compared to controls, with no evident adverse effects [20].

Tube Modifications

A number of approaches have been investigated to reduce VAP incidence through
modifications of the ETT. These efforts have focused on systems for drainage of
subglottic secretions, coating of the ETT with antibacterial materials, and the
sealing capacity of the cuff.

Subglottic Secretion Drainage

Despite tracheal suctioning, secretions tend to accumulate around the ETT cuff,
where they cannot be removed. Subglottic secretion drainage systems usually
consist of an accessory aspiration conduit opening above the ETT cuff and a vac-
uum source. Secretions may be continuously or intermittently removed from the
subglottic space. Continuous aspiration has been shown to cause mucosal injuries
in animal models [21], therefore intermittent aspiration systems are generally
preferred. Use of an ETT equipped with a subglottic secretion drainage system
has been associated with a reduction in VAP incidence. A multicenter study of
more than 300 patients showed a decrease in VAP rate in the group treated with
intermittent secretion drainage [22]. The beneficial effects of secretion drainage
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lasted over time, with no significant adverse events. A recent meta-analysis
including nearly 2500 patients confirmed the efficacy of ETTs equipped with sub-
glottic secretion drainage systems in preventing VAP, shortening ICU stay and
reducing days of ventilation [23].

A different method of secretion drainage is the Mucus Slurper, a modified tube
equipped with multiple aspirating holes opening on the tip of the ETT. Secretions
are aspirated intermittently in the early expiratory phase, keeping the ETT lumen
and the proximal trachea free from secretions [24]. However, no clinical data are
available and the effectiveness of this device in VAP prevention remains to be
determined.

ETT Coating

The inner surface of coated ETT tubes may be covered by a thin layer of anti-
microbial agent(s), to prevent the formation of biofilm and bacterial colonization.
Among several coating agents, silver seems to be feasible: It is biologically com-
patible, easy to employ, and effective in reducing tracheal colonization and bacte-
rial growth in animal models [25]. The silver coating has bacteriostatic proper-
ties: Silver ions penetrate into the microbial membrane interfering with DNA syn-
thesis, thereby preventing cell replication. Other agents have shown even greater
in vitro antibacterial activity as compared to silver, but their clinical use remains
to be investigated [26].

Several clinical trials have been conducted evaluating the efficacy of VAP pre-
vention using silver-coated ETTs. In the North American Silver-Coated Endotra-
cheal Tube (NASCENT) study, the use of a silver-coated ETT was associated with
lower rates of VAP and of late-onset VAP in more than 2000 patients [27]. Hence,
the use of antibacterial coating seems suitable to treat patients expected to be
ventilated for more than 48 hours, possibly resulting in VAP prevention and cost-
effectiveness [28].

Cuff Seal and Shape

Modified cuffs have been proposed to improve tracheal sealing and reduce secre-
tion drainage. Traditional hi-volume/low-pressure cuffs are made of polyvinyl-
chloride (PVC). The surface of a traditional ETT cuff folds when inflated in the
trachea, creating potential channels through which secretions can drain and
reach the subglottic space. In vitro models have shown passage of fluids around
a traditional ETT cuff already 1 minute after the beginning of the experiment,
whereas modified cuffs provided significantly better sealing [29]. The principal
cuff modifications involve changes in cuff shape and materials employed. The
tapered shape seems to provide better sealing as compared to the classical cylin-
drical shape [30], possibly because the tapered cuff maintains better contact with
the tracheal wall, resulting in less folding of the cuff surface. The use of materials
other than PVC, such as polyurethane, lycra, silicone or latex, also result in better
sealing in vitro [31]; however, no definitive clinical data are available regarding
the material of choice to prevent VAP. ETTs equipped with polyurethane cuffs
protected against early postoperative pneumonia in a population of cardiac sur-
gery patients, but the effect on VAP rate was not investigated [32]. A retrospective
study on more than 3000 patients showed an association between the use of a
polyurethane cuff and a decrease in VAP incidence [33]. A randomized clinical
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trial showed VAP rate reduction for patients intubated with an ETT equipped
with both a subglottic secretion drainage system and a polyurethane cuff, but the
contribution of the polyurethane cuff to preventing VAP in this combined system
is unclear [34].

Positioning

Positioning of the intubated patient is believed to be a relevant factor for the
development of VAP. The 45° semi-recumbent position is widely recommended,
but recent data suggest that the lateral position may be superior to prevent VAP.

Semi-recumbent Position

The rationale for keeping patients in the semi-recumbent position is that eleva-
tion of the head above the stomach reduces the aspiration of gastric reflux. A
clinical cross-over trial demonstrated a greater amount of gastric content in the
airways when patients were kept supine compared to a period of head elevation
[35]. A later randomized trial showed the effectiveness of the semi-recumbent
position in reducing VAP incidence as compared to the supine position [36]. On
the basis of these data, many guidelines recommend the semi-recumbent position
as a preventive measure for VAP. Recently, however, some investigators have ques-
tioned whether this position is optimal for VAP prevention [37, 38]. In the semi-
recumbent position, aspiration of subglottic secretions across the tracheal cuff is
not prevented and secretions in the lower respiratory tract cannot be cleared. The
effects of gravity on aspiration in the semi-recumbent position may be most pro-
nounced in patients intubated for a prolonged period and especially during suc-
tioning because of the pressure drop within the respiratory system with this
maneuver. Interestingly, a study using an animal model of long term mechanical
ventilation showed that mucus flow was reversed toward the lungs in the semi-
recumbent position and that it could be drained out of the lungs in the horizontal
position [39]. The animals did not develop VAP if the tracheal tube and trachea
were maintained slightly below horizontal. A pilot study of 10 intubated patients
placed in the lateral horizontal position compared to 10 patients in the semi-
recumbent position showed that the lateral position was feasible and did not
cause serious adverse events [40]. Furthermore, the authors found more ventila-
tor free days and a trend toward a lower incidence of VAP in the lateral horizontal
position group. A multinational trial is currently ongoing to corroborate these
benefits [41].

Kinetic Therapy

Immobility of the intubated critically ill patient may impair mucociliary clearance
[42]. Mechanical rotation of patients with 40° turns (kinetic therapy) may
improve pulmonary function more than the improvement in function achieved
via standard care (i.e., turning patients every 2 hours). Kinetic therapy is believed
to improve movement of secretions and to avoid the accumulation of mucus in
dependent lung zones. A meta-analysis of 10 studies found that kinetic therapy
reduced VAP incidence but did not reduce the duration of mechanical ventilation,
ICU stay or mortality [43]. Many of the studies of kinetic therapy are limited by
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small sample sizes and VAP diagnoses made on a clinical basis without microbio-
logical cultures. In addition, many of the patients in studies of kinetic therapy
had complications, which might be associated with the therapy, including intoler-
ance to rotation, unplanned extubation, loss of vascular access and arrhythmias.
Based on the limitations of the existing studies and potential complications, a
definitive recommendation regarding the use of kinetic therapy cannot be made
at this time.

Other Measures

Probiotics

Probiotics are commercially available preparations of live non-pathogenic micro-
organisms administered to improve microbial balance resulting in health benefits
for the host. Administration of probiotics has been advocated as a means of pre-
venting a variety of infections including VAP in the ICU. The potential beneficial
effect of probiotics in prevention of VAP may be in their competition with VAP-
producing microorganisms in the oropharynx and stomach. In addition, it has
been suggested that the benefits of probiotics might be explained by their immu-
nomodulatory properties. A recent meta-analysis of randomized controlled trials
comparing probiotics to control in patients undergoing mechanical ventilation
found a lower incidence of VAP in the probiotics group compared with control
[44]. Administration of probiotics was also found to be beneficial in reducing
length of stay in the ICU and colonization of the respiratory tract by Pseudomo-
nas aeruginosa.

Early and Enteral Feeding

Enteral feeding may predispose to aspiration of gastric contents and the subse-
quent development of VAP. It has been suggested that placement of a post-pyloric
feeding tube might reduce the risk of aspiration and VAP. A meta-analysis of
seven studies found that post-pyloric feeding showed a trend toward lower inci-
dence of VAP and mortality than gastric feeding [45]; however, the differences
were not statistically significant. A more recent randomized trial showed a simi-
lar non-significant trend [46]. Therefore, a definitive recommendation regarding
the routine use of post-pyloric feeding cannot be made. The timing of initiation
of enteral feeding has also been reported to be associated with the development
of VAP. In a large retrospective multicenter analysis, early feeding (i.e., within 48
hours of onset of mechanical ventilation) was found to be associated with an
increased risk of VAP, although ICU and hospital mortality were decreased in the
early feeding group [47].

Conclusion

Many factors contribute to the development of VAP. A number of strategies have
been proposed for VAP prevention; however, only a few have been demonstrated
to be effective, and many others still need evaluation in large randomized clinical
trials before definitive recommendations can be made. Among others, modifica-
tions to the ETT (e.g., subglottic secretion drainage systems, antimicrobial coat-
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ing, alternative cuff shapes and materials), continuous maintenance of proper cuff
inflating pressures, ETT secretion removal, patient positioning in the lateral hori-
zontal position, kinetic therapy, and administration of probiotics are measures
worthy of consideration and further study in the ongoing battle to reduce the
rates of VAP.
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Introduction

Nosocomial pneumonia is the most commonly acquired infection in intensive
care units (ICUs). Its frequency is approximately 10 cases/1000 admissions; how-
ever, the incidence may increase to 20 times that number in patients undergoing
invasive mechanical ventilation [1–3]. The overall incidence of ventilator-associ-
ated pneumonia (VAP) may range between 15 % to 20 % [2–6]. This complica-
tion prolongs the length of hospital stay, increases healthcare costs and may
increase mortality [4, 5, 7, 8].

Classically, the etiology of this entity has been assumed to be bacterial,
although in a significant percentage of patients with clinically suspected VAP, no
bacteria can be identified. In recent years, introduction of highly sensitive tech-
niques for detecting viruses in the respiratory tract, such as nucleic acid amplifi-
cation by polymerase chain reaction (PCR), has significantly improved the diag-
nostic yield of infections such as community-acquired pneumonia (CAP),
increasing the isolation rate from less than 10 % (using traditional techniques) to
35 % when using PCR in CAP that requires hospital admission [9].

Recently, new evidence has shown that viral isolation in the respiratory tract of
immunocompetent patients undergoing invasive mechanical ventilation is higher
than previously thought [10–12]. However, there are several limitations when
determining the role of viruses in VAP:

Difficulty in establishing a causal relationship between the viral isolate in the
respiratory tract and pneumonia;
Lack of an accessible gold standard for establishing the diagnosis;
Lack of evidence regarding the efficacy of antiviral therapy in the context of
suspected viral pneumonia during mechanical ventilation.

Incidence

In critically ill immunocompetent patients undergoing invasive mechanical ven-
tilation, two kinds of virus may cause viral nosocomial pneumonia: Herpesviri-
dae or the ‘classic’ respiratory viruses (influenza A, parainfluenza, respiratory
syncytial virus [RSV], rhinovirus, metapneumovirus, and adenovirus). Al-
though many clinical studies have focused on a particular aspect of the role of
viruses in the critically ill patient, few studies have determined the frequency of
viral respiratory tract involvement in patients with risk factors or suspected
VAP.
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SRV         0.4% 
Rhinovirus    2% 
Adenovirus  2% 

55 Confirmed viral 
VAP (23%) 

(52% mixed virus-bacteria) 

VAP not reported 

Fig. 1. Pooled analysis of studies evaluating viral infection of lower respiratory tract with more than one
diagnostic test, including molecular testing or viral cultures on respiratory samples. BAL: bronchoalveolar
lavage; ETA: endotracheal aspirate sample; CMV: cytomegalovirus; HSV1: herpes simplex type 1; SRV:
syncytial respiratory virus. * 201 patients were evaluated with naso-pharyngeal swab and BAL [12].

Ideally, a study to address this issue should have an appropriate design (prospec-
tive cohort), systematically evaluate samples from the upper and lower respira-
tory tract, explore a wide range of viruses, and include nucleic acid amplification
(PCR) as diagnostic test. After an exhaustive review of the literature, only three
studies meet most of these requirements [10, 12, 13]. Figure 1 shows a pooled
analysis of these studies.

Although the presence of viruses in respiratory samples was not always accom-
panied by a definitive diagnosis of viral VAP and not all these studies reported
this final diagnosis, all the studies reported a very low incidence of the ‘classic’
respiratory viruses. Herpes simplex virus (HSV) and cytomegalovirus (CMV)
were the most frequently isolated agents. For this reason, we will focus on the
description of the most relevant aspects regarding respiratory tract infections
associated with these viruses.

It should be clarified that because viral pneumonia due to HSV and CMV dur-
ing mechanical ventilation in the majority of cases is assumed to be a reactivation
from a previous infection acquired outside the hospital, the term VAP, which
implies nosocomial acquisition of the infection, will not be used, instead we will
refer to viral reactivated pneumonia.
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Herpes Simplex Virus

Initial infection with HSV usually occurs during childhood and is asymptomatic
in most cases. A small percentage of patients may present with gingivostomatitis
or pharyngitis. HSV type 1 may be isolated in the saliva of between 1 % and 5 %
of the healthy population. Several factors such as tissue trauma, radiation ther-
apy, heat exposure and acute bacterial infections may cause reactivation of the
infection from a latent state, causing lesions of the skin and mucous membrane
[14].

Lower respiratory tract infection with HSV-1 was initially considered as an
entity exclusive of immunocompromised patients; however, in the past two
decades, different studies have indicated the potential role of HSV-1 in non-
immunosuppressed patients who are critically ill.

Incidence and Risk Factors

HSV respiratory infection in non-immunosuppressed critically ill patients was
first reported in patients with acute respiratory distress syndrome (ARDS) in
1983 [15]. The presence of HSV in the lower respiratory tract was previously
thought to be exceptional. Four studies evaluated a necropsy series of unselected
patients between 1966 and 1982 and reported an incidence of 42 cases per 8535
patients (0.5 %) with a very high mortality and mainly affecting patients with
underlying malignancies and extensive burns [16]. It was, therefore, assumed that
respiratory tract involvement of HSV was very unusual and associated with a
poor prognosis. Findings of a high incidence of HSV in patients with ARDS
sparked interest in the hypothesis that HSV reactivation may play a role in an
unfavorable clinical outcome in non-immunosuppressed critically ill patients.
This was reflected in the increased number of publications reporting the fre-
quency of HSV.

The overall incidence reported thereafter ranges between 5 % and 64 % (10, 15,
17–26]. The wide variability of the reported incidence of HSV is due to differ-
ences in study designs, study populations and the diagnostic tests used. Despite
these differences, particularly susceptible populations, and various risk factors
have been identified: Extensive burns, patients with ARDS, intubation and pro-
longed invasive mechanical ventilation, positive serology for HSV-1 (IgG),
appearance of herpetic mucocutaneous lesions, advanced age, high severity
scores at admission and use of systemic corticoid therapy during the ICU stay.

It should be noted that, despite the widely varying incidence reported in the
literature, the best quality study (in terms of design, adequate number of studied
patients, use of highly sensitivity diagnostic tests and consecutive evaluation of
non-immunosuppressed critically ill patients) showed high incidences of HSV
detection in the lower respiratory tract (64 %) and of HSV bronchopneumonitis
(21 %) among patients undergoing mechanical ventilation for more than 5 days
[12]. In this study, the presence of herpetic oral-labial lesions, positive pharyngeal
swab and macroscopic bronchial lesions were predictors for herpetic broncho-
pneumonitis.

Table 1 shows a detailed summary of studies evaluating lower respiratory tract
infection caused by HSV-1 in critically ill patients since 1982.
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Table 1. Summary of studies of lower respiratory tract infections by herpes simplex virus (HSV) 1 in
immunocompetent ICU patients.

Year
[refer-
ence]

Design Population HSV 1 +
(%)

Risk Factors Outcomes
(HSV+ vs
HSV-)

Mor-
tality
(%)

1982 [15] Prospective ARDS 14/46
(30)

N.A Days on M.V.
Mortality

57

1982 [16] Prospective Suspected VAP 37/308
(12)

Intubation/MV NA 24

1992 [18] Retrospective Mixed 42/42 Intubation/MV NA 57

1996 (20) Retrospective Burned criti-
cally ill

27/54
(50]

ARDS ¶ ¶

1998 [21) Retrospective Sepsis postop-
erative

8/142
(6]

Thrombocytopenia Mortality
Bacterial

nosocomial
infections

63

2000 [22) Retrospective Pulmonary
infiltrates in
trauma patients

4/74
(5]

NA NA NA

2003 [23) Prospective ICU-LOS > 5
days

11/104
(23]

None No adverse
outcomes

27

2003 [10] Prospective ICU-LOS > 3
days

58/361
(16)

HSV+ in pharyn-
geal swabs
SOFA score
MV > 7 days

Days on MV
Hospital-LOS

38

2004 [11] Prospective Postoperative
and trauma
patients

106/393
(27)

APACHE II score
Elderly

Mortality 41

2007 [12] Prospective VAP suspected/
ICU > 5 days

128/201
(64)

HSV + in pharyn-
geal swab
HSV-like skin or
mucosa lessions

Days on MV
ICU LOS

48

2008 [24] Retrospective Suspected VAP 99/308
(32)

Elderly Mortality in
patients with
high HSV load
in BAL fluid

26

2009 [25] Prospective MV > 48 hour 65/105
(61)

Corticosteroids
IgG HSV 1+ at
admission

Days on MV
ICU LOS
Hospital-LOS

35

2011 [26] Prospective Suspected VAP
in mixed popu-
lation

19/177
(11)

Elderly
Comorbidity

and severity index

ICU LOS 76

ARDS: acute respiratory distress syndrome; ICU: intensive care unit; LOS: length of stay; MV: mechanical
ventilation; NA: not available; VAP: ventilator-associated pneumonia; SOFA: sequential organ failure
assessment; BAL: bronchoalveolar lavage; ¶: retrospective study on lung biopsy samples
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Pathogenesis

Reactivation of the latent virus seems to be the initial mechanism of HSV respira-
tory infection: All patients with herpetic respiratory infection in the ICU have
previous HSV-positive serology and, usually, a pharyngeal swab positive for HSV,
or oral-labial lesions preceding the lower tract infection [10, 25]. Manipulation
and traumatism of the airways predispose patients to viral reactivation in the
oropharyngeal mucosa and upper airway, with subsequent micro-aspiration to
more distal airways, thereby causing potential lung parenchyma involvement [10,
14]. Therefore, viral reactivation on the tracheobronchial mucosa could explain,
in some cases, how respiratory infection presents without any evidence of viruses
in the oropharyngeal mucosa [12, 16]. Although hematogenous spread has been
described, this mechanism seems to be limited to patients with a major degree of
immunosuppression [16].

Typically, viral reactivation begins between day 3 and 5 of mechanical ventila-
tion. This reactivation is followed by an exponential increase in the viral load in
the inferior airways, which reaches a peak on day 12. Viral load at this point can
reach up to 108 copies/ml as measured by PCR performed on tracheobronchial
secretions [25]. This viral load corresponds to the viral concentration found in
the vesicular lesions of the oral mucosa. This phase is followed by a slow decline
of the viral load. This chronology appears relevant when considering the diagno-
sis of viral VAP on an individual basis.

It should be noted that a high viral load (assessed by viral culture) appears to
correlate well with the diagnosis of bronchopneumonitis based on histologic
examination (cytology of the bronchoalveolar lavage [BAL] fluid and/or bronchial
biopsies are considered as gold standard). A viral load of 8x104 copies/106 cells
has sensitivity and specificity of 81 % and 83 %, respectively, for the diagnosis of
herpetic bronchopneumonitis [12].

In animal models, instillation of HSV into the nostrils causes pneumonia and
triggers a strong inflammatory response with extensive tissue damage secondary
to induction of inducible nitric oxide synthase (iNOS) on the lung parenchyma.
Inhibition of this enzyme improves tissue damage, pulmonary compliance and
survival. Interestingly, these effects are independent of the viral load, thus sug-
gesting a mechanism of inflammatory response amplification rather than direct
viral pathogenicity [27].

It should be noted that although viral reactivation is the main mechanism of
pathogenesis of HSV pneumonia during mechanical ventilation, several cases of
HSV clusters due to nosocomial transmission have been reported in the ICU [28].

Clinical Outcomes

The detection of HSV in the lower respiratory tract does not necessarily mean
lung infection and, on an individual basis, it is unclear whether it represents viral
contamination of the lower respiratory tract from the mouth and/or throat, local
tracheobronchial viral excretion or HSV broncho-pneumonitis [14]. For these
reasons, the exact role of HSV remains to be clarified: Is it just a marker of dis-
ease severity or a real pathogen with its own morbidity and mortality?

The analysis is even more complicated when the association of virus and bac-
teria in viral VAP (52 % of cases) is taken into consideration [10, 12]. Several
studies have reported more days on mechanical ventilation and longer stays in
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the ICU and/or hospital in patients infected with HSV [10, 13, 15, 25, 26]. Inter-
estingly, these were prospective studies that evaluated a large number of patients
and failed to show an increase in mortality. The only prospective study that is
often cited as an example of increased mortality in the group of HSV+ patients
did not reach statistical significance when adjusted for severity, assessed by
APACHE II [23]. The studies that reported increased mortality in HSV infected
patients were retrospective [10, 29] or prospective with a very small sample size
and limited to populations with ARDS [15]. As a result, the question of the effects
of infection on mortality remains to be clarified.

Treatment

Despite the high incidence and association with adverse clinical outcomes, there
are no randomized controlled trials (RCTs) that make it possible to provide defin-
itive recommendations regarding intervention in these patients. In all the studies,
treatment was prescribed by clinicians and analysis of clinical outcomes under
controlled conditions was not available. The only interventional study was a small
randomized trial that evaluated the efficacy and safety of acyclovir for preventing
reactivation of HSV in patients with ARDS [29]. Although acyclovir was effective
in preventing viral reactivation in the respiratory tract (absolute risk reduction of
65 %), there was no difference in severity of respiratory failure, duration of
mechanical ventilation or mortality between the control and intervention arms.

Given the particular characteristics of this phenomenon (high incidence, asso-
ciation with unfavorable clinical outcomes and potential therapeutic interven-
tions), the need for RCTs that could clarify this issue is imperative.

Cytomegalovirus

Most healthy immunocompetent adults have been infected with CMV, a fact that
is evidenced by the presence of specific immunoglobulin (Ig) G for this virus [30].
In most cases, the infection remains latent without causing disease. Reactivation
and CMV disease has traditionally been described in populations with marked
alterations in cellular immunity [31]. However, in the past two decades there has
been increasing evidence that reactivation of CMV is a common finding in the
immunocompetent critically ill patient [32]. The frequency of CMV varies
depending on the diagnostic methods used, from 12 % when cultures are used to
33 % when PCR is used [30].

Viral reactivation begins between days 14 and 21 of the ICU stay. Risk factors
for reactivation are prolonged ICU stays, higher severity scores on admission, and
severe sepsis. In this group, the incidence may reach up to 36 %. Although a clear
cause and effect has not been found, reactivation is associated with increased mor-
tality and longer hospital stay [30, 32]. Viral reactivation in humans can begin in
the lung parenchyma [23, 28, 33)]. In animal models with latent CMV, sepsis may
produce pulmonary reactivation of the viral infection; this reactivation is associ-
ated with a persistent increase in cytokine-mediated inflammatory response in the
lung and both findings (reactivation and persistent inflammation) do not occur in
the presence of prior ganciclovir treatment [34]. Thus, to the epidemiological evi-
dence of the association of CMV-unfavorable clinical outcomes is added the bio-
logical evidence of potential pathogenicity in the lungs.
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In 1996, Papazian et al published the first study that showed a high incidence of CMV
reactivated pneumonia during mechanical ventilation [33]. The authors studied 85
patients with ARDS, prolonged mechanical ventilation and suspected VAP with neg-
ative cultures for bacteria in respiratory specimens (25 open lung biopsies and 60
post mortem biopsies). Conclusive histopathological findings of CMV pneumonia
were found in 25 patients (only 3 cases also showed evidence of bacterial pneumo-
nia). The same authors studied the diagnostic value of open lung biopsies on patients
with acute lung injury (ALI), suspected VAP and negative cultures of respiratory
specimens. Among 100 patients, evidence of CMV infection was found in 30 subjects
(3 patients had HSV findings), 4 cases also showed evidence of ARDS in a fibroproli-
ferative phase. With the diagnosis of pulmonary fibrosis, CMV pneumonia was the
most frequent finding that conditioned changes in medical treatment [35].

The value of the different diagnostic techniques is not clear; thus, in the first
study mentioned, the BAL culture had sensitivity and specificity of 53 % and
92 %, respectively [33]. In another study by the same authors, diagnosis was
based on histologic findings after negative cultures and negative pp65 antigene-
mia [35]. The only study that evaluated PCR assay in BAL in an unselected sam-
ple of patients with suspected VAP found 13 % of positive samples without cyto-
plasmic inclusions and no histological evaluation was performed; it was therefore
not possible to reach a definitive diagnosis [12].

The diagnosis of VAP due to CMV may, therefore, be more common than
thought, but there are issues that still need to be clarified regarding the appropri-
ate diagnostic tests. Previous studies suggest a low sensitivity of standard diag-
nostic tests. However, in the populations studied, CMV appears to have a clear
pathogenic role, as evidenced by the extensive presence of pneumonitis and of
cytoplasmic inclusions in biopsy specimens [33, 35].

Individual management of patients, is further complicated when considering
the risk and benefits of treatment with ganciclovir, which has potentially serious
adverse effects. For these reasons, RCTs are needed to clarify the role of antiviral
treatment in patients with CMV reactivation. Similarly, it is difficult to make a
final recommendation regarding the overall approach to individual patients with
suspected CMV VAP. It may be suggested that this entity be suspected in patients
with risk factors (persistent pulmonary infiltrates with clinical deterioration and
no evidence of bacterial infection). If the patient also shows evidence of viral
reactivation (preferably assessed by PCR), initiation of antiviral therapy should
be considered. Lung biopsy appears to play an important role in this group of
patients because it can demonstrate CMV pneumonia even when respiratory
specimens are negative.

Mimivirus

Acanthamoeba polyphaga (mimivirus) is a double-stranded DNA virus with the
largest viral genome yet described [36]. Although it was thought to be a potential
causative agent of pneumonia, the role has not been clearly defined. This micro-
organism was first described in 1992 as part of a suspected outbreak of Legionella
pneumonia. Initially categorized as a bacterium, it was finally reclassified as a
virus in 2003. Subsequently, serological evidence of mimivirus has been reported
in between 7 % and 9 % of patients with community-acquired and nosocomial
pneumonia [37, 38].
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The potential role of this virus was questioned in a study that evaluated one
cohort with pneumonia using different serologies; results were negative in all
cases. The nosocomial pneumonia cohort included 71 samples of elderly patients
from health care centers; it is not known if any of them received invasive mechan-
ical ventilation [39].

One study systematically evaluated ventilated patients with suspected VAP
[40]. Of 300 patients with suspected VAP, 59 had positive serology for mimivirus
(19.6 %); 64 % of these had, additionally, positive BAL for bacteria. A comparison
of mimivirus-seropositive patients with a seronegative group matched for age,
diagnostic category, and severity showed that the positive group experienced
increased duration of mechanical ventilation and ICU stay; no differences in mor-
tality were found. It should be noted that the overall effectiveness of matching
was 95 % and other relevant variables, such as adequate antibacterial therapy and
the bacteremia rate, were similar in the two groups.

Thus, although no definitive recommendations can be made regarding screen-
ing for this microbiological agent, there is cumulating evidence of the potential
role of this new virus in VAP.

Conclusion

Respiratory viruses are not a common cause of VAP. Herpesviridae (HSV and
CMV) are detected frequently in the lower respiratory tract of ventilated patients.
HSV is detected between days 7 and 14 of invasive mechanical ventilation; pres-
ence of the virus does not necessarily imply pathogenicity, but the association
with adverse clinical outcomes supports the hypothesis of a pathogenic role in a
variable percentage of patients. Bronchopneumonitis associated with HSV should
be considered in patients with prolonged invasive mechanical ventilation, reacti-
vation with herpetic mucocutaneous lesions, and those belonging to a risk popu-
lation with burn injuries or ALI.

Reactivation of CMV is common in critically ill patients and usually occurs
between days 14 and 21 in patients with defined risk factors. The potential patho-
genic role of CMV seems clear in patients with ALI and persistent respiratory
failure in whom there is no isolation of a bacterial agent as a cause of VAP. The
best diagnostic test is not defined although lung biopsies should be considered in
addition to the usual methods before starting specific treatment.

Because of the lack of randomized clinical trials, it is not possible to make a
definitive recommendation regarding the antiviral treatment for suspected HSV
or CMV reactivation pneumonia during mechanical ventilation. The decision to
start antiviral treatment should be made on an individual basis, taking into con-
sideration the risk factors mentioned above, a correct interpretation of diagnostic
methods and the whole clinical picture of the patient. There is an urgent need for
RCTs to address this aspect.

The role of mimivirus is uncertain and yet to be defined, but serologic evi-
dence of this new virus in the context of VAP appears to be associated with
adverse clinical outcomes.
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Introduction

Invasive candidiasis, mainly due to Candida albicans, is a life-threatening compli-
cation encountered in intensive care units (ICUs) [1, 2]. Candida spp. is regularly
reported as the fourth most frequent microbial agent responsible for blood-borne
infections in ICU-acquired sepsis [3, 4]. Moreover, cumulative evidence supports
the fact that the incidence of invasive candidiasis is increasing. In addition, an
epidemiological shift, namely the emergence of non-albicans species against
which azoles are often less effective, has been reported over the past two decades
[5].

It is acknowledged that in most cases, the source of infection is the gut [1].
Thus, yeast growth within the intestinal lumen is the first step in the pathophysi-
ological process that, in some cases, can lead to mucosal invasion and finally
blood stream infection.

Thanks to tremendous progress, new antifungal drugs, echinocandins, have
been developed so that safe, effective, broad-spectrum therapies are still available
[6, 7]. However, mortality rates remain high among patients with invasive candi-
diasis [8]. Besides the severity of the underlying disease of these patients, the fact
that antifungal treatments are frequently delayed is probably one of the main
causes of treatment failure [9]. This is because the commonly available diagnostic
tools are still not sufficiently reliable to provide an accurate and prompt diagnosis
of invasive candidiasis.

Two main questions arise from these observations: (i) How can patients with
the highest risk of invasive candidiasis patients be identified? (ii) What evidence
can justify the use of early antifungal drugs in this setting? In an attempt to
answer these issues, we have to make use of observational studies that assess risk
factors for invasive candidiasis, the few well-conducted clinical trials assessing
early antifungal therapy, and finally experts’ guidelines.

How to Identify Patients With The Highest Risk of Invasive
Candidiasis Among Critically Ill Patients?

A Few Words About the Pathophysiology of Invasive Candidiasis

Candida albicans is a commensal germ of the digestive tract [1]. Some condi-
tions, such as exposure to antibiotics might favour colonization. The gut could
then become a putative source of yeasts, but additional circumstances are needed
to make Candida spp. a pathogen. The adhesion of yeast cells to the epithelial
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surface is probably a very critical step [10]. Thereafter, Candida spp. has to cross
the epithelial barrier. However, the underlying mechanisms are still unknown. It
is hypothesized that the ability of C. albicans to form germ tubes allows it to go
through epithelial cells and invade the gut mucosa [11, 12]. Another pathway
could be intercellular spaces within the intestinal epithelia. Although these junc-
tions are normally tight and almost impossible to penetrate, Candida spp. may be
able to disrupt the junction to reach the deepest layers of the mucosa. Interest-
ingly, although several virulence factors have been identified, it seems more likely
that host factors play a major role during the pathogenesis of invasive candidiasis.
One important conclusion that could be drawn from these experimental data is
that it takes time for yeasts from the intestinal lumen to reach the blood compart-
ment. In other words, yeast invasion precedes the positive blood culture.
Although the time required is unknown, one can suppose that clinical as well as
biological markers are present throughout this period. The challenge is therefore
to recognize such early signs of a coming infection and to prescribe appropriate
antifungal drugs.

Clinical Rules: Description, Relevance and Limitations

Several clinical rules have been established in an attempt to identify patients with
an obvious risk of developing invasive candidiasis during their ICU stay. These
rules were based on the assessment of the most relevant risk factors identified
previously in large cohorts of critically ill patients. Thus, given the importance of
invasive candidiasis from a pathophysiological point of view, in the early 1990s,
Pittet et al. proposed a rule based on the assessment of fungal colonization den-
sity [13]. The so-called colonization index involves multiple sampling from the
skin and mucosal surfaces. A threshold value of 0.5, meaning that at least half of
the specimens was positive for Candida spp, predicted the risk of invasive candi-
diasis with 100 % sensitivity and 69 % specificity. The corrected colonization
index takes into account only positive culture results (i.e., the number of strongly
positive cultures divided by the number of all positive cultures), and shows even
greater diagnostic accuracy since 100 % sensitivity and 100 % specificity were
achieved using a threshold of 0.4. In addition, intense colonization was likely to
precede the diagnosis of invasive candidiasis by 6 days. Although very attractive,
Pittet’s index raises several issues. First, from a practical point of view, the genu-
ine colonization index cannot be assessed routinely in the ICU setting. This is
because daily cultures are required as well as Candida spp. isolate genotyping
since only isogenic strains from a given patient are considered for its calculation.
Second, no studies have been conducted to demonstrate the external validity of
the colonization index, that is to say the validation of its predictive value in a
larger cohort of patients, as recommended before proposing any diagnostic tool.
Such a validation study is, however, desirable given the findings in the so called
‘inception’ study in 29 high-risk surgical patients known to be colonized by Can-
dida spp. according to a first screening. These patients accounted for only 5 % of
all the admissions over the study period. Such patients should, therefore, be con-
sidered highly selected and not really representative of the general ICU popula-
tion. On the basis of Pittet’s findings, Piarroux et al. conducted a single-center
study with a before-after design [14]. They showed that invasive candidiasis
became very unlikely in their surgical ICU as soon as every patient was given flu-
conazole in accordance with the colonization index value. Interestingly, the
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patients included had undergone major abdominal surgery, and therefore resem-
ble those included in the princeps study. However, the relevance of the index
could be different in another population. We showed in a prospective study that
a colonization index greater than 0.5 was a common finding in a ‘medical’ ICU
since more than one third of the patients reached such a value, but none of them
developed invasive candidiasis [15]. Moreover, the clinical relevance of the coloni-
zation index as a decision tool raised serious concerns after the publication of the
EPCAN group study, since Leon et al. reported 72 % sensitivity and 47 % specific-
ity for the colonization index in a cohort of more than 1000 critically ill patients
from 36 distinct ICUs [16]. One can therefore conclude that Candida spp. coloni-
zation density cannot be the only predictor for invasive fungal disease in the ICU
setting and that additional risk factors need to be assessed.

To this end, some authors have tested the predictive value of clinical rules
including other risk factors. Ostrosky-Zeichner et al. proposed a rule based on
the results from an observational study that included more than 2000 patients in
the USA [17]. The independent risk factors identified (i.e., central venous cathe-
ter, dialysis, total parenteral nutrition, systemic antibiotic, surgery, pancreatitis,
steroids and use of immunosuppressive agents) were included in a scoring sys-
tem. This prediction rule exhibited 34 % sensitivity, 90 % specificity, a positive
predictive value (PPV) of 1 % and a negative predictive value (NPV) of 97 %.
Interestingly, fungal colonization was not assessed since it was not identified as
an independent predictor in a previous study by the same group [18]. However,
it is worth noting that only one single mycological sample was obtained in these
patients, making any colonization density assessment unreliable. As a result, the
clinical rule proposed by these authors exhibited very low PPV (i.e., 1 %) while
the NPV reached 97 %. Playford et al. applied this rule to their own cohort of
patients and obtained comparable results [19]. Interestingly, fungal colonization
was assessed prospectively in these patients. Thus, they showed that using the
previously described clinical rule generated a lot of false positive results. More-
over, including Candida spp. colonization as a risk factor led to an almost 10 %
improvement in specificity. This illustrates the fact that invasive candidiasis is
very unlikely in patients without apparent fungal colonization. Following on from
these data, the EPCAN study group conducted a large cohort study to identify the
most relevant risk factors for invasive candidiasis [20]. More than 1000 critically
patients mainly from Spain were included. All consecutive patients free of prior
fungal infection and without antifungal treatment were included as soon as they
had spent at least 7 days in the ICU. Fungal colonization was assessed twice a
week until death or discharge. This group found only four independent variables
likely to predict the risk of invasive candidiasis: Severe sepsis, surgery, total par-
enteral nutrition (TPN) and multifocal colonization, defined as the presence of at
least two samples from distinct body sites growing Candida spp. The “Candida
score” construction was based on the respective statistical weight of each of the
above-mentioned risk factors (severe sepsis: 2 points; surgery: 1 point; TPN: 1
point; multifocal colonization: 1 point). According to this first evaluation study,
the accuracy of the Candida score was promising since sensitivity was 81 % and
specificity was 74 % when a threshold of 2.5 points was used. A validation study
was then conducted in another large cohort of critically ill patients admitted to
the ICU for more than one week [16] (Table 1). The high NPV of the Candida
score was emphasized since less than 3 % of the patients with a score less than 3
actually developed invasive candidiasis. However, the PPV was quite low (14 %)
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Table 1. Diagnostic accuracy of the Candida Score and the Colonization index according to validation
study results [16].

Candida Score 3
(95 % CI)

Colonization Index 0.5
(95 % CI)

Area under ROC curve 0.774 (0.715–0.832) 0.633 (0.557–0.709)
Sensitivity 77.6 (66.9–88.3) 72.4 (60.9–83.9)
Specificity 66.2 (63.0–69.4) 47.4 (44.0–50.8)
Predictive positive value 13.8 (10.0–17.5) 8.7 (6.2–11.3)
Predictive negative value 97.7 (96.4–98.9) 96.1 (94.2–98.0)
Relative risk for invasive candidiasis 5.98 (3.28–10.92) 2.24 (1.28–3.93)

ROC: receiver operating characteristic; CI: confidence interval

since sensitivity and specificity were 78 % and 66 %, respectively. Although better
than fungal colonization alone as measured by the Pittet’s index, the overall accu-
racy of the Candida score was disappointing since the area under the receiver
operating characteristic (ROC) curve was 0.774, compared with 0.847 found in
the first study.

Apart from the above-mentioned studies, other interesting data on high-risk
surgical patients have been published. More than 20 years ago, Calandra et al.
showed that abdominal surgery should not be considered an unequivocal risk
factor for invasive candidiasis [21]. These authors showed that only patients with
major surgery, especially those with anastomosis leakage and recurrent perfora-
tions, were the most likely to develop invasive candidiasis. Moreover, they showed
that the presence of yeast in the peritoneal fluid had to be considered only if Can-
dida spp. density was high and growing fast. More recently, other authors have
proposed a clinical rule likely to predict the presence of Candida spp. within the
peritoneal fluid of patients with gut perforation [22]. They showed that shock,
upper gastrointestinal tract origin, female sex and exposure to antibiotics were
independently associated with the risk of fungal peritonitis.

In conclusion, fungal colonization is considered a prerequisite for the develop-
ment of invasive candidiasis. It therefore needs to be assessed in patients with
suspected invasive candidiasis. The presence of multifocal Candida spp. coloniza-
tion makes invasive candidiasis more likely, but other relevant risk factors should
be thoroughly evaluated given the very poor PPV of colonization alone [23]. Sev-
eral rules, including the Candida score calculation, have been reported so far.
However, although helpful for the identification of patients with a very low risk of
invasive candidiasis, such diagnosis strategies remain controversial given the
unacceptably high rate of false positive results, which is likely to encourage use-
less if not harmful antifungal treatments. Additional markers of the disease are
therefore urgently needed.

Biomarkers

As described above, whereas Candida spp. gut colonization is a critical step in the
pathogenesis of invasive candidiasis, subsequent events are required to allow the
yeast to reach the bloodstream. It is therefore challenging to identify patients who
will actually develop invasive infection among those who are colonized.

Detecting circulating yeast is totally specific but may be unreliable if the cur-
rent blood culture process is used, as the expected sensitivity is no more than
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50 %, with a mean time to positivity of almost 2 days [24]. Using specific media
for yeast could however enhance Candida spp. growth. Another approach relies
on the detection of fungal DNA in the blood, since routine testing is already pos-
sible [25]. However, DNA extraction from the blood is still a concern, and as a
result, false negative results are still possible. Another promising way to circum-
vent culture-based methods is to detect fungal outer membrane compounds,
since convincing results have been obtained in immunosuppressed patients. We
will focus on mannan and 1,3-ß-D-glucan. High positive and negative values have
been reported with both markers in patients with prolonged neutropenia [26]. In
addition, it has been shown that the detection of such biomarkers could precede
candidemia by more than 1 week [27, 28]. One could, therefore, hypothesize that
during the gut mucosa invasion process, fungal products reach the bloodstream
before the yeast itself. However, no prospective studies have ascertained whether
or not early detection of invasive candidiasis through biomarker assessment leads
to earlier antifungal treatment and in turn improves the outcome. In addition, the
above-mentioned studies used the EORTC (European Organisation for Research
and Treatment of Cancer) diagnosis criteria, the relevance of which in the ICU
setting is still unknown [29].

A few studies have addressed the question of 1,3-ß-D-glucan in critically ill
non-neutropenic patients. Takesue et al. compared the positivity rate of the bio-
marker in a population of high-risk postoperative patients colonized with Can-
dida spp. regarding the clinical response to empirical fluconazole therapy [30].
They showed that the number of colonized sites as well as the detection of a sig-
nificant amount of 1,3-ß-D-glucan in serum was independently associated with
an improvement under therapy. However, although fewer than 10 % of the flucon-
azole-responders exhibited a negative result, more than 50 % of the non-respond-
ers tested positive. Altogether, these data illustrate to what extent 1,3-ß-D-glucan
lacks specificity in the ICU setting. Other observational studies have provided
similar findings. Digby et al. showed that 1,3-ß-D-glucan was unable to differenti-
ate between fungal and bacterial infections [31]. They also reported that Candida
spp. colonization was likely to be associated with positive results regardless of the
subsequent occurrence of invasive candidiasis. It is also worth noting that dialy-
sis, albumin perfusion, antibiotics and surgical gauze are also likely to provide
false positive results. In an attempt to increase the PPV of the test and to circum-
vent these issues, other authors applied a higher cut-off value (i.e., 80 instead of
20 pg/ml) [32]. As a result, they found a high number of false negative results.
Finally, whether or not these biomarkers are of clinical interest in the ICU setting
has yet to be demonstrated.

Systemic inflammation related biomarkers have proven useful for the early
diagnosis of sepsis. Among them, procalcitonin (PCT) is one the most interesting.
Unfortunately, our group has shown that PCT was of little value in patients with
candidemia since only a mild elevation was detected as compared with bacter-
emia [33]. However, although weak, PCT increase is significantly greater during
fungal infection than in patients with Candida spp. colonization alone [34].

Genetic Approach

More recent findings have raised comment and hopes. It has been shown that
some genetic determinants could influence the ability of the host to become colo-
nized or infected by Candida spp. Prior to these results, Bochud et al. reported
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that Toll-like receptor (TLR) 4 gene polymorphism was likely to worsen the prog-
nosis of hematopoietic stem cell transplant recipients with pulmonary invasive
aspergillosis [35]. Similarly, Plantinga et al. showed in similar patients that one
variant of the dectin-1 gene was associated with the risk of developing both colo-
nization and infection with Candida spp. [36]. Moreover, they showed in vitro
that cells from these subjects were less responsive to yeast with respect to the
release of inflammatory mediators, which could account for an increased suscep-
tibility to these infections. Although data are not yet available in the ICU setting,
one could imagine that screening for such polymorphisms on admission could be
useful to stratify patients with regard to the risk of invasive candidiasis.

Conclusions

Predicting the risk of invasive candidiasis is challenging. Despite considerable
knowledge of the clinical risk factors thanks to the results from several well-con-
ducted large cohort studies, we are still unable to diagnose this life-threatening
ICU-acquired infection in a reliable and timely manner. The detection of outer-
membrane Candida spp. compounds could be a promising avenue, but the data
published so far are disappointing. Other biomarkers are therefore required. Host
factors should also be taken into account, and the genomic approach could there-
fore become a relevant way to improve risk assessment in critically ill patients.

What Evidence Supports the Use of Early Antifungal Drugs in this
Setting?

As mentioned above, the earlier antifungal treatment is started, the better the
prognosis. It has been shown that the mortality rate can increase from 15 % to
30 % if the time elapsed between the first positive blood culture and treatment
exceeds 12 hours [9, 37]. Hence, because of the lack of reliable diagnostic tools,
we are obliged to start antifungal drugs before evidence of infection is available.

Definitions: From Empirical Treatment to Prophylaxis

Essentially, antifungal administration should be considered in any patient with
unexplained sepsis and risk factors for invasive candidiasis, including Candida
spp. multifocal colonization, if no significant clinical improvement is achieved
despite a 2-day course of broad spectrum antibiotics. This type of treatment is
empirical. It has been proposed that patients should be treated earlier, that is as
soon as they become intensively colonized with Candida spp. This type of treat-
ment is pre-emptive therapy. Some high-risk patients may benefit from antifun-
gal treatment at ICU admission if the risk of invasive candidiasis is too high. This
type of treatment is prophylaxis.

Review and Limits of the Main Available Trials

Most of the available trials addressing the question of early antifungal therapy in
critically ill patients were designed to evaluate prophylaxis. Inclusion criteria
aimed at selecting a potentially high-risk population, because only patients with
a prolonged ICU-stay and/or mechanical ventilation requirement were generally
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enrolled. Pelz et al. showed that fluconazole prophylaxis reduced the incidence of
fungal invasive disease by one half in a single surgical ICU [38]. However, the def-
inition of invasive disease raised some serious concerns since “presumed” and
“suspected” infections (and not only proven) were also considered, representing
24 out of the 31 events. As a result, some patients with colonization rather than
infection were falsely classified. Thus, despite a rate of invasive candidiasis
exceeding 10 % in the study population, the length of stay was short and more
than 85 % of the patients were discharged alive from the ICU, regardless of the
randomization group. These data should, therefore, be taken very cautiously since
mortality rates associated with invasive candidiasis are generally more than 30 %.
Garbino et al. published an interesting trial on mechanically ventilated patients
with an ICU length of stay exceeding 2 days [39]. In contrast to the previous
study, the main endpoint was candidemia. These authors showed that fluconazole
prophylaxis was likely to reduce the incidence of candidemia. Although under-
powered, the authors failed to demonstrate any difference in mortality. In addi-
tion, the external validity of this single center study raised concerns since all the
included patients underwent a selective digestive decontamination protocol, a
condition likely to increase the risk of fungal disease. Thus, the candidemia rate
reached 16 % in the control group, an unusual rate if prolonged mechanical venti-
lation was actually the only risk factor. The fact that Candida spp. colonization as
assessed through Pittet’s index calculation was obvious in most of the patients on
inclusion could account for this, emphasizing the weight of this risk factor. In the
already mentioned ‘before-after’ study published by Piarroux et al., it was shown
that fluconazole prophylaxis could prevent invasive candidiasis in a selected pop-
ulation of postoperative patients with high levels of fungal colonization [14].
However, although statistically significant, the difference was not readily clinically
relevant since the number of ICU-acquired candidemias (i.e., those which could
really have been prevented by the intervention) decreased from 2.2 % to 0 %. In
addition, the authors failed to demonstrate any survival benefit despite having
included nearly 500 patients in each arm. We believe therefore that such a ‘pre-
emptive’ strategy targets too many patients, leading to large numbers of antifun-
gal treatments in order to avoid a very few episodes of invasive candidiasis.

Despite its small size (n = 49), an earlier study by Eggimann et al., showed that
it was possible to select more accurately the patients who could really benefit
from antifungal prophylaxis in the ICU [40]. Accordingly, the only patients with
high-risk surgical condition (i.e., recurrent gut perforations, anastomose leakage,
severe acute pancreatitis) were included and randomized to receive either flucon-
azole or placebo. As a result, a 30 % absolute risk reduction was achieved. It was
however a single center study underpowered to demonstrate any decrease in mor-
tality.

Apart from these studies, only one well conducted multicenter trial that evalu-
ated empirical antifungal treatment in critically ill patients has been conducted
[41] (Table 2). All patients with persistent fever despite broad-spectrum antibiot-
ics were included. Schuster et al. randomized 270 ICU patients to either placebo
or high-dose fluconazole in a double-blind fashion. The primary objective was to
assess the clinical response to therapy using a composite endpoint. The response
to treatment was defined as fever resolution in the absence of proven fungal
infection, drug-related toxicity or introduction of a new antifungal drug. Around
one third of the included patients in both arms were considered as responders
given their favorable outcome according to the endpoint definition. However, the
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Table 2. Main results from the multicenter randomized double-blind trial comparing fluconazole to pla-
cebo as empirical treatment of invasive candidiasis in the ICU. Success was defined as fever resolution
in the absence of drug toxicity, proven invasive fungal disease or use of an alternative antifungal treat-
ment [41].

Outcomes Fluconazole recipients
(n = 122)

Placebo recipients
(n = 127)

Relative Risk P value

Success 44 (36 %) 48 (38 %) 0.95 (0.69–1.32) 0.78

Failure 78 (64 %) 79 (62 %) – –

rate of invasive candidiasis was quite low in the placebo group (9 %) and proba-
bly even overestimated, since 5 of the 11 infected patients presented with candi-
duria. Consequently, one may consider that the risk of invasive fungal disease was
too low in the study population, making any benefit from empirical fluconazole
unlikely. Actually, less than half of the included patients exhibited multifocal Can-
dida spp. colonization. However, such data emphasize to what extent empirical
antifungal therapy administration should target a restrictive subset of critically ill
patients.

Finally, the clinical trials described above have generally been single center
studies underpowered for any survival assessment. Moreover, the patients
included in the different studies have been different in terms of risk for fungal
disease. Hence, various inclusion criteria have been used: Multifocal Candida spp.
colonization, abdominal surgery or prolonged mechanical ventilation as some
examples. In addition, although the incidence of invasive candidiasis is the main
endpoint, the authors used various definitions of the disease. As a result, one can-
not exclude that in some cases, patients with Candida spp. colonization were
falsely considered as really infected. Since antifungal exposure is likely to reduce
colonization density, such concerns may have led to an overestimation of the clin-
ical benefit from prophylaxis.

However, despite the above mentioned serious methodological concerns, sev-
eral meta-analyses have been performed [42, 43]. These analyses concluded that
antifungal prophylaxis was likely to reduce the incidence of invasive fungal infec-
tion in the ICU and to a lesser extent to improve the outcome of high-risk criti-
cally ill patients. The authors acknowledged that a risk of invasive candidiasis of
more than 15 % should be achieved in order to expect a benefit from early anti-
fungal drug therapy [43]. They extrapolate from previous clinical trials results
that the number needed to treat to prevent one invasive candidiasis episode was
acceptable in such a high-risk subset of patients. However, it is worth noting that
all these meta-analyses were published before publication of the study by Schu-
ster et al. [41], the results of which may have led to different conclusions. In addi-
tion, none of those trials addressed the question of the risk of selection of azole-
resistant Candida species. However, it is worth noting that these species, espe-
cially C. glabrata, are of growing importance in the ICU setting. As a result, flu-
conazole should not remain the first-intention drug when considering early anti-
fungal therapy in a critically ill patient.

318 P.-E. Charles, R. Bruyere, and F. Dalle

VIII



What Is the Place of Echinocandins?

Echinocandins are new antifungal drugs that have been available for about 10
years [7]. Caspofungin, anidulafungin and micafungin are the three licensed echi-
nocandins. They all exhibit powerful fungicidal activity against most of the Can-
dida spp., especially the non-albicans species known to develop resistance to
azoles (i.e., C. krusei and C. glabrata). However, their minimal inhibitory concen-
trations against C. parapsilosis are higher, although actual clinical resistance has
not yet been demonstrated. In addition, adverse effects are infrequent and only a
few drug interactions have been described.

These drugs have been evaluated for the treatment of proven invasive candidi-
asis through several large and well conducted multicenter non-inferiority trials
including non-neutropenic, mostly ICU patients. Caspofungin was compared to
amphotericin B, and anidulafungin to fluconazole [44, 45]. In addition, micafun-
gin was compared to caspofungin [46]. All these studies demonstrated at least the
non-inferiority of the new drug. In addition, these studies provided data support-
ing to some extent the superiority of echinocandins compared to either amphote-
ricin B (caspofungin) or fluconazole (anidulafungin). As a result, the most recent
American guidelines recommend echinocandins as the first-choice drug in criti-
cally ill patients with proven invasive candidiasis (A-III) [47].

To the best of our knowledge, no published clinical trial has tested echinocan-
din in the early therapy of invasive candidiasis. Senn et al. performed an interest-
ing study showing that if caspofungin was given as prophylaxis in some very
high-risk surgical patients (i.e., recurrent perforations or anastomosis leakage),
the risk of invasive fungal disease was 2 % compared to the 40 % rate reported
previously in an historical cohort [48]. Although speculative, one could hypothe-
size that beyond the above mentioned methodological issues, more consistent
data would have been obtained from previous trials if an echinocandin had been
administered instead of fluconazole. Although promising, such findings must be
confirmed by future randomized trials.

Current Guidelines

According to the most recent American guidelines, antifungal prophylaxis is not
recommended in the ICU setting except in high-risk patients hospitalized in units
where the incidence of invasive candidiasis is high (B-I) [47]. The recommended
drug is fluconazole. In contrast, surprisingly, empirical treatment is recom-
mended (B-III) for suspected invasive candidiasis in critically ill patients with
unexplained fever and risk factors including multifocal fungal colonization,
despite the lack of published evidence as reported above. However, the experts
probably took into account the detrimental effect of any delay in antifungal
administration. Another striking statement is that the echinocandins should be
preferred to fluconazole in most critically ill patients, even if there are no consis-
tent published data to support such recommendation. Given the high expected
efficacy of these drugs and the poor prognosis generally associated with invasive
fungal infection, it seems reasonable to promote echinocandins, while waiting for
the results of ongoing clinical trials.
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Conclusions

Early therapy of invasive fungal infection may be prophylactic, pre-emptive or
empirical. Most published trials deal with prophylactic or pre-emptive therapies
since differentiating these treatments remains difficult. Because of obvious meth-
odological issues, the results from these studies should be taken cautiously. New
trials are desirable and should aim at better selecting those patients who will
really benefit from early antifungal therapy. Clinical practice needs to be
improved in an attempt to: (i) treat early (if not prevent) Candida spp. invasive
infection with the most efficient drug; (ii) avoid useless (if not deleterious) anti-
fungal treatments.

Observational studies have shown that, in real life, antifungal administration
to patients with invasive candidiasis is often delayed [49], but, on the other hand,
antifungal drug consumption is increasing dramatically in the ICU, raising two
major concerns: Increasing costs and the risk of emergence of resistant species
[50]. Regarding the latter point, although controversial, it is worth noting that
increased use of fluconazole may be responsible for a shift toward non-albicans
species. Similarly, a relationship may exist between exposure to one echinocandin
and the isolation of C. parapsilosis in patients with candidemia [51]. These
aspects should be remembered every time one prescribes antifungal drugs.

Conclusion

Invasive candidiasis is a life-threatening infection in the ICU, management of
which has improved over the past two decades. First, new efficient drugs have
been developed: Fluconazole in the early 1990s, followed by echinocandins 10
years later. Simultaneously, our knowledge of fungal infection risk assessment has
been enhanced by data obtained from large cohort studies. Obviously, Candida
spp. colonization is considered as a prerequisite for infection but additional cir-
cumstances are clearly required prior to invasive disease development. However,
apart from some specific high-risk surgical patients, we are still unable to reliably
identify those patients who will actually benefit from early administration of anti-
fungal agents. The development of biomarkers able to inform about the ongoing
invasion process by Candida spp. is promising but has been disappointing.
Knowledge of genetic host factors should be considered but cannot currently be
implemented into every day practice.

Once suspected in a critically ill unstable patient, any Candida spp. infection
should be treated with the most potent drug, namely an echinocandin, after sam-
ples from various body sites and blood cultures have been collected. If no evi-
dence of infection is obtained within the next few days, there will still be time to
withdraw the treatment, especially if another pathogen is recovered from blood
culture as well as in the absence of multifocal Candida spp. colonization. How-
ever, improving early, reliable diagnosis of Candida spp. invasive infections is
crucial: On the one hand to save lives and on the other hand to prevent any loss
of efficacy of the available drugs, especially the most potent, namely echinocan-
dins.
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Introduction

In the last few decades, fungi have become one of the most important and fre-
quent opportunistic microorganisms involved in nosocomial infections in hospi-
talized patients. The most common organism implicated in fungal infections is
the ubiquitous Candida, which is part of the human skin flora, mucosae, gastro-
intestinal tract, genital and urinary systems. Candidiasis encompasses diverse
diseases that range from superficial infections of skin and mucosal membranes,
to disseminated diseases with profound organ involvement. Deep-seated infec-
tions include candidemia, invasive candiadiasis, and peritonitis as well as other
entities less frequently diagnosed in the critically ill patient [1].

However, in critically ill patients, Candida spp. are frequently isolated in non-
sterile sites, which have a complex and controversial management. The mere iso-
lation of Candida spp. in non-sterile sites does not always justify the administra-
tion of systemic antifungal therapy although it is important to bear in mind that
it may indicate a disseminated candidiasis in certain situations [2].

Diagnosis of Invasive Candida Diseases

Diagnosis of candidemia is not problematic since it requires the isolation of Can-
dida spp. in the blood [1]. Candida in a blood culture should never be viewed as
a contaminant and should always prompt treatment initiation.

Conversely, the diagnosis of invasive non-candidemic candidiasis remains elu-
sive in the majority of the patients. The problem is compounded by the absence
of positive blood cultures in many patients with invasive disease. The definitive
diagnosis requires histological demonstration of deep organ involvement with
diffuse Candida microabscesses with a combined acute suppurative and granulo-
matous reaction. However, very frequently, the use of invasive diagnostic tech-
niques for histopathological studies is not possible because of the underlying con-
ditions of critically ill patients [3].

Candida spp. is isolated especially in secondary nosocomial peritonitis and in
tertiary peritonitis. In the case of Candida peritonitis, diagnosis is made by a
positive culture for Candida in the peritoneal fluid collected during operation or
by percutaneous drainage. On the contrary, Candida positive samples in drainage
fluid from postoperative patients are not diagnostic of Candida peritonitis but
should be considered as colonization [2, 4].
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Microbiology

Candida albicans continues to be the species that causes the largest number of
cases of candidemia and is responsible for more than 50 % of all the isolates; it is
followed, in order of frequency, by C. parapsilosis, C. tropicalis and C. glabrata.
Other species, such as C. krusei, C. lusitaniae, C. guilliermondii and C. dublinien-
sis, are less frequent. In critically ill adult patients, the second most frequent spe-
cies is C. tropicalis, followed by C. glabrata, since C. parapsilopsis is more frequent
in pediatric patients [5, 6].

C. glabrata is responsible for approximately 15–20 % of the isolates although
this rate seems to be higher (> 30 %) in the elderly population [7]. It seems that
C. glabrata is very prone to being resistant to fluconazole, or at least needs a
higher dose, which has serious implications for treatment [8]. Similarly, C. krusei,
which generally affects severely immunocompromised patients, is intrinsically
resistant to fluconazole [9].

Studies evaluating what effect prior use of fluconazole may have on infections
caused by Candida non-albicans or by species potentially resistant to fluconazole
(C glabrata or C krusei) have produced contradictory results [6, 10–14]. From a
practical point of view, it is important to foresee when Candida infection may be
caused by species with proven resistance to fluconazole. In a recent study includ-
ing 226 patients with candidemia, exposure to fluconazole was not a variable
associated with isolation of Candida non-albicans or potentially fluconazole-
resistant yeast. Nevertheless, previous fluconazole exposure was an independent
predictor associated with candidemia caused by fluconazole-resistant Candida
spp. (OR 5.09; 95 % CI 1.66–15.6; p = 0.004) [15].

This information has been obtained predominantly in series of Candida blood-
stream infections. Data in other forms of invasive candidiasis are scarce although
distribution of species seems to be very similar [16, 17]. Similarly, the epidemiol-
ogy of Candida peritonitis has been less frequently studied. C. albicans is the pre-
dominant species isolated in peritonitis and the rate of non-albicans species
ranges from 17 to 43 % [18–20]. The routine use of fluconazole in the prophylaxis
of high-risk surgical patients may potentially increase the colonization rate by
fluconazole resistant species, although this hypothesis was not corroborated by a
recent study [21]. C. krusei has seldom been reported as a cause of peritonitis.

Management of Patients With Invasive Disease

Candidemia

Empirical Therapy
Intravenous antifungal therapy must be initiated in all patients with candidemia
without delay. However, management of positive cultures in blood specimens
obtained through an intravascular catheter is a frequent dilemma, especially if
the patient is afebrile when results are available. These positive results may be
considered as contamination from skin flora on the catheter hub. However, con-
sidering the low toxicity of antifungal agents and the poor outcome of invasive
disease, it is unwise, regardless of the source, to ignore the presence of Candida
in a blood culture [22]. In contrast, a positive culture of the catheter tip in the
absence of a positive blood culture does not necessarily imply that treatment is
required [23].
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Regarding choice of therapy, if the species of Candida is unknown, either flucon-
azole or an echinocandin is an appropriate initial therapy for most adult patients.
Fluconazole is reserved for non-severely ill patients without recent exposure to
azoles [1–4].

Current guidelines and opinion experts recommend the use of an echinocan-
din in hemodynamically unstable patients or in those with a history of recent flu-
conazole exposure [24–27]. However, the term ‘hemodynamically unstable’ is not
clearly defined and patients without overt shock but with failure of another organ
(severe sepsis criteria) should be initially treated with an echinocandin.

Three echinocandins are currently available: Caspofungin, micafungin, and
anidulafungin. The mechanism of action is via inhibition of an enzyme, β-(1,3)-
D-glucan synthase, which is necessary for the synthesis of an essential component
of the cell wall of several fungi. Pharmacokinetic properties of the echinocandins
are shown in Table 1. The echinocandins display fungicidal activity against Can-
dida spp, including strains that are fluconazole-resistant [28]. The in vitro spec-
trum of activity is identical among the three echinocandins. However, minimum
inhibitory concentrations (MIC) are somewhat lower for micafungin and anidula-
fungin than for caspofungin [29]. C. parapsilosis and C. guilliermondii have
decreased susceptibilities to all three echinocandins but are generally susceptible
(MIC < 2 g/ml) [30]. Clinical transcendence of these in vitro data seems to be
negligible (Fig. 1).

The main results of the randomized, double-blind, non-inferiority trials that
have evaluated the efficacy and safety of echinocandins are summarized in Table 2
[31–33]. Only one clinical trial has compared two echinocandins head to head in
patients with invasive candidasis and the results showed that efficacy and safety
were similar with two doses of micafungin (100 mg/d or 150 mg/d) or the conven-

Table 1. Pharmacokinetic properties of the three echinocandins
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Fig. 1. Clinical cure rate in epi-
sodes of candidemia caused by
C. parapsilosis

tional dose of caspofungin [34]. Nowadays, the three echinocandins can be con-
sidered interchangeable as therapy for invasive candidiasis in non-neutropenic
patients [35]. Characteristics that differentiate the echinocandins include ap-
proved indications, requirement for a loading dose, and drug interaction profile.
It is worth mentioning that critically ill patients comprise only a fraction of the
general pool of patients enrolled in these trials, but secondary analyses in this
subgroup of patients have been performed showing a lower efficacy of all antifun-
gal drugs than in the entire cohort [36, 37].

Amphotericin B deoxycholate is considered obsolete in ICU patients because of
its high toxicity. However, liposomal amphotericin B is also a valid alternative

Table 2. Comparison of the three randomized controlled trials designed to evaluate efficacy and safety
of echinocandins

Author (ref) Drug (number-
of patients)

Response
[%]

Mortal-
ity rate
(%)

Commentary

Mora-Duarte
et al [31]

Caspofungin (109) 73.4 34.2 In patients with study treatment for at
least 5 days: favorable response in
80.7 % of patients in caspofungin arm
compared with 64.9 % wth amphoteri-
cin B (difference, 15.4 %; 95 % CI,
1.1–29.7).

Ampho B
deoxyctolate
(115)

61.7 30

Kuse et al [32] Micafungin (264) 89.6 40

Liposomal Ampho
B (267)

89.5 40

Reboli et al
[33]

Anidulafungin
(127)

75.6 22.8 Removing data from the site enrolling
the largest number of patients: suc-
cess rate was 73.2 % in the anidula-
fungin group and 61.1 % in the flu-
conazole group (difference, 12.1 %;
95 % CI, –1.1 to 25.3).

Fluconazole (118) 60.2
(difference,
15.4 %;
95 % Cl,
3.9 to 27.0).

31.4
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with a high efficacy similar to the echinocandins. Nevertheless, in two clinical tri-
als, the rate of renal dysfunction and infusion-related reactions were significantly
higher with liposomal amphotericin B than with an echinocandin [32, 38]. In
contrast, voriconazole is not a first line agent. It was approved for the treatment
of candidemia after it was compared with conventional amphotericin B/flucon-
azole in an open trial [39]. Nevertheless, its less predictable pharmacokinetics,
frequent drug interactions, likely resistance in fluconazole-resistant Candida spp,
and the recommendation not to use intravenously in renal failure (creatinine
clearance < 30 ml/min) limit its use in critically ill patients [40].

Duration of therapy
Recommended duration of therapy for candidemia in non-neutropenic patients
without metastatic complications is 2 weeks after documented clearance of Can-
dida from the bloodstream and resolution of symptoms attributable to candide-
mia [24, 26].

An echocardiogram must be performed in all patients with recurrent candide-
mia to rule out endocarditis [1]. Fundoscopic evaluation for the presence of Can-
dida endophthalmitis should be performed in patients with candidemia. This
diagnosis has clear implications: Need for surgery, antifungal choice, and longer
duration of treatment (at least four to six weeks). Treatments for Candida
endophthalmitis have not been evaluated in well-designed clinical trials. Flucon-
azole and voriconazole achieve high concentrations in the vitreous humor. Lipo-
somal amphotericin B at a dosage of 3–5 mg/kg daily is a valid option. Concen-
trations are very low with the three echinocnadins although case reports have
communicated their utility, usually in combination with other antifungal drugs.
For sight-threatening episodes, intravitreal injection of either amphotericin B or
voriconazole should be used as adjunctive therapy [41, 42].

Directed therapy
Therapy can be modified based on susceptibility results. Hence, a change from
the echinocandin empirically administered to fluconazole is recommended for
patients whose clinical condition has improved, follow-up cultures have been
negative for at least 48 hours, and candida isolates are susceptible to fluconazole
[24, 25, 26]. The optimal duration of therapy before change to fluconazole is
uncertain but it seems prudent to maintain the echinocandin for at least seven
days, especially in critically ill patients with organ dysfunction. Obviously, these
uncertainties warrant further research via randomized controlled trials or cohort
studies.

Directed antifungal therapy can vary depending on the isolated species. Thus,
for C. parapsilosis, the drugs of choice are fluconazole if the clinical condition is
improving or liposomal amphotericin B in case of recurrent candidemia or in an
unstable patient (persistence of severe sepsis or septic shock). C. glabrata should
be treated with an echinocandin, with liposomal amphotericin B a valid alterna-
tive. De-escalation to fluconazole can be performed but always after verification
of susceptibility to this azole. In candidemia caused by C. lusitaniae that appears
to be less susceptible to amphotericin B, an echinocandin or fluconazole are suit-
able alternatives.

The use of antifungal associations for the treatment of candidemia is not rec-
ommended and should be considered only in selected cases with persistent candi-
demia after removal of the venous catheter, especially in neutropenic patients.
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Management of the catheter
Conflicting data exist regarding the most appropriate time for catheter with-
drawal, or the population of patients that will benefit most from such an inter-
vention. Diverse studies have concluded that, in patients with Candida spp.
bloodstream infection, early catheter removal is associated with a reduction in
the death risk [43, 44], whereas others concluded that the timing of catheter with-
drawal does not influence the outcome [45, 46]. Nevertheless, removal of all exist-
ing catheters is judicious as part of the correct management of a candidemia,
especially in the critical care setting. C. parapsilosis is very frequently associated
with catheters, especially if used for administration of total parenteral nutrition
[47]. Therefore, catheter withdrawal is mandatory in episodes cause by this spe-
cies.

Invasive Candidiasis

Candida colonization
The management of invasive candidiasis remains severely hampered by delays in
diagnosis and the lack of reliable diagnostic methods for detection of tissue inva-
sion by Candida spp. However, recovery of Candida spp. from multiple superficial
sites has been identified as a risk factor for deeply invasive candidiasis [2, 15, 16].

Candida colonization is documented in nearly 60 % of non-neutropenic criti-
cally ill patients admitted to the ICU for more than 7 days. However, only 5–30 %
of all colonized patients will develop invasive candidiasis [3]. Of note, patients
with multifocal Candida colonization have a higher mortality than non-colonized
patients or patients with unifocal colonization and a similar mortality to patients
with demonstrated invasive Candida infection [48].

Furthermore, site of colonization may be of value to identify patients at high
risk of invasive candidiasis. Thus, the risk of invasive candidiasis is significantly
higher in patients with urinary or gastrointestinal colonization than when Can-
dida spp. is isolated in other anatomic sites (skin, respiratory tract, oropharynx
or stomach) [49]. In a surgical ICU, there was a statistically significant difference
in the frequency of invasive candidiasis comparing patients with and without uri-
nary (13.2 % versus 2.8 %), respiratory (8.0 % versus 1.2 %), and rectum/-ostomy
(8.4 % versus 0 %) colonization. Moreover, patients with negative rectum/-ostomy
cultures and patients with both negative urine and respiratory tract cultures did
not develop invasive disease [50].

However, the unique presence of Candida colonization does not justify the use
of systemic antifungal therapy [8]. In critically ill patients, there are many factors
promoting colonization and subsequent infection, such as underlying diseases,
presence of venous catheters, parenteral nutrition, use of broad-spectrum antibi-
otics, acute pancreatitis, abdominal surgery or intestinal leakages.

Clinical scores
Various diagnostic approaches have been proposed to identify patients at risk of
invasive candidiasis because rigorous selection of high-risk patients is crucial to
optimize the risk-benefit ratio of this therapy. Unselected ICU patients usually
have an underlying risk of invasive candidiasis of 1–2 %.

The colonization index and the corrected colonization index were developed
by Pittet and coworkers to predict the risk of invasive candidiasis in critically ill
surgical patients [51]. A cut-off point 0.4 of the corrected colonization index
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Table 3. Clinical indexes to predict risk of invasive candidiasis

Study characteristics Conditions required Cut-off
value

Sensitivity/
specificity

PPV/
NPV

Pittet’s Col-
onization
Index

Prospective study
Surgical ICU patients

Ratio of the number of non-
blood DBS colonized by Candida
spp. to the total number of body
sites cultured.

0.5 100 %/
69 %

0.66/1

Pittet’s Cor-
rected Col-
onization
Index

Prospective study
Surgical ICU patients

Ratio of the numbers of DBS
showing heavy growthΨ to the
total of DBS growing Candida
spp.

0.4 100 %/
100 %

1/1

Candida
Score

At least 7 days at
ICU
No prior antifungal
therapy
Candidemia inci-
dence 5.8 %

Multifocal Candida colonization
(1 point)
Surgery at admission (1 point)
Parenteral nutrition (1 point)
Severe sepsis (2 point)

3 77.6 %/
66.2 %

0.138/
0.977

Ostrosky-
Zeichner
Redefined
Index

No prior antifungal
therapy
Immunocompetent
IC incidence 3.7 %

4 days in ICU, plus:
MV 48h
Antibiotic use
Presence of CVC
And one of:
– major surgery
– pancreatitis
– parenteral nutrition
– renal replacement
– immunosupresive therapy

(corticoids included)

NA 50 %/
83 %

0.10/
0.97

Nebraska
Medical
Center
(NMC) Rule

No prior antifungal
therapy
IC incidence 2.3 %

4 days in ICU, plus:
Broad spectrum antibiotic use
(BSAbx)
Presence of CVC
Abdominal surgery
Corticosteroid therapy
Parenteral nutrition (TPN)
Mean pre-ICU LOS

2.45 84.1 %/
60.2 %

0.047/
0.994

DBS: distinct body sites; IC: invasive candidiasis; MV: mechanical ventilation; LOS: length of stay; TPN:
total parenteral nutrition; PPV: positive predictive value; NPV: negative predictive value; ΨHeavy growth:
large amount of Candida spp. in the semiquantitative culture (except for gastric juice and urine speci-
men), corresponding to 105 cfu/ml. NMC Rule: (1.537 x BSAbx*) + (0.873 x CVC*) + (0.922 x TPN*)
+ (0.402 x steroids$) + (0.879 x abdominal surgery) + (0.039 x pre-ICU LOS) where * = days 1 to 3 in
ICU and $ = days –7 to 3 in ICU

(CCI) is highly suggestive of invasive candidiasis although is a laborious tool for
daily practice (Table 3).

In a prospective study involving 1,720 patients admitted to Spanish ICUs lon-
ger than one week, colonized patients were compared to those with a confirmed
diagnosis of invasive fungal infection by Candida spp. Using a logistic regression
model, a scoring system, termed Candida score, was obtained [48]. In a prospec-
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tive study that included more than 1,000 critically patients, the same group vali-
dated this score that showed a higher sensitivity and specificity than the Pittet’s
colonization index [49] (Table 3).

In 2007, Ostrosky-Zeichner found that in intensive care patients, presence of a
central venous catheter or broad-spectrum antibiotics in combination with at
least two minor risk factors (Table 3) was predictive of invasive candidiasis [52].
More recently, in a retrospective matched case-control study, this prediction score
was validated, giving a sensitivity of 73.9 with a specificity of 60.6 % yielding a
high negative predictive value (NPV) of 99 % and a very low positive predictive
value (PPV) of 4.2 % [53]. These authors also described a new prediction rule
(Nebraska Medical Center rule) with a PPV of 0.047 and a NPV of 0.994 [53]
(Table 3).

Procalcitonin
In critically ill patients with multifocal Candida colonization who develop inva-
sive candidiasis, serum procalcitonin levels at day 7 are higher than in other
patients, increasing the PPV of the Candida Score from 44.7 to 59.3 %, the NPV
remaining high (88.9 %) [54].

Candida biomarkers
A number of methods based on the detection of Candida mannan, anti-mannan
antibodies, Candida albicans germ-tube antibodies, and (1,3)-beta-D-glucan,
have been used for the diagnosis of invasive candidiasis with conflicting results
[55–57].

An assay to measure serum (1,3)-beta-D-glucan, derived from fungal cell walls,
has been found to be a promising instrument for the early diagnosis of invasive
candidiasis. In critically ill patients, (1,3)-beta-D-glucan was also an independent
predictor of invasive candidiasis (OR 1.004, 95 % CI 1.0–1.007). Simultaneous use
of the Candida score and the serum value of this biomarker can be of great help
to differentiate colonization from true disseminated candidiasis [49]. In 57 surgi-
cal critically ill patients, sensitivity of a positive (1,3)-beta-D-glucan (cut-off
point 80 pg/ml) for identifying invasive candidiasis was 87 %, with 73 % speci-
ficity. Importantly, although only three patients had proven invasive candidiasis,
(1,3)-beta-D-glucan was detected in these patients 4 to 8 days prior to diagnosis
[58]. (1,3)-beta-D-glucan can be detected in other fungal infections (caused by
Aspergillus, Fusarium, Scedosporium, Pneumocystis jiroveci). In addition, false
positive results have been reported in Gram-positive bacteremia, and in patients
receiving hemodialysis or albumin, immunoglobulin and glucan-containing gauze
[57, 59].

A new test based on detection, by indirect immunofluorescence assay, of anti-
bodies against the surface of C. albicans germ tubes is now available. Surgery has
been identified as the principal clinical factor associated with positive results in
critically ill patients and results seem not to be altered by antifungal agents [60].
Detection of C. albicans germ tube antibody in patients with infections caused by
non-albicans species may also be positive, although titers are lower than in candi-
diasis caused by C. albicans. Further studies are required to determine the role of
this biomarker in distinguishing between colonization and infection and a possi-
ble drawback is that non-albicans species may not be recognized.
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Management of invasive candidiasis
The clinician establishes the diagnosis of suspected invasive candidiasis based on
clinical predictor scores and microbiological data. Colonization is crucial to the
development of invasive candidiasis. Therefore, this diagnosis should be reserved
for patients with multifocal colonization (or elevated serum (1,3)-beta-D-glucan)
and risk factors included in the clinical indexes. As histological confirmation is
not feasible in the great majority of critically ill patients, antifungal therapy
should be started once this diagnostic test is performed. Delay of antifungal ther-
apy increases mortality in patients with candidemia [61, 62], and, similarly, it is
assumed that a delay in antifungal therapy will also be associated with a worse
outcome in non-candidemic invasive candidiasis.

The number of patients with forms of invasive disease other than candidemia
who have been included in clinical trials evaluating new antifungals agents is low,
ranging from 7 to 19 % [31, 32, 33], impeding sub-analysis of these patients’ data.
Therefore, information obtained in candidemia has to be extrapolated to invasive
candidiasis.

The therapeutic approach is similar to that previously described for candide-
mia. An echinocandin is preferred for patients with severe illness and/or recent
azole exposure. In this case, selection of the antifungal therapy can be performed
based on colonization culture data (susceptibility results).

Information about de-escalation therapy is not available in this clinical situa-
tion. Similarly, the optimal duration of therapy is unknown and negativization of
blood culture cannot be used to monitor response as occurs in candidemia. Con-
versely, evolution of colonization cultures and/or sero-diagnostic tests can be
used to guide length of therapy. It is assumed that course of antifungal therapy is
longer in invasive candidiasis than in uncomplicated candidemia [63].

Candida Peritonitis

In a large cohort of patients with peritonitis, isolation of Candida from peritoneal
samples was associated with worse fatality rates in nosocomial peritonitis, but not
in community-acquired cases [64]. As for invasive candidiasis, few cases of Can-
dida peritonitis have been included in clinical trials [20]. Dupont et al. identified
four independent risk factors for yeast isolation in the peritoneal fluid of criti-
cally ill patients: Female gender, an upper gastrointestinal tract origin of the peri-
tonitis, intraoperative cardiovascular failure, and previous antimicrobial therapy
at least 48 h prior to the onset of peritonitis. This index was validated in a pro-
spective cohort. The presence of at least three of these factors was associated with
a sensitivity of 84 %, specificity of 50 %; positive and negative predictive values
were 67 % and 72 %, respectively [65]. This approach can be helpful to initiate
early antifungal therapy in the critical care setting.

An echinocandin is preferred in patients with severe sepsis or septic shock, in
those previously exposed to an azole, or in infections caused by azole-resistant
Candida species. Duration of therapy is not well established but should be contin-
ued for at least 2–3 weeks [4]. In a recent multicenter study, the median duration
of antifungal treatment in patients with Candida peritonitis was 20 days for sur-
vivors [20].
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Conclusion

Invasive candidiasis is a feared infection associated with high crude mortality
(40–60 %). Moreover, delay in initiating antifungal treatment in critically ill
patients is associated with a worse outcome. Therefore, use of early antifungal
therapy in patients with a high suspicion of invasive candidiasis is justified.
Recovery of Candida species from multiple superficial sites has been identified as
a risk factor for deeply invasive candidiasis but its presence alone does not justify
administration of antifungal agents. The use of clinical scores (especially the Can-
dida score) and Candida biomarkers, such as (1,3)-beta-D-glucan, can help clini-
cians identify those patients who would benefit from early antifungal treatment.
Regarding choice of treatment, either fluconazole or an echinocandin is an appro-
priate initial therapy for most patients with invasive candidiasis. Fluconazole is
reserved for non-severely ill patients without recent exposure to azoles. An echi-
nocandin is clearly recommended for hemodynamically unstable patients or
those with previous fluconazole exposure.
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Introduction

Increased use of blood purification and continuous renal replacement therapies
(CRRT) in critically ill patients and advances in these techniques have led to
important questions being raised regarding the pharmacokinetics of antimicro-
bial, and especially antifungal, agents during these processes [1]. Clinicians may
have doubts about the efficacy of prescribing antimicrobial regimens proposed
for intermittent hemodialysis (IHD) in patients receiving CRRT. This concern is
particularly true for antifungal agents for which differences in their pharmacoki-
netic behavior during IHD and CRRT may not only result in therapeutic failure
but may also harm the patient.

Table 1. Characteristics of major antifungal agents including recommended dosages during continuous
renal replacement therapy (CRRT)

Antifungal agent Mechanism Use Adverse
effects

Elimination Dosages during CRRT

Lipid formulations
of amphotericin B

Interacts
with ergos-
terol in the
fungal cell
membrane

i.v. Hepatic, renal
and cardiovas-
cular toxicity

Unaffected
by CRRT

5 mg/kg/day

Fluconazole Exhibits
time-depen-
dent activity

i.v.
or
oral

Hepatic
toxicity

High elimi-
nation by
CRRT

600 mg/12h

Voriconazole Reduced
ergosterol
synthesis

i.v.
or
oral

Toxicity in AKI
with IV use

Poor elimi-
nation of
i.v. form
by CRRT

Loading dose: 6 mg/kg
Maintenance dose: 4 mg/kg/
12h

Echinocandins Inhibits
β(1,3)-glu-
can synthe-
sis

i.v. Potential
hepatic
toxicity

Unaffected
by CRRT

Anidulafungin:
Loading dose: 200 mg
Maintenance dose: 100 mg/
day
Caspofungin:
Loading dose: 70 mg
Maintenance dose: 50 mg/day

i.v.: intravenous
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Dose recommendations can only be derived from pharmacological studies that
specifically address antifungal therapy in critically ill patients under CRRT [2].
We, therefore, extensively searched the literature and collected, reviewed, and
summarized all available pharmacological data on antifungal therapy in CRRT.
Rather than discussing each antifungal drug in detail, we will focus only on the
pharmacokinetic aspects of those drugs most relevant to the ICU environment,
i.e., lipid formulations of amphotericin B (AMB), fluconazole, voriconazole and
the echinocandins (Table 1). We use the retrieved information to propose guide-
lines that can be applied at the bedside.

Lipid Formulations of Amphotericin B

AMB is a broad-spectrum antifungal agent for intravenous use. It is available as
AMB deoxycholate and as lipid-associated formulations, including AMB lipid
complex (ABLC), liposomal AMB (L-AMB) and AMB colloidal dispersion (ABCD)
[3]. AMB and its lipid derivatives exert their antifungal effect by interacting with
ergosterol in the fungal cell membrane. Pores are formed through which intracel-
lular contents leak, resulting in cell destruction [3]. The lipid formulations have
been specifically developed to reduce infusion-related adverse effects and to
decrease the unacceptably high hepatic, renal, and cardiovascular toxicity of AMB
[4, 5]. Free AMB is insoluble in water at physiologic pH and, after dissociation
from its lipid moiety, becomes more than 90 % bound to plasma proteins, mainly
β-lipoproteins [6]. Because of unmeasurable free AMB plasma levels, the high
antimycotic activity of lipid formulations of AMB is thought to be due to their
potential accumulation at the site of infection [3, 7, 8]. Nevertheless, these drugs
have remarkable differences in structure and in patterns of clearance and distri-
bution volume. ABLC is a complex consisting of equimolar concentrations of
AMB and lipids, forming ribbon-like structures with a length of 1600 to 11000
nm [7], whereas L-AMB consists of spherical liposomes of 45 to 80 nm in diame-
ter containing roughly one AMB molecule for nine lipid molecules. ABCD forms
disk-like structures of about 75 to 170 nm in diameter [7, 9]. According to recent
studies, highest blood values are obtained during treatment with ABLC [10].

The pharmacokinetics of lipid AMB drugs, such as ABLC, has been studied in
various clinical conditions [11]. Some investigators have also performed thera-
peutic drug monitoring in patients on CRRT treated with ABLC [12, 13]. It is
recognized that continuous veno-venous hemofiltration (CVVH) creates a spe-
cific pharmacokinetic environment that influences appropriate dosing of ABLC
in a general ICU clinical setting [12, 14]. However, data in ICU patients who
receive lipid formulations while suffering from acute kidney injury (AKI) and/or
receiving CRRT are disappointingly scarce [15, 16]. A recent study of L-AMB and
ABCD infusion during CRRT showed that the pharmacokinetic behavior of
ABCD but not of L-AMB was similar to ABLC [14]. In fact, plasma levels of L-
AMB were found to exceed those of ABCD [14]. Because of their large size, filtra-
tion of the lipid formulations was negligible. In contrast, significant amounts of
AMB were detected in the filtrate during ABLC therapy because ABLC was sepa-
rated in the plasma into free AMB and its lipid moiety [14]. The plasma pharma-
cokinetics of liberated protein-bound AMB are probably similar for all lipid
AMB drugs. Indeed, recent data suggest clinical equivalence of ABLC and L-AMB
[17].

338 P.M. Honoré, R. Jacobs, and H.D. Spapen

VIII



In conclusion, accumulation of ABLC has not so far been observed in AKI requir-
ing CRRT and its elimination appears to be almost unaffected by CRRT. Plasma
levels were found to be lower in critically ill patients as compared to other patient
groups. Therefore, ICU patients may be more frequently under- than overdosed.
Currently, a dose of 5 mg/kg/day can be safely recommended for all AMB lipid
formulations in critically ill patients under CRRT. Importantly, no data are avail-
able in patients receiving CRRT at a dose of or exceeding 35 ml/kg/h [18].

Azoles

Azole antifungal agents are divided into imidazoles (ketoconazole, miconazole)
and triazoles (fluconazole, itraconazole, voriconazole and posaconazole). They
act primarily within the cell by inhibiting the enzyme C-14α demethylase, thus
reducing ergosterol synthesis. The most relevant azoles for use in an ICU setting
are fluconazole and voriconazole.

Fluconazole

Fluconazole is a fungistatic agent with excellent overall activity against common
Candida species isolated from ICU patients. Fluconazole was shown to be less
toxic and as effective as AMB in treating candidemia [19]. Despite being exten-
sively used in the ICU, the adequate dose of fluconazole in patients receiving
CRRT is still unknown. Current guidelines propose a once daily dose of 400 mg
[19].

Fluconazole is pharmacokinetically classified as a drug that exhibits time-
dependent activity [20]. Therefore, the adequacy of fluconazole treatment is
determined by maintaining its plasma levels above the minimal inhibitory con-
centration (MIC) at the site of infection. Fluconazole is widely distributed
throughout the body. Surprisingly, tissue concentrations (except for bone) are
higher than plasma concentrations [21]. Most Candida strains are inhibited at a
concentration of 6 g/ml fluconazole [22] but for treating other fungi (e.g., Cryp-
tococcus neoformans), concentrations above 10 g/ml may be necessary [23].
Based on these findings, Yagasaki et al. decided to target fluconazole plasma
trough concentrations above 10 g/ml in patients on CRRT whilst administering
a dose of either 400 mg every 12 h or 800 mg every 24 h [24]. In all but one
patient, the dosing regimens did not reach the intended trough concentration.
The pharmacokinetic characteristics of fluconazole did not significantly differ
between the two dosing regimens. Elimination half-life (less than 10 hours) was
markedly lower compared to that seen in normal volunteers (approximately 30
hours) [25]. These findings demonstrate that CRRT can efficiently remove flucon-
azole from the circulation and suggest that the currently proposed 400 mg dose
of fluconazole clearly is not effective to maintain appropriate trough levels in
CRRT-treated patients [24]. These results were corroborated by Kishino et al. [26]
who reported a similar fluconazole elimination half-life below 10 hours in ICU
patients under CRRT or less than one-third that of normal volunteers [25].
Finally, Bouman et al. [27] confirmed the effective high extracorporeal removal of
fluconazole which exceeded the normal renal clearance and necessitated a higher
daily maintenance dose. These authors hypothesized that in normal kidneys flu-
conazole is not only excreted but also in part reabsorbed. In line with the avail-
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able data and, as long as hepatic function is or remains stable, we recommend a
dose of fluconazole of 500–600 mg every 12 h in critically ill patients under
CRRT in line with the findings of Yagasaki et al. [24].

Although poorly documented, ketoconazole [28], itraconazole [29], and posa-
conazole [30] probably do not require dose adjustment during CRRT since elimi-
nation is negligible. Admittedly, these azoles are not often used for acute treat-
ment.

Voriconazole

Voriconazole has an extended activity spectrum against many Candida species,
including fluconazole-resistant strains, and is considered to be the first-line treat-
ment for invasive aspergillosis. Voriconazole is available for oral and intravenous
use. Possible toxicity of intravenous voriconazole in the setting of AKI is linked to
the solvent sulfobutylether-beta-cyclodextrin (SBECD), a cyclic oligosaccharide
composed of 1,4-linked glucopyranose molecules that forms a truncated cone
with a hydrophilic outer surface and a hydrophobic cavity [31, 32]. This structure
leads to an inclusion complex carrying the lipophilic voriconazole in its center
[33]. As such, use of intravenous voriconazole is strongly discouraged when creat-
inine clearance decreases below 50 ml/min. Oral voriconazole preparations do not
contain SBECD and no dose reduction is required in patients with AKI. However,
oral administration of antimicrobial agents is not preferred in the critically ill
because of doubtful or erroneous digestive absorption [34]. SBECD appears to be
well-tolerated in humans. In animals, however, repeated doses of SBECD pro-
duced vacuolization of epithelial cells in the urinary tract and activation of
hepatic and pulmonary macrophages [35]. SBECD has a steady-state distribution
volume approximating 0.2 l/kg of body weight, which is similar to the extracellu-
lar fluid volume in humans, and has only limited tissue penetration [36]. Ninety-
five percent of SBECD is excreted by the kidneys at a clearance that is linearly
correlated with creatinine clearance [37]. On the other hand, voriconazole is
extensively metabolized via the hepatic cytochrome P-450 system with less than
2 % of the dose excreted unchanged in the urine [37]. The main metabolite, vor-
iconazole-N-oxide, has only minimal antifungal activity, but its role in voricona-
zole-associated toxicity remains unclear. Voriconazole is poorly eliminated by
IHD or CRRT and dose adjustments are, therefore, not mandatory [38, 39]. In
contrast, SBECD is rapidly eliminated by IHD or CRRT [38, 39]. Despite being
removed rapidly by hemodialysis with high-flux membranes, SBECD exposure is
thought to remain significant because its elimination is only intermittently ‘acti-
vated’. Lowering the dose of voriconazole to decrease SBECD exposure is not a
valid option since it may jeopardize the desired antifungal effect. In view of the
high severity of invasive fungal infections and the unreliable effect of oral vorico-
nazole in critically ill patients with AKI, exposure to SBECD toxicity is generally
accepted. CRRT may be an elegant solution to obviate the need to adapt the dose
of intravenous voriconazole [39, 40]. We therefore suggest that ‘classical’ doses of
intravenous voriconazole, regardless of the presence of SBECD, can be safely
administered as long as AKI is controlled with CRRT [40, 41]. If IHD is used, the
dose should be adapted. However, since this may result in less effective systemic
drug exposure, close therapeutic drug monitoring is advised [41].

The recommended dose of voriconazole (6 mg/kg loading dose followed by a
maintenance dose of 4 mg/kg every 12 hours) was found to be inadequate to
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achieve drug concentrations above 1 g/ml over the entire dosing interval in
some critically ill patients under CRRT [41]. This underlines the fact that more
studies are warranted to define the most adequate and least toxic dosing regimen
of voriconazole during CRRT [40, 41].

Echinocandins

Echinocandins represent the newest class of antifungal agents. Echinocandins are
semi-synthetic cyclic lipopeptides which, by inhibiting β-(1,3)-glucan synthesis,
cause disruption of the fungal cell wall and rapid cell death [42]. Currently, ani-
dulafungin, caspofungin and micafungin are licensed for clinical use. Echinocan-
dins have a broad-spectrum fungicidal effect, must be given intravenously, have
very few drug interactions and a remarkably low adverse event rate [42]. They
exhibit an extremely high protein binding rate (> 99 %) and might, therefore, not
be affected by extracorporeal removal [43].

Anidulafungin pharmacokinetics during CRRT resemble those observed in
healthy subjects and in adults infected by fungi. Therefore, the classical dosing
regimen (200 mg loading dose on the first day, followed thereafter by 100 mg/
day) remains the standard during CRRT [44]. The dose of caspofungin (70 mg
loading dose followed by 50 mg/day) does not need to be adapted in renal failure.
However, in patients with a body weight exceeding 80 kg, a maintenance dose of
70 mg/day is recommended [45]. At this dose, elimination of the drug by CRRT
remains non-significant [45]. In animals with invasive candidiasis, a caspofungin
dose up to 10 mg/kg has been administered without any significant renal elimina-
tion [46]. Caspofungin dose escalation up to 210 mg in healthy humans did not
cause significant adverse effects and renal elimination was not increased [45].
Micafungin, in doses up to 150 mg twice daily, also did not result in any CRRT
losses [47].

In conclusion, the available data on echinocandin pharmacokinetics during
CRRT do not support any adaptation of the currently recommended doses in
patients without AKI [44, 46, 47].

Conclusions and Recommendations for Antifungal Dosing
during CRRT

The pharmacokinetic behavior of antifungal agents during CRRT in critically ill
patients is still poorly understood. Elimination appears to be very different from
one compound to another. Indeed, fluconazole is rapidly and effectively elimi-
nated by CRRT, whereas the echinocandins, even at escalating doses, are not
affected. The high elimination rate of fluconazole necessitates a dose increase (up
to 600 mg twice daily) in patients on CRRT but care must be taken to avoid liver
toxicity or unwarranted drug interactions. Lipid formulations of AMB in a dose of
5 mg/kg/day can still be recommended as the elimination of ABLC is unaffected
by CRRT at a dose less than 35 ml/kg/h. Toxicity of the SBECD solvents during
full-dose intravenous voriconazole treatment can be minimized by using CRRT as
a standard blood purification method. However, the currently recommended vor-
iconazole dose may still fail to achieve sufficiently high plasma drug concentra-
tions over the entire dosing interval in some patients. The classical caspofungin
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loading and maintenance doses, eventually adapted to the patient’s weight, were
not associated with any loss in the ultrafiltrate during CRRT; no increase in renal
elimination was observed even for daily doses up to 210 mg. The sparse data
available on anidulafungin and micafungin also confirm no loss of these agents in
the ultrafiltrate and thus support the use of classically recommended doses dur-
ing CRRT.
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Introduction

The cardiovascular system is highly complex and a good understanding of its
physiology and pathophysiology is essential in order to diagnose and treat car-
diovascular dynamics in critically ill patients. Much of what we know comes from
the experiments and theories of Frank Starling and Guyton [1–4]. In this chapter
we will review some of these aspects and present new technology that has the
potential to monitor in vivo the Guytonian aspects of the circulation.

Frank Starling and Optimal Preload

Starling [1, 2] stated in the so-called ‘Law of the heart’ that as the volume of
blood that flows into the heart increases, the cardiac muscle responds by increas-
ing the contractile strength. The more the cardiac muscle is stretched, the greater
the contractile strength in the following systole and the greater volume is ejected.
Preload, therefore, can be defined as the length of the sarcomere, or more pre-
cisely the tension within it, before contraction. This relationship between preload
and stroke volume implies that stroke volume will increase together with preload,
until there is a maximum stretching between actin and myosin. Before this point
an increase in preload will lead to an increase in stroke volume, whereas after this

Fig. 1. Frank-Starling law of the
heart: An increase in preload a
will lead to an increase in stroke
volume (SV) (b or c) until a crit-
ical point.
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point any increase in preload will not have any effect on stroke volume and may
actually be detrimental (Fig. 1).

Preload and Preload Responsiveness

It is not possible to directly measure preload in practice. Hence, trustable indica-
tors of ‘preload’ and accurate predictors of ‘volume responsiveness’ have been the
focus of research in critically ill patients in recent years. Several studies [5–13]
over the last thirty years have investigated whether central venous pressure (CVP)
and/or pulmonary artery occlusion or wedge pressure (PAOP) can be used as
good markers of preload. No significant relationship has been found that would
enable either to be used reliably in clinical practice. Kumar et al. [14] assessed the
relationship between these pressure estimates of ventricular preload (PAOP and
CVP) and end-diastolic ventricular volumes and stroke volume in healthy volun-
teers and again no significant correlation was found. Similar results were found
with respect to changes in these variables following volume infusion. In the same
way, Marik et al. [15] carried out a systematic review of the literature, including
24 studies and 803 patients, confirming no association between CVP and circulat-
ing blood volume and the inability of CVP or changes in CVP to predict the
hemodynamic response to a fluid challenge.

In contrast with cardiac filling pressures, several studies have suggested that
volumetric indicators such as intrathoracic blood volume index (ITBI) and global
end-diastolic volume index (GEDVI) measured with transpulmonary thermodilu-
tion are superior in estimating cardiac preload [8, 16–19]. However, as the rela-
tionship between preload and stroke volume depends on ventricular contractility,
the assessment of ventricular preload, as a static parameter, is not enough to pre-
dict a positive response to fluid therapy. These static parameters are more useful
when their values are clearly low or high, but in the intermediate range, their
yield is limited. Echocardiographic techniques have also been used to measure
intracavitary dimensions and volumes. The end-diastolic area index (EDAI) and
EDVI measured by 2D echo provides a better index of left-ventricular preload
than PAOP [20]. Additionally, the changes in peak velocity (ΔVpeak) of aortic
blood flow have been shown to be an accurate indicator of fluid responsiveness in
patients with septic shock who are receiving mechanical ventilation [21]. The
respiratory variation in inferior cava diameter (ΔDIVC) in mechanically ventilated
patients has also been reported as an accurate, simple and non-invasive parame-
ter to investigate the pertinence of volume expansion [21, 22].

Part of the problem with indices of preload is that they aim to estimate an
absolute value. The problem with this approach is that it does not provide infor-
mation about the preload reserve of the patients. In practice, if a patient has pre-
load reserve, then the stroke volume will go up in response to fluids. This concept
is often referred to as ‘fluid responsiveness’. Recently, dynamic indices have been
investigated to see if they can predict fluid responsiveness. Marik and colleagues
[23] carried out a systematic review to determine the ability of dynamic changes
in arterial waveform-derived variables (pulse pressure variation [PPV], systolic
pressure variation [SPV] and stroke volume variation [SVV]) to predict fluid
responsiveness. Twenty-nine studies were included showing that dynamic
changes in arterial waveform-derived variables measured during volume-con-
trolled mechanical ventilation can predict volume responsiveness with a high
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degree of accuracy. These studies reported a diagnostic threshold of between 11 %
and 13 % with a very high sensitivity and specificity. In this review, all the studies
included in the analysis used a tidal volume (VT) of 7 ml/kg or above. Recently,
Zhang et al. [24] conducted a systematic review and meta-analysis of 23 studies
investigating the diagnostic value of SVV in predicting fluid responsiveness. The
odds ratio was 18.4 (95 % CI, 9.52–35.5), sensitivity was 0.81 and specificity 0.80.
As the authors mentioned, these results were only validated in mechanically venti-
lated patients under controlled mode and VT of more than 8 ml/kg.

Despite the good accuracy of waveform-derived variables, they cannot be used
in patients with valvular heart disease, cardiac arrhythmia, intracardiac shunts,
peripheral vascular disease, or decreased ejection fraction states. Moreover, the
accuracy of these variables remains uncertain in patients under pressure-support
ventilation or volume-controlled ventilation with a tidal volume of < 8 ml/kg [25].
In addition, the volume used for fluid challenge in these studies is quite variable,
which may have some impact in some non-responsive cases and, importantly,
none of these variables is a measure of the actual volemic state but only a predic-
tor of the dynamic response of the ventricle if further volume is given [26].

Guytonian Model of Circulation

However, as pointed out by Guyton [27], it is not the heart itself that is the pri-
mary controller of cardiac output. Instead, the rate of blood flow to each tissue of
the body is almost always accurately controlled by a combination of local signals
in relation to, firstly, tissue needs (such as the availability of oxygen and other
nutrients, the accumulation of carbon dioxide and other tissue waste products)
and, secondly, sympathetic activity. Thus, cardiac output is finely controlled by
the sum of all the local tissue flows, and the sum of all the local blood flows
through all the individual tissue segments of the peripheral circulation is basi-
cally the venous return. Under steady conditions, the cardiac output and venous
return are equivalent, and any parameter that determines venous return will,
therefore, also determine cardiac output.

Following Guyton’s argument, blood flow through a blood vessel is determined
by two factors: Pressure difference, also called ‘pressure gradient’, along the vessel
and the vascular resistance. This concept can be mathematically represented by
the following formula, which is called Ohm’s law:

F = ΔP / R

in which F is blood flow, ΔP is the pressure difference (P1-P2) between two points
of the vessel, and R is the resistance to venous return. Guyton himself pointed out
that it is the difference in pressure between two points, not the absolute pressure
in any point of the vessel that determines the rate of flow. In this way, the venous
return is defined by three parameters: The mean systemic filling pressure, the
right atrial pressure and the resistance to venous return. This can also be mathe-
matically represented as follows:

VR = (Pms – RAP) / RVR

in which Pms is the mean systemic filling pressure, which is the degree of filling
of the systemic circulation, RAP is the right atrial pressure, and RVR is the resis-
tance to venous return.
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The mean systemic filling pressure (Pms) is the pressure in the whole vascular
system when the heart is stopped and there is no fluid motion, and was described
by Bayliss and Starling [28] in a dog model of induced cardiac arrest. This con-
cept may require further explanation: In static conditions, the volume to fill a dis-
tensible tube such as a tyre or a blood vessel with no pressure rise is called the
‘unstressed’ volume (Vo). Further volume additions imply necessarily a pressure
rise (P) and an elastic distension of the wall of the tube which depends on the
compliance (C) of the wall. This volume is the ‘stressed’ volume (Ve) and is
related to the pressure in the next equation:

P = Ve / C

As it is reflected in this equation, the mean systemic pressure (Pms) depends
totally on the stressed volume of the circulation (rather than the cardiac function
per se – the heart by definition must have stopped for this pressure to be mea-
sured) and the compliance of the circulatory system. Therefore, if we could mea-
sure or estimate this variable, we could theoretically have a quantitative descrip-
tion of the volume state, independent of cardiac function.

Guyton [3] drew venous return curves (Fig. 2) in recently dead dogs with a
pump replacing the heart and varying the right atrial pressure (RAP) by increas-
ing or decreasing the minute capacity of the pump and, on the other side, the
mean circulatory filling pressure by increasing or decreasing the total quantity of
blood. These curves showed that for any given RAP, the greater the mean circula-
tory filling pressure, the greater the venous return; and importantly, under isovo-
lumetric conditions, the greater the RAP, the lower is the venous return.

In another experiment, a healthy dog received a very large and rapidly admin-
istered transfusion of whole blood and the heart was stopped every two minutes
by electrical fibrillation. The mean circulatory filling pressure was measured over
a few seconds, and then the heart was defibrillated. Guyton measured RAP and
cardiac output at the same time and traced a curve with the pressure gradient
venous flow (Pms – RAP) against cardiac output (venous return) (Fig. 3). This
curve illustrates that the venous return and cardiac output are approximately pro-
portional to the pressure gradient of venous flow. The results of Guyton’s experi-
ments are still debated [29, 30], but have opened the way to a different under-
standing of cardiovascular regulation.

Fig. 2. Guyton’s venous return
curves representing the effect of
isovolumetric variation of right
atrial pressure (RAP) on venous
return (VR) at different levels of
mean circulatory filling pressure
(Pms)
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Fig. 3. Effect of the pressure
gradient for venous return
(mean systemic filling pressure
[Pms] – right atrial pressure
[RAP]) on cardiac output (CO).

The Mean Systemic Filling Pressure

The main problem in determining the pressure gradient for venous flow is that
the Pms is not an easy variable to measure in patients with an intact circulation.
Schipke et al. [31] performed a fibrillation–defibrillation sequence in 82 patients
in order to measure the mean circulatory filling pressure over a duration of 13 ±
2 s. However, a true equilibrium pressure was not achieved, and the arterial–cen-
tral venous blood pressure difference remained at 13.2 ± 6.2 mm Hg. This study
suggested that Pms cannot be directly measured unless maintaining a time of ces-
sation of flow of about 20 seconds, which is not ethically tolerable in human
patients. Nonetheless, Guyton et al. [3] pointed out an important linear relation-
ship between RAP and venous return, showing that the RAP corresponding to the
zero-flow point in the curve reflects the Pms. This has been the base for many
subsequent studies.

Pinsky [32] designed a model in animals with an intact circulation to con-
struct venous return curves observing the relationship between instantaneous
changes in right ventricular stroke volume and RAP during intermittent positive
pressure breathing. The extrapolated Pms values were similar to the Pms mea-
sured during circulatory arrest. Other studies [33–35] have confirmed this linear
relationship between venous return and CVP and derived Pms from the regres-
sion equation in animal models with an intact circulation. Maas and colleagues
[36] applied the same rationale to study the effect of a 12-second inspiratory hold
maneuver to three different steady-state levels on CVP and blood flow (cardiac
output) measured via the pulse contour method during the last 3 seconds of the
maneuver in mechanically ventilated postoperative cardiac patients. This interest-
ing study again showed a linear relationship between CVP and cardiac output,
and importantly, Pms could be estimated in intensive care patients with an intact
circulation. Obviously this technique is only feasible in patients under volume-
controlled ventilation and who have a regular pulse. Parkin and Wright [37] pro-
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posed an alternative approach describing a method for estimating a mean sys-
temic filling pressure analog (Pmsa) using the mean blood pressure, the RAP, car-
diac output and anthropometric data. In essence, they employed a mathematical
algorithm to design a cardiovascular model that consists of a heart and a sys-
temic circulation including compliant arterial and venous compartments and
resistances to blood flow. The model uses real measured variables to adjust the
model parameters, and then, the model heart is stopped, rather than stopping the
patient’s heart. This model is based on the following formula for estimating the
analogous value, Pmsa:

Pmsa = 0.96RAP + 0.04MAP + cCO

where CO is cardiac output and c has the dimensions of resistance and is deter-
mined by patient anthropometrics (height, weight and age). The clinical validity
of this approach was tested in 10 patients in acute renal failure receiving continu-
ous venovenous hemofiltration (CVVH) [38]. Fluid replacement therapy was elec-
tro-mechanically controlled to a target value of Pmsa. In spite of some limitations
of this study (the small sample of patients and some methodological aspects of
the design of the study) this approach gives support for the idea of measuring
Pmsa as a quantitative parameter of the volume state.

Efficiency of Heart Performance

Parkin and Leaning [39] proposed, in addition, a model of reservoirs in order to
explain the role of the heart in the circulation. Basically this model consist of four
parts: (1) A large reservoir of fluid with a pressure PD; (2) an exit pipe of resistance
R and flow F through the base of the wall reservoir; (3) a small chamber of pressure
head PC; and within the chamber (4) a person throws buckets full of water back
into the large reservoir (Fig. 4). The pipe fills the small chamber passively due to
the pressure of the large reservoir and the person is careful to keep PC low and
constant; the bucketing output thus equals the flow F into the chamber where:

F = (PD – PC) / R

In this equation, PD is analogous to Pms, PC to the RAP, R to the resistance to
venous return from RVR, F to the venous return and the performance of the per-

Fig. 4. The two reservoir model
of circulation (see text for full
explanation). P = pressure, R =
resistance and F = flow
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son throwing bucketfuls of water to the performance of the heart. If the person
stops filling the bucket, PC approaches PD and the efficiency of the bucket thrower
tends to zero. Conversely, vigorous bucketing causes PC to approach zero and
increases the efficiency of the bucket thrower. Thus, we can use the following
dimensionless expression to describe the efficiency of the bucket thrower (E):

E = (PD – PC) / PD = 1 – PC / PD

In the same way, the global pumping efficiency of the heart, EH, is defined using
the analog value of Pms, where

EH = (Pmsa – RAP) / Pmsa = 1 – RAP/Pmsa

Therefore, if the heart stops, the RAP will approach Pmsa and EH approaches
zero, and if the cardiac output is increased, the RAP tends to zero and increases
EH. This relationship between cardiac output and RAP was already observed by
Guyton when he pointed out that “right atrial pressure is not one of the primary
determinants of cardiac output but, instead, is itself determined simultaneously
along with cardiac output” [3]. This equation gives RAP a role of indicator of the
relationship between volume state and cardiac function, rather than an indicator
of preload or volume state [40].

The concepts sketched out above have been used in a new system (Naviga-
torTM, Applied Physiology, Pty Ltd, Sydney, Australia). This system uses the
anthropometric data of the patient and hemodynamic variables from other moni-
tors including RAP, MAP, cardiac output to calculate the values of heart perfor-
mance (EH) and Pmsa.

There is currently only one multicenter [41] clinical trial which has performed
a clinical evaluation of this new system. It was a randomized controlled trial in
112 elective postoperative cardiac surgical patients. The NavigatorTM system was
used to attain and maintain physician-designated targets, and was compared with
standard post-surgical care using a pulmonary artery catheter (PAC). The pri-
mary endpoint was a measure of the attainment and maintenance of MAP and
cardiac output together in relation to the respective targets, called the average
standardized distance (ASD). There was no significant difference between the
groups with respect to this endpoint. Similarly, there was no difference with
respect to postoperative rates of atrial fibrillation, adverse events and intensive
care unit (ICU) or hospital lengths of stay. The authors concluded that guided
therapy with the NavigatorTM system was non-inferior to standard ICU therapy.
However, none of the six centers in the study usually used protocol-guided hemo-
dynamic care, and the use of fluids, inotropes or vasoactive drugs was totally
based on clinician judgement, which makes the comparison somewhat unhelpful.
Second, there were no predetermined targets and, what is more, target values in
both groups could be altered at any time throughout the study period. In fact, 80
target changes of cardiac output or MAP were documented in the guidance
group, compared with only 18 in the control group. Considering the objectives of
the study and the main endpoint, this difference between interventions in each
group brings into question the internal validity of the results. Finally, compliance
with the guidance was not monitored, which means that the results in the guid-
ance group were not necessarily a consequence of the monitor assistance.
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Conclusion

Absence of a quantitative estimation of the volume state has lead to a qualitative
approach in terms of ‘volume responsiveness’. However, as pointed out by other
authors [39, 42], it is important to remember that volume responsiveness is not a
pathological state. Numerous factors influence the response to a fluid challenge,
such as venous compliance, ventricular compliance or ventricular dysfunction,
volume administered, time of administration, and probably others [40, 43].

Thus, we have to admit that, in spite of the limitations mentioned above, a
quantitative approach to the volume state based on the Guytonian concept of
Pms, theoretically independent of cardiac function, has several possible applica-
tions in clinical practice. The mathematical approach of Parkin and colleagues
will need more validation to see if it can be used in routine clinical practice.
Importantly, it remains to be proven if the Pmsa or the EH can guide cardiovascu-
lar therapy in critically ill patients in the near future. In this context, future stud-
ies are eagerly awaited.
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Introduction

Perioperative goal directed therapy (GDT) and hemodynamic optimization have
been on the program of anesthesiology and intensive care meetings for almost 30
years. The idea that morbidity [1,2], incidence of infectious complications [3] and
even short term [4] or long-term mortality [5] can be affected by improving
hemodynamic status and oxygen delivery to organs at the time of surgical trauma
is very attractive. Since 1988 when Shoemaker et al. published their study [6]
much has changed in the approach to high-risk surgical patients, including less
invasive therapies and new surgical methods. Hemodynamic monitoring options
have also increased. But the problem of hemodynamic optimization has scarcely
moved from the hypothetical level of controlled trials to every-day practice in
many institutions. Although there is a strong movement towards adoption of this
principle via national guidelines [7], the community of believers (mostly from the
academic field) is opposed by the practicing ‘infidels’. In a recently published sur-
vey among North American and European anesthesiologists, only 35 % of respon-
dents used some cardiac output monitoring for high-risk surgical patients [8].
Lees et al. [9] named the following controversies as the major reasons for not-
adopting GDT:

The right population (problem with defining the high-risk patient and sur-
gery)
The protocol itself (heterogeneity of goals, interventions and monitoring
tools)
Logistic reasons (economic and personal issues)

However, without elucidating the practical issues first, we will hardly be able to
convince the staff of operating rooms and postoperative intensive care units
(ICU) to accept GDT, or the hospital management to cover additional expenses.

Identifying and Monitoring the High-risk Population

Given the number of diagnostic tools and monitoring techniques available it is
improbable that we will ever find one that is supreme over the others. As one size
never fits all, individualization was introduced into the patient-monitor relation-
ship using a stepwise approach guided by actual hemodynamic and laboratory
markers and escalating the invasivity of the monitoring accordingly [10]. Kirov et
al. further adapted this proposal to the surgical population, adding patient- and
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among different risk groups – a two
dimensional scheme
ASA: American Society of Anesthesiolo-
gists’ physical status classification;
GDT: goal-directed therapy.

surgery-related factors to constitute a two-dimensional decision scheme [11].
Defining high-risk by using the Boyd and Jackson assumption [12] (patients with
a mortality risk of more than 5 % because of their health conditions or undergoing
surgery associated with a 5 % risk of death) has one drawback. Patients with inter-
mediate health-related risk under intermediate surgery-risk conditions can also
reach the ‘high-risk’ threshold and should not be missed. By adapting this two-
dimensional stratification not only is risk assessment possible, but the reasonable
goals for therapy and predicted outcome benefit can also be estimated (Fig. 1).
Brienza et al. [13] provided a meta-analysis of the influence of GDT on the risk of
death according to control group mortality. They found that even though there
was a mortality reduction in the overall population (30 studies, 4874 patients,
odds ratio 0.54; 95 % confidence interval [CI] 0.38–0.77), the high-risk group
(mortality > 10 %) had the risk further lowered (odds ratio 0.38; 95 % CI
0.25–0.57). The effect vanished in lower risk groups (5–10 % and < 5 %). How-
ever, even within these lower-mortality groups a reduction in organ and infectious
complications was observed [1–3]. On the other hand, studies performed in
patients with very low risk (ASA 1–3, peripheral surgery) showed no outcome
benefit [14, 15]. The question still remains whether no benefit was proved, because
these studies were underpowered to show reduction in rate of complications.

Defining the Goals

The quite extensive meta-analytical work performed in the last few years substi-
tutes for the missing large multicenter study. There have been probably more
than 34 different randomized trials published with about 5200 patients included.
Their protocols differ substantially. Table 1 lists 20 of the recent studies (published
since the year 2002). Among these trials, 3 used a pulmonary artery catheter
(PAC), 7 used esophageal Doppler devices, 1 a central venous catheter (CVC), and
9 studies used some sort of arterial pressure waveform analysis (2 of them in
combination with the dilution technique). Three major groups of protocol goals
could be distinguished: Supranormal oxygen delivery (DO2) values (4 studies),
maximization of the stroke volume (14 studies), and oxygen extraction targets (2
studies). In some trials, these goals overlapped [16, 17], in others the only target
was normalization of the cardiac index [14, 18].
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Table 1. Perioperative hemodynamic optimization studies (since 2002)

First author [ref] Year No. of
patients

Timing of the
intervention

Type of GDT Intervention Device

Bonazzi [40] 2002 100 B, D, A (48) DO2I(600) F, I PAC

Conway [41] 2002 57 D SVMAX(FTc) F ED

Gan [42] 2002 100 D SVMAX(FTc) F ED

Venn [43] 2002 59 D SVMAX(FTc) F ED

Sandham [44] 2003 1994 B, D, A (24) DO2I(550–600) F, I, CA PAC

McKendry [45] 2004 179 A (4) SVMAX F, CA ED

Pearse [17] 2005 122 A (8) SVMAX; DO2I(600) F, I, CA PWA

Wakeling [46] 2005 134 D SVMAX(FTc) F ED

Lobo [23] 2006 50 B, D, A (24) DO2I(600) F, I PAC

Noblett [47] 2006 103 D SVMAX(FTc) F ED

Donati [31] 2007 135 D, A (24) O2ER F, I CVC

Chytra [48] 2007 162 A (12) SVMAX(FTc) F ED

Lopes [26] 2007 33 D SVMAX(Dyn) F PWA

Goepfert [18] 2007 79 D, A (48) CI(2,5) F, CA PWA

Kapoor [36] 2008 30 A (8) SVMAX(Dyn); O2ER;
DO2I (450–600)

F, I PWA

Buettner [15] 2008 80 D SVMAX(Dyn) F, CA PWA

Benes [49] 2010 120 D SVMAX(Dyn) F, I PWA

Mayer [50] 2010 60 D SVMAX(Dyn) F, I, CA PWA

Van der Linden [14] 2010 57 D CI(2,5) F, I PWA

Cecconi [16] 2011 40 D, A (1) SVMAX; DO2I(600) F, I PWA

Timing of intervention: B – before operation, D – during surgery, A – postoperatively (length of treat-
ment in hours); Type of GDT: DO2I – oxygen delivery goal (target value), SVMAX – stroke volume maxi-
mization (parameter used), FTc – corrected flow time, Dyn – dynamic fluid responsiveness parameters,
O2ER – oxygen extraction or venous saturation goal, CI – cardiac index goal (target value); Intervention:
F – fluids, I – inotropes, CA – other catecholamines; Device: PAC – pulmonary artery catheter, ED –
esophageal Doppler, PWA – arterial pressure wave analysis, CVC – central venous catheter

In 2002, a meta-analysis by Kern and Shoemaker of previous optimization efforts
was published [19]. This work is an important milestone as it emphasized some
important issues regarding hemodynamic optimization. First, the role of early
treatment was stressed; optimization is only reasonable if started before organ
dysfunction develops. The therapeutic effect of GDT appears to be related to
microvascular flow improvement and local tissue DO2 due to increased global
parameters of DO2 [20]. Local hemodynamic derangement, resulting in ischemia/
reperfusion injury, ensuing inflammation, cell dysfunction and possible death, is
the pathophysiological background of the hypoperfusion-induced injury. Increas-
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ing amounts of oxygen delivered to failed organs or dead cells is futile; there is a
strong suspicion that this approach may even promote injury by increasing the
production of reactive oxygen species (ROS) [21]. The second important informa-
tion coming from this meta-analysis [19] was the disproportionate effect of
supranormal values in the high and the low mortality groups. This lack of benefit
in control groups with low mortality rates questioned the proposed ‘supranormal’
DO2 values and hemodynamic status.

Shoemaker’s Supranormal Values

In a large meta-analysis, Hamilton et al. cited 9 studies [4] in which a DO2 index
(DO2I) of more than 600 ml/min/m2 was used as the therapeutic goal. All of them
showed either a morbidity or mortality benefit. The extent of postoperative higher-
than-normal circulatory conditions was evaluated by Shoemaker et al. [6] and
median values of survivors were proposed as goals of intervention for other high-
risk patients as well. Originally, Shoemaker proposed a group of hemodynamic indi-
ces (DO2I > 600 ml/min/m2, oxygen uptake index [VO2I] > 170 ml/min/m2, cardiac
index > 4.5 l/min/m2), but as DO2 is, from a physiology perspective, the most impor-
tant index, the majority of subsequent studies only used DO2I as the goal of therapy.

There are some hazards associated with the use of preset (and fixed) supranor-
mal goals in every patient and every condition. When the median value is used,
half of the survivors in Shoemaker’s primary population did not reach supranor-
mal values [6]. It is not clear whether these patients could not reach these goals
due to inability to increase their cardiac performance or whether there was no
physiological need. Nevertheless, pushing these patients with pharmacologic
agents (fluids and inotropes) to reach these goals may pose unnecessary risks. In
a study by Lobo et al. [22] a substantial percentage of the protocol group patients
(58 %) were unable to reach the predefined goals although they received higher
doses of dobutamine (19 ± 12 g/kg/min vs. 9.6 ± 5.2 g/kg/min in achievers)
and more fluid (median value 6.5 vs. 4 l). Mortality of these protocol non-achiev-
ers was actually higher than that of those control patients who spontaneously
achieved the predefined DO2 goals. The values of oxygen consumption and
extraction were higher in the protocol group than in the control group referring
to possible negative influences of the interventions. In a study by Pearse et al.
[17], 21 % of patients allocated to the protocol group did not reach the proposed
goals of DO2I of 600 ml/min/m2. These non-achievers suffered from an increased
incidence of cardiac morbidity: Six of them had severe tachycardia and one myo-
cardial infarction. This emphasizes the risks of deliberate inotropic support. On
the other hand, in another study performed by Lobo et al. [23] values of the
mixed venous oxygen saturation (SvO2) in the optimized group reached 83–86 %.
These values are probably far higher than necessary. The number of patients who
were unable to reach predefined supranormal targets or were possibly ‘over-
treated’ is not negligible and there should be some mechanism integrated into
our protocols to restrict the pursuit for fixed hemodynamic goals to a judicious
level. The right question concerning DO2 is probably not whether it is normal
compared to some arbitrary value but whether it is adequate for the body’s needs.
When we decide to drive our goals and patients above physiological levels, we
should be more ‘supra-adequate’ than ‘supranormal’. To assess adequacy we need
to look at the other (venous) side of the circulation.
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Optimization of Position on the Frank-Starling Curve

Achieving stroke volume maximization is another concept of optimizing status in
perioperative care. This approach was first proposed by Mythen and Webb [24]
and subsequently by Sinclair et al. [25]. A great contribution to this change in
perception of the optimization was the use of different monitoring techniques.
Both these groups used esophageal Doppler instead of the PAC [24, 25], allowing
them to use corrected flow time as a better predictor of fluid responsiveness to
monitor the position of the patient on the Frank-Starling curve. The best heart
performance under a given contractile state is reached by using consecutive fluid
boluses to achieve initiation of the flat portion of the curve. Thereby the best-
obtainable conditions are achieved, which are not normal, but still possible
within physiological limits. Fluid loading could be guided either by change in the
stroke volume observed after fluid challenge or by different fluid responsiveness
parameters. Use of dynamic change in stroke volume instead of the exact value
and/or predictors obtainable without hemodynamic measurements makes the
concept very attractive and far reaching. There have been 14 studies published
since 2002 (Table 1) that use stroke volume maximization as part of a protocol.
Most of these trials showed a morbidity reduction. Esophageal Doppler (7 stud-
ies) and arterial pressure waveform analysis (5 studies) were used to assess hemo-
dynamic status. In two studies, only fluid responsiveness predictors were used to
drive the protocol without contribution of hemodynamic variables which were
not considered [15] or even measured [26]. This low invasiveness and use of
peripherally obtainable predictors poses on the other hand a certain risk. Cor-
rected flow time was shown to be a better predictor of the positive reaction to
fluid challenge than filling pressures [27], but its value is inversely proportional
to systemic resistance. This could pose some limitations when used under anes-
thesia conditions with their vasodilatory potential. Arterial pressure wave analy-
sis devices assess fluid responsiveness by so called dynamic predictors – varia-
tions of stroke volume or arterial pressure induced by ventilation. The limits of
these parameters have been well described elsewhere [28]. The three most impor-
tant are: The need for sedation, artificial ventilation and regular heart rhythm.
Using the change in stroke volume (usually 10 %) is probably the safest way to
reach the plateau of the Frank-Starling curve as it is applicable under many differ-
ent conditions including spontaneous ventilation or vasoplegia. When the device
being used is precise enough, the issue of accuracy is of lesser importance
because relative changes are considered; this enables the use of non-calibrated
monitors.

The second limitation of use of stroke volume maximization is that it merely
exploits the limits of the heart and that even optimal fluid loading may not
increase DO2 to satisfactory levels, especially in patients with advanced heart dys-
function. In the study by Pearse et al. [17], dopexamine infusion was ordered by
the protocol to achieve a DO2I of 600 ml/min/m2 after the stroke volume was
maximized. Such inotropic support was necessary in 55 of 62 patients (89 %).
Cecconi et al. [16] described that 55 % of optimally loaded patients needed dobu-
tamine infusion to reach the same target. Lobo et al. [23] compared the effect of
fluids and inotropes versus fluids only on the ability to reach this DO2 goal. They
observed a high proportion of non-achievers in the fluid only group (28 % during
anesthesia and 64 % during ICU stay) with consequent increase in pulmonary
edema and heart failure incidence in this group. Both groups received similar
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SVV, PPV etc.) or stroke volume maximization

Intra/postoperative evaluation of oxygen 

delivery adequacy

Protocol based on oxygen extraction targets and 

adequate oxygen delivery

Evaluation of local tissue perfusion 

abnormalities

Clinical and biochemical surrogates of tissue dysfunction 

Possibly microcirculatory flow-based therapies

amounts of fluids guided by pulmonary occlusion pressures, so the key difference
was attributed to inotropic agents. The use of fluids only, and especially crystal-
loids, for optimization is also not without consequences. Under different patho-
logical conditions, such as surgical trauma, dysfunction of vessel wall permeabil-
ity and the glycocalyx layer occurs, increasing the extravascular fluid leak [29].
The resulting interstitial edema prolongs the diffusion distance for oxygen and
thus deteriorates local cell DO2. Hiltebrandt et al. observed a better oxygen ten-
sion in the perianastomotic tissue when colloids were used for intraoperative
GDT and a steep deterioration when only crystalloids were infused [30]. The last
issue to consider during stroke volume maximization is the change in loading
conditions due to changes in vascular tone, or those induced by mechanical venti-
lation and positive end-expiratory pressure (PEEP). In most populations these
limits have quite a small impact, but they can influence the approach in certain
situations, for example reversible vasoparalysis during regional anesthesia [16].
Within the limits discussed above, stroke volume maximization is probably the

Fig. 2. Suggested ‘four-step’
algorithm for individualized
goal-directed therapy in high
risk surgical patients. FTc: cor-
rected flow time, PPV: pulse
pressure variation; SVV: stroke
volume variation.
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best way to start intraoperative fluid optimization, and may satisfy requirements
in some patients with preserved functional limits. In patients with diminished
cardiovascular performance, another supportive treatment would be necessary.
Nevertheless, other steps must follow in both cases in order to evaluate the ade-
quacy of the achieved global and local DO2 (Fig. 2).

The Venous Side of the Circulation

Donati et al. [31] published a protocol based on use of the CVC and evaluated the
surrogate marker of DO2 adequacy – superior vena cava estimate of oxygen
extraction (O2ERe). They set the cut-off value for O2ERe at 27 %, which equates to
a central venous oxygen saturation (ScvO2) of 72–73 % under normal oxygena-
tion conditions. This cut-off is consistent with values proposed by other authors
for the postoperative period [32, 33] and also for treatment of sepsis [34, 35]. The
positive aspects of this study were its multicenter design and clear methodology
including the protocol of the care. Two other studies have been published using
venous saturation in the protocol. Kapoor et al. [36] used a goal of ScvO2 > 70 %
in the first 8 postoperative hours in cardiac surgery patients as the second step
after adequate fluid loading. The proposed interventions were packed red blood
cells (target hematocrit > 30 %) and dobutamine infusion. Polonen et al. [37]
optimized cardiac surgery patients for 8 hours after admission to the ICU using
SvO2 > 70 % and serum lactate level < 2 mmol/l as targets. Also in this protocol,
obtaining normal pulmonary artery occlusion pressure (PAOP, 12–18 mmHg)
and hemoglobin levels preceded the proposed intervention with dobutamine.
Oxygen extraction indices from the central vein or the pulmonary artery are a
logical step to assess the effect of improved hemodynamic conditions. Their use
in perioperative GDT has been proposed by many authors [32, 33], but some con-
troversies need to be mentioned. First, there is a large disproportion between val-
ues obtained under general anesthesia and in conscious subjects. In a multicenter
study on peri- and postoperative ScvO2, values higher than 80 % were observed
throughout surgery with a decrease after ICU admission. A similar pattern was
observed by Pearse et al. [33]. There are many reasons for these findings, includ-
ing decreased metabolism under general anesthesia and mechanical ventilation
on one side, and pain, emergence from anesthesia and shivering due to intraope-
rative fall in body temperature on the other. Using the ScvO2 as an estimate of
SvO2 is also not without consequence as values from the upper part of the body
do not correlate with SvO2 in various pathological states [38].

Another drawback of this optimization method lies in the possible frequency
of measurement. Owing to recent development in cardiac output monitoring pos-
sibilities, we have become used to continuous measurement of hemodynamic
indices. Under normal conditions, a blood sample is needed to obtain the SvO2,
which can limit the frequency of decisive points in optimization protocols. In the
study by Polonen et al. [37], intermittent evaluation of goals was performed with
a two-hour period between measurements. In following the protocol, there were
only four decisive points which was not enough to adapt treatment. As a possible
consequence, there was a large number of non-achievers (43 %) in the trial. Use
of continuous measurement using some of the newer optical catheters may
improve these results as well as applicability of this optimization goal, but the
impact of these devices in the GDT trial setting has not yet been tested. In gen-
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eral, using oxygen extraction targets for optimization follows a more physiologic
process which is adaptive to individual patient needs. In view of the steep
increase in VO2 in the early postoperative setting, this period is likely the golden
hour for optimization (Fig. 2). One major disadvantage remains that the easily
obtainable ScvO2 is only an estimate of global body oxygen extraction and knowl-
edge of the invasive SvO2 does not exclude regional perfusion abnormalities.

Evaluating Possible Tissue Goals

As all of the described optimization goals are global hemodynamic parameters,
the risk is that local tissue hypoperfusion will be missed. The interventions per-
formed to achieve these goals make local tissue perfusion abnormalities unlikely,
but they cannot be ruled out. There are few studies that have evaluated use of tis-
sue oxygenation or perfusion goals to achieve an optimal hemodynamic state
[39]. When considering local perfusion abnormalities, their probable localization
has to be identified in order to monitor the affected tissue. Mythen et al. pro-
posed the gastrointestinal tract (GIT) as one of the most affected organ systems
and designed a GDT trial with a maximal stroke volume goal and gastric tonome-
try measurements [24]. The protocol group showed markedly reduced signs of
gut hypoperfusion (higher pHi) and subsequent outcome improvement. In a por-
cine experiment, Hiltebrand and co-workers [30] demonstrated the beneficial
effect of goal-directed colloid infusion compared with goal-directed crystalloid
and restricted crystalloid infusion regimes on gut tissue perfusion. Finally, Jhanji
et al. [20] observed marked improvement in sublingual microcirculatory flow and
cutaneous tissue oxygen tension in the abdominal wall in patients optimized
using colloids and dopexamine infusion during the ICU stay after major gastroin-
testinal tract surgery. These studies support the assumption that a ‘local tissue
perfusion’ step is needed following fluid loading and after reaching global DO2
adequacy (Fig. 2). However, none of the assessment techniques available today is
easy enough to be clinically acceptable for establishing a GDT protocol. It is also
unclear whether the interventions used to optimize the global circulation (mostly
fluids and inotropes) are also effective at the local level. New ‘tissue goals’ could
hasten our search for new interventions or for adaptation of old ones. Neverthe-
less, assessment of possible local hemodynamic abnormalities should be per-
formed using standard clinical and biochemical markers (lactate, markers of
organ injury). Diagnostic techniques, for example clearance of indocyanine-
green, gastric mucosal tonometry, tissue oxygenation or microcirculatory visuali-
zation, could be of value but their routine use is still elusive.

Conclusion

The use of individual goals for perioperative hemodynamic optimization instead
of arbitrary preset values should be encouraged. This approach utilizes the physi-
ologic potential of each patient and hence minimizes the negative risks of GDT.
Potentially compliance with the idea of hemodynamic optimization would also
improve. Adequate position on the Frank-Starling curve using fluid loading and
increasing DO2 to reach adequate tissue oxygenation assessed by global extrac-
tion indices follow this principle of physiologic hemodynamic optimization.
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Other goals including local microcirculatory or tissue perfusion parameters could
add important information and help to guide our optimization efforts, but their
evaluation as therapeutic targets is still lacking.
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Introduction

In the 1970s, Shoemaker observed that patients who survived high-risk surgical
interventions had distinct hemodynamic patterns [1]. These included higher
mean global oxygen delivery (DO2), cardiac index (CI) and tissue oxygen demand
(VO2) than non-survivors. Shoemaker went on to develop the concept of periop-
erative optimization by using the survivors’ patterns as therapeutic goals [2].
Amongst survivors, consistent ‘supranormal’ oxygen flow physiological values
were noted of DO2 > 600 ml/min/m2, VO2 > 170 ml/min/m2 and CI > 4.5 l/min/m2

[3]. Positive results in initial uncontrolled studies were corroborated by a con-
trolled trial that used supranormal goals for hemodynamic optimization in the
protocol group of high-risk surgical patients [4]. This protocol decreased mortal-
ity and spurred a wave of interest in perioperative goal directed therapy (GDT).

To understand these observations, it is necessary to review the physiology of
how oxygen is delivered to and utilized by tissues. Global DO2 is the product of
cardiac output (CO) and arterial oxygen content (CaO2) and is expressed by the
equation:

DO2 (ml/min) = CO (l/min) × CaO2 × 10

Adequate DO2 ensures that aerobic metabolism is maintained as the most efficient
source of cellular energy. This energy is crucial for maintaining tissue structure
and function [5]. The normal VO2 at rest in healthy adults is 250–300 ml/min or
3.5 ml/kg, and is the amount required for basal metabolism. Exercise, sepsis, pain
and anxiety can increase VO2. Conversely, VO2 is decreased by anesthesia and
hypothermia. VO2 can be calculated, using the modified Fick equation, as the
product of the difference between CaO2 and mixed venous blood oxygen content
(CvO2, in the pulmonary artery) and cardiac output (CO);

VO2 = (CaO2 – CvO2) × CO

The relationship between tissue VO2 and DO2 is known as the oxygen extraction
ratio (O2ER);

O2ER = VO2 / DO2

DO2 far exceeds the tissue VO2 at rest and in health. A resting extraction ratio of
0.3 can increase to 0.8 during exercise in healthy individuals allowing for a ‘sup-
ply-independent relationship’ between DO2 and VO2. At a critical DO2 point, how-
ever, VO2 becomes ‘supply-dependent’. Once critical DO2 is reached, DO2 is
unable to support aerobic metabolism and lactic acidosis ensues [5]. Critical ill-
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ness exhibits an abnormal relationship in which VO2 becomes ‘supply-dependent’
even at levels above critical DO2 [6]. Shoemaker and colleagues also used VO2
values to identify a global state of impaired tissue oxygenation which occurred
early in the postoperative period of the high-risk surgical patient. He described
this as an ‘oxygen deficit’ or ‘oxygen debt’ and defined it as the difference
between the pre-surgical normal VO2 and the post-surgical insult VO2. These
investigators observed that the magnitude and duration of oxygen deficit in the
postoperative period was strongly correlated with the subsequent appearance of
organ failure and death [7].

The systemic inflammatory response that accompanies surgery increases
requirements of the cardiovascular and respiratory systems to be able to deliver
enough oxygen in the face of increased tissue demand. The consequences of not
meeting these demands are a perpetuation of the inflammatory response, comple-
ment activation, cytokine release and endothelial dysfunction [8, 9]. An adequate
partial pressure of oxygen is also crucial for neutrophil and macrophage bacterial
killing mechanisms. Thus, low tissue oxygen has been linked to postoperative
infections and impaired wound healing [10], translating into increased periopera-
tive mortality and complications. Clinical criteria used to define ‘high-risk’ in
perioperative GDT trials have a common denominator, which is the presence of a
limited cardiovascular and respiratory reserve that is unable to meet the demands
imposed by a variable degree of surgical stress [11]. It is, therefore, not surprising
that the ‘high-risk’ group of patients account for more than 80 % of the deaths
and postoperative complications related to surgery [12].

The impact of postoperative complications on long term survival after major sur-
gery was highlighted by Khuri et al. [13]. In their work, data from the large National
Surgical Quality Improvement Program (NSQIP) database was analyzed. They found
that the occurrence of 30-day postoperative complications was the most important
factor determining long-term survival after major surgery. The adverse effect of
complications was independent of the patient’s preoperative risk. They argue that the
focus, therefore, should be on measures and processes to prevent the emergence of
complications [13]. Similar findings have been presented for complications following
pancreatic surgery and open aortic aneurysmectomy [14, 15].

Based on all these observations, attempts have been made over the last 30
years to increase DO2 through hemodynamic manipulation, with the aim of
improving outcomes of critically ill surgical patients. This is known as ‘Goal-
Directed Therapy’ and encompasses all hemodynamic interventions aimed at
ensuring adequate tissue perfusion and cellular oxygenation.

Outcome Evidence after Three Decades of Perioperative Goal-
directed Therapy

Over the last three decades there have been a sizeable number of randomized
controlled clinical trials (RCTs) and systematic reviews analyzing the impact of
perioperative hemodynamic optimization strategies on mortality and morbidity
of high-risk surgical patients. Meta-analyses and systematic reviews showed
improved outcomes in different patient populations using different optimization
techniques [16, 17]. A number of studies, however, found either no improved out-
comes [18, 19], or even increased mortality rates [20] or complications in the
optimized patient group [21].
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The RCTs used in initial systematic reviews, differed in various aspects including
the case mix of patients recruited (severity of surgical insult and comorbidity),
thus affecting expected mortality; techniques and devices used to measure car-
diac output; goals targeted (cardiac output, DO2, stroke volume, etc); and meth-
ods used to achieve those goals (fluid plus inotropes or fluids alone). In addition
there have been differences in methodological quality; some studies were not
blinded and others had small population sizes limiting statistical power [22].
Recent systematic reviews have been undertaken using rigorous techniques for
literature searching and data analysis. They have also addressed the impact of
overall trial quality in the validity of the data produced.

In 2005, a meta-analysis of 30 RCTs, found that hemodynamic optimization
techniques significantly decreased mortality when applied to perioperative
patients without sepsis or multi-organ failure (RR 0.66, 95 % confidence interval
[CI] 0.54 – 0.81). The authors conducted a formal methodological quality assess-
ment and found wide variation in study quality. They also found that, in general,
higher quality studies were less likely to report a significant reduction in mortal-
ity compared to lower quality studies. They concluded, however, that the reduc-
tion in mortality in high-risk surgical patients was not related to trial quality
[22]. Hamilton et al., analyzed data from 29 RCTs involving 4805 moderate and
high-risk surgical patients (overall mortality 7.6 %). They concluded that the use
of the pre-emptive strategy of hemodynamic monitoring and associated therapy
reduced surgical mortality (pooled OR 0.48, 95 % CI 0.33–0.70, p< 0.0002) and
surgical complications (pooled OR 0.43, 95 % CI 0.35–0.55, p< 0.0001) [23].
Another recent systematic review of 32 clinical trials comprising 5056 high-risk
surgical patients found that optimizing tissue perfusion in the perioperative
period significantly reduced mortality (OR 0.67, 95 % CI 0.55–0.82, p < 0.001)
and postoperative organ failure (OR 0.62, 95 % CI 0.55–0.70, p < 0.001) [24].

In addition, a number of recent systematic reviews and meta-analyses have
focused on assessing the impact of GDT on specific postoperative complications.
Postoperative kidney dysfunction is a significant cause of perioperative morbidity
and mortality [25]. A meta-analytic study conducted by Brienza et al. found that
the incidence of postoperative acute renal injury was significantly reduced in
patients who received perioperative hemodynamic optimization compared with
the control group (OR 0.64 p = 0.0007). Mortality was also significantly reduced
in the treatment group (OR 0.50 p = 0.004) [26]. Giglio et al. found that patients
undergoing major surgery benefitted from the protection that GDT provides to
organs at risk of perioperative hypoperfusion, such as the bowel. Major gastroin-
testinal complications were significantly reduced by GDT when compared with a
control group (OR 0.42; 95 % CI 0.27–0.65). These authors found no evidence,
however, of GDT reducing the incidence of liver dysfunction [27]. Pneumonia,
urinary tract infections and surgical site infections are leading causes of postop-
erative morbidity. They are particularly likely in the setting of high-risk surgical
patients. Optimizing DO2 using GDT protects patients against postoperative
infections [28]. Table 1 summarizes the findings of these systematic reviews and
meta-analyses.
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Earlier in this chapter, we highlighted the importance of postoperative complica-
tions as predictors of long term survival following major surgery. It is therefore
logical to expect that preventing postoperative complications through the use of
GDT would have an impact on long-term survival. Rhodes et al. assessed the
long-term survival of patients enrolled in a previous RCT of GDT in high-risk
surgical patients. They found that 15 years after the original study, long term sur-
vival was associated with three independent factors: Age (hazard ratio 1.04, 95 %
CI 1.02–1.07, p< 0.0001), randomization to the GDT group (hazard ratio 0.61,
95 % CI 0.4–0.92, p = 0.02) and avoidance of significant postoperative cardiac
complications (hazard ratio 3.78, 95 % CI 2.16–6.6, p = 0.007) [29]. The benefits
conferred by GDT seem to be linked to various constant features appearing in all
these studies, namely the use of cardiac output monitors, protocols guiding the
clinical team and early initiation of GDT.

Cardiac Output Monitoring Devices and GDT

Clinical signs of hypovolemia are neither sensitive nor specific in the critically ill
patient. When faced with hypovolemia, catecholamines and neural responses tend
to maintain mean arterial pressure (MAP) even in the presence of decreasing
blood flow [30]. Therefore, heart rate and pressure based measurements such as
central venous pressure (CVP) and MAP bear little correlation with blood flow in
critical illness and are poor predictors of survival [31]. Proof of this is that persis-
tent tissue hypoxia can remain even when these parameters are normalized when
used as end points of resuscitation [32]. Despite all this evidence, a recent survey
by Cannesson et al. in USA and Europe has shown than 70 % of anesthesiologists
still rely on these variables [33].

‘Normal’ values are ‘abnormal’ in the context of critical illness; survivors of
major surgery and trauma have been found to be able to increase their DO2 and
VO2 values to ‘supranormal’ values [34]. These observations were made possible
by the inception of the pulmonary artery catheter (PAC) as the first bedside car-
diac output monitoring system. Cardiac output and DO2 monitoring have now
become standard practice to ensure adequate tissue DO2, and constitute the foun-
dation of GDT. There are now many cardiac output monitors available for the cli-
nician. As an indepth review of the technical aspects of all the different devices is
beyond the scope of this chapter, emphasis is made on analyzing the available evi-
dence behind the devices most commonly used in current GDT practice.

The Pulmonary Artery Catheter

Despite the many cardiac output monitors currently available, cardiac output
measurement by intermittent pulmonary artery thermodilution with the PAC
remains the ‘gold standard’ against which other devices are compared. The con-
ception of GDT is intimately linked to the PAC technology and they are some-
times considered synonymous. The initial observational studies that found
‘supranormal’ values of cardiac output and oxygen flow in survivors of critical ill-
ness used the PAC [35]. The PAC was also used in the pioneering prospective
GDT trial by Shoemaker et al. in 1988 and in other early trials, such as that car-
ried out by Boyd et al. in which GDT was associated with improved outcome [4,
36]. However, further studies using the PAC to guide hemodynamic optimization
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produced conflicting evidence with no improvement in outcome found with its
use in trauma [37], sepsis [38] or critically ill patients [19]. There was, however,
a reduction in morbidity and duration of hospital stay in cardiac surgical patients
[39]. A meta-analysis of studies using the PAC conducted in 2002 by Kern and
Shoemaker, found significantly lower mortality rates in high-risk elective surgical
patients who were optimized at an early stage [16].

The uncertainty surrounding the benefits of GDT is also based on concerns
arising from observational studies that linked PAC use to increased morbidity
and mortality [40, 41]. Sandham et al. conducted a large RCT of the use of the
PAC for GDT in high-risk surgical patients. They found neither mortality benefit
nor evidence of any excess mortality linked to insertion of a PAC [21]. The appar-
ent lack of evidence supporting the use of the PAC and the perceived associated
risks, has led to a decline in enthusiasm to use this monitoring technique. Recent
publications have, however, demonstrated that the use of PAC for certain groups
of patients is associated with reductions in morbidity and mortality. In a meta-
analysis of 29 randomized clinical trials evaluating the use of a pre-emptive
hemodynamic intervention in high-risk surgical patients, Hamilton et al. found a
statistically significant reduction in morbidity and mortality in studies using the
PAC (OR 0.35; (0.19–0.65) p = 0.001) [23]. A systematic review of RCTs that used
a hemodynamic protocol to maintain adequate tissue perfusion in the same
group of patients found that monitoring cardiac output with a PAC and increas-
ing oxygen transport and/or decreasing consumption also significantly reduced
mortality [24].

In addition to cardiac output, the PAC can produce additional hemodynamic
variables including mixed venous oxygen saturation (SvO2), pulmonary artery
pressures and conventional filling pressures. The PAC is, therefore, a valuable tool
when monitoring of these variables is desirable or when other techniques fail to
provide accurate cardiac output values.

Doppler Cardiac Output Monitoring

Estimation of cardiac output by esophageal Doppler monitoring devices is
achieved by multiplying the cross sectional area of the aorta by the blood flow
velocity measured in the descending aorta. Esophageal Doppler monitoring pro-
vides values for cardiac output, stroke volume and estimated systemic flow vol-
ume corrected time (FTc). Response to fluid loading in relation to stroke volume
and FTc can be used to guide hemodynamic optimization (Cardio Q; Deltex Med-
ical, Chichester UK). This non-invasive device has consistently demonstrated a
reduction in complication rates and hospital length of stay when used for periop-
erative fluid optimization [42]. Hamilton et al. reported a reduction in postopera-
tive complications in patients monitored using esophageal Doppler in their meta-
analyisis of hemodynamic intervention trials in high-risk surgical patients (OR
0.41, 95 % CI 0.30–0.57) [23].

Despite the lack of multicenter prospective RCTs, the evidence base for out-
come-benefit and cost-benefit is considered strong enough for the National Insti-
tute for Health and Clinical Excellence in the UK to recommend routine use of
this device in high-risk surgical patients [43].
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Pulse Contour Waveform Analysis

Arterial catheters are universally used for monitoring of the high-risk surgical
patient during the perioperative period. Technologies that use the arterial wave-
form to derive cardiac output and stroke volume values have come to light in
recent years as minimally invasive alternatives. The data provided by these tech-
niques is continuous and allows the clinician to make decisions and apply inter-
ventions in real time.

The LiDCO™plus and LiDCO™ rapid systems (LiDCO Ltd, London, UK) use
pulse power analysis techniques to track continuous changes in stroke volume.
LiDCO™plus requires transpulmonary lithium dilution calibration for accurate
cardiac output values and LiDCO™ rapid uses normograms for cardiac output
estimation and does not require calibration. The PiCCOplus™ system (Pulsion
Medical Systems AG, Munich, Germany) is a pulse contour analysis device that
requires frequent transpulmonary thermodilution calibrations for cardiac output
measurement. The Vigileo (Flotrac/Vigileo, Edwards Lifesciences, Irvine, CA,
USA) system uses a specific arterial pressure transducer to characterize the pulse
waveform. The data are analyzed together with patient demographics using an
algorithm to provide an estimated stroke volume and cardiac output.

Both the LiDCO™plus and PiCCOplus™ monitors have been validated against
the PAC and had a good degree of agreement when continuous and intermittent
values of cardiac output were compared to those of the PAC [44]. Initial valida-
tion studies of the Vigileo system using earlier versions of the algorithm provided
conflicting results. Subsequent modifications of the algorithm have shown
improved perioperative performance [45]. The LiDCOplus™ system was used to
measure cardiac output in an RCT in high-risk surgical patients using stroke vol-
ume optimization with colloid and dopexamine to achieve a DO2 of > 600 ml/
min/m2. LiDCO-guided GDT was associated with reduced complications (p =
0.003) and length of hospital stay after major surgery (p = 0.001) [46].

A study in patients undergoing elective coronary artery bypass grafting
(CABG) surgery used a PiCCO guided therapy algorithm protocol and compared
these treated patients to a historical control group. Therapy guided by an algo-
rithm based on global enddiastolic volume index (GEDVI) led to a shortened and
reduced need for vasopressors, catecholamines, mechanical ventilation, and time
patients stayed in the intensive care unit (ICU) [47]. Buettner et al. conducted a
study in 80 elective major abdominal surgery patients comparing intraoperative
fluid administration guided by systolic pressure variation monitored by PiCOO
with standard care. They found no differences in organ perfusion and function,
duration of mechanical ventilation, length of stay in the ICU or mortality between
the groups [48].

The Flotrac/Vigileo system has been used to guide an intraoperative hemody-
namic optimization protocol in high-risk patients undergoing major abdominal
surgery. The use of the Flotrac/Vigileo-guided protocol reduced length of hospital
stay and was associated with a lower incidence of complications compared to a
standard management protocol (20 % vs 50 % p = 0.003) [49]. Cecconi et al. also
incorporated the Flotrac/Vigileo system in a GDT protocol aiming to maximize
stroke volume and target a DO2 > 600 ml/min/m2 in patients undergoing elective
hip replacement. They reported a decreased number of minor postoperative com-
plications in the protocol group compared to a control group that received stan-
dard care (100 % vs 75 %, p = 0.047) [50].
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Central Venous Oxygen Saturation and Oxygen Extraction Ratio

ScvO2 can be easily measured by analyzing blood drawn from a central venous
catheter (CVC) and has been used as a marker of the balance between global oxy-
gen supply and demand [45]. A European multicenter study analyzed the associa-
tion between peri- and postoperative ScvO2 and outcome in high-risk surgical
patients. This study found a relationship between a low ScvO2 perioperatively
and an increased risk of postoperative complications in this group of patients
[51].

In the light of the improved mortality outcomes reported by Rivers et al. in
their early GDT (EGDT) trial for the treatment of septic shock, ScvO2 has been
used as a resuscitation endpoint in guidelines for treatment of patients with
severe sepsis and septic shock [52, 53]. O2ER can also be easily measured by
drawing blood from arterial (SaO2) and central venous catheters (ScvO2) and put-
ting the values into the equation:

O2ER = SaO2 – ScvO2 / SaO2.

Recently, investigators conducted a multicenter trial of 135 patients undergoing
major abdominal surgery. The protocol group was managed with the goal to
maintain an O2ER of < 27 % compared with standard targets of MAP > 80 mmHg
and urinary output > 0.5 ml/kg/h in the control group. The authors found a
reduction in length of stay (p< 0.05) and number of failing organs in the protocol
group compared to the control group (p< 0.001). They found no difference in
mortality [54].

The multiplicity of RCTs using an increasing array of cardiac output devices to
guide perioperative GDT over the last few years called for a systematic review of
the literature to appraise the impact of these technologies in outcomes. In their
meta-analysis, Hamilton et al. conducted a subgroup analysis of morbidity and
mortality outcomes for different monitoring devices when used to guide pre-
emptive hemodynamic interventions in moderate and high-risk surgical patients.
The PAC was alone in being associated with a statistically significant reduction in
mortality (p = 0.001). Studies using esophageal Doppler, LiDCO™plus, FloTrac
and CVP/arterial line demonstrated a significant reduction in the overall compli-
cation rate (OR 0.43, 95 % CI 0.34–0.53) [23]. The complication rate was also
reduced when O2ER, pulse pressure variation, SvO2 or lactate were used as a goals
(OR 0.26, 95 % CI 0.13–0.52) [23].

The evidence suggests that the use of cardiac output monitoring for hemody-
namic interventions in the perioperative period is associated with better postop-
erative outcomes in moderate to high-risk patients. The choice of monitoring
device will depend on a variety of factors: institutional (availability, level of expe-
rience, compatibility with existing devices); device related (invasiveness, technical
limitations, validity & accuracy); and patient specific (arrhythmias, contraindica-
tions for insertion, type of operation, type of treatment protocol) [45]. The inte-
grative approach to cardiac output monitoring proposed by Alhashemi et al. pro-
vides a logical framework for the use of different devices along the different
stages of the clinical patient pathway. Device choices are made whilst balancing
the invasiveness of the device with the need for more accurate hemodynamic var-
iables and particular optimization protocol used [45].
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The Importance of Protocolized Care when Implementing Goal-
directed Therapy

Perioperative hemodynamic optimization is carried out using patient specific
physiological data to guide therapy aimed at achieving flow related goals. The
variables required to calculate DO2 are heart rate, stroke volume, SaO2 and hemo-
globin concentration. Different perioperative GDT trials have manipulated one or
more of these physiological parameters in order to optimize tissue perfusion.

The first step in most GDT trials is usually stroke volume ‘maximization’
through administration of intravenous fluids titrated according to response. The
objective is to attain the preload required for a near-maximal stroke volume or
cardiac output in agreement with the Frank Starling law of the heart. This con-
trolled technique is known as a ‘fluid challenge’ and serves two simultaneous pur-
poses; it allows the clinician to administer fluids and at the same time test the
preload reserve of the patient [55]. ‘Stroke volume maximization’ may be suffi-
cient to achieve the desired flow goal. However, if the goal is not achieved, inotro-
pes can be introduced in an attempt to further improve cardiac output and DO2.
Optimal oxygenation and hematocrit need to be maintained during the GDT pro-
cess. Data from a recent meta-analysis suggest that the combination of fluid and
inotropes is superior to fluids alone when expressed in terms of mortality reduc-
tion (OR 0.47, p = 0.002). When postoperative complications are considered, ther-
apy with fluids plus inotropes (OR 0.47, 95 % CI 0.35–0.64) and with fluids alone
(OR 0.38, 95 % CI 0.26–0.55) were both associated with improved outcomes [23].

The final step in GDT is achieving adequate DO2. The parameters used as end-
points vary from trial to trial. Global DO2 has historically been the most studied
endpoint and was used in Shoemaker’s prospective trial [4]. Various other
indexes have also been used over the last few years e.g., O2ER [54], FTc [56], SvO2
[51], and lactate concentrations [39]. Recent data from a large hemodynamic
optimization meta-analysis however suggested that only the use of DO2 or cardiac
index as endpoints conferred a statistically significant mortality reduction (p =
0.001) [23]. In addition, effects on mortality were more pronounced in studies
using supranormal DO2 resuscitation targets (p = 0.00001) [22, 23, 26]. Significant
reductions in postoperative morbidity were observed when other targets, such as
FTc/stroke volume (OR 0.41 95 % CI 0.28–0.58), pulse pressure variation (PPV),
SvO2 and lactate were used (OR 0.26, 95 % CI 0.13–0.52) [23]. Physiologically
normal targets seem to be as effective as supranormal goals in terms of prevent-
ing complications, such as perioperative renal failure [26, 57].

Perioperative GDT trials have commonly used protocols or guidelines to direct
implementation of therapy by investigators. There are crucial differences between
the concepts of guidelines and protocols. Guidelines lack detail and only offer
general guidance that require clinicians to fill in the many gaps. Protocols are
detailed and, when used for complex clinical ICU problems, can generate patient-
specific, evidence-based therapy instructions that can be carried out by different
clinicians with almost no inter-clinician variability [58]. There is a strong body of
evidence that suggests that the use of protocols in perioperative GDT is associ-
ated with improved outcomes. It remains important, however, for a clinician to be
at the bedside and to ensure that the protocol is being followed in an appropriate
fashion for each individual patient as important variances can and do occur.

The use of the PAC coupled with a hemodynamic optimization protocol has
shown improved outcome benefits in multiple RCTs [4, 36, 39, 59, 60]. In contrast,
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there was no outcome benefit when the clinical management was left to the dis-
cretion of the treating physician following PAC insertion [61]. Similarly, no
improved outcomes were found when only guidelines were followed [21]. Another
example can be found in studies using minimally invasive devices. Takala et al.
found no improvement in outcome when the FloTrac/Vigileo monitor was used
early in addition to standard care in hemodynamically unstable ICU patients.
This RCT did not use a protocol to guide therapy [62]. The use of the same
device, in conjunction with an optimization protocol, has been associated with
reduced postoperative complications [50, 63]. A recent systematic review of GDT
that included 5056 high-risk surgical patients found a significant reduction in
mortality rate (p < 0.001) and incidence of postoperative organ dysfunction (p <
0.00001) when a hemodynamic protocol was used to maintain tissue perfusion.
Furthermore, additional mortality reduction benefits were found when the mor-
tality rate was > 20 % in the control group [24].

Perioperative Goal-directed Therapy: Earlier is Better

Eighty percent of postoperative surgical deaths are from multi-organ failure [17].
High-risk surgical patients are particularly susceptible to develop organ dysfunc-
tion and account for most of the deaths and complications occurring after major
surgery [3]. Organ dysfunction arises from persistent defects in DO2 to the tissues
that alter endothelial and cellular metabolism. If hypovolemia and impaired oxy-
gen flow are not addressed early, mitochondrial damage ensues, and these effects
become permanent [64, 65]. These defects accrue ‘oxygen debt’ in the tissues. The
debt can be repaid in the early stages of the systemic inflammatory response syn-
drome (SIRS) that accompanies surgery, by optimizing oxygen flow. The repay-
ment of oxygen debt is, however, time sensitive and once cellular and mitochon-
drial structures are permanently damaged attempts to improve oxygen flux are
futile [66]. Some authors have demonstrated the presence of such permanent
changes in the form of ‘cytopathic hypoxia’ in animal models of SIRS. Cytopathic
hypoxia can be defined as an intrinsic derangement of the ability of the cells to
use oxygen irrespective of adequate DO2 [67].

These ‘bench-side’ observations have been corroborated at the ‘bedside’ by lit-
erature that reveals improved outcomes in patients in whom oxygen flow optimi-
zation interventions are started early in the disease process. Conversely, there is
evidence suggesting that patients are insensitive to optimization techniques once
organ failure develops. In septic patients, GDT was associated with important
benefits in survival when started early in the emergency department [52]. When
optimization protocols were applied late in the disease process, with organ dys-
function already established there were no survival benefits [19, 20]. Systematic
reviews and meta-analyses of trials conducted in the era of the PAC reached simi-
lar conclusions. Early achievement of optimal oxygen flow goals in high-risk sur-
gical and trauma patients before organ failure develops was associated with sta-
tistically significant mortality reductions [16, 17]. Kern and Shoemaker con-
ducted a meta-analysis of 21 hemodynamic optimization RCTs trials in high-risk
surgical, trauma and septic patients. They divided the studies into two groups:
‘Early’, 8 to 12 hours postoperatively or before organ failure developed; and ‘late’
or after the onset of organ failure. The authors found that in extremely high-risk
patients (control mortalities group > 20 %), there was a 23 % mortality difference
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(p < 0.05) between the control and protocol groups with early optimization; how-
ever, patients optimized after the development of organ failure did not have sig-
nificantly improved mortality [16].

Findings in a more recent meta-analysis studying GDT in surgical and criti-
cally ill patients have followed the same lines. The meta-analysis conducted by
Poeze et al. found that the positive effect of hemodynamic optimization on out-
comes was mostly due to the significant improvement in mortality in studies that
included perioperative and trauma patients (relative risk [RR] 0.66, 95 % CI 0.54
to 0.81) compared to those that included septic patients (RR 0.92, 95 % CI 0.75 to
1.11). Peri-operative and trauma patients were less likely to have established
organ dysfunction and benefited the most from hemodynamic optimization [22].
The meta-analysis conducted by Hamilton et al. included only RCTs that initiated
hemodynamic interventions pre-emptively in the perioperative period. The peri-
operative period was defined as 24 hours preoperatively, intra-operatively or up
to 24 hours after surgery. The authors did not analyze subgroups of patients
according to the timing of hemodynamic intervention. They found that use of
GDT pre-emptively yielded a significant reduction in mortality (p = 0.0002) and
surgical complications (p < 0.001) compared to control groups [23].

Gut barrier failure because of hypoperfusion and bacterial translocation is
linked to the development of infections and multi-organ failure in critically ill
patients. A meta-analysis of 26 RCTs that included patients undergoing major sur-
gery found that GDT initiated in the perioperative period significantly reduced the
incidence of postoperative infections (pooled OR 0.44, 95 % CI 0.28–0.58; p<
0.00001). Only trials that initiated hemodynamic optimization “early” (within 8
hours of surgery) were included and those which included patients with already
established sepsis and organ failure were excluded [28]. Similarly, a meta-analysis
that found that GDT was associated with reduced postoperative acute renal injury
and gastrointestinal complications excluded studies with patients undergoing late
optimization or with established organ failure or sepsis [26, 27].

Conclusion

GDT can be defined as the early use of protocolized treatment guided by hemo-
dynamic monitoring to optimize the status of high-risk surgical and septic
patients. When the three features (monitoring, protocol and timing) are present,
this appraoch has shown to improve patient outcome.
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Introduction

In the first description of increased lactate levels in human beings [1], Joseph
Scherer analyzed blood drawn from young women who had just died from what
we now call septic shock. Since then increased levels and delayed clearance have
been associated with many measures of morbidity and mortality [2, 3]. However,
the source of increased lactate levels and/or the cause of its delayed clearance is
not linked to one specific pathological process that, when positively influenced by
therapy, will change lactate levels and improve outcome. Therefore, the clinical
use of lactate levels to improve outcome of critically ill patients is subject to ongo-
ing discussion. To use the complex signal of increased lactate levels and/or
delayed clearance the clinician needs to understand the metabolism of lactate.

Fig. 1. Glucose metabolism.
LDH : lactate dehydrogenase;
PDH : pyruvate dehydrogenase
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Normal Metabolism

Almost all cells in the human body can produce lactate from glucose exclusively
mediated by the lactate dehydrogenase enzyme and lactate can thus be regarded
as a key metabolite [4]. Normally, glucose is metabolized to pyruvate (Fig. 1),
which, when entering the mitochondrial metabolic processes (Krebs cycle), pro-
duces (in the presence of oxygen) the large amount of ATP needed to maintain
cell function. When excess pyruvate is present the conversion to lactate domi-
nates. As erythrocytes have no mitochondria, lactate is the end product of glu-
cose metabolism in these cells. In other cells, a lack of oxygen is an important
cause of limited pyruvate metabolism, and thus lactate levels, by mass effect. In
critically ill patients, this mechanism is the basis for using lactate levels to guide
resuscitation with fluids and inotropes to improve tissue oxygenation and prevent
the development of multiple organ failure [5]. Lactate is metabolized mainly in
the liver (50 %) and kidneys (20 %), but (resting) muscle also metabolizes lactate.
Therefore, in conditions of impaired liver perfusion and function, lactate levels
can increase more significantly because of impaired clearance.

What is the Cause of Increased Lactate Levels?

The blood lactate level is the consequence of increased production and/or of
impaired clearance.

Increased Production: The Hypoxic Pathway

In many experimental and some clinical studies the presence of a critical level of
global/regional oxygen delivery (DO2) has been identified [6, 7]. At DO2 levels
lower than this critical level, oxygen consumption (VO2) is dependent on DO2
(supply dependency). Both in experimental and clinical conditions, this phenom-
enon is associated with increased blood lactate levels in many disease states
[7–12]. Moreover, in experimental conditions reversal of this supply dependency
state is associated with normalization of blood lactate levels to baseline values
[13] (Fig. 2). In clinical conditions, improvement in DO2 in patients with
increased lactate is associated with increased VO2 [10]. In addition, the supply-
dependent VO2 phenomenon seems to be apparent in the early phase of critical
illness and to resolve following adequate resuscitation associated with a normali-
zation of lactate levels [8].

Increased Production: The Increased Metabolism Pathway

As lactate is a normal end-product of glucose metabolism increased glycolysis
may thus exceed the capacity to metabolize pyruvate and, hence, increase lactate
levels. In critically ill patients, and especially patients with sepsis, increased aero-
bic lactate production has been identified. In particular, the Na+/K+ pump, pre-
sent in most cells, is a known producer of lactate in the presence of adequate oxy-
genation [14]. Epinephrine administration also results in increased glycolysis and
a dose-dependent increase in lactate levels in human volunteers [15]. The pres-
ence of this mechanism has even been related to improved outcome in patients
with clinical shock [16].
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Fig. 2. Shock induced by cardiac
tamponade. In this model car-
diac tamponade resulted in a
stepwise decrease in oxygen
delivery (DO2). The decrease in
oxygen consumption (VO2 –
induction of shock) was associ-
ated with a significant rise in
lactate levels. Following restora-
tion of DO2 (treatment) by
release of intrapericardial pres-
sure (dotted arrow lines) VO2

increased and lactate levels
returned to baseline values.
Adapted from [13]

Many other causes of increased lactate levels not associated with inadequate tis-
sue oxygenation have been identified although even in these cases increased lac-
tate levels may be associated with a worse outcome [5].

Decreased Clearance

Although some have reported impaired clearance as a cause of increased lactate
levels in patients with sepsis [17], others showed that in patients with septic and
cardiogenic shock, lactate clearance was not the cause of increased lactate levels
but rather lactate production [18]. Although in patients following cardiac surgery,
lactate clearance is impaired [19] others have shown that in these circumstances
inadequate tissue oxygenation may still be an important cause of increased lactate
levels [20]. Although impaired liver perfusion and liver function may decrease
lactate clearance the actual impact on clinical lactate levels is not straightforward
[21, 22]. Nevertheless, abnormal lactate clearance has also been associated with
outcome parameters in critically ill patients [23].

Summary

Although increased lactate levels do not necessarily imply inadequate oxygena-
tion of tissues it seems reasonable to assume that in the early phase of shock, lac-
tate production is increased due to impaired DO2 to the tissues and that adequate
treatment should result in normalization of lactate levels. Persistence of increased
lactate levels in critically ill patients is associated with increased morbidity and
mortality even in the presence of adequate tissue oxygenation [24].

What is the Initial Treatment of Patients Admitted with Increased
Lactate Levels?

From the above summary of the causes of increased lactate levels it follows that
initial treatment should be focused on improving tissue oxygenation. This can be
accomplished in several ways (Table 1). As the transport of oxygen is a product of
hemoglobin levels, arterial oxygen saturation and blood flow (cardiac output,
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Table 1. Optimizing tissue oxygenation

Category Intervention

Oxygen demand Treat pain, fear, tachypnea, high fever, delirium. Apply (non)invasive
mechanical ventilation

Hemoglobin level Infuse red blood cells to predefined minimum level

Arterial oxygen saturation Increase FiO2, optimize ventilation by use of PEEP, lung recruitment

Flow Increase cardiac output by optimizing preload, improve regional/
microcirculatory blood flow by limiting central venous pressure and/
or use of vasodilators

FiO2: inspired fraction of oxygen; PEEP: positive end-expiratory pressure

regional or microcirculatory perfusion) these are 3 important mechanisms to
improve tissue DO2. Also, one could decrease the oxygen demand to balance the
delivery of oxygen to the demand for oxygen. Many of the interventions summa-
rized in Table 1 can be started at the same time. The tissues regulate the immedi-
ate delivery of oxygen to meet their oxygen demand by changing blood flow as
we cannot change our hemoglobin level or arterial oxygen saturation rapidly
and significantly. As blood flow can be increased by more then 100 % [25] when,
for example, hemoglobin levels are decreasing this is a very important mecha-
nism. Therefore, the initial treatment of patients with increased lactate levels
targets improving tissue blood flow. This should first be accomplished by opti-
mizing cardiac preload by fluid resuscitation that can effectively increase DO2
and VO2 [26]. Although optimal cardiac filling pressures have been advocated
[27, 28], the use of a dynamic approach seems to be more physiology based [29].
When blood flow is still not optimal, it could be further increased by the use of
inotropic agents [10]. Regional and microcirculatory blood flow can be opti-
mized by use of inotropic agents and vasodilators [30–34]. Although the effi-
ciency of improving tissue oxygenation by use of blood transfusion is unclear,
this approach can optimize microcirculatory perfusion by increasing the num-
ber of perfused capillaries [35]. The optimal arterial oxygen saturation is
unknown although high oxygen levels seem to be undesirable in critically ill
patients [36–38].

In addition, an adequate perfusion pressure should accompany these interven-
tions. Although the optimal perfusion pressure is not well defined, in general a
mean arterial pressure (MAP) > 65 mmHg seems adequate in most patients and
is thus recommended in international guidelines [28]. Norepinephrine has been
shown to improve microcirculatory oxygenation, even in the early phase of septic
shock [39] and seems to be superior to dopamine [40]. In specific patients
(elderly, history of hypertension, brain injury, cardiac ischemia) a higher perfu-
sion pressure may be necessary to maintain adequate organ perfusion.

An important question when optimizing tissue DO2 to meet metabolic
demands is: “when is delivery adequate?” Although a target of supranormal levels
of DO2 has been advocated for a long time this approach may be harmful in criti-
cally ill patients [41]. When tissues need more oxygen and delivery cannot be
increased, the oxygen reserve present in the circulation is used. As in normal cir-
cumstances only 25 % of the amount of oxygen is used for consumption, a signifi-
cant amount of oxygen returns unused to the right heart. In a condition in which
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this reserve is used, the venous oxygen saturation will decrease. Clinically the
oxygen saturation in the superior vena cava (ScvO2) is frequently measured and
has been incorporated in treatment schedules that have resulted in improved out-
comes in critically ill patients [42]. Although the use of ScvO2 has some limita-
tions, its trending seems to reflect the true mixed venous compartment (SvO2)
adequately [43]. Therefore general guidelines suggest maintaining ScvO2 > 70 %
[28, 44].

What Decrease in Lactate Levels should be Aimed For?

This question is hard to answer as no studies have tried to solve this problem.
Observational studies have shown that a small decrease (10 %) in the first six
hours of treatment can discriminate survivors from non-survivors [3]. However,
subsequent use of this clearance as a goal of therapy did not improve outcome
over the use of ScvO2 [45]. When we used a much higher clearance of lactate
(20 % per two hours for the first 8 hours of treatment) together with a normal
ScvO2 as a goal of treatment in a randomized study, this strategy was associated
with a significant decrease in mortality although ultimately the clearance of lac-
tate was ± 5 % per hour in both groups [46]. We concluded from this study that
lactate could help to optimize the balance between DO2 and oxygen demand in
the early phase of treatment in specific patients in whom lactate levels do not
respond adequately to treatment. When using a target lactate clearance of 20 %
per two hours, failure to meet this goal probably also served as a red flag to indi-
cate suboptimal treatment or response to treatment.

What to do When Lactate Levels do not Decrease Adequately?

When global DO2 and oxygen demand have been optimized, inadequate regional/
microcirculatory perfusion could persist. This abnormality could be treated by
the use of inotropes [30] and vasodilators [33]. In recent studies, we showed that
impaired peripheral perfusion was associated with limited lactate clearance [47,
48] and, therefore, this condition could serve as a surrogate marker to optimize
lactate clearance. Peripheral perfusion in septic shock can be optimized by
improving perfusion pressure and global blood flow [39], by targeting coagula-
tion abnormalities [49, 50] and with the use of vasodilators [34].

Conclusion

Lactate is a key metabolite in humans and although the interpretation of
increased levels in critically ill patients is complex, the presence or persistence of
increased lactate levels is associated with significant morbidity and mortality in
these patients. As inadequate tissue oxygenation/perfusion is an important and
significant cause of increased lactate levels, targeting optimal tissue oxygenation/
perfusion is an important goal in the first hours of treatment. Optimizing cardiac
output and regional/microcirculatory flow by improving preload, use of inotropes
and in some cases vasodilators and subsequently optimizing hemoglobin levels
and arterial oxygen saturation, can improve the delivery of oxygen to the tissues.
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Combined with reducing oxygen demand in the critically ill patient this approach
may further optimize the balance between oxygen demand and oxygen supply.
Using venous oxygen saturation and significant decreases in lactate levels as the
goal of this initial treatment could optimize the chances of survival of critically ill
patients.
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Introduction

The management of intravenous fluid infusion in intensive care unit (ICU)
patients is complex and often corresponds to the clinical imperative for perfusion
and tissue oxygenation [1]. This issue is important because it concerns a large
proportion of ICU patients. Indeed, inappropriate volume restriction may cause
low cardiac output and/or inappropriate use of vasopressive or inotropic drugs
[2]. In contrast, adjusted volume restriction avoids excessive fluid infusion and
related complications, which include pulmonary edema, microcirculatory dys-
function and organ failure [3, 4]. Excessive fluid resuscitation may also lead to
electrolytic disorders such as hypernatremia and hyperchloremic acidosis [5]
and/or coagulation impairments [6].

The understanding of this complex issue and the clinical application of fluid
resuscitation involve the integration of different indices of volemia (preload and
preload-dependent indices), of which the determinants are arterial and venous
circulation, cardiac function, and their interaction with pulmonary mechanics [7,
8]. Ventricular preload indices (static indices) and preload-dependent indices
(dynamic indices) can quantify the same hemodynamic status on quite distinct
grounds [9]. In a specific hemodynamic status, each value of central venous pres-
sure (CVP), pulmonary artery occlusion pressure (PAOP) or pulse pressure varia-
tion (PPV) is determined by the interaction between the two circulations (venous
and arterial) and the heart-lung system [10]. Thus, coupling static indices (CVP
and PAOP) and dynamic indices [PPV and systolic pressure variation [SPV]]
could help to estimate the circulating blood volume and to predict fluid respon-
siveness [11]. However, in certain clinical situations, combining preload and pre-
load-dependent indices does not facilitate the management of vascular filling in
the ICU. This is particularly true in spontaneously breathing patients or mechani-
cally ventilated patients under pressure support (triggering the ventilator), in
whom PPV, for example, is not interpretable. In these cases, it is sometimes nec-
essary to transitorily modify the patient’s intravascular volume status by per-
forming a passive leg raising maneuver, and to observe the effects on volemia,
preload and cardiac output [12]. Here, we review the physiology of circulatory
volume, how to optimize intravascular volume status, and the indices allowing
prediction of fluid responsiveness.
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Physiology of Circulatory Volume

The concept of preload dependence/independence describes the effect of fluid
infusion on cardiac output. An increase in cardiac output of more than a clear
percentage value (10–15 %) secondary to volume infusion defines the patient as
a fluid responder [13]. Conversely, if cardiac output does not increase by more
than the present percentage value (10–15 %) after volume expansion, the patient
is defined as a non-responder. According to experimental studies, preload is
defined by the myocardial fiber length before contraction [14]. However, in clini-
cal practice, there is no consensus on the definition of ventricular preload. For
each ventricle, the preload can be defined either as the ventricular dimension in
diastole (diameter, area, and volume assessed principally by echocardiography),
or as the loading conditions of the ventricle in diastole. The relationship between
preload and stroke volume is called the Frank–Starling systolic function curve
[14] .

The evaluation of preload-dependence and the use of various hemodynamic
indices require knowledge of the physiological mechanisms involved in venous
return [7, 15, 16]. Parameters which should be considered are: Stressed and
unstressed venous volume, the pressure gradient generating venous return (mean
systemic pressure minus CVP), cardiac function, and the effective arterial ela-
stance [17] (Fig. 1). This systemic return corresponds to drainage by the cardiac
pump of the blood volume from the peripheral venous bed towards the intratho-
racic central vascular bed through large collapsible veins. When averaged over a
period of time, systemic venous return and cardiac output are equal. The pres-
sure gradient of venous return is the difference between the upstream driving
pressure prevailing in the venous bed (mean circulatory filling pressure) and the
downstream pressure of the venous return, represented by the intravascular right

Fig. 1. Model describing the impact of the effective arterial elastance slopes (Ea and Ea’) on pulse pres-
sure variation (PPV) values. For a same stroke volume variation (SVV) value = 45 %, PPVs vary from 46
to 57 %.
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atrial pressure or CVP [7]. There is also a hemodynamically inactive blood vol-
ume that is necessary to maintain the vessels in an open shape, known as the
unstressed volume. The ratio between stressed and unstressed volumes within the
venous vascular bed depends upon venous tone and/or vasopressor treatment [2].

Volume expansion transiently increases circulating blood volume. Part of this
volume may be lost in the case of capillary leakage, as observed in septic patients
[18]. Extravascular distribution, which requires a period of equilibration,
depends on the vascular permeability coefficient, the properties of the oncotic
liquid, and the hydrostatic pressure. It is thus difficult to predict what fraction of
the infused solution is contributing to the increase in intravascular volume or is
recruited to the cardiac preload. This fraction varies according to time, vascular
permeability and the clinical situation. Under stable conditions, an increase in
stressed volume can be assessed by measuring the increase in cardiac pressure or
ventricular volume [19]. However, stressed volume will increase venous return
and cardiac preload only if vascular fillings increase the mean circulatory filling
pressure to a greater extent than the CVP [20]. The present statement presup-
poses that all other determinants of venous return remain stable.

Several parameters can influence the determinants of the pressure gradient of
venous return: the intra-abdominal pressure (in turn affected by abdominal com-
partment syndrome or positive pressure ventilation) [21], the variation of com-
pliance and venous resistance associated with the use of vasoactive substances
with venous tropism (e.g., nitroglycerin, norepinephrine), and the intrathoracic
and cardiac functions [22]. These pathophysiological states can influence the
pressure gradient of venous return, regardless of the stressed volume, and thus
limit the effects of volume expansion.

For a given pressure gradient, the venous return generated can also be limited
by the flow resistance (venous resistance). The vascular waterfall effect is an
adaptive or pathological situation where venous return is impeded when intra-
mural venous vessel pressure becomes lower than extramural pressure. Subse-
quently, as for example in the vena cava, the venous vessel collapses and flow is
interrupted [21, 23]. This phenomenon could be an adaptive protection against
an excessive increase in venous return, which would result in right ventricular
overload. This is the case when there is an excessive decrease in CVP (during
forced inspiration for example) occurring concomitantly with a high stressed vol-
ume [23]. In contrast, this mechanism may be harmful in the case of low stressed
volume and a pathologically high extramural pressure (high abdominal pressure),
where real preload dependence could occur following the collapse of the vena
cava [21, 24]. In this case, the appropriate therapeutic approach may consist of
not only increasing the circulating vascular volume, but also in reducing the
extramural pressure, allowing the stressed volume to reach the cardiac chambers.

Venous Return During Mechanical Ventilation

Under positive pressure ventilation, intrathoracic pressure increases during inspi-
ration. This increase in intrathoracic pressure is partially transmitted to the right
atrium, thus reducing the mean circulatory filling pressure–CVP pressure gradi-
ent and inducing a decrease in venous return [25]. In a patient with balanced vol-
ume status, changes in intrathoracic pressure will have little effect on venous
return. However, in cases of hypovolemia, the consequences will be significant.
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The effect of positive pressure ventilation on venous return is the main determi-
nant of dynamic indices [25]. The effect of intrathoracic pressure changes on CVP
is also dependent on the transmission of this pressure to the abdominal compart-
ment, and its consequences on the inferior vena cava (IVC) [21]. The IVC diame-
ter is mainly determined by the transmural pressure of the vena cava [26],
defined as the difference between intramural and extramural pressures. In addi-
tion, the impact of positive pressure ventilation on venous return is influenced by
the stressed volume and venous compliance [26, 27].

Indications for Fluid Expansion

Four situations may indicate a need to investigate for preload-dependence:

Systemic hypotension
A low cardiac output
Signs of tissue hypoperfusion (lactate, base excess, mixed venous oxygen sat-
uration [SvO2])
A pathological but compensated medical state

In some cases, systemic blood pressure can be normalized by sympathetic stimu-
lation, but this can be associated with inadequate tissue perfusion. In this situa-
tion, volume expansion may shift the cardiovascular system toward a new state of
stability to reduce the often deleterious compensatory mechanisms, such as
peripheral vasoconstriction and adrenergic stimulation.

On What Basis Should Volume Expansion Be Administered?

Static Indices

Although ventricular end-diastolic volume is a good preload marker [8], the relation-
ship between ventricular volume and stroke volume is dependent on cardiac function
[11]. For a determined ventricular preload (pressure, volume), preload-dependence
can be estimated using the curve of cardiac function [28]. A normal ventricular vol-
ume associated with reduced cardiac function could correspond to a zone of preload-
independence, while this same volume, in the presence of a hyper-contractile cardiac
function, may be associated with a preload-dependent state (Fig. 2). Thus, the rela-
tionship linking ventricular preload and stroke volume cannot be addressed solely
through knowledge of the degree of myocardial fiber stretch [29] (Fig. 2).

In clinical practice, in the absence of ventricular volume monitoring, the ven-
tricular pressure measurement is used as a surrogate of preload (CVP, PAOP) [8].
This substitution is limited by two factors. First, the measured pressures represent
a component of the transmural pressure; the intramural pressure does not take
into account the extramural pressure, which may be important in many situations
encountered in the ICU. Second, the relationship between diastolic volume and
transmural pressure is determined by ventricular and pericardial elastance, both
of which are difficult to assess [30]. Variations in extramural pressure, when mea-
sured at the bedside, can cause the intraluminal pressure to vary significantly
without being translated into a change in preload [30]. Moreover, under positive
pressure ventilation, the change in intrathoracic pressure depends upon the
degree of pressure transmission (greater in the presence of increased lung com-
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Fig. 2. Model highlighting that
the relationship linking ventricu-
lar preload and changes in
stroke volume (SV) following
volume expansion cannot be
addressed solely through the
knowledge of the preload value.
Example: For a same change in
ventricular preload, SV increases
by 14 % in a failing heart and
by 35 % in a normal heart.

pliance). Taking into consideration the multiple pathophysiological concepts
mentioned above, it is clear that static indices of cardiac preload cannot predict
fluid responsiveness in critically ill patients, and cannot discriminate responders
to volume expansion from non-responders [8].

Dynamic Indices

Over the last decade, pragmatic intensivists were more interested in the fluid
responsiveness of the subject than in estimating the ventricular preload [31–34].
However, several authors have considered volume therapy in a different way [8,
19, 35, 36], based on the Frank–Starling relationship [14]. Their aim is to predict
the response to volume expansion, which distinguishes patients whose cardiac
output and blood pressure will increase (responders) from patients whose hemo-
dynamic status is insensitive to volume infusion (non-responders), or in whom
the infusion volume may be deleterious [3, 4].

Based on prospective physiological studies directed at understanding and
treating circulatory failure, it became clear that assessing cardiac preload does
not predict fluid responsiveness [9]. Static indices, based on the measurement of
filling pressure, ventricular volumes and surfaces, were shown to be unreliable
and of limited use [37] in patients with either spontaneous ventilation or positive
pressure ventilation [8, 19, 35, 36]. In contrast, dynamic indices, based on estima-
tion of preload dependence via a disturbance of the circulation by a mechanical
breath, proved their utility and reliability for characterizing preload-dependence
[8, 19, 35, 36]. These indices are based on heart-lung interactions under positive
pressure ventilation in deeply sedated patients with regular heart rhythms, and
are now increasingly used to estimate the need for volume expansion and to opti-
mize circulatory status in critically ill patients [8, 35, 36].

Respiratory changes in systemic pulse pressure, stroke volume and systolic
arterial pressure during mechanical ventilation reflect changes in left ventricular
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preload [35]. These variations in ventricular preload are due to changes in venous
return, induced in turn by the cyclic variations of both pleural and transpulmo-
nary pressures [28, 29]. Other dynamic indices, based on the variation of parame-
ters not coupled to the systolic ejection period and stroke volume, have also dem-
onstrated reliability in predicting fluid responsiveness [38–43].

The measurement of cardiac filling pressures and chamber volumes has little
value as a predictor of fluid responsiveness. However, these measurements remain
important, because they show that the fluid infusion has reached the heart and,
therefore, that preload-dependence has been tested [19]. In the intensive care set-
ting, the prevalence of patients presenting with significant capillary leakage (sep-
sis, acute pancreatitis, ischemia-reperfusion) is very high, and the volume
required to load the heart may vary considerably. However, it should be kept in
mind that basic conditions are necessary to enable the use of heart-lung interac-
tions and derived dynamic indices. The heart rhythm has to be regular [8], tidal
volume breathed through the respirator has to be more than 8 ml/kg [44, 45], and
the patient should be deeply sedated and unable to trigger the ventilator [8, 44].
Apart from these specific cases, and in patients with spontaneous ventilation,
passive leg raising appears to be the most robust method for predicting fluid
responsiveness [12, 46, 47].

Passive Leg Raising

This maneuver mobilizes the blood from the legs and abdomen to the chest com-
partment and produces the hemodynamic effects of an autotransfusion [47]. The
maximum increase in blood flow during this maneuver takes place within the
first 20 seconds. Several studies have validated the passive leg raising maneuver
as a predictor of fluid responsiveness in patients triggering the ventilator and in
those with an arrhythmia [12, 46, 47]. This simple maneuver is easy to perform
at the bedside, and can aid in judging whether or not fluid loading is indicated,
in all critically ill patients.

Macrocirculation and Microcirculation

The final goal of hemodynamic management is to improve or maintain tissue
perfusion. This functional perfusion is provided by the microvascular system.
Concerning fluid infusion and after initial resuscitation in a stabilized situation,
some considerations must be discussed: First, even if fluid infusion may improve
microvascular perfusion, this effect seems to be independent (uncoupled) from
the macro-hemodynamic parameters (hemodynamic indices or dynamic markers
of preload responsiveness) [48]. Second, the effect of volume expansion on the
microcirculation depends on the amount of fluid infused, a quantity which is very
difficult to guess [49]. Finally, the effect of fluid infusion may be more effective in
particular phases of the disease [48]. Consequently, these specificities of the
microvascular response to fluid infusion further increase the complexity of
assessing tissue fluid responsiveness. Indeed, vascular fluid responsiveness does
not mean tissue fluid responsiveness.
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Conclusion

The proposed techniques for monitoring fluid responsiveness should provide the
clinician with reliable and reproducible information for deciding whether or not
to administer volume expansion to a hypotensive patient, as well as information
about how to administer volume expansion safely. Information collected through
these indices may allow the intensivist to make more informed treatment deci-
sions, to optimize the patient’s hemodynamic status and possibly to improve their
prognosis. The benefits of such an approach could result in the optimization of
circulatory status, with improved peripheral tissue perfusion and consequent pre-
vention of multiple organ dysfunctions. This reasoned approach, and the practi-
cal management of circulating blood volume in critically ill patients, should be
based on the pathophysiology of venous return, heart–lung interactions and car-
diac function.
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Introduction

The American Society of Anesthesiologists’ (ASA) Standards for Basic Anesthetic
Monitoring recommend blood pressure monitoring every 5 minutes for all patients
under general anesthesia. The selection of blood pressure as a standard monitoring
tool is not based on physiologic rationale (indeed, physiologic studies suggest there
is essentially no relationship between mean arterial pressure ([MAP] and global
delivery of oxygen [DO2] [1]) or evidence of improved outcomes.

The lack of data and questionable physiologic rationale behind pressure-based
hemodynamic management has led to the development of alternative paradigms,
collectively titled ‘goal-directed therapy’. Over the last thirty years, investigators
have incorporated a variety of goals into management algorithms, including max-
imization of global DO2 [2], maintenance of mixed venous oxygen saturation
(SvO2) above a certain threshold [3], and optimization of stroke volume [4], all of
which require use of additional, non-standard monitoring equipment.

Respiratory variation, which attempts to quantify the likely increase in stroke
volume following volume administration, has recently emerged as an attractive
alternative to conventional goal-directed therapy targets. Its measurement is rela-
tively simple (and intuitive) and theoretically does not require the use of addi-
tional monitoring equipment. While not a physiologic endpoint per se, respira-
tory variation tells the practitioner whether or not stroke volume is optimized
given a particular set of loading conditions, allowing the practitioner to make
rational decisions regarding fluid management.

Systemic Arterial Respiratory Variation

Historical Context

During normal spontaneous ventilation, systolic blood pressure decreases on
inspiration, although typically not by more than 5 mmHg [5]. During constrictive
conditions, such as pericardial tamponade, the right ventricular enlargement that
normally occurs during negative-pressure inhalation impinges on the left ventri-
cle, enhancing the decrease in blood pressure that accompanies inspiration [6]. In
1873, Adolf Kussmaul bestowed upon this phenomenon the unfortunate term
“pulsus paradoxus”[7] (unfortunate because it is not paradoxical at all, it is sim-
ply an exaggeration of a normal physiologic phenomenon).

In 1966, Morgan et al. examined the effect of positive pressure ventilation on
vena caval and aortic blood flow, stroke volume, and systemic blood pressure in
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dogs during spontaneous and positive pressure ventilation (peak airway pressures
ranged from 10–30 mmHg, I:E ratios ranged from 1:2 to 2:1). These authors
found that initiation of positive pressure ventilation led to a decrease in venous
return and, within two heartbeats, decreased aortic blood flow. Importantly, the
extent of these changes was significantly related to peak airway pressures. [8]. In
1973, Massumi and colleagues described a series of conditions that could lead to
“reversed pulsus paradoxus”, in which inspiration led to an increase, rather than
decrease in blood pressure (because this is the opposite of what normally occurs,
it actually deserves the title “pulsus paradoxus”. However, because the term “pul-
sus paradoxus” had been misused for at least half a century prior to their discov-
ery [9], Massumi et al. had to resort to the more cumbersome and less appropri-
ate title “reversed pulsus paradoxus” to describe their findings). Importantly, one
of the conditions in which blood pressure might increase during inspiration was
cardiac failure in the setting of positive pressure ventilation [10].

Based on Morgan and Massumi’s work, Rick and Burke examined the arterial
blood pressure and airway pressures in 65 critically ill patients undergoing posi-
tive pressure ventilation. In their study, 71 % of the patients who were thought to
be hypovolemic had at least 10 mmHg of change in blood pressure with respira-
tion (respiratory variation) [11]. In contrast, only 24 % of normovolemic patients
had 10 mmHg of respiratory variation. Thus, Rick and Burke were the first to
suggest that variations in blood pressure associated with positive pressure venti-
lation may be a means of assessing volume status. Subsequent experiments con-
ducted by Perel and colleagues further elucidated the relationship between posi-
tive pressure ventilation, blood pressure variation, and volume status. This group
made major contributions to the study of this new clinical variable, showing that
respiratory variation was linearly and reliably related to graded hemorrhage in
animal models (and could be reversed with fluid resuscitation) [12], that respira-
tory variation was related to tidal volumes [13], and that respiratory variation
was inversely correlated with left ventricular end-diastolic volume (LVEDV) as
determined by transesophageal echocardiography [14].

Of note, investigators have used different measurements to assess the impact of
positive pressure ventilation on systemic blood pressure. The term ‘respiratory
variation’ refers to any metric which seeks to quantitate the change in blood pres-
sure that occurs with changes in intrathoracic pressure and is not limited to
changes in systolic blood pressure. Commonly used metrics include systolic pres-
sure variation (SPV, defined as the difference between maximal and minimal sys-
tolic pressure over the course of one respiratory cycle, i.e., SPmax – SPmin), SPV%
(SPV as a percent of MAP), pulse pressure variation (PPV, defined as the differ-
ence between maximal and minimal pulse pressures over the course of one respi-
ratory period), and PPV% (PPV as a percent of mean pulse pressure). Delta up
(Δup) and delta down (Δdown) represent the change in maximal and minimal
systolic pressures, respectively, with respect to a reference systolic pressure (SPref)
measured at the beginning of an end-expiratory pause, although both have
recently fallen out of favor. ΔPP is also commonly used, and is defined as 100 ×
(PPmax – PPmin)/[(PPmax + PPmin)/2] [5].

Physiology: The Dynamic Approach to Volume Status

Although simply recognizing the existence of respiratory variation was a major
discovery, the clinical utility of respiratory variation would have to await the next
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major intellectual leap – from a static approach to the description of fluid status
(i.e., measurement of central pressures or echocardiographic volumes) to a
dynamic approach (correlation of respiratory variation to changes in hemody-
namics that occur following fluid administration). To fully appreciate this
approach, a more thorough understanding of the physiologic principles of respi-
ratory variation is required. During application of a positive pressure breath,
intrathoracic pressure is increased. The immediate result of this increase is a
decrease in left ventricular afterload (because transmural pressure is transiently
increased), an increase in right ventricular afterload (due to alveolar pressure
increases), an increase in left ventricular preload (due to increased drainage of
pulmonary venous blood), and a decrease in right ventricular preload. These four
events result in a transient increase in left ventricular stroke volume and systemic
blood pressure while at the same time decreasing right ventricular stroke volume.

Critically, the magnitude of this increase in left ventricular stroke volume
depends on volume status. A left ventricle with adequate preload (i.e., on the flat
portion of the Frank-Starling curve) will not respond to changes in preload,
whether by positive pressure variation or any other means. On the other hand, a
left ventricle with inadequate preload (i.e., on the steep portion of the Frank-Star-
ling curve) will vigorously respond to changes in preload (see Fig. 1).

Of course, positive pressure ventilation is not identical to volume loading, and
the benefits of positive pressure on the underloaded left ventricle are very short
lived (one to two heart beats). Within seconds, the decrease in right ventricular
preload and increase in right ventricular afterload manifest as a decrease in right
ventricular stroke volume and thus a decrease in left ventricular preload. As

Fig. 1. influence of an idealized Frank-Starling curve on arterial blood pressure waveform
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before, how the left ventricle responds to these changes depends on where it is on
the Frank-Starling curve. Thus, positive pressure ventilation in some ways simu-
lates a ‘test dose’ of volume, in that preload can be altered very transiently (for
one or two heart beats) and the response subsequently analyzed. Readers inter-
ested in a more comprehensive explanation of the physiology behind this phe-
nomena are referred to an excellent review by Michard [5], an important contrib-
utor to this field in his own right [15].

Clinical Studies and Validation

The logical extension of this reasoning is the hypothesis that patients who exhibit
significant changes in systemic blood pressure during positive pressure ventila-
tion will respond to volume expansion with an increase in cardiac output. Indeed,
as of 2009 at least 27 studies (including over 600 patients) examining the relation-
ship between SPV, PPV, and fluid responsiveness (i.e., change in cardiac output
following fluid administration) had been published. Remarkably, the sum of all
available data suggest that both PPV and SPV outperform central venous pressure
(CVP), pulmonary artery occlusion pressure (PAOP), and echocardiographically-
derived parameters in their abilities to predict fluid responsiveness [16, 17].

Subsequent to the review by Marik et al. [16], Cannesson and colleagues con-
ducted a prospective, multicenter study comparing PPV to CVP and cardiac out-
put in 413 patients undergoing general anesthesia and mechanical ventilation.
The results of this study confirmed the findings of Marik et al., demonstrating
clear superiority of PPV over CVP (areas under receiver operating characteristic
curves [AUCs] 0.89 and 0.57, respectively) [18].

Limitations

Advocates of the dynamic approach to the assessment of volume status often
overlook an important point regarding its predictive abilities: Because the Frank-
Starling curve theoretically begins to decline after reaching its apex (whether or
not this actually occurs in healthy humans is a matter of debate), and because the
available techniques for measuring respiratory variation cannot discriminate
between an increase in blood pressure and a decrease in blood pressure following
a positive pressure breath, a slightly volume underloaded patient will have an
identical arterial pressure tracing to a slightly volume overloaded patient. The
only way to discriminate between slightly underloaded and overloaded patients is
to change volume status and observe the response (an overloaded patient will
respond to a fluid bolus with increased respiratory variation). Another limitation
of this technology is the wide interindividual variability. Michard et al. demon-
strated cardiac output changes ranging from 0 to 18 % in patients with a PPV of
10 % [15], and Cannesson et al. similarly showed changes in cardiac output rang-
ing from -6 to 30 % in patients with a PPV of 10 % [18]. Thus, whereas the rela-
tionship between respiratory variation and volume responsiveness is statistically
significant, on the individual level the range of possible hemodynamic outcomes
following volume administration is wide.

Some of this interindividual variation may be attributable to interactions
between the pulmonary and systemic vascular systems. Because fluid is generally
administered into the systemic intravenous compartment, its ability to impact left
ventricular function is dependent on the ability of the right ventricle to translo-

Respiratory Variation in the Perioperative and Critical Care Settings 405

X



cate incremental increases in volume into the pulmonic venous system. Patients
with increased right ventricular afterload or decreased right ventricular function
may not be able to effectively mobilize such increases in right ventricular preload.
Indeed, recent animal [19] and human [20] studies have suggested that respira-
tory variation does not predict volume responsiveness in the setting of increased
right ventricular afterload (and may actually be harmful), further lending cre-
dence to the admonition that volume responsiveness must be independently veri-
fied whenever possible.

Studies validating the utility of respiratory variation have generally been con-
ducted in patients undergoing controlled mechanical ventilation using standard-
ized tidal volumes and standardized fluid boluses. Often, subjects are arbitrarily
labeled as either ‘responders’ or ‘non-responders’ based on whether or not car-
diac index increases 15 % or more. In reality, a neat distinction does not exist –
the data from both Michard et al. [15] and Cannesson et al. [18] show a clear, lin-
ear relationship between respiratory variation and changes in cardiac index.
Lumping patients into arbitrary categories (‘responders’ or ‘non-responders’) is
misleading because most patients respond to volume administration to some
extent – the relevant question is “how much?”

Practitioners must be careful to take into account important physiological
parameters that may deviate from the tightly-controlled values used by the vali-
dation studies. Changes in fluid volume, tidal volume, right heart function, and
ventilation rate can all impact the predictive capabilities of these metrics. There
are reports of successful use of respiratory variation in the setting of one lung
ventilation [21]; however, the tidal volumes at which respiratory variation is
meaningful are controversial [22, 23]. Multiple studies suggest that respiratory
variation is not a reliable predictor of volume responsiveness in spontaneously
ventilating patients [24, 25]. Not surprisingly, these metrics also appear to fail in
the setting of open-chest procedures [26, 27].

Currently Available Means of Measurement

While the utility of respiratory variation is indisputable, and its connection with
volume status was made in 1978 [11], the delay in the development of medical
devices which quantitate this variable is regrettable. The first report of a real-time
respiratory variation monitor came from Soncini et al., who connected an analog-
to-digital converter to a personal computer running customized software, which
displayed SPV [28]. In 2004, Aboy et al. developed an ‘open source’ algorithm for
calculation of PPV [29], which Philips adopted into some of its IntellivueTM moni-
tors (Philips Healthcare, Andover, MA, USA) [30]. General Electric (GE Health-
care, Little Chalfont, UK) has similarly begun to incorporate SPV and PPV into
some of its newer monitors. Fortunately for clinicians and their patients, there are
now at least ten pending US patent applications related to real-time assessment of
fluid responsiveness.[7]

For practitioners interested in stand-alone devices, the PiCCO (Pulsion Medi-
cal Systems, Munich, Germany), LiDCO Rapid, and LiDCO+ (LiDCO, Cambridge,
UK) devices are capable of estimating both stroke volume variation (SVV) and
PPV and work independently of hemodynamic monitoring equipment. Similarly,
the Flotrac (Edwards Lifesciences, Irvine, CA, USA) is also capable of measuring
SVV (but does not measure PPV) [31]. From preliminary data, SVV appears com-
parable to PPV in its ability to predict volume responsiveness [31].
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Alternative Measures of Respiratory Variation

Photoplethysmography

Several investigators have hypothesized that changes in the absorbance of red and
infrared electromagnetic radiation (emitted by a pulse oximeter and referred to
as the photoplethysmographic [PPG] waveform) may mimic changes in the arte-
rial pressure tracing over short time intervals, concluding that the PPG tracing
may offer an alternative measure for respiratory variation. Changes in PPG wave-
forms have been shown to correlate with fluid responsiveness in several studies
[32–35], as well as predicting hypotension following the induction of general
anesthesia [36]; however, when directly compared to PPV, PPG waveforms were
not found to be a reliable surrogate for arterial pressure variation [37]. These
seemingly confounding results may be partially explained by the apparent depen-
dence of respiratory variation in the PPG waveform on waveform amplitude [38].
Masimo (Masimo Corporation, Irving, CA, USA) has developed a plethysmo-
graphic derivative of respiratory variation, the Pleth Variability Index (PVITM),
currently the only commercially available device for estimating respiratory varia-
tion using the PPG waveform.

Echocardiography

Analysis of respiratory variation in arterial blood pressure or PPG waveforms
assumes that changes in pressure (or light absorbance) are proportionate to
changes in blood flow. Whether or not this is true has not been experimentally
verified, thus measuring changes in blood flow, as opposed to pressure, may offer
practitioners an attractive alternative and a potential means of improving upon
this important concept. Several authors have analyzed changes in Doppler-based
echocardiographic parameters that occur with respiration and found clinically
significant correlations with volume responsiveness. Choi et al. compared respira-
tory variation in the peak velocity of aortic outflow (%Vpeak, defined as the differ-
ence in maximal and minimal aortic outflow velocity [Vaortic outflow] throughout the
respiratory cycle, divided by the average Vaortic outflow) using a transthoracic echo-
cardiography probe in mechanically-ventilated children status-post ventricular
septal defect (VSD) repair, finding a significant correlation with volume status
(AUC 0.83 compared to 0.48 for CVP [39]. Similarly, Renner et al. compared PVI
to transesophageal echocardiography-derived %Vpeak and %VTIpeak (defined as
the difference in maximal and minimal velocity time integral [VTI] throughout
the respiratory cycle, divided by the average VTI) in infants with congenital heart
disease post-induction but prior to surgical repair. The predictive abilities of
PVI, %Vpeak, and %VTIpeak, as assessed by the AUC, were 0.78, 0.92, and 0.84,
respectively, suggesting that echocardiographic techniques may outperform
peripherally-derived indices for the prediction of volume responsiveness [40].
Lamia et al. combined passive leg raising with VTI analysis in critically ill, spon-
taneously breathing patients, and using ROC analysis found that changes in VTI
(AUC 0.96), but not in left ventricular end-diastolic area index (AUC 0.58) were
predictive of fluid responsiveness [41].

In addition to the potential for increased accuracy and decreased intersubject vari-
ability, echocardiographically-derived indices offer the practitioner the ability to
identify two clinical situations in which peripheral indices may be misleading (right
heart failure and an optimal or over-distended left ventricular end-diastolic volume).
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Future Techniques

Cannesson et al. explored the correlation between variation in the amplitude of
the R-wave from an electrocardiogram (EKG) and PPV% (from an arterial blood
pressure tracing) in patients undergoing general anesthesia, and found a signifi-
cant correlation (r = 0.79, p < 0.01) [42]. The results of this study, which did not
actually assess volume responsiveness, must be viewed as preliminary. Ma and
Zhang measured respiratory variation in pulse wave transit time and noted a sig-
nificant correlation with respiratory variation in the arterial blood pressure of
healthy volunteers [43]. In an animal model of septic shock, Tang et al. noted a
decrease in pulse transit time and an increase in respiratory variation in pulse
transit time following endotoxin administration, presumably reflecting the simul-
taneous sympathetic nervous system activation and inflammation-mediated
decreased in preload that accompanies sepsis [44]. Lastly, Maisch et al. utilized
electrical impedance tomography (EIT, traditionally used to monitor ventilation)
to estimate SVV in animal models, finding a significant correlation between esti-
mated and measured stroke volume variation (r = 0.73; p < 0.001) [45].

Respiratory Variation and Goal-directed Therapy

Respiratory variation is unlike traditional goal-directed therapy targets in that it does
not appear to be a rational physiologic end-point. Unlike DO2, ScvO2, and stroke vol-
ume, respiratory variation does not give the practitioner an indication of the amount
or adequacy of DO2. Instead, respiratory variation tells the practitioner whether, from
a fluid management standpoint, stroke volume and DO2 are optimized, i.e., whether
there is any ‘recruitable’ stroke volume or whether increases in DO2 will mandate
either transfusion of red blood cells or initiation of ionotropic agents.

Indeed, the use of stroke volume monitoring, primarily via esophageal Dopp-
ler monitoring, has lead to a paradigm shift in fluid management: In this form of
goal-directed therapy, fluid is not given arbitrarily but rather in order to ensure
an adequate stroke volume is achieved. Meta-analyses have confirmed consistent
and substantial benefits in terms of hospital length of stay, complications, overall
cost, and in some cases, mortality [46, 47].

Knowledge of respiratory variation can guide the practitioner in making cor-
rect hemodynamic decisions with regards to well-validated physiologic end-
points. Some investigators have hypothesized that optimization of stroke volume
is a rational physiologic goal in and of itself, and studies utilizing respiratory var-
iation as a physiologic end-point are starting to emerge.

Lopes et al. randomized 33 patients undergoing high-risk surgery to a control
group (fluid management at the discretion at the anesthesiologist) or to an inter-
vention group in which PPV was continuously monitored and maintained less
than 10 %. The intervention resulted in increased intraoperative fluid administra-
tion, as well as statistically significant reductions in median hospital stay, dura-
tion of mechanical ventilation, and total complications [48]. Benes et al. [49] ran-
domized 120 patients undergoing intra-abdominal surgery to routine intraopera-
tive care versus management guided by SVV (in which SVV was kept below
10 %). As in the study by Lopes et al. [48], the SVV group received more intrao-
perative fluids. Lactate levels at the end of surgery were lower in the intervention
group, and the perioperative complication rate was halved, although unlike in the
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study by Lopes et al., hospital stay between groups was not significantly different
[49]. Forget et al. [50] randomized 82 patients undergoing major abdominal sur-
gery to standard of care versus PVI-directed fluid management, in which PVI was
maintained at < 13 % (and vasoactive drugs were administered to maintain MAPs
in excess of 65 mmHg after fluid optimization). Unlike the results from the stud-
ies by Lopes et al. and Benes et al., the intervention group received less intrave-
nous fluid. Still, lactate levels were significantly lower in the intervention group at
all time points (both during surgery and 48 hours afterwards) [50].

Conclusion

Quantitative assessment of respiratory variation in the arterial blood pressure trac-
ing is a well-validated, physiologically sound means of predicting the hemody-
namic response to volume administration in mechanically ventilated patients.
Although substantial interindividual variability remains, respiratory variation out-
performs filling pressures and echocardiographically-derived volumetric measure-
ments in the assessment of ‘recruitable’ stroke volume. Assessment of respiratory
variation may be complicated in the settings of right heart failure, elevated pulmo-
nary vascular resistance, and optimized left ventricular preload. The utility of
respiratory variation in spontaneously ventilating patients, during one lung ventila-
tion, and in open-chest procedures is less well established. Several completely non-
invasive techniques for measuring respiratory variation are under development,
with the most advanced being variation in the PPG waveform (PVI), the initial
evaluations of which are, on the whole, promising. In the majority of clinical situa-
tions, respiratory variation can help guide those practitioners who implement goal-
directed therapy by answering the critical question, “Should I administer volume
or initiate ionotropic agents to achieve my hemodynamic goals?”. Several small
studies have suggested that maintaining respiratory variation of the arterial pres-
sure or PPG waveforms under a pre-defined threshold may improve outcomes.
However, until larger outcome-based studies are performed, respiratory variation
should likely be used as an adjunct to a well-validated goal-directed therapy strat-
egy (e.g., optimization of SV by esophageal Doppler monitoring) and not as an
end-point in and of itself, although preliminary data are promising.
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Introduction

The goal of fluid resuscitation in intensive care unit (ICU) patients is to restore
effective tissue perfusion and oxygen delivery (DO2). Fluid resuscitation must be
started as a first-line treatment in the management of septic or hemorrhagic
shock. Fluid administration should be titrated to clinical endpoints of perfusion
(such as capillary refill and urine output) and also to macrocirculatory parame-
ters of global perfusion. It is recommended that fluids should be given only if
changes in preload result in significant changes in stroke volume. However,
assessment of the adequacy of resuscitation requires attention to both the macro-
and the microcirculation. Microcirculatory dysfunction is a central abnormality
in septic and hemorragic shock and relationships between the macro- and micro-
circulations are complex. It is, therefore, impossible to predict the microvascular
response after a positive fluid challenge in ICU patients without assessment of the
microcirculation. However, techniques to monitor the microcirculation are not
yet available for clinical practice.

Learning how fluid resuscitation impacts the microcirculation in the different
vascular beds and how the emerging techniques assess the microcirculation are
the first steps toward developing a fluid strategy that targets microcirculatory
perfusion.

Titration of Fluid Resuscitation

The goal of fluid therapy in ICU patients is to preserve tissue oxygenation and
metabolism. In patients with suspected hypovolemia, considering static measures
of cardiac preload is unhelpful, and it is recommended that the circulation be
challenged by performing maneuvers, such as passive leg raising (PLR) or end-
expiratory occlusion, or fluid challenges to evaluate the patient’s response and
avoid development of pulmonary edema. The Surviving Sepsis Campaign guide-
lines recommend that early fluid resuscitation should consist of administration of
repeated fluid challenges of 1,000 ml of crystalloids or 300 to 500 ml of colloids
[1]. As stroke volume (and thus cardiac output) is related to cardiac preload
according to the Frank-Starling relationship, an increase in stroke volume reveals
preload dependency and proves the legitimacy of the volume expansion. When
no increase in stroke volume is observed after fluid challenge, fluid administra-
tion should be stopped because stroke volume is no longer sensitive to preload
increases (flat part of the Frank-Starling relationship).
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However, a positive fluid challenge does not always mean that the patient needs
fluid. Patients need fluids only when the fluid-induced increase in stroke volume
is accompanied by an improvement in tissue perfusion. However, relationships
between the macro- and microcirculations during resuscitation are complex.
Indeed, different mechanisms are implicated in the regulation of microvascular
and macrovascular perfusion and microcirculatory alterations in ICU patients
may result from multiple factors, such as endothelial cell dysfunction, increased
leukocyte adhesion, microthrombi, rheologic abnormalities, and functional
shunting. A positive fluid challenge may improve the microcirculation and tissue
oxygenation through an increase in microcirculatory blood flow, rheologic
changes (decreased microvascular blood viscosity) or local vasodilation (shear
stress). However, Sakr et al. [2] and Trzeciak et al. [3] reported persistent micro-
circulatory alterations in septic patients despite an improvement in cardiac out-
put after fluid resuscitation. The microvascular fluid response was dissociated
from the macrovascular response to fluids. This phenomenon was also noted by
Ospina-Tascon et al. [4] in a recent study investigating the effect of fluid loading
on the sublingual microcirculation during early (within 24 h after the diagnosis)
or late (more than 48 h after the diagnosis) phases of septic shock with an
improvement of the microcirculation during the early phase but not in the late
phase. Once again, the microvascular response was dissociated from the macro-
hemodynamic response to fluids. There was no relationship between changes in
microvascular perfusion and initial arterial pressure or cardiac index changes
during fluid administration. Despite an increase in stroke volume in the early or
in the late phase, the microcirculation was only improved during the initial phase
highlighting that the microcirculatory response to fluids varied over time. The
authors suggested that fluid administration has a limited impact on tissue perfu-
sion during the later stages of sepsis, even when cardiac output and arterial pres-
sure may improve and that fluid resuscitation may thus be useless or even detri-
mental in later stages of sepsis. Pottecher et al. [5] investigated sublingual micro-
circulatory perfusion after fluid loading realized either by PLR but also by fluid
expansion in severe sepsis and septic shock patients within the first 24 h of their
admission to the ICU. All of the studied patients were preload-dependent, defined
by respiratory variations in arterial pulse pressure (PPV) greater than 13 %. Both
PLR and volume expansion improved sublingual microcirculatory perfusion.
However, during fluid expansion the microcirculation was initially improved by
the increase in cardiac output, but this improvement plateaued despite an addi-
tional increase in cardiac output. These results suggest that the microcirculation
does not have the same dose response to fluid loading as the heart (Fig. 1). This
was also very well illustrated by Jhanji et al. [6] in patients undergoing major gas-
trointestinal surgery. These authors tested the effects of central venous pressure
(CVP) and stroke volume guided intravenous fluid on tissue microvascular flow
(sublingual microscopy and laser Doppler flowmetry) and oxygenation (PtO2,
Clark electrode). Intravenous fluid therapy was guided by measurements of CVP
or stroke volume. The main result was that microvascular flow remained constant
in the stroke volume group but was altered in the CVP group despite more than
1,500 ml of fluid expansion.

The fact that independent determinants of microvascular flow can change the
relationship between the macro- and microcirculations is true for all the circula-
tory beds. For example, in the renal microvascular bed, Legrand et al. [7]
reported that improvement in renal microvascular perfusion was more pro-
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Fig. 1. Adequacy of fluid resuscitation requires attention to both macrocirculation and microcirculation.
Microcirculatory dysfunction is a central abnormality in septic or hemorrhagic shock and relationships
between the macro- and microcirculations are complex. Microcirculatory fluid response may be different
to the macrovascular fluid response.

nounced when fluid resuscitation was performed immediately after lipopolysac-
charide (LPS) administration in rats than when fluid resuscitation was delayed
(i.e., 120 min), despite a similar restoration of renal blood flow. One of the deter-
minants of this difference of response may be the fact that leukocyte infiltration
in glomeruli was less in the early fluid resuscitation group compared to the late
fluid administration group. A key point is that persistent alteration of renal
microvascular oxygenation was observed in the two groups.

The challenge of fluid resuscitation is to improve the microcirculation and tis-
sue oxygenation without inducing fluid overload. Thus, it is essential to have
markers of microcirculation and tissue oxygenation to guide fluid therapy. The
physician needs to know when fluid resuscitation cannot improve the microcircu-
lation. He/she can then stop fluid administration to limit the risk of fluid over-
load, especially if the lung is injured, and consider other therapeutic strategies. It
is obvious that fluid administration should be stopped when there is no fluid
responsiveness, but the real target is the microcirculation and tissue oxygenation.
However, which emerging techniques may be valuable in the future to evaluate
the microcirculation at the bedside? There is a need to have quantifiable, vali-
dated, reproducible and practical techniques to evaluate the microcirculation in
ICU patients.
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Currently Available Techniques to Evaluate the Microcirculation
at the Bedside

Orthogonal Polarization Spectral and Sidestream Darkfield Imaging Techniques

Orthogonal polarization spectral (OPS) and sidestream darkfield (SDF) imaging
are two videomicroscopic imaging techniques that provide high contrast images
of the microvasculature [8, 9]. These techniques can be used only on organs cov-
ered by a thin epithelial layer. These techniques have been validated against intra-
vital videomicroscopy which is the goal standard for microvascular evaluation in
experimental conditions. Both techniques are based on the principle that green
light (530 nm) illuminates the depth of a tissue (up to 3 mm) and that the scat-
tered green light is absorbed by hemoglobin of red blood cells (RBCs), indepen-
dently of its oxygenation state. A key point to remember is the fact that only ves-
sels containing RBCs are visualized. Several microvascular markers can be ana-
lyzed, including microvascular blood flow (microcirculatory flow index [MFI]
and the proportion of perfused vessels; semiquantitative analysis), functional
capillary density (FCD) and heterogeneity of perfusion. The reproducibility of
this semiquantitative analysis is excellent, with intra- and interobserver variabili-
ties within 5–10 %. This analysis requires time with off-line image processing
and delayed evaluation of the image sequences. This point is crucial and limits
the applicability of these technique at the bedside for titration of fluid resuscita-
tion. However, it is very interesting to note that Arnold et al. [10] found that real-
time point-of-care determination of MFI at the bedside has good agreement with
conventional off-line analysis techniques in a heterogeneous patient population
across a wide range of flow characteristics. This bedside point-of-care determina-
tion of the MFI was highly sensitive and specific for detecting impaired microvas-
cular flow. In ICU patients, these techniques have been used to test the effects of
fluid resuscitation mostly at the level of the sublingual microcirculation [5, 11,
12]. It can be argued that this region does not reflect other microvascular beds.
But this remark is valid for all techniques which try to evaluate microcirculation
in a specific vascular bed. Furthermore, it has been demonstrated that the sever-
ity and the time course of microcirculatory changes are similar in the sublingual
and in the gut region during sepsis [13].

Near-Infrared Spectroscopy

Near-infrared spectroscopy (NIRS) is a continuous, non-invasive, bedside moni-
toring technique using the absorption of infrared light at two specific wave-
lengths (680 and 800 nm) by deoxyhemoglobin and oxyhemoglobin to define the
saturation of hemoglobin in vessels of size < 1 mm located in the volume of tissue
illuminated by the probe (StO2). The depth of tissue measured is directly related
to the distance between the illumination fibers and the detection fibers. The StO2
is determined from the ratio oxyhemoglobin/(oxyhemoglobin + deoxyhemoglo-
bin). In addition, from total light absorption, NIRS can provide two indices of the
blood volume in the tissue crossed by near-infrared light: The total tissue hemo-
globin (HbT) and the absolute tissue hemoglobin index (THI). StO2 reflects arte-
riolar, capillary and venular oxygen saturations within the tissue sensed by the
probe. Because in the muscle of healthy humans, the distribution of the blood
volumes among microvessels is estimated to be 10, 20 and 70 % for the arteriolar,
capillary and venular compartments, respectively [14], StO2 measurements mostly
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represent venous hemoglobin oxygen saturation. StO2 is not a direct measure-
ment of microvascular blood flow, but an index of tissue oxygenation which is
dependent on the balance between DO2 and oxygen consumption (VO2). This
point is important because in septic shock, after the initial resuscitation phase,
the values of StO2 may be unchanged or slightly decreased despite alterations in
the microcirculation. Indeed, even though microvascular blood flow is decreased
in septic patients, a simultaneous decrease in VO2 can lead to an unchanged StO2.
In addition, in these patients the StO2 can, therefore, be normal or even increased
when the venous blood compartment volume is relatively reduced and/or when
arterio-venous shunting results in increased oxygen saturation of the venous
blood.

The NIRS technique also allows the capacity of the microvascular bed to
recruit microvessels in response to a hypoxic stimulus to be tested by perform-
ing a vascular occlusion test (VOT). The analysis, interpretation, and under-
standing of StO2 measurements during VOT are still debated [15]. However, it is
assumed that when the StO2 recovery slope is reduced, the capacities of recrui-
ting microvessels in response to a hypoxic stimulus are lower. Accordingly, Cre-
teur et al. [16] showed that the StO2 recovery slope was lower in septic patients
and that the presence of this alteration in the first 24 h of sepsis and its persis-
tence were associated with a worse outcome. Other studies have reported lower
than normal StO2 recovery slopes in patients with sepsis [17–19]. We may won-
der whether the analysis of StO2 during VOT could be useful to determine
whether fluid resuscitation can result in recruitment of microvessels. Indeed,
Georger et al. [20] reported that restoring mean arterial pressure (MAP) with
norepinephrine improved the StO2 recovery slope during severely hypotensive
septic shock.

Tissue PCO2

Several experimental and clinical studies have demonstrated that gastric mucosal
(gastric tonometry) and sublingual PCO2 are quantifiable, reproducible and prac-
tical techniques to assess microvascular blood flow during acute fluid resuscita-
tion [21–24].

In stable respiratory condition, tissue PCO2 reflects the balance between tissue
production and its clearance by the local microcirculation. Among the factors
determining tissue PCO2 (arterial CO2, regional blood flow, microvascular blood
flow and tissue CO2 production [aerobic and anaerobic]), microvascular blood
flow is the major one. During hypoxic hypoxia, in which microvascular flow is
preserved, the tissue PCO2 should not increase because CO2 is washed out by the
microvascular blood flow [23, 25]. If the microvascular blood flow is altered, the
CO2 washes out from the tissue more slowly inducing accumulation of tissue CO2.
In septic patients, Creteur et al. [24] supported the concept that microvascular
blood flow is the major factor determining tissue PCO2, by reporting that the
decrease in sublingual PCO2 gap paralleled the increase in the proportion of well-
perfused capillaries in each patient during dobutamine infusion.

Recently, the ear lobe cutaneous tissue CO2 (PcCO2) level has been evaluated as
a reliable tool to investigate microcirculatory perfusion in ICU patients [26]. The
differences between PcCO2 and PaCO2 (PcCO2-PaCO2), and between cutaneous
PcCO2 and end-tidal PCO2 (PcCO2-etCO2) were evaluated during 36 hours in ICU
patients. Twenty-four hours after ICU admission, a PcCO2-PaCO2 > 16 mmHg and
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a PcCO2-etCO2 > 26 mmHg was related to a poor outcome. PcCO2-PaCO2 and
PcCO2-etCO2 variations during fluid challenge were inversely correlated with
changes in skin microcirculatory blood flow (laser Doppler flowmetry) [26]. This
non-invasive technique seems to be promising for futures studies.

Contrast Enhanced Ultrasonography

Recent progress in ultrasonography with microbubble contrast has allowed quanti-
fication of regional blood flow in real time at the bedside [27–29]. Contrast-
enhanced ultrasonography (CEUS) is a non-invasive bedside technique based on
the use of gas-filled microbubbles to assess microvascular tissue perfusion. With
appropriate imaging modes and software, CEUS allows dynamic quantification of
tissue flow in both the macro- and microvasculatures. This technique use micro-
bubble contrast agents, which are composed of tiny bubbles of an injectable gas in
a supporting shell. Microbubbles remain confined to the intravascular space
because their size (1 to 6 m) prevents them from diffusing through the endothe-
lium. Changes in the shape of microbubbles with ultrasound waves result in the
generation of nonlinear signals with a high echogenicity difference between the gas
in the microbubbles and the soft tissue. This technique opens the way to evaluate
the microcirculation in ICU patients at the bedside. Several authors have used these
methods in various organs and tissues. For example, cerebral perfusion in dogs was
assessed with CEUS at baseline and during hypercapnia and hypocapnia. Good
correlation was found between cerebral microvascular blood volume derived from
CEUS and cerebral blood flow measured by radiolabeled microspheres. Kishimoto
et al. [30] reported that CEUS can be used for quantitatively evaluating changes
induced by a therapeutic agent such as dopamine (2 mcg/min/kg) on renal cortical
blood flow. Schwenger et al. [31] reported that determination of renal blood flow
by CEUS had higher sensitivity (91 % vs. 82 %, p < 0.05), specificity (82 % vs. 64 %,
p < 0.05) and accuracy (85 % vs. 73 %, p < 0.05) for the diagnosis of chronic allo-
graft nephropathy than conventional Doppler ultrasonographic resistance indices.
CEUS is a very exciting emerging technique which may be valuable for therapy
guidance, especially for titration of fluid resuscitation. CEUS would be a helpful
tool in the ICU to assess the microcirculation and the impact of therapeutic inter-
ventions on organ dysfunction, such as acute kidney injury.

Microdialysis

The microdialysis technique mimics the function of a blood capillary by position-
ing a thin dialysis tube in the tissue and can be used to analyze the chemical
composition of the interstitial fluid. Microdialysis allows measurements of differ-
ent molecules in the extracellular space. The concentration gradients between the
interstitial fluid and the perfusate constitute the driving force for diffusion. The
molecular weight of the molecules being sampled is limited by the pore size of the
dialysis membrane (cut-off). The perfusate flows along the dialysis membrane
slowly and at a constant speed, and the sample (dialysate) is collected and ana-
lyzed biochemically. The microdialysis technique has been used in most human
tissues. Since microdialysis is an invasive technique, the tissue damage caused by
the catheter and the possible complications are of special importance. These risks
may be most obvious during intracerebral microdialysis. The brain is also the
organ where we have most clinical experience [32, 33].
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Glucose, pyruvate and lactate measurements provide information about the rela-
tive contributions of aerobic and anaerobic metabolism to bioenergetics.
Increased lactate concentrations and elevation of the lactate/pyruvate ratio are
robust and reliable indicators of increased anaerobic metabolism. In acute brain
injury, several studies have shown that probes placed directly in contusions or
infarcts reveal severe neurochemical alterations. Cerebral microdialysis provides
substantial new information about the neurochemistry of the acutely injured
brain and could be very useful in the future to prevent secondary neurological
deterioration [33]. Alterations of metabolism during periods of intracranial
hypertension have been associated with a reduction in brain glucose and eleva-
tion of the lactate/pyruvate ratio. Cerebral microdialysis has been used to guide
cerebral perfusion pressure targets [34]. In patients with subarachnoid hemor-
rhage, an increased risk of metabolic alterations was noted at hemoglobin con-
centrations below 10 g/dl [35]. In septic shock, it has been reported that the lac-
tate/pyruvate ratio may be increased [36].

Conclusion

The challenge of fluid resuscitation is to improve the microcirculation and tissue
oxygenation without inducing fluid overload. Thus, it is essential to have markers
of microcirculation and tissue oxygenation to guide fluid therapy. The physician
needs to know when fluid resuscitation cannot improve the microcirculation.
There is a need to have quantifiable, validated, reproducible and practical tech-
niques to evaluate the microcirculation in ICU patients. Guiding fluid resuscita-
tion with the use of emerging techniques will allow fluid strategies that target the
microcirculatory perfusion in the future with the hope that this approach will
decrease organ dysfunction.
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Introduction

Human serum albumin is the most abundant plasma protein, representing about
50 % of the total protein content (3.5–5 g/l). Albumin is a protein of 585 amino
acids and molecular weight 66 kDa encoded by a gene on chromosome 4 and is
exclusively synthesized by liver cells, which release it directly into the blood
stream without storage. Under physiological conditions, only 20–30 % of hepato-
cytes are committed to the production of 9–12 g of albumin per day; therefore,
the liver has a large functional reserve, so that it can increase the synthesis of this
protein by 3–4 times, if necessary. The production of albumin is mainly regulated
by the osmolarity and oncotic pressure of interstitial fluid in the liver extravascu-
lar space, but it is also induced by hormonal factors (insulin, cortisol and growth
hormone) and inhibited by acute phase cytokines, such as interleukin (IL)-6 and
tumor necrosis factor (TNF)-α [1].

Because serum albumin scarcely crosses the majority of capillaries, it remains in
the blood stream and generates about 70 % of the plasma oncotic pressure. This
feature is two-thirds because of a direct osmotic effect and one third because of the
Gibbs-Donnan effect, as a result of the strong negative charges attracting positively
charged molecules into the intravascular compartment. Albumin is, therefore, a
main modulator of fluid distribution throughout body compartments [1].

The capacity of albumin to expand the plasma volume represents the patho-
physiological background for the use of human albumin in many clinical condi-
tions; nevertheless, its administration is often inappropriate, largely because of a
common belief in its efficacy, whereas many indications are still under debate or
have been disproved by evidence-based medicine. Indeed, the high cost, the theo-
retical risk of viral disease transmission, and the availability of cheaper alterna-
tives should be carefully weighed when considering prescription of albumin [2].
At present, it is generally accepted that the administration of non-protein colloids
and crystalloids represents the first-line treatment of resuscitation, and use of
albumin in critically ill patients should be reserved for specific conditions, such
as in patients with septic shock [3, 4]. Albumin administration is not recom-
mended to correct hypoalbuminemia per se (i.e., not associated with hypovole-
mia) or for nutritional intervention [2, 5], but these indications are often disre-
garded in clinical practice. Albumin is also prescribed in certain specific condi-
tions and diseases, such as kernicterus, plasmapheresis, and graft versus host dis-
ease [2], even though these indications are not supported by definite evidence.

Although the clinical use of albumin is mainly related to plasma volume
expansion, albumin is more than a volume expander, having further biological
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Fig. 1. Non-oncotic properties of human albumin: Binding, transport and detoxification capacities.
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inflammatory drugs; CYS: cysteine

properties: It binds and transports a variety of water-insoluble molecules, metals,
and drugs, with implications for delivery and efficacy of drugs, including antibi-
otics, and for detoxification of endogenous and exogenous substances [5]. Fur-
thermore, it constitutes the main circulating antioxidant in the body, being the
major extracellular source of reduced sulfhydryl groups, potent scavengers of
reactive oxygen species (ROS) (Fig. 1) [6].

Among the 35 cysteine residues of albumin, 34 are employed for intramolecu-
lar disulfide bonds, whereas cysteine 34 (Cys34) remains free. ROS react primar-
ily with Cys34, leading to reversible, highly unstable derivatives: The sulfenic and
sulfinic acids. The subsequent, final product of the reaction is the sulfonic acid-
albumin complex. Oxidation alters the biological properties of albumin, which
becomes more susceptible to proteinase digestion, undergoes faster degradation
than the non-oxidized counterpart, and has reduced binding capacity to various
substances, including bilirubin [6, 7]. In healthy adults, about 70–80 % of Cys34
contains a free sulfhydryl group (human mercaptalbumin); about 25 % forms a
disulfide bond with small sulfhydryl compounds, such as cysteine, homocysteine
or glutathione (human nonmercaptalbumin 1); and a small fraction is highly oxi-
dized to sulfonic acid (human nonmercaptalbumin 2). In contrast, in chronic dis-
eases, such as diabetes, renal failure, ischemic heart disease, and cancer, the oxi-
dized form of albumin greatly increases, leading to an impairment of its biologi-
cal activities [7]. Ischemia-modified albumin (IMA) has the capacity to bind
cobalt and other metal ions, a property that contributes to the anti-oxidant activ-
ity of albumin by preventing these molecules from catalyzing pro-oxidative reac-
tions. Increased IMA levels have been proposed as a mortality predictor in renal
failure [8] and myocardial infarction [9].
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Human Serum Albumin and Liver Cirrhosis

Patients with advanced cirrhosis almost always have hypoalbuminemia caused
both by decreased synthesis by the hepatocytes and water and sodium retention
that dilutes the content of albumin in the extracellular space. Other factors likely
contribute to the development of hypoalbuminemia, including an increased
transcapillary transport rate [10].

Oncotic Properties of Albumin in Cirrhosis

The therapeutic use of albumin in hepatology dates back to the 1960s when it was
thought that hypoalbuminemia had a prominent role in the pathogenesis of asci-
tes, because of alteration of the balance between the forces of Starling in the
intrahepatic microcirculation. It was found that plasma albumin levels less than
3 g/l were almost constantly associated with the presence of ascites, which did not
develop with plasma levels greater than 4 g/l [11]. Moreover, plasma oncotic pres-
sure less than 20 mmHg significantly increased the probability of developing asci-
tes in the presence of portal hypertension [10]. These findings may support sup-
plementation with exogenous albumin in patients with ascites and hypoalbumi-
nemia. However, the net flow of fluid from the vascular compartment to the inter-
stitium is regulated by its transcapillary gradient rather than by its intravascular
concentration alone. When the gradient between plasma and ascitic fluid oncotic
pressure was taken into account, no correlation was found with the rate of ascites
formation [12], indicating that hypoalbuminemia simply reflects a deterioration
in liver synthetic function without playing a major, direct role in the pathogenesis
of ascites formation.

From the 1990s better understanding of the cardiovascular alterations in
patients with advanced cirrhosis led to a critical review of the clinical use of albu-
min. These patients typically have a hyperdynamic circulatory syndrome, charac-
terized by a decrease in peripheral vascular resistance and a compensatory
increase in cardiac output, which manifest at the clinical level with arterial hypo-
tension, tachycardia and hyperkinetic arterial pulses. The primary cause of the
hyperdynamic circulatory syndrome is arterial vasodilation, mainly localized in
the splanchnic circulatory area, of sufficient magnitude to reduce the effective
blood volume (i.e., the blood volume in the heart, lungs and central arterial tree
that is sensed by arterial receptors). Arterial vasodilation in cirrhosis mainly
results from the increased production of vasoactive substances, such as nitric
oxide (NO), carbon monoxide, and endocannabinoids, which induce vasodilation
and hamper the vascular response to vasoconstrictors. The ensuing effective
hypovolemia evokes the compensatory activation of neuro-humoral systems,
including the renin-angiotensin-aldosterone axis, sympathetic nervous system,
and arginine-vasopressin, able to promote vasoconstriction and renal retention of
sodium and water. As a result, from a functional point of view, patients with
advanced cirrhosis are hypovolemic and exhibit cardiovascular hyporeactivity,
even though their cardiac output is usually significantly elevated [13]. However, a
decrease in cardiac output leading to an exacerbation of effective hypovolemia is
observed in patients with severe disease, suggesting clinically relevant cardiac
dysfunction in the more advanced stages of cirrhosis [13]. In addition to ascites,
these cardiovascular alterations represent the pathophysiological background of
several severe complications of cirrhosis, such as hepatorenal syndrome (HRS),
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precipitated or not by spontaneous bacterial peritonitis (SBP), and post-paracen-
tesis circulatory dysfunction (PPCD), which all share acute exacerbation of effec-
tive hypovolemia as the pathophysiological momentum.

Based on this background, preservation of central blood volume represents a
major aim in the management of patients with advanced cirrhosis. Several con-
trolled and/or randomized studies have shown that albumin administration is
effective to prevent circulatory dysfunction after large-volume paracentesis [14]
and renal failure after SBP [15], and to treat HRS when given together with vaso-
contrictors [16, 17]. Furthermore, it is currently believed that the capacity of
albumin to expand the central blood volume in cirrhosis is superior to that of
several other plasma-expanders [18]. In contrast, the chronic use of albumin to
treat ascites is still debated, due to the lack of definitive scientific evidence sup-
porting its clinical benefits. Thus, albumin is now given in patients with cirrhosis
to expand effective volemia regardless of its plasma level.

Prevention of post-paracentesis circulatory dysfunction
Large-volume paracentesis is the treatment of choice for the management of
patients with massive or refractory ascites. Although large-volume paracentesis is
a safe procedure and the risk of local complications, such as hemorrhage or
bowel perforation, is very low, it can favor the development of PPCD, which is
characterized by the exacerbation of effective hypovolemia and is defined by an
increase of more than 50 % in the basal plasma renin activity 4–6 days after
paracentesis. PPCD predisposes to rapid re-accumulation of ascites, hyponatre-
mia, renal failure, and shortened survival [19].

The occurrence of PPCD is significantly reduced when large-volume paracen-
tesis is combined with infusion of albumin (8 g/l of ascites removed). Albumin
was more effective than other plasma expanders (dextran-70 or polygeline) for
the prevention of PPCD when more than 5 l of ascites were removed; however, the
incidence of PPCD was similar when less than 5 l of ascites were tapped [18, 19].
Moreover, use of albumin after large-volume paracentesis compared with alterna-
tive but cheaper plasma expanders appears to be more cost-effective because
albumin post-paracentesis is associated with fewer liver-related complications
within the first month [20].

Despite these findings, the clinical value of albumin administration as an
adjunct to large-volume paracentesis has been questioned because a survival ben-
efit could not be shown in individual randomized trials. However, a meta-analysis
that included all available randomized clinical trials comparing albumin with
alternative treatments showed that albumin infusion significantly reduces the
incidence of PPCD, hyponatremia and mortality, providing evidence-based sup-
port for the well-accepted clinical practice of infusing albumin as first choice in
patients requiring large-volume paracentesis (Bernardi M, unpublished results).

Hepatorenal syndrome
HRS is defined as the occurrence of renal failure in patients with advanced liver
disease without another identifiable cause of renal failure, and is usually classified
into two types according to the definition of the International Ascites Club [21].
Type 1 HRS is a rapidly progressive acute renal failure diagnosed when the serum
creatinine increases more than 100 % from baseline to a final level greater than
2.5 mg/dl within two weeks. It is usually precipitated by an acute insult often rep-
resented by a bacterial infection, although it may occur without any clear trigger-
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100 g [17]

1 g/kg [16] 

HUMAN ALBUMIN

ing event. Type 2 HRS is a relatively steady but moderate degree of functional
renal failure with serum creatinine levels above 1.5 mg/dl. It is usually associated
with refractory ascites and often hyponatremia. Patients with type 2 HRS may
eventually develop type 1 HRS either spontaneously or following a precipitating
event, such as SBP.

HRS can be seen as the final event of the hemodynamic disturbances character-
izing advanced cirrhosis. The development of HRS is related to an extreme reduc-
tion in the effective arterial blood volume combined with a decrease in the mean
arterial pressure (MAP). This condition results from either a marked vasodilatation
mainly in the splanchnic arterial bed or an impairment of cardiac function as a
result of cirrhotic cardiomyopathy. Thus, the cardiac output in patients with HRS
may be low or normal (infrequently high), but always insufficient for the patient’s
needs [21]. Effective hypovolemia produces a very intense compensatory activation
of the sympathetic nervous and renin-angiotensin-aldosterone systems which
causes renal vasoconstriction and a shift in the renal autoregulatory curve, render-
ing renal blood flow much more sensitive to the negative effects of low MAP [22].

The prognosis of type 1 HRS is dismal with almost 90 % of patients dying
without therapy within 2 weeks. In the last decade, combined therapy with vaso-
constrictors and albumin has proved to be effective in reversing HRS in approxi-
mately half of the cases [22]. The rationale for this approach is to improve the
markedly impaired circulatory function by causing vasoconstriction of the
extremely dilated splanchnic vascular bed and by antagonizing effective hypovo-
lemia so that MAP and renal perfusion can increase [22].

Terlipressin, a vasopressin analog, is the most studied vasoconstrictor and
two multicenter randomized trials have demonstrated the efficacy of increasing
doses of terlipressin in combination with albumin (1 g/kg or 100 g on day 1 fol-
lowed by 20–40 g/day) (Fig. 2) [16, 17]. Albumin administration appears neces-
sary to improve the efficacy of the vasoconstrictor as the rate of HRS reversal is
significantly lower with terlipressin alone compared to combination therapy

Fig. 2. Dose schedule of terlipressin and albumin in patients with hepatorenal syndrome (HRS) (data
from [16, 17]). i.v.: intravenous
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[23]. The most frequent side effects of treatment are cardiovascular or ischemic
complications, which have been reported in more than 10 % of patients treated
[24].

Vasoconstrictors other than vasopressin analogs that have been used in the
management of type 1 HRS include norepinephrine and midodrine plus octreo-
tide, both in combination with albumin. Although the number of patients
enrolled in the studies evaluating these vasoconstrictors is quite small, their use
appeared to improve renal function in a consistent number of patients with HRS
[25, 26]. Finally, a systematic review of randomized studies using terlipressin as
well as other vasoconstrictors, always in combination with albumin, has shown
that treatment is associated with an improved short-term survival [24]. This
result may be of paramount importance to keep patients waiting for liver trans-
plantation alive until an organ becomes available [27].

Prevention of hepatorenal syndrome after spontaneous bacterial peritonitis
All patients with cirrhosis and ascites are at risk of developing a bacterial infec-
tion of the ascitic fluid, called SBP, which is diagnosed when the neutrophil count
in ascitic fluid exceeds 250/mm3 as determined by microscopy [19]. SBP, even
without septic shock, may precipitate circulatory dysfunction with severe liver
failure, hepatic encephalopathy and type 1 HRS, causing the death of the patient
in approximately 20 % of cases despite infection resolution with antibiotic treat-
ment [19].

Administration of albumin at a dose of 1.5 g/kg body weight at diagnosis fol-
lowed by 1 g/kg on day 3 significantly decreased the incidence of type 1 HRS from
30 % to 10 % and reduced mortality from 29 % to 10 % compared with cefota-
xime alone in a randomized, controlled study in patients with SBP (Fig. 3) [15]. If
the efficacy of albumin administration in patients with advanced disease, as wit-
nessed by a serum bilirubin greater than 4 mg/dl and a serum creatinine greater
than 1 mg/dl, appears to be undisputed, this is not the case for patients with

Fig. 3. Effect of albumin infusion on the incidence of renal failure and mortality after spontaneous bac-
terial peritonitis in patients with cirrhosis (data from [15]).
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moderate liver failure and without renal dysfunction at diagnosis as they show a
very low incidence of HRS precipitated by SBP [15]. At the same time, it is not
established whether crystalloids or artificial colloids could replace albumin,
although equivalent doses of hydroxyethyl starch (HES) have not been found to
be as effective as albumin in preventing the circulatory dysfunction caused by
SBP [28]. Interestingly, albumin infusion was able to prevent the increase in
nitrate levels and to reduce the elevated plasma levels of Von Willebrand-related
antigen observed in patients with SBP treated with HES [29]. This finding sug-
gests an effect of albumin on endothelial function that appears to be related to
the non-oncotic properties of this molecule rather than to its activity as plasma-
expander.

Ascites
The chronic use of albumin to treat ascites is still debated, due to the lack of
definitive scientific evidence supporting its clinical benefits. When human albu-
min became available, studies performed several decades ago failed to show clear
usefulness of this substance in relieving ascites and preventing its recurrence;
however, these investigations were uncontrolled and/or included a small number
of patients [30]. Thus, treatment of cirrhotic ascites with diuretics and albumin
has been practiced on anecdote and experience for many years. More than a
decade ago, a controlled clinical trial in hospitalized patients with cirrhosis and
ascites randomized to receive diuretics associated or not with low-doses of albu-
min (12.5 g/day) showed that treatment with diuretics plus albumin was overall
more effective than diuretics alone in determining the disappearance of ascites
and reducing the length of the hospital stay [31]. However, this result was only
achieved in patients who received the initial dose of diuretics, whereas the differ-
ence in the treatment response was not statistically significant in those patients
who required higher doses of diuretics or were refractory to diuretic treatment.
Albumin administration at home also reduced the rate of ascites recurrence and
readmission to the hospital due to ascites, but its prescription was very expensive
and no effect on survival was observed [31]. More recently, the same research
group showed, in an unblinded randomized trial, that long-term albumin admin-
istration is also able to increase patient survival and to reduce the risk of ascites
recurrence [32].

No other controlled clinical trials have so far been performed to evaluate the
effectiveness of prolonged albumin administration in the treatment of cirrhosis
and ascites. Thus, the absence of confirmatory multicenter randomized studies,
together with the high cost of human albumin, explains why albumin infusion is
not usually included among the therapeutic options for difficult-to-treat ascites. A
multicenter randomized clinical trial (NCT 01288794, www.clinicaltrials.gov)
planning to enroll more than 400 patients is ongoing in Italy to cover this lack of
information.

Non-Oncotic Properties of Albumin in Cirrhosis

In recent years, scientific interest into the non-oncotic properties of human
serum albumin has progressively increased in the field of hepatology. Initial find-
ings showed that patients with chronic liver disease have decreased amounts of
circulating human nonmercaptalbumin (the ‘good guy’) and elevated levels of the
oxidized form human nonmercaptalbumin 26 (the ‘bad guy’) [33, 34]. More
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recently, binding, transport, and detoxification capacities of albumin have been
found to be severely impaired in cirrhotic patients, particularly in those with
acute-on-chronic liver failure precipitated by bacterial infections [35]. As a result,
endogenous and exogenous substances that are normally bound to albumin are
free to react arbitrarily. The reduced detoxification capacity of albumin is espe-
cially important, as it suggests that the molecule cannot bind and remove waste
products. Furthermore, IMA is significantly increased, suggesting an impaired
metal chelation capacity that contributes to generate an environment of sustained
oxidative stress by favoring radical formation through Fenton chemistry pro-
cesses. Most important, the loss of albumin function and the increase in the IMA
level were associated with poor survival [8, 9, 35].

From a clinical context, the non-oncotic properties of albumin have so far
been exploited in extracorporeal albumin dialysis systems in patients with acute
or acute-on-chronic liver failure. The two commercially available detoxification
systems are the “Molecular Adsorbent Recirculating System” (MARS) and the
“fractionated plasma separation and adsorption” (Prometheus), which are based
on the association of a conventional dialysis membrane with a second dialysis cir-
cuit filled with a circulating 20 % albumin solution in the case of MARS or with
a second filter containing albumin in the case of Prometheus. In addition to the
positive consequences associated with the removal of toxic molecules, early stud-
ies of these systems showed a favorable impact on systemic hemodynamics likely
due to the purification of substances involved in the pathogenesis of the hyperdy-
namic circulatory syndrome, such as NO, and the pro-inflammatory cytokines,
TNF-α and IL-6 [36, 37]. Such systems, currently available only in specialized and
transplant centers, have a potential therapeutic role in the following medical con-
ditions: Acute fulminant liver failure, acute liver failure on chronic liver disease,
primary dysfunction of the transplanted liver, liver failure after resection and
intractable pruritus [37]. It has to be stressed, however, that the results of the first
large-scale controlled trials that have employed either MARS or Prometheus in
patients with cirrhosis and acute-on-chronic liver failure did not show a signifi-
cant impact on major outcomes, such as survival [38, 39]. Likely, subgroups of
patients who would actually benefit from these detoxification systems need to be
identified, as suggested by the survival benefit observed in patients with severe
cirrhosis (model for end-stage liver disease [MELD] score > 30) and HRS type 1
treated with the Prometheus system [39].

Conclusion

The use of human albumin in the setting of liver cirrhosis is supported by evi-
dence arising from prospective randomized trials and meta-analyses. Albumin
administration is, therefore widely accepted and recommended by current inter-
national guidelines for the prevention of PPCD and acute renal failure in patients
with SBP, and the treatment of HRS as an adjunct to vasoconstrictors. All these
complications share the common pathophysiological background of reduced
effective volemia, mainly because of peripheral arterial vasodilation, and the
rationale underlying the use of albumin is related to its activity as a plasma
expander. However, it is likely that the beneficial effects of albumin are also
linked to its non-oncotic properties, including binding capacity, antioxidant
activity, and effects on capillary integrity. These effects represent the main fields
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of current and future research, from which will likely arise further and more
appropriate indications for albumin administration in patients with liver disease.
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Introduction

The ultimate goal of red blood cell (RBC) transfusions in anemic patients is to
provide oxygen-rich blood to the microcirculation to improve tissue oxygenation
[1]. There is little evidence, however, that this is actually achieved in patients.
RBCs undergo several biochemical and hemorheological changes during their
storage. Several clinical studies have reported blood transfusion-related complica-
tions associated with the aging of blood, such as increased mortality, multiple
organ failure, infections, and prolonged hospital length of stay. Other studies, in
contrast, have not found differences in outcome following transfusion of fresh
blood or aged blood. At present, the studies on transfusion medicine have been
mainly focused on the role of the quality of the transfused blood. These changes
are commonly referred to as storage lesions and are held responsible for many of
the deleterious effects of RBC transfusions. The presence of leukocytes and their
by-products in stored blood may be another factor affecting in vivo function of
transfused blood. Taken together, these biochemical and hemorheological
changes during RBC storage may adversely affect the ability of transfused RBCs
to deliver oxygen-rich blood to the microcirculation [2, 3]. As the ultimate aim of
RBC transfusions is to promote microcirculatory oxygen delivery (DO2), the
underlying disease should also be taken into consideration as this may interfere
with the transfusion. In fact, in some disease states it has been shown that RBC
transfusions may even have deleterious effects on the microcirculation [4, 5]. It
seems that even though systemic hematocrit and hemoglobin levels rise following
transfusion, the ability of transfused blood to actually reach the microcirculation
and oxygenate the tissues may not be achieved [6]. In two clinical studies per-
formed by our group, however, we demonstrated that RBC transfusions did pro-
mote microcirculatory perfusion and oxygenation in cardiac surgery patients [7]
and anemic hematology out-patients [8]. However, in septic intensive care
patients we too found a discrepancy in the macro- and microcirculatory response
to RBC transfusions, because systemic hematocrit and hemoglobin levels rose,
while the microcirculatory parameters did not [6, 9].

Most of the clinical and experimental studies performed have been focused on
factors related to the impaired ability of transfused RBCs to improve the micro-
circulation in anemic patients, such as the additive solutions, the leukocyte con-
tent, and storage lesions. Yet, insight into the factors diminishing the efficacy of
RBC transfusions is lacking because of the conflicting results of these studies. To
date, little attention has been given to the potential role of the condition of the
patients receiving the RBC transfusions (underlying disease, severity of disease,
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degree of anemia, therapy being administered). In this chapter, we present a brief
history of blood transfusion medicine and then evaluate studies investigating the
efficacy of RBC transfusions, focusing on two main aspects: 1) The quality of the
transfused blood and 2) the condition of the patient receiving the blood transfu-
sion.

Historical Background

Long before William Harvey described the theory of the circulation of blood,
transfusion of blood had been described on several occasions. The first known
transfusion was performed on Pope Innocent VIII in 1490. The blood of three
ten-year old boys (who died shortly after the procedure) was given into the veins
of the sick pope [10]. The first documented animal-to-animal transfusion
attempts were performed by Richard Lower and Jean-Baptiste Dennis in 1665. In
1667, Lower and Dennis each performed the first animal-to-human transfusions
with sheep and lambs as donors. The next important step in transfusion medicine
was taken by James Blundel, an English obstetrician who performed the first
human-to-human transfusion in 1818. Between 1818 and 1829, Blundel per-
formed 10 experiments using human blood, of which only 4 were successful. Until
the 20th century, blood transfusion remained a risky treatment due to fatal
hemolytic transfusion reactions and coagulation of donor blood. The discovery of
ABO blood groups by Karl Landsteiner in 1901 and sodium citrate as an antico-
agulant storage solution by Richard Lewisohn in 1915 had a major impact on
transfusion medicine. Later, the introduction of the rhesus (Rh) blood group sys-
tem by Karl Landsteiner and Alexander Wiener in 1940 was a huge step forwards.
Both world wars also stimulated transfusion medicine and opened new research
into colloid or plasma resuscitation. The past three decades have mainly been
focused on improvement in the quality of stored blood.

Quality of the Transfused Blood

Biochemical and Hemorheological Studies

RBCs undergo several biochemical and hemorheological changes during their
storage [11]. These changes are commonly referred to as the storage lesion and
are held responsible for many of the deleterious effects of RBC transfusion. The
biochemical changes include a decrease in 2,3-diphosphoglycerate (2,3 DPG) and
ATP levels [12], a decrease in membrane sialic acid [13], RBC membrane lipid
peroxidation [14], a loss of intrinsic RBC membrane proteins [15], a loss of cellu-
lar antioxidant capability [16], a decrease in pH [17], an increase in free hemoglo-
bin as a result of hemolysis [18], and a decrease in S-nitrosohemoglobin concen-
trations [19]. Furthermore, the hemorheological properties of the RBCs are
altered in terms of reduced deformability [20, 21] and increased aggregability and
adhesiveness to vascular endothelial cells [22]. In a very elegant study by Dona-
dee et al., storage of human RBCs resulted in the accumulation of cell-free and
microparticle-encapsulated hemoglobin, which scavenges the vasodilator nitric
oxide (NO) approximately a thousand times faster than intact erythrocytes [18].
In line, the authors showed that cell-free and microparticle-encapsulated hemo-
globin is a highly potent vasoconstrictor in vivo and that even the infusion of the
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plasma from stored RBC units produced significant vasoconstriction in the rat
due to storage-related hemolysis.

Taken together, these biochemical and hemorheological changes during RBC
storage may adversely affect the ability of transfused RBCs to deliver oxygen-rich
blood to the microcirculation. The biochemical changes, and especially the
depleted 2,3-DPG levels, increase the hemoglobin oxygen affinity in stored RBCs
which leads to impaired oxygen offloading in the tissues. It has been shown, how-
ever, that the 2,3-DPG levels recover within 72 hours after transfusion in vivo
[23]. In a recent experimental study by our group, we showed that the storage-
related decline in RBC ATP levels, which is responsible for the worsening of RBC
viability during storage, could be reverted by treatment of cells with a rejuvena-
tion solution. This method was, in addition to restoring ATP levels, also successful
in restoring the ability of the stored RBCs to transport oxygen to the renal micro-
circulation of anemic rats [24]. Finally, the altered hemorheological properties of
stored RBCs in terms of increased stiffness, aggregability, and adhesiveness may
severely impair the ability of transfused cells to enter the microcirculation [2].

Leukocyte Studies

Leukocytes and their by-products in stored blood may be another confounding
factor affecting the in vivo efficacy of transfused blood. It is generally thought
that the cytokines, enzymes, and inflammatory mediators derived from leuko-
cytes during blood storage may worsen storage lesion and cause transfusion-
related immunomodulation. Leukoreduction is performed to reduce some of the
negative immunosuppressive effects of blood transfusions and to mitigate RBC
storage lesions [25, 26]. However, there are conflicting data in the literature
regarding the clinical impact of transfusion of non-leukoreduced blood. Anniss
and Sparrow examined endothelial RBC adherence and compared non-leukode-
pleted blood, buffy-coat-poor blood, and leukodepleted blood and demonstrated
that leukodepleted blood showed significantly lower adhesiveness to vascular
endothelial cells, an effect which would be beneficial for the microvascular perfu-
sion of transfused blood [27]. Consistent with the idea that leukoreduction pro-
vides a better quality stored blood, van de Watering et al. reported increased sur-
vival rates in cardiac surgery patients receiving leukoreduced RBC units com-
pared to patients transfused with buffy-coat-removed packed RBCs units [28]. In
addition, Netzer et al. reported an association between leukoreduced RBC trans-
fusion and decreased mortality rates [29]. In contrast, a randomized prospective
study in 2780 patients receiving either leukoreduced or non-leukoreduced RBC
units showed no beneficial effect of leukoreduction on clinical outcome, including
mortality, length of intensive care unit (ICU) stay, and readmission rate [30].
Nathens et al., moreover, randomized 268 of 1864 trauma patients to receive leu-
koreduced or non-leukoreduced RBC units and demonstrated no difference in
mortality or morbidity [31].

Experimental Studies

Several experimental studies have shown that transfusion of fresh RBCs is more
effective at improving the microcirculation in anemic animals compared to trans-
fusion of aged RBCs. Van Bommel et al. showed that transfusion of rat blood
stored for four weeks was not as effective in improving intestinal microcirculatory
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oxygenation following hemorrhage as compared to fresh rat blood [20]. No such
differences were observed in the changes in venous saturation levels which
responded equally well to both RBC solutions. The authors furthermore showed
that the type of preservation solution used to store the RBCs could significantly
affect the RBC rheological properties and consequently the efficacy of RBC
transfusion with respect to improving microvascular oxygenation. Tsai et al.
showed that transfusion of stored RBCs resulted in significantly malperfused
and underoxygenated skin microvasculature in severely hemodiluted hamsters
[32]. This effect was not detectable at the systemic level, underscoring the
importance of studying the effects of RBC transfusions at the microcirculatory
level. It must be noted, however, that the blood was hamster blood stored for 28
days, which may correspond to much older human blood than is conventionally
used (e.g. [33]) and, in addition, the blood was not leukodepleted so the results
of this study should be evaluated with care. Raat et al., in pursue of a more clin-
ically relevant model, developed a rat model that tolerated transfusion of
human RBCs [12]. The authors measured intestinal microcirculatory oxygena-
tion and tested whether transfused human RBCs functionally transport oxygen
to the rat microcirculation. It was shown that at low hematocrit, the oxygen-
delivering capacity of human RBCs stored for 5–6 weeks was significantly
reduced compared to the capacity of fresh human RBCs and human RBCs
stored for 2–3 weeks.

Clinical Studies

Several clinical studies have reported blood transfusion-related complications
associated with the aging of blood, such as increased mortality [34, 35], multiple
organ failure [36], infections [37], and prolonged hospital length of stay [38].
Other studies, in contrast, have not found differences in outcome following trans-
fusion of fresh or aged blood [39–42]. The clinical studies that identified compli-
cations associated with aging of blood are listed in Table 1 and the clinical studies
that did not are listed in Table 2.

Table 1. Clinical studies that identified complications associated with aging of blood.

First author [ref] Year of
publication

Patients Complication(s) associated with
transfusion of aged blood

Marik [4] 1993 23 septic patients gastric PCO2

Purdy [34] 1997 31 septic ICU patients mortality

Vamvakas [37] 1999 416 cardiac surgery patients postoperative pneumonia

Zallen [36] 1999 63 trauma patients multiple organ failure

Offner [38] 2002 61 trauma patients prolonged ICU length of stay
major infections

Weinberg [43] 2008 1813 trauma patients mortality
renal failure
pneumonia

Koch [35] 2008 6002 cardiac surgery patients mortality
postoperative complications
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Table 2. Clinical studies that did not identify complications associated with aging of blood.

First author [ref] Year of
publication

Patients Tested outcome parameters

Vamvakas [39] 2000 268 cardiac surgery patients ICU length of stay
post-operative pneumonia

Walsh [40] 2004 22 septic shock patients gastric tissue oxygenation

Murrell [41] 2005 275 trauma patients mortality

Van de Watering
[42]

2006 2732 cardiac surgery
patients

mortality
ICU length of stay

Yuruk unpublished
data

20 hematology outpatients microvascular density
microvascular oxygenation

In septic ICU patients, Purdy et al. reported that the 19 who died received more
and older RBCs compared to the 12 surviving patients [34]. Vamvakas et al. dem-
onstrated in a retrospective cohort study in 416 cardiac surgery patients that
transfusion of aged RBC units was associated with an increased risk of postopera-
tive pneumonia [37]. Zallen et al. retrospectively reviewed a database of trauma
patients who had received 6–20 units of RBCs in the first 12 hours after admis-
sion to the trauma center and found that 23 of 63 patients who developed multi-
ple organ failure had received RBCs that had been stored for more than a month
[36]. Offner et al. [38] reported a trauma cohort of 61 patients who received 6–20
units of RBCs in the first 12 hours after admission (same institute and study
design as that of Zallen et al. [36]). In this second study, it was found that trans-
fusion of RBCs stored for more than two weeks was associated with an increased
risk of major infections and longer stay in the ICU [38]. However, in contrast to
the first study, no association was found between the age of the transfused blood
and the occurrence of multiple organ failure or mortality. Weinberg et al. [43] ret-
rospectively examined the role of the age of transfused blood with respect to
mortality in 1813 trauma patients. Trauma patients were considered eligible for
analysis when receiving more than 1 unit of packed RBCs within the first 24
hours after admission. The authors showed that larger transfusion volumes of
blood, irrespective of storage age, were associated with increased risk of mortal-
ity. This was, moreover, shown to be potentiated by the aging of blood. However,
for patients transfused with smaller blood volumes, blood age had no effect on
mortality [43]. In a large retrospective study, Koch et al. reviewed the outcome of
cardiac surgery patients who received either RBCs stored for 14 days or less (2872
patients) or RBCs stored for more than 14 days (3130 patients). The authors
found that patients who were given older units had higher rates of in-hospital and
out-hospital mortality. Furthermore, patients who had been transfused with aged
RBCs had a significantly higher risk of postoperative complications [35]. These
results, however, should be interpreted with caution since these authors attributed
their results to storage length while about half of the transfused blood was non-
leukodepleted and, in addition, the length of storage tolerated in the US is consid-
erably longer than that allowed in Europe.

In contrast to the studies described above, other studies have found no link
between duration of RBC storage and clinical outcome of the recipient. Vamvakas
et al., previously reporting that transfusion of aged RBC units was associated with
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an increased risk of postoperative pneumonia, in a subsequent retrospective
study in 268 consecutive cardiac surgery patients receiving RBC transfusion
found no relationship between length of ICU and hospital stays and the age of the
transfused blood [39]. In a randomized prospective clinical trial by Walsh et al.,
22 patients with septic shock were randomized to receive transfusion of RBCs
stored for longer than 20 days (12 patients) or transfusion of RBCs stored for less
than 5 days (10 patients). The authors found no differences in outcome between
the two groups [40]. Murrell et al. performed a retrospective cohort study includ-
ing 275 patients in a trauma center. They found no relationship between the age
of the RBC units and the mortality rate of studied patients. However, ICU length
of stay was longer in those receiving older RBC units [41]. Van de Watering et al.
performed a large retrospective review consisting of 2732 patients who under-
went cardiac surgery and received non-leukoreduced RBC units. The multivariate
analysis demonstrated no independent effect of storage duration of RBC units on
survival or length of ICU stay [42]. The above studies all need to be interpreted
with care because the transfusion conditions are often no longer applied in mod-
ern transfusion practice, at least in Europe. That is why the recent study by Sakr
et al. is of significance. These authors retrospectively analyzed the results of 5925
patients in a surgical ICU and found that higher hemoglobin concentrations and
blood transfusion were independently associated with a lower risk of in-hospital
death in patients admitted to the ICU after non-cardiovascular surgery, in
patients with higher severity scores, and in patients with severe sepsis. This was
noted to be the case especially in patients aged from 66 to 80 years [6].

With the aim of studying the effects of storage duration on the ability of RBC
transfusions to reach the microcirculation, our group performed a prospective
randomized pilot clinical study. Twenty anemic hematology outpatients were ran-
domized to receive transfusion of leukodepleted RBCs in saline-adenine-glucose-
mannitol (SAGM) stored for less than one week (n = 10) or transfusion of leuko-
depleted RBCs in SAGM stored for 3–4 weeks (n = 10). We were able to show a
parallel increase in both systemic hemoglobin and hematocrit values and micro-
vascular perfused vessel density and oxygen saturation with differences between
the two groups (Yuruk et al., unpublished data).

Condition of the Patient Receiving Blood Transfusion

Underlying Disease

At present, studies on transfusion medicine have been mainly focused on the role
of the quality of the transfused blood. As the ultimate aim of RBC transfusions is
to promote microcirculatory DO2, the underlying disease should also be taken
into consideration as this may interfere with the efficacy of transfusion. For
example, in some disease states, such as sepsis, blood transfusion has been shown
to be ineffective in improving the microcirculation possibly due to altered rheo-
logical, coagulation, and inflammation factors already present in the host circula-
tion in combination with microvascular obstruction and shunting often seen in
septic patients [2, 4].

Only a few studies have investigated the direct effects of RBC transfusions on
the microcirculation [7, 8, 44–46] and only three studies have shown a beneficial
effect of RBC transfusions on the microcirculation, of which one was in adults
undergoing cardiac surgery [7], one in hematological outpatients [8], and one in
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Table 3. Clinical studies on the effects of blood transfusion on the microcirculation.

First author
[ref]

Year of
publication

Patients Effect on microcirculation

Genzel-Boro-
viczény [46]

2004 13 preterm infants Increased skin functional capillary density 2
hours and 24 hours after transfusion.

Sakr [44] 2007 35 severely septic
patients

No changes in the sublingual microcirculation
after transfusion; however, the microcirculation
improved after transfusion in patients with
depressed baseline values.

Creteur [45] 2009 44 intensive care
patients
(18 patients with
sepsis)

No changes in muscle tissue oxygenation, oxy-
gen consumption, and microvascular reactivity
after transfusion; however, oxygen consump-
tion and microvascular reactivity improved
after transfusion in patients with depressed
baseline values.

Yuruk [7] 2011 24 cardiac surgery
patients

Increased sublingual microcirculatory density
and tissue oxygenation after transfusion.

Yuruk [8] 2011 20 hematology
outpatients

Increased sublingual and muscle tissue oxy-
genation after transfusion.

anemic preterm infants [46]. The contrasting results (Table 3) of these studies
might be explained by the studied patient populations as the studies showing no
effect of RBC transfusions were carried out in (septic) ICU patients [44, 45], in
which the microcirculation is significantly impaired with endothelial dysfunction
and abnormal endogenous RBCs [47, 48]. These depressed microcirculatory con-
ditions are much less prevalent in surgical patients [7], hematological outpatients
[8], and preterm infants [46], possibly explaining the discrepancy between these
studies.

Sakr et al. studied the sublingual microcirculation in 35 septic patients using
orthogonal polarization spectral (OPS) imaging. They performed the measure-
ments just before RBC unit transfusion and one hour after transfusion of one or
two leukoreduced RBC units with a mean age of 24 days. They found that
although mean arterial pressure (MAP) and DO2 increased following RBC trans-
fusion, oxygen uptake and microcirculatory parameters did not. It must be noted,
however, that there was interindividual variability with an increase in sublingual
capillary perfusion in patients with depressed perfusion at baseline and a
decrease in perfusion in patients with normal baseline perfusion [44]. Creteur et
al. obtained similar results studying muscle oxygenation, oxygen consumption,
and microvascular reactivity using near-infrared spectroscopy (NIRS) in ICU
patients receiving one leukoreduced RBC unit with a mean age of 18 days [45]. In
contrast, Genzel-Boroviczény et al. observed an increased functional capillary
density in the skin 2 hours and 24 hours after transfusion of 9.3–14.2 ml of
packed RBCs per kg body weight (age of packed RBCs unknown) in pediatric
patients [46]. In line with the study by Genzel-Boroviczény et al., our group dem-
onstrated increased sublingual microcirculatory density and tissue oxygenation
after transfusion of one to three RBCs units with a mean age of 18 days in cardiac
surgery patients [7] and increased sublingual and muscle tissue oxygenation after
transfusion of two or three RBCs units with a mean age of 21 days in hematology
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outpatients [8]. In these studies, we have been able to verify that transfused blood
is effective in improving oxygen transport to the tissue by promoting RBC deliv-
ery to the microcirculation and we also identified the mechanism by which this
is accomplished: i.e., not by increasing microcirculatory flow velocity but rather
by filling empty capillaries, by which the oxygen diffusion distances to the tissue
cells is reduced. In an attempt to confirm the findings by Sakr et al. and Creteur
et al., we have recently conducted a pilot study testing the ability of RBC transfu-
sions to improve microcirculatory density as studied using sidestream dark field
(SDF) imaging and oxygenation as studied using NIRS in adult septic patients [9]
and critically ill pediatric patients, both groups with severely disturbed microcir-
culations.

Conclusion

The ultimate aim of blood transfusion is to provide oxygen-rich RBCs to the
microcirculation to improve DO2 to the tissue cells that is required for maintain-
ing organ function. However, only a few clinical studies have actually evaluated
the effects of blood transfusions at the microcirculatory level. Therefore, the abil-
ity of blood transfusions to improve microcirculatory DO2 should be addressed in
larger clinical trials. As several studies have shown that the septic microcircula-
tion is resistant to blood transfusion, new maneuvers to increase the efficacy of
blood transfusions in septic patients should be investigated. However, first it is
important to gain understanding of the mechanisms responsible for the resistance
of the septic microcirculation to blood transfusion. With this knowledge, adjunct
therapies can be developed to optimize the efficacy of blood transfusion for sep-
tic (and non-septic) patients to achieve improved oxygen transport to the tissues.
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Background

Physicians have long recognized, though incompletely understood, the respira-
tory symptoms their patients may manifest after receiving a blood product trans-
fusion [1, 2]. Today, two distinct pulmonary transfusion reactions are recognized
as the likely etiology. Although both share a similar clinical phenotype of pulmo-
nary edema and hypoxemic respiratory insufficiency, each have different manage-
ment schemes and preventative strategies [3–6]. One reaction, called transfusion-
related acute lung injury (TRALI) is a life-threatening complication marked by
acute inflammation and injury to the pulmonary parenchyma and vasculature
with resultant alveolar flooding. The second, transfusion-associated circulatory
overload (TACO) results from the compensatory capacity of the cardiovascular
system being overwhelmed by an increase in intravascular volume. This over-
loaded state manifests as respiratory distress from hydrostatic pulmonary edema.

In a time when it is estimated that nearly 1 of every 2 patients admitted to an
intensive care unit (ICU) will receive at least one allogenic blood product [7], a
comprehensive understanding of these two pulmonary transfusion reactions is
needed more than ever. TRALI has become the leading cause of transfusion-
related morbidity and mortality in the world [8, 9]. Likewise in 2010, the U.S.
Food and Drug Administration (FDA) noted that TACO was the second leading
cause of transfusion-related mortality, accounting for 20 % of all transfusion-
related fatalities [8]. In this chapter, we review the epidemiology, pathophysiol-
ogy, clinical management and future directions of research for TRALI and TACO.
We will also describe the diagnostic tools available to the clinician faced with the
challenge of differentiating between the two.

Transfusion-related Acute Lung Injury

Epidemiology

Although initially described decades ago [2, 10], uniform diagnostic criteria for
TRALI were only established following a Consensus Conference in Toronto, Can-
ada in 2004 [11]. These recommendations (Box 1) have since gained broad
endorsement, facilitating efforts to better understand TRALI epidemiology and
pathophysiology. Recent estimates suggest that TRALI occurs at a rate of 0.02 %
– 0.05 % per component transfused and in 0.04 % – 0.16 % of patients transfused,
making it substantially more common than both hemolytic transfusion reactions
and transfusion-mediated microbial infections [8]. However, because of reliance
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Box 1. TRALI Consensus Criteria [11]

ALI: a) Acute onset
b) Hypoxemia

i. PaO2/FiO2 300 or SpO2 < 90 % on room air (or other clinical evidence of hypoxemia)
c) Bilateral infiltrates on frontal chest radiograph
d) No evidence of left atrial hypertension (i.e circulatory overload)

Plus: e) No pre-existing ALI before transfusion
f) During or within 6 hours of transfusion
g) Bearing no temporal relationship to an alternative risk factor for ALI

on passive reporting rather than active surveillance, as well as persistent prob-
lems with poor syndrome recognition, these estimates likely fall short. Indeed, in
2002, Kopko et al. found that only 13.4 % of cases with symptoms suggestive of
TRALI on post hoc analysis were reported as possible transfusion reactions [12].
Furthermore, a recent prospective cohort study, using the 2004 consensus crite-
ria, noted an 8 % incidence of TRALI in a tertiary care ICU setting [4]. Although
the ICU represents a higher-risk subgroup of transfusion recipients, these find-
ings support the fact that TRALI is far more common than previously believed.

Although it is recognized that all blood products are associated with TRALI,
those containing higher volumes of plasma (e.g., whole blood, fresh frozen
plasma [FFP], plasma stored within 24 hours, and apheresis platelets) have con-
sistently carried the greatest risk [4]. The American Red Cross recently reported
per component risks of fatality from probable TRALI [13]. This report confirms
a higher TRALI-related fatality rate with FFP (4.93 deaths per 106 components)
and single-donor apheresis platelets (3.12 per 106 components), when compared
to red blood cells (RBCs, 0.40 deaths per 106 components) and random donor
platelet products (0.46 deaths per 106 components). Most implicated units con-
tained greater than 50 ml of plasma [14].

Importantly, robust data from hemovigilance programs worldwide have sug-
gested a decreased incidence of TRALI reactions [3, 9]. Notably, this reduction
has not been consistent across all blood component therapies. This was exempli-
fied by the American Red Cross, who recently reported a significant decrease in
TRALI cases due to plasma from 2006 to 2008 [15], without a significant decrease
in cases associated with RBCs. Several other agencies have subsequently sup-
ported these findings [3]. This discrepancy among various blood products is
believed to be largely because of changes in donor procurement strategies aimed
at minimizing donation from allo-immunized donors: For example, male-only
donation policies for components containing high plasma volumes, suspensions
of buffy coat platelet pools in male-only plasma, and increased use of whole-
blood derived platelet products. Many centers have also incorporated anti-human
leukocyte antigen (HLA) testing into their donor screening strategies. [16]

In 2003, TRALI emerged as the leading cause of transfusion-related death
reported to the FDA [8, 9]. Today, despite the recent fall in TRALI cases, it
remains the leading cause of transfusion-related mortality in the United States
[8]. In the fiscal year of 2010, 18 TRALI-related fatalities were reported to the
FDA. This nearly equals the total number of all other transfusion-related deaths
in that year (n = 22). Notably, however, with appropriate supportive care, most
cases of TRALI will recover. Generally, recovery is quite rapid, with most TRALI
patients showing evidence of both clinical and radiographic resolution within
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48–96 hours of syndrome onset [14]. However, approximately 20 % of TRALI
cases exhibit refractory hypoxemia, and these patients have been suggested to
have a higher mortality rate of 6 % – 14 % [14].

Pathophysiology

Although the pathogenesis of TRALI remains incompletely understood, antibodies
found in donor plasma that are directed at HLAs or human neutrophil antigens
(HNA) in the recipient have been implicated in 65–90 % of cases [17]. In this sce-
nario, donor anti-HLA/anti-HNA antibodies are believed to interact with cognate
antigens on the recipient leukocytes and/or pulmonary endothelial cells (anti-HLA
antibodies only) [18]. This process results in leukocyte activation and aggregation
within the pulmonary microcirculation. The subsequent neutrophil respiratory
burst, along with concomitant compliment activation, activates and injures endo-
thelial cells resulting in capillary leak, alveolar flooding, and the full acute lung
injury (ALI) phenotype. Importantly, although some antibodies appear capable of
inciting a TRALI episode independently, by inducing both neutrophil priming and
activation (referred to as leukoagglutinins), others appear to require an initial neu-
trophil priming event such as surgery or a concomitant infection [18]. A number of
antibodies capable of producing this cascade of events have been described, includ-
ing HLA class I, HLA class II, and neutrophil-specific antibodies. Of these, the anti-
HNA-3a antibody has been noted to be a high-frequency antibody, which appears
to be associated with severe TRALI reactions [18]. Indeed, anti-HNA-3a is one class
of antibodies believed capable of both neutrophil priming and activation.

Importantly, a sizable proportion of TRALI reactions appear not to be anti-
body mediated. For example, donor antibodies have been reported absent in
greater than 15 % of documented TRALI reactions [19]. In addition, a number of

Fig. 1. Putative biologic and physiologic consequences of storage lesion. TNF: tumor necrosis factor; IL:
interleukin; RANTES: Regulated upon Activation, Normal T-cell Expressed, and Secreted; MCP: monocyte
chemoattractant protein; IFN: interferon;
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TRALI cases have been identified in which the recipient did not possess a match-
ing cognate antigen [20]. These inconsistencies have generated interest in a sec-
ond non-antibody-mediated mechanism for TRALI which has been termed the
“two-hit” model [21]. As with the antibody-mediated mechanism, this model
generally describes a neutrophil priming event such as trauma, surgery or a con-
comitant infection [4, 21]. This priming event results in adhesion and sequestra-
tion of neutrophils to activated pulmonary endothelium. In the case of TRALI,
the second event that leads to neutrophil activation is postulated to be the infu-
sion of biologically active triggering substances that accumulate within cellular
blood products during storage [18]. Although a variety of soluble biologic
response modifiers such as bioactive lipids and soluble CD40 ligand, have been
implicated as potential TRALI triggers, the true causal agents underlying this sec-
ond hit remain under investigation (Fig. 1) [19, 22]. Whatever the true activating
agents may be, the respiratory burst of activated neutrophils ultimately leads to
capillary injury, alveolar edema and inflammatory pulmonary edema.

Management

Initial evaluation
If TRALI is suspected, the transfusion should be immediately discontinued. The
event should be reported to the blood bank and a transfusion reaction work-up
initiated. The implicated blood component should be returned to the blood bank
to aid in the transfusion reaction evaluation [11].

Supportive therapies
At present, the mainstay of TRALI management is supportive care with the sup-
plementation of oxygen to correct hypoxemia being the cornerstone of therapy
[11]. Previous reports suggest that nearly 70 % of patients will also require venti-
latory assistance. Approximately 20 % of TRALI cases have been reported to
result in persistent hypoxemia and are often associated with systemic hypoperfu-
sion and acute respiratory distress syndrome (ARDS) [14, 23]. As expected, these
cases may require more aggressive concomitant therapies.

Mechanical ventilation
Although there have been no systematic evaluations detailing the optimal ventila-
tor management of patients with TRALI, we would agree with previous recom-
mendations that it would be prudent to adopt evidence-based practices from the
histopathologically similar ALI [5, 24]. Specifically, we would endorse the use of
low-tidal volume ventilation ( 6 ml per kg of ideal body weight) while maintain-
ing the inspiratory plateau pressures at 30 cmH2O [25].

The use of positive-end expiratory pressure (PEEP) levels in mechanically venti-
lated patients with ALI remains a matter of debate [26]. As such, we cannot provide
any firm recommendations on the management of PEEP for patients with TRALI.

Management of intravascular volume status
Patients with TRALI are often hypovolemic and hypotensive. Therefore, the initial
goal of hemodynamic management is to ensure adequate end-organ perfusion.
This may be achieved with fluid resuscitation, vasoactive support, or a combina-
tion of the two. Diuretic therapy may result in hypotension and should be used
with caution in the early phases of a TRALI reaction [27]. Importantly, conserva-
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tive fluid management in patients with the more general syndrome of ALI has been
shown to improve outcomes. The ARDS-Network Fluid and Catheter Treatment
Trial (FACTT) demonstrated an increase in the number of ventilator-free days (14.6
± 0.5 vs. 12.1 ± 0.5) and ICU-free days (13.4 ± 0.4 vs. 11.2 ± 0.4) for patients with
lung injury who received an aggressive diuretic regimen [28]. Whether or not these
findings generalize to patients with TRALI remains unclear, and it should be
emphasized that diuresis was not attempted in patients who were hypotensive in
the FACTT trial [28]. However, for patients with sustained hypoxemia and hemody-
namic stability, diuretic therapy may be a reasonable intervention.

Corticosteroids
Despite a strong biologic rationale, the role of corticosteroid therapy in ALI
remains a matter of debate [29, 30]. Early investigations of high-dose corticoste-
roid therapy failed to identify a beneficial effect and indeed suggested the poten-
tial for harm [31]. Subsequent investigations evaluating lower-dose protocols have
yielded mixed results [29, 30]. Notably, the largest randomized clinical trial evalu-
ating corticosteroids in the treatment of ALI performed to date suggests the
potential for harm when initiating therapy more than 14 days after syndrome
onset [30]. Aside from case reports, no well-designed studies to evaluate steroids
in TRALI exist. Therefore, in the face of conflicting and inconclusive data, we
cannot advocate the use of corticosteroids in the setting of TRALI. Moreover, we
would advise against the use of corticosteroid therapy when the lung injury is
fully established and has been present for more than 14 days.

HMG-CoA reductase inhibitors
HMG-CoA reductase inhibitors (statins) have anti-inflammatory, immunomodu-
latory and antioxidant characteristics and have been shown to attenuate inflam-
mation and ameliorate injury in animal models of ALI [32]. As such, statin ther-
apy may have a role in TRALI prevention and/or treatment as well. In an initial
observational study evaluating the role of statins in patients with established ALI,
we were not able to confirm a lung protective effect with statin therapy [33]. In
contrast, O’Neal and colleagues reported reduced rates of ALI in patients receiv-
ing statin medications [34]. To help clarify this potential association, the ARDS-
Network is currently enrolling patients into a multicenter randomized clinical
trial. Until these results become available, we believe it would be premature to
suggest statin therapy for the treatment and/or prevention of TRALI.

Management of the Donor
All blood products given during the 6-hour period preceding the first clinical
manifestation of TRALI are considered to be associated with the TRALI reaction
[11]. When TRALI is suspected, the remaining products from each associated
donor unit should be returned to the blood bank for antibody testing, specifically
anti-HLA and anti-HNA. If antibodies are identified, their specificity to the recip-
ient’s antigens must be determined. A donor is considered to be implicated in the
TRALI reaction if either specificity between donor antibody and recipient antigen
is found or if there is a positive cross-match [5, 11]. In the interest of the safety
of future transfusion recipients, all implicated donors should be permanently
deferred from future apheresis and whole blood donation. If they are not
deferred indefinitely, their RBCs should be washed before transfusions and the
plasma should be fractionated, with no platelets manufactured [5, 11]. In addi-
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tion, because HNA-3a is a high-frequency antigen and the chance of a reaction
with a future recipient is high, some blood centers have instituted a policy of
indefinite deferral for any donor who expresses the anti-HNA-3a antibody [35].

Prevention

As with most conditions, preventive strategies will likely have a far greater influ-
ence on reducing the impact of TRALI than will improved treatments for the syn-
drome [3, 4, 16]. Until recently, deferral of implicated blood donors was the pri-
mary prevention strategy. However, recent advances in the understanding of
TRALI pathogenesis have led to important new donor procurement strategies.
Specifically, the association of donor antibodies with TRALI pathogenesis has
stimulated efforts to reduce the transfer of these TRALI-related antibodies to
transfusion recipients. Examples of these efforts include the deferral of female
plasma donors, avoidance of apheresis platelet donation from multiparous
donors, suspension of buffy coat platelet pools in male-only plasma and increased
utilization of whole-blood derived platelet products [3]. Of note, female donor
plasma is still used for fractionation and the production of plasma derivatives.
Substantial evidence supports these changes in donor procurement strategies [4]
and multiple hemovigilance reports have subsequently confirmed a fall in the
number of TRALI cases following their implementation [3, 8]. As an additional
TRALI prevention strategy, many blood centers have also begun to utilize HLA/
HNA antibody testing for plateletpheresis donors [16].

Future Directions

Evidence-based transfusion practices
The adoption of more conservative, evidence-based transfusion practices is the
most effective way to reduce transfusion reactions, such as TRALI. To this end,
the literature suggests that we have substantial opportunities for improvement.
Recently, it was estimated that approximately 40 % of patients in the ICU will
receive an RBC transfusion [7]. Notably, the average pre-transfusion hemoglobin
was 8.5 g/dl. These data arise in the setting of a growing body of literature which
suggests either no benefit, or worse yet, the potential for harm with more aggres-
sive RBC transfusion practices [36].

Aggressive transfusion practices have also been documented with other blood
components, and it has been suggested that up to 25–30 % of plasma transfu-
sions are administered without evidence-based support [37]. Moreover, although
evidence would suggest minimal risk for bleeding in patients with platelet counts
greater than 50 x 109/l, a recent observational study has shown an average pre-
transfusion platelet count in excess of 84 × 109/l in patients undergoing non-car-
diac surgery and 102 × 109/l in those undergoing cardiopulmonary bypass [38].

Blood donation procurement strategies
In addition to the blood procurement strategies mentioned above, practices such
as leukoreduction, RBC storage duration and RBC washing have also been sug-
gested to potentially reduce the risk of TRALI. Blumberg and colleagues have
recently reported a decreased incidence of TRALI following the introduction of
universal leukoreduction [39]. However, no such effect was noted by Watkins and
colleagues [40]. Studies evaluating the relation of RBC storage duration to TRALI
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are similarly conflicted. Whereas the concentration of many immunologically
active substances is known to increase during the storage of cellular blood prod-
ucts [19, 41], the clinical implications of these effects are unclear. Likewise, clini-
cal studies evaluating the potential impact of an RBC storage lesion have yielded
mixed results [42, 43].

A third proposed intervention for reducing the risk of TRALI is the washing of
RBCs and platelets prior to transfusion [39, 44, 45]. In support of this interven-
tion, Biffl et al. have shown the ability to remove biologically active lipids by
washing the RBCs with saline [45]. However, additional resource requirements as
well as a 15 % loss of hemoglobin and the short outdate of washed units remain
barriers to the implementation of RBC washing [44].

Alternatives to blood component therapies
Increasingly, we are finding potential alternatives to traditional blood component
therapies (e.g., RBC substitutes, prothrombin complex concentrates (PCC), fibrin-
ogen concentrates, activated factor VII). Proposed benefits of these agents include
more rapid replacement of deficient coagulation factor content, a low volume of
administration, and reduced risk for viral transmission [46]. Additionally, there is
a notable absence of anti-HLA/anti-HNA antibodies with these strategies [47]. As
a result, the theoretical risk for TRALI, at least from the pathophysiologic mecha-
nisms currently described, are believed minimal. However, while a reduced risk
of TRALI may be one potential benefit of these novel therapies, the net sum of
the risk/benefit profile requires additional study.

Transfusion-associated Circulatory Overload

Epidemiology

A major barrier in TACO-related research has been the lack of a uniform defini-
tion. Historically, TACO has been broadly characterized by acute respiratory dis-
tress, tachycardia and hypertension following blood product administration [46].
Although this clinical presentation appears relatively clear, there is a common
misconception that TACO is an easy diagnosis to make. In fact, multiple lines of
evidence suggests that TACO is frequently missed entirely or, alternatively, misdi-
agnosed as TRALI or congestive heart failure (CHF) [49].

The difficulty in identifying cases of TACO has been one reason why only a
small number of investigations have attempted to define its incidence. In a recent
prospective cohort study, Li and colleagues reported that 51 of 901 (6 %) patients
transfused in a tertiary ICU setting developed TACO [50]. In comparison, previ-
ous publications have reported a TACO incidence ranging from < 1 % [51] to
11 % [52]. This variability in incidence is also influenced by factors, such as case
ascertainment strategies (e.g., passive reporting vs. active surveillance) and
unique characteristics of a study population (e.g., ICU versus all transfusion
recipients). In addition, many biovigilance networks have only recently tracked
TACO cases, including the FDA, which began tracking TACO as a unique clinical
syndrome in 2005 [53].

In the context of inconsistent case definitions, poor clinical recognition and
inconsistent reporting, the true incidence of TACO is likely best represented by
the upper limits of the reported range. This hypothesis was recently confirmed by
Finlay et al. in a retrospective cohort study [54]. Using computer-assisted algo-
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rithms to facilitate the identification of potential TRALI and TACO cases, it was
noted that 12 % of confirmed TACO cases had previously gone unrecognized and
unreported [54].

The incidence of TACO also appears dependent on the location of the transfu-
sion. Specifically, TACO appears more common in patients who are transfused in
an ICU setting as compared to an unmonitored ward [49]. A higher prevalence of
associated risk factors and comorbid conditions of ICU patients, such as
advanced age, cardiovascular and renal disease, may partially explain the differ-
ent rates of TACO within the hospital [36]. In addition, ICU populations more fre-
quently require high volumes and rates of blood product administration, both
known risk factors for developing the complication [50].

As with the incidence rates for TACO, reported rates of TACO-related mortality
also vary. In 2002, the French hemovigilance system reported a TACO case-fatal-
ity rate of 3.6 % [55]. More recent studies suggest mortality rates as high as
5–15 % [8]. In 2010, the United Kingdom’s Serious Hazards of Transfusion
(SHOT) committee reported TACO to be the most common cause of transfusion-
related death [9]. In contrast, a nested case-control study by Li et al. failed to
identify a significant association between TACO and mortality when comparing
ICU patients with TACO to matched and transfused ICU controls [56]. Specifi-
cally, the authors failed to identify an increased risk of mortality at hospital dis-
charge, 1- and 2-year follow-up. Clearly, additional studies are needed to more
accurately define the attributable mortality of TACO.

Whereas the relationship between TACO and mortality remains somewhat
unsettled, the impact of TACO on patient morbidity appears clear. Numerous
investigations have associated TACO with an increased length of ICU and hospital
stay [8] and up to 21 % of TACO cases have been categorized as ‘life threatening’
[53] using a commonly utilized 4-level severity score [57]. Recently, the SHOT
committee reported that 13 out of 15 TACO cases in the United Kingdom (UK)
resulted in ICU admission.

To improve the recognition of TACO cases and to address the need for a uniform
definition, the Center for Disease Control (CDC), National Healthcare Safety Net-
work Manual on Transfusion Biovigilance has recently outlined their recommenda-
tions for adjudicating TACO diagnoses (Box 2) [58]. Specifically, the definition
requires that at least 3 of these variables are present within 6 h of transfusion. In
the future, improved TACO recognition and case reporting will further detail the
morbidity and mortality associated with this important transfusion reaction.

Box 2. National Healthcare Safety Network Diagnostic Criteria for TACO [58]

New onset or exacerbation of 3 of the following within 6 hours of transfusion:

Acute respiratory distress
Radiographic evidence of pulmonary edema
Evidence of left heart failure
Evidence of elevated central venous pressure (CVP)
Evidence of positive fluid balance
Elevated B-type naturietic peptide (BNP)
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Pathophysiology and Risk Factors

In keeping with Starling’s Law, increased left ventricular (LV) end-diastolic vol-
ume generally results in improved LV performance. However, markedly hypervo-
lemic states or compromised LV function can lead to over-distention, elevated left
atrial filling pressures, alveolar flooding and hypoxemia [43]. Although simpli-
fied, this is the general mechanism for the development of pulmonary edema in
patients with CHF. Likewise, when administered in high volumes and/or at high
infusion rates [50], transfusion therapies can exceed the compensatory capacity
of the left ventricle. In this context, the resultant clinical phenotype within 6 h of
blood product administration is termed TACO.

As noted, both large volume and high transfusion rates are risk factors for
TACO [50]. It is important to note, however, that TACO can also occur in the set-
ting of low-volume transfusion. Indeed, a number of reports have described
patients developing TACO after a single unit of RBC transfusion [53]. It is
hypothesized that in such cases the recipient was simply more susceptible to cir-
culatory overload due to pre-existing cardiac dysfunction or a hypervolemic state
[50].

Alternatively, volume overload may not be the sole mechanism underlying
TACO pathophysiology. Indeed, two potential alternative mechanisms for TACO
pathogenesis have been described. In the first scenario, it is hypothesized that
defective nitric oxide (NO) metabolism in stored RBCs may result in post-trans-
fusion NO trapping in the microcirculation [59]. The resultant increase in vascu-
lar resistance may, in turn, precipitate LV dysfunction and ultimately lead to
hydrostatic pulmonary edema (TACO). A second alternative theory regarding
TACO pathogenesis builds on the previously described associations between
inflammatory mediators and exacerbations of CHF [39, 60]. In support of this
potential mechanism, Blumberg et al. noted a dramatic fall in the incidence of
TACO following the introduction of universal pre-storage leukoreduction of their
RBCs [39].

Further to this, additional risk factors for the development of TACO include
the extremes of age (< 3 yrs or > 60 yrs), severe chronic anemia and plasma
transfusion for the reversal of oral anticoagulant therapy [43]. It should be
emphasized that while the syndrome appears to disproportionately affect the
extremes of age, no age group is exempt, and clinicians should maintain a high
index of suspicion for TACO in all patients. In this context, the Quebec hemovigi-
lance study noted that 9 % of TACO cases occurred in transfusion recipients who
were < 50 yrs of age, 15 % in those < 60 yrs and approximately 7 % occurred in
those aged 18–49 yrs [61]. Chronic anemia is believed to be a risk factor for
TACO because of an associated hyperdynamic state and the relative intolerance of
the cardiovascular system to acute increases in circulating blood volume. Plasma
transfusion for the reversal of oral anticoagulant therapy is presumed to be
related to TACO because of the large volume of plasma required to achieve the
desired endpoints (frequently greater than 1–2 l).

Management

If a TACO reaction is believed present, the first course of action is to discontinue
the transfusion. Subsequent TACO management strategies are similar to the treat-
ment principles employed for hydrostatic pulmonary edema resulting from CHF.
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At present, the cornerstones of such therapies include oxygen supplementation,
ventilator support when needed [62, 63], and efforts to induce a negative fluid
balance when feasible. As the hemodynamic response in most TACO episodes is
one of hypertension, the administration of intravenous diuretics to enhance urine
output and foster negative fluid balance is generally recommended [62, 63]. Non-
invasive ventilation with continuous positive airway pressure (CPAP) has been
shown to reduce the need for endotracheal intubation as well as mortality in
patients with acute hypoxemic respiratory insufficiency resulting from heart fail-
ure [64]. As such, we would recommend consideration of this technique in TACO
cases as well, provided the subjects remain hemodynamically stable. When venti-
latory support is required, lung protective ventilation strategies should be
employed (see discussion on TRALI management). Importantly, the suspected
transfusion reaction should be reported to the Blood Bank in order to facilitate a
thorough evaluation and appropriate reporting of the adverse transfusion-related
event.

Prevention

As with TRALI prevention, the avoidance of unnecessary transfusions through
the use of conservative, evidence-based transfusion practices is expected to have
the most meaningful impact on TACO prevention. When transfusion is deemed
necessary, efforts to determine the recipient’s risk for TACO (e.g., assessing for
evidence of cardiopulmonary disease or pre-existing fluid overload) are war-
ranted. For those determined to be ‘high-risk’, total volume and rate of transfu-
sion should be minimized. Unfortunately, evidence guiding clinicians as to what
constitutes a safe volume or rate of transfusion is limited. Generally, the Ameri-
can Association of Blood Banks (AABB) recommends a transfusion rate of
150–300 ml/h. For patients with known cardiac dysfunction, a reduced rate of 1
ml/kg/h is recommended [6]. However, in clinical practice this may be technically
challenging, particularly in patients with active bleeding [65]. Additionally, the
use of low-volume alternatives to current blood component therapies may miti-
gate risk of TACO in the future. Although mechanistically attractive, such alterna-
tives require more thorough testing before receiving broad endorsement. A third
potential prevention strategy is the prophylactic use of diuretics in those deter-
mined to be at high-risk of developing TACO. Although many clinicians are cur-
rently applying this potentially preventative measure to high-risk transfusion
recipients, it should be emphasized that this strategy remains untested, and the
associated risks (e.g., hypotension, electrolyte imbalance and cardiac arrhyth-
mias) remain poorly defined.

Future Directions

Improved understanding of TACO epidemiology
As discussed above, surprisingly little work has been done to improve our under-
standing of TACO epidemiology. Indeed, substantial knowledge gaps remain in
understanding the risk factors, incidence, clinical circumstances, and attributable
burden of TACO. The adoption of a common definition for TACO will be funda-
mental to progress. In this regard, we would endorse the definitions put forth by
the CDC, National Healthcare Safety Network Manual on Transfusion Biovigi-
lance [58].
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Predicting risk of TACO
Because no single factor can accurately assess a transfusion recipient’s risk of
developing TACO, a combination of risk factors is necessary to provide adequate
predictive value. In this light, the lack of accurate TACO prediction models, par-
ticularly our inability to identify high-risk patients, is precluding the provision of
best transfusion practices. As such, we believe the development and validation of
an accurate TACO risk prediction model is an important goal for future research.

Improved understanding of TACO pathophysiology
Improved understanding of TACO pathophysiology will ultimately assist in
improved prevention and treatment strategies. To this end, multiple novel mecha-
nisms for TACO pathogenesis have been recently described and warrant further
study. We continue to explore our recent findings noting an association between
RBC transfusion, elevated systemic vascular resistance and subsequent develop-
ment of hypoxemia (TACO). As discussed above, Blumberg et al. noted an
impressive 83 % reduction in the incidence of TACO cases following the imple-
mentation of universal pre-storage leukoreduction for RBCs [39]. It is perhaps
most interesting to note that when RBCs (n = 28,120) and platelets (n = 69,325)
were washed and leukoreduced, there were no reported cases of TRALI or TACO
over the 14-year evaluation interval. These findings would suggest a potential role
for soluble biologic response modifiers in TACO pathogenesis and provides
another hypothesis for research [60].

Differentiating Between TRALI and TACO

Accurately identifying a transfusion-related pulmonary complication is impor-
tant, as it can influence therapeutic considerations and assist blood centers with
component safety and donor management strategies [66]. However, differentiat-
ing between TACO and TRALI can often be quite challenging, particularly in
the critically ill. This difficulty is largely the result of similar clinical pheno-
types, with the differentiation of hydrostatic (TACO) and non-hydrostatic
(TRALI) edema being mostly dependent on the assessment of volume status. In
addition to the aforementioned challenges, it is possible for the conditions to
co-exist as well.

Clinical Signs

Although no clinical sign can confirm the presence or absence of a specific pul-
monary transfusion reaction, distinct clinical features have been associated with
each syndrome (Table 1) [66]. TACO classically presents with evidence of volume
overload and respiratory symptoms generally improve with diuresis. CHF is a
known risk factor for the development of TACO, and findings such as jugular
venous distention, normal to elevated systemic blood pressures and an S3 gallop
on auscultation are frequently found on physical examination. Although elevated
pulmonary artery occlusion pressures (PAOP > 18 mmHg) are common in
patients with hydrostatic pulmonary edema, it is important to recognize that they
do not effectively exclude TRALI. This point was emphasized in the recent ARDS
Network sponsored FACTT trial, where a full 29 % of patients determined to have
non-hydrostatic pulmonary edema (ALI) had a PAOP of > 18 mmHg [67].
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Table 1. Characteristic features of transfusion-related pulmonary complications [66]

Feature TRALI TACO

Body temperature Fever may be present Unchanged
Blood pressure Hypotension Hypertension
Respiratory symptoms Acute dyspnea Acute dyspnea
Neck veins Unchanged May be distended
Auscultation Rales Rales and S3 may be present
Chest radiograph Diffuse bilateral infiltrates Diffuse bilateral infiltrates
Ejection fraction Normal or decreased Decreased
PAOP Most often 180 mmHg or less > 180 mmHg
Pulmonary edema fluid Exudate Transudate
Fluid balance Positive, neutral or negative Positive
Response to diuretics No change or deterioration Significant improvement
White cell count Transient leukopenia Unchanged
BNP < 250 pg/ml > 1200 pg/ml
Leukocyte antibodies Present +/- cognate antigens May or may not be present

PAOP: pulmonary artery occlusion pressure; BNP: B-type natriuretic peptide

Regarding TRALI, patients often present with fever, hypovolemia and associated
hypotension, although frank distributive shock is uncommon [66].

Imaging

Chest radiography, particularly in the absence of objective measurements such as
vascular pedicle width and the cardiothoracic ratio [68], is generally of little value
in determining intravascular volume status. When these measurements are pre-
sent, they have been reported to improve the estimation of an individual’s volume
status and hence the likely classification of lung edema (hydrostatic vs non-
hydrostatic) [68]. Specifically, the presence of a vascular pedicle width > 70 mm
and a cardiothoracic ratio > 0.55 have been shown to improve from 56 % to 70 %
the accuracy of predicting a PAOP > 18 mmHg [68]. Echocardiographic measure-
ments of cardiac dysfunction may also be useful. LV dysfunction (ejection frac-
tion < 45 % – a marker of systolic dysfunction) or a ratio of mitral peak inflow
velocity of early filling to early diastolic mitral annular velocity (E/e’) > 15 (a
marker of elevated left atrial filling pressures and diastolic dysfunction), have
been identified as predictors for TACO and may assist in differentiating TACO
from TRALI [50]. However, as with elevated PAOP, the presence of these criteria
does not effectively exclude a TRALI diagnosis. Rather, they are an additional ele-
ment to consider when attempting to differentiate these two transfusion-related
respiratory complications.

Laboratory Testing

B-type natriuretic peptide (BNP)
Increased wall tension of the myocardium results in increased production and
release of BNP in cardiac myocytes. When combined with clinical information,
the measurement of BNP has been useful in establishing the diagnosis of volume
overloaded states, such as acute decompensated CHF [69]. As the current under-
standing of TACO is based on a similar mechanism of ventricular overload, it has
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been hypothesized that BNP levels may have diagnostic utility when differentiat-
ing TACO and TRALI. The potential utility of BNP was supported by Zhou et al.
[70] who noted that a > 50 % increase in BNP following transfusion had a sensi-
tivity and specificity of 81 % and 89 %, respectively, for making a diagnosis of
TACO. A subsequent case-control investigation found the accuracy of post-trans-
fusion N-terminal pro-BNP (NT-proBNP) for making a diagnosis of TACO to be
87.5 % [71]. Neither of the above mentioned investigations, however, used BNP or
NT-proBNP to differentiate TACO from TRALI. Rather, the evaluated control
group did not experience a transfusion-related pulmonary complication. There-
fore, while elevated levels of BNP and/or NT-proBNP have been associated with
the diagnosis of TACO, the ability of these biomarkers to assist in differentiating
TACO from TRALI was not tested. To address this limitation, a recent prospective
cohort investigation was performed by Li and colleagues [72]. Contrasting with
prior publications, the results of this study suggest that BNP and NT-pro-BNP
have limited diagnostic value when attempting to distinguish TACO from TRALI.
In part, this lack of discrimination may result from the multitude of factors (e.g.,
age, sex, concomitant medications, sepsis, renal failure) that can affect natriuretic
peptide levels [72].

It should be noted that whereas elevated levels of BNP and/or NT-proBNP are
of unclear diagnostic utility when attempting to differentiate TACO from TRALI,
normal levels may prove more useful. Specifically, when measured near the onset
of symptoms, BNP values < 250 pg/ml have been shown to reliably exclude heart
failure as the sole explanation for acute pulmonary edema [73]. In such circum-
stances, TRALI becomes the more likely diagnosis.

Leukopenia
Whether the result of an immune-mediated reaction between donor antibodies
and recipient HLA/HNA antigens, or the infusion of activating substances in a
sensitized host, leukocyte activation and sequestration within the lungs are cen-
tral to TRALI pathogenesis [74]. Not surprisingly, therefore, TRALI reactions
have been associated with reports of transient leukopenia [75]. In a look back
investigation by Fadeyi et al., 75 % (9/12) of patients who sustained a transfusion
reaction developed leukopenia compared to 34.6 % (9/26) of patients who did not
(p< 0.05) [75]. Church et al. described a TRALI case in which leukopenia devel-
oped prior to the onset of pulmonary edema and the development of respiratory
insufficiency [76]. These findings highlight the potential utility of serial white
blood cell (WBC) counts for patients in whom a TRALI reaction is suspected
[76]. Importantly, however, TRALI cases have not always been associated with a
decrease in WBC count, and transfusion recipients may experience a decrease in
WBC count with no associated respiratory compromise [76]. Therefore, while a
transient leukopenia may suggest a potential TRALI reaction, it cannot effectively
rule in or out TRALI. Of note, TACO has not been associated with a characteristic
change in the WBC count.

Fluid to serum ratio
As the nature of the pulmonary edema in TACO and TRALI is believed to be
hydrostatic and inflammatory, respectively, the pulmonary fluid to serum protein
ratio may assist in determining the etiology of pulmonary edema following blood
transfusion. Specifically, a pulmonary fluid to serum protein ratio 0.65 has
been suggested to identify a transudative process, supporting the diagnosis of
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hydrostatic pulmonary edema (TACO) [77]. In contrast, a ratio 0.75 is sug-
gested to be consistent with non-hydrostatic permeability edema (TRALI) [77].
Although conceptually straightforward, significant limitations have prevented the
broad endorsement of this test when attempting to correctly diagnose transfu-
sion-related pulmonary complications. Perhaps the greatest of these limitations is
the test’s limited feasibility in patients who are not mechanically ventilated. Addi-
tionally, alveolar epithelial cells actively resorb protein rich fluid in cases of
inflammatory pulmonary edema. Therefore, the ratio becomes much less reliable
if taken > 1 hour after symptom onset [78].

Antibody testing
Although important for donor management, anti-HLA/HNA antibody testing has
a limited role when differentiating TRALI from TACO in the acute setting. In
part, this is because the finding of anti-HLA antibodies in an associated donor
may be incidental, as 9 %-20 % of all female donors have been shown to express
anti-HLA antibodies [11, 79]. In addition, anti-HLA/HNA antibodies to a recipi-
ent’s antigen with high specificity confirm the diagnosis of TRALI. Therefore,
while testing may not facilitate the differentiation of TACO and TRALI in the
acute setting, it should still be pursued in circumstances in which TRALI is con-
sidered a potential etiology for respiratory compromise.

Although consensus definitions for TRALI require the absence of left atrial
hypertension and/or circulatory overload, we acknowledge that TRALI and TACO
may co-exist. Indeed, the findings of Rana et al. suggest that up to one third of
patients with ALI have concomitant acute or chronic cardiac dysfunction [73].
Moreover, 25 % of patients with ALI have demonstrated components of hydro-
static pulmonary edema [5]. If after clinical evaluation it appears that a transfu-
sion reaction may have components of both TRALI and TACO, it is recommended
that the case be classified as TRALI. Such cases should be reported to the blood
center in order to trigger the appropriate evaluations and antibody testing [5, 11].

Conclusion

The transfusion-related pulmonary complications, TRALI and TACO, remain the
leading causes of transfusion-related morbidity and mortality. Although first
described nearly 60 years ago, effective pharmacologic and therapeutic interven-
tions for patients with TRALI are scarce, and management relies primarily on
supportive care. A future consensus definition of TACO will likely improve dis-
ease recognition, surveillance and pathophysiologic understanding. Importantly,
the implementation of conservative, evidence-based transfusion practices may
have the greatest effect in mitigating the impact of both TRALI and TACO. Efforts
to reduce the number of high-plasma containing transfusions from potentially
alloimmunized donors (e.g., multiparous females) have also proved effective in
reducing the adverse consequences of TRALI. Continued efforts toward improv-
ing the diagnostic accuracy of post-transfusion respiratory symptoms should lead
to better management strategies.
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Introduction

A host of clinical conditions may be accompanied by an increase in extravascular
lung water (EVLW), and may have a cardiogenic or non-cardiogenic etiology [1,
2]. Regardless of the inciting cause, the increased tissue water (and electrolyte)
component is often identifiable on clinical examination and supported by confir-
matory radiographic analysis [3–5]. When the edema component is severe, clini-
cal signs and symptoms are readily apparent and include, but are not limited to,
an increased work of breathing (including accessory muscle use), rales, hypox-
emia, hypercarbia, respiratory (and often metabolic) acidosis, as well as frothy,
thin sputum that can be aspirated after placing an endotracheal tube for mechan-
ical ventilatory support [6]. Medical patients are often diagnosed with pulmonary
edema during an exacerbation of a pre-existing comorbidity such as myocardial
ischemia, chronic obstructive pulmonary disease (COPD), acute-on-chronic renal
insufficiency, as well as after early goal-directed therapy-based resuscitation for
severe pneumonia.

In contrast, this constellation is not the predominant pattern for patients in
whom the diagnosis of pulmonary edema is made after surgical illness or injury.
Instead, the surgical patient may not demonstrate the typical signs and symp-
toms, but instead may have their diagnosis initially made on the basis of total
body salt and water excess coupled with an abnormal chest radiograph. The fac-
tors that confound the accuracy of rendering a diagnosis of pulmonary edema in
this patient population form the subject of this chapter. A clinical case will be a
platform from which to explore many of these confounders.

Case Presentation

A 68 year-old woman is admitted, 2 years after a successful cadaveric renal trans-
plant, with pneumonia (Fig. 1) and acute renal failure that is believed to be due to
acute tubular necrosis (ATN). She is hypoxemic and requires oral endotracheal
intubation to manage her work of breathing, CO2 clearance and oxygenation
while she undergoes plasma volume expansion. She is placed on mechanical ven-
tilation using assist control/volume cycled ventilation (AC/VCV) at a rate of 12,
tidal volume (VT) 650 ml, inspired oxygen fraction (FiO2) 0.6, positive end-expi-
ratory pressure (PEEP) 10 with a flow rate of 40 l/min on a decelerating waveform
generating a peak airway pressure (Pawpeak) of 32 cmH2O, Pawmean 14 cmH2O
pressure, and minute ventilation (VE) = 7.8 l/min. A post-intubation arterial
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blood gas (ABG) was 7.32/38/74 (pH/PCO2 [mmHg]/PO2 mmHg). She received
3000 ml of crystalloid and one unit of packed red blood cells (RBCs) over the next
3 hours; a subsequent ABG was 7.38/48/62, but the PO2 now reflected 100 % O2.
The falling A-a gradient prompted a repeat chest x-ray (CXR) (Fig. 2) that was
read as worsened pulmonary edema and the primary service marshaled the
resources to initiate continuous renal replacement therapy (CRRT). However, the
patient had cool extremities and a narrow pulse pressure; a bedside 2-D echocar-
diogram revealed a hyperdynamic and relatively empty left ventricle.

Instead of diuresis, she received 2000 ml of colloid (6 % hydroxyethyl starch
[HES] in a balanced salt solution) and an additional 3000 ml of crystalloid (1/2
normal saline solution + 75 meq/l NaHCO3) while she was started on a low-dose
norepinephrine infusion to support her mean arterial pressure (MAP) in the set-
ting of pulmonary sepsis. Her ventilator mode was changed from AC/VCV to air-
way pressure release ventilation (APRV) with settings of Phigh 30, Plow 2, Thigh 7.0
sec, and Tlow 0.7 sec. As the FiO2 requirement decreased, a repeat CXR was

Fig. 1. AP chest x-ray on ICU admission
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Fig. 2. AP chest x-ray after intubation on optimized assist control volume cycled ventilation

obtained (Fig. 3), which demonstrated resolution of the “pulmonary edema” and
markedly improved alveolar recruitment. A concomitant ABG returned as 7.45/
38/245 on an FiO2 of 0.4.

This case highlights several important principles that inform the clinician with
regard to the accuracy of the diagnosis of ‘pulmonary edema’. First, clinical
examination is of greater importance than radiographic evidence with regard to
volume status. Second, alveolar under-recruitment may mimic pulmonary edema
by creating vascular crowding, and an increased radiodensity on frontal CXR.
Third, diagnosis may be changed by altering the ventilator mode and enabling
secretion clearance by hydration of the mucociliary blanket and reengaging the
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Fig. 3. AP chest x-ray after volume loading and change to airway pressure release ventilation

mucociliary elevator mechanism. Fourth, serial assessment regarding the efficacy
of therapy is critical in titrating therapy to a physiologic endpoint. With these
points in mind, let us explore what factors after surgical illness or injury may cre-
ate the confounders that may mimic pulmonary edema.

Diagnosing Pulmonary Edema

Accurate diagnosis of pulmonary edema is facilitated by the synthesis of a thor-
ough clinical history, a detailed physical examination, and the appropriate and
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timely use of laboratory tests and radiographic evaluation. As with other working
diagnoses, inconsistencies between data elements should prompt reconsideration
to include an alternate diagnosis. In a related fashion, known alterations in physi-
ology that stem from a known process should alter the pre-test probability that a
patient has a specific diagnosis. It is the latter principle that we will apply when
examining confounders of the diagnosis of pulmonary edema in surgical patients.
A brief review of the common criteria utilized in diagnosing pulmonary edema is
in order and provides a frame of reference [7].

Diagnostic Elements for Pulmonary Edema

Elements supportive of the diagnosis of pulmonary edema are presented in
Table 1. When the diagnosis of pulmonary edema is entertained and it is unclear
if it is of cardiogenic or non-cardiogenic etiology, additional testing such as
transthoracic or transesophageal echocardiography may be helpful to analyze
chamber size and contractility [8, 9]. Of course, pulmonary artery catheterization
may be useful to evaluate the pulmonary artery occlusion pressure (PAOP) to rule
in or out left atrial hypertension and determine whether the edema is related to
volume overload. Other techniques such as transthoracic bioimpedance to deter-
mine EVLW content may be useful, but often not uniformly so [10, 11]. Relatedly,
identifying large changes in pulse pressure variation (PPV) during a straight-leg
raise test in a spontaneously breathing patient, indicative of volume depletion,
would guide one away from diagnosing pulmonary edema [12]. Nonetheless, sur-
gical patients demonstrate physiology that is perturbed in manners that may
impact the diagnostic accuracy of the reviewed elements when taken in isolation
or a variety of montages that drive the clinician towards or away from the diagno-
sis of pulmonary edema.

Table 1. Data elements supportive of the diagnosis of pulmonary edema

History Physical Examination Lab Radiography

Coronary artery disease Rales Elevated BNP Cardiomegaly (CXR)
Valvular disease Crackles Elevated creatinine Pleural effusion(s) (CXR)
Pulmonary HTN Edema Acute anemia Interstitial edema (CXR)
Renal failure S3 Hyponatremia Cephalization (CXR)
MI JVD Acute kidney injury Enlarged pulmonary hila (CXR)
COPD Cool extremities Acute renal failure Dilated chambers (ECHO)
Volume loading Decreased capillary

refill
Hypoalbuminemia Acute valvular regurgitation

(ECHO)

HTN: hypertension; JVD: jugular venous distension; CXR: chest x-ray; ECHO: echocardiogram (transtho-
racic or transesophageal); MI: myocardial infarction; S3: third heart sound; COPD: chronic obstructive
pulmonary disease
Note: these elements are supportive but not individually diagnostic of pulmonary edema of cardiogenic
or non-cardiogenic cause.

Postoperative Perturbations of Known Physiology

Abdominal or thoracic surgery reduces thoracic volume as a reflection of pain-
induced thoracic splinting. As a result, atelectasis ensues and engenders several
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important changes in pulmonary physiology, cardiac performance, and thoracic
radiology [13, 14]. Because of reduced inspiratory effort, alveolar collapse occurs
as critical closing volume and pressure are exceeded. The atelectatic alveolar units
create local hypoxia. The locally reduced oxygen is a potent signal for physiologi-
cally adaptive shunting away from unventilated alveoli. This downstream event is
termed hypoxic pulmonary vasoconstriction, and is well described in a variety of
clinical conditions [15, 16]. However, the vasoconstriction has a number of mal-
adaptive consequences.

As the pulmonary arteriolar tree total cross-sectional diameter is reduced, the
space available for right-sided cardiac output is also reduced. This volume mis-
match leads to a relative increase in pulmonary artery pressure, and proportion-
ately reduced right ventricular (RV) performance. Consequently, RV ejection frac-
tion declines, and RV end-diastolic pressure increases. This in turn leads to an
increase in right atrial pressure and the measured central venous pressure (CVP)
as well as a pressure related decrease in venous return. Furthermore, any acidosis
will induce pulmonary artery vasoconstriction [15, 16]. Surgical patients often
receive large volumes of crystalloid solutions for pre-, intra-, and often postoper-
ative resuscitation [17]. Therefore, such patients are expected to demonstrate
hyperchloremic metabolic acidosis as well as pulmonary artery vasoconstriction
even without the added impact of atelectasis [17]. Thus, surgical patients have at
least two pulmonary vasoconstricting influences that may work in synergy to
reduce pulmonary arterial blood flow, and reduce right-sided cardiac perfor-
mance. Hence, one may detect and erroneously interpret a CVP reading as consis-
tent with volume excess when a patient actually demonstrates volume-recruitable
cardiac performance.

Since venous return and left-sided cardiac output are identical, systemic flow
may also reduce when there is significant hypoxic pulmonary vasoconstriction.
Systemic hypotension may result when atelactasis is so severe that the dead space
(VD)to VT ratio (VD/VT) exceeds 0.7 and acute respiratory failure ensues as a
result of an unsupportable work of breathing. Such acute respiratory failure may
be misinterpreted as volume overload when the CVP reading is high and the
patient is hypoxic.

Radiographic abnormalities also reflect the above process. As a result of
reduced alveolar gas volume, the imaged pulmonary parenchyma appears reduced
in size, and more radiodense. Vascular crowding is common, and the pulmonary
hila appear more prominent. Since there is relative pulmonary artery hyperten-
sion, the heart may appear enlarged due to an increase in right-sided chamber vol-
ume and size. Additionally, visceral edema that follows in the wake of surgery for
injury, peritonitis, intestinal obstruction, or mesenteric ischemia may similarly
elevate the diaphragm and exacerbate parechymal volume loss due to atelectasis
[18]. Similarly, intraperitoneal packing that is utilized in damage control surgery
for near-exsanguinating injury or emergency general surgery may directly elevate
one or both hemi-diaphragms [19]. Moreover, intra-abdominal and sub-diaphrag-
matic irritation or purulence may engender a sympathetic pleural effusion or one
or both sides, further compressing the pulmonary parenchyma, and adding to the
cascade of cardiopulmonary compromise outlined above [20].

Pulmonary contusions after blunt or penetrating injury may also lead to radio-
densities, capillary leak and EVLW that may be read as pulmonary edema on
chest radiography [21, 22]. When thoracic injury requires surgical therapy, direct
lung manipulation, as well as single lung ventilation with subsequent reinflation
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may demonstrate findings consistent with pulmonary edema. Of course, such
patients have also typically required large volume resuscitation (> 10 l of crystal-
loid) within the first 24 hours after injury. Despite the radiographic appearance,
such patients are often intravascularly depleted and benefit from additional vol-
ume resuscitation.

One unanticipated consequence of massive injury and resuscitation is the tho-
racic equivalent of the abdominal compartment syndrome – the thoracic compart-
ment syndrome [23, 24]. It is likely that this syndrome is under-diagnosed in the
critically ill as there is no safe, rapid, and repeatedly accurate means to measure
intrathoracic pressure in mechanically ventilated patients. Thus far, the syndrome
has been identified in patients whose thoracic cages have already been opened for
injury or cardiac surgery, and that cannot be closed because of geometric con-
straints, or hemodynamic compromise upon attempted closure. Imaging in these
patients will appear similarly radiodense with cephalization and pleural effusions
as a result of capillary leak and not intravascular volume overload.

A unique condition that establishes excessive alveolar fluid in a euvolemic or
even hypovolemic surgical patient is negative pressure pulmonary edema. This
edema stems from a different physiology than primary pump failure or intravas-
cular volume overload. Instead, this condition occurs principally in young healthy
patients with normal muscle mass and endurance who have undergone an opera-
tion utilizing general anesthesia and endotracheal intubation. If the patient is
extubated and tries to forcefully inhale against a closed glottis, they are capable
of generating substantial negative intrathoracic and endoalveolar pressure. As a
result, there is a pressure gradient that draws capillary fluid into the alveoli lead-
ing to alveolar flooding. Chest radiography supports these findings, and the
patient does demonstrate hypoxia. Supportive care with mechanical ventilation,
enhanced PEEP to reverse the pressure gradient and improve functional residual
capacity with or without diuresis rapidly resolves this condition. Non-invasive
ventilation may be unsafe as it does not address the underlying problem of a
closed or nearly closed glottis [25, 26].

Potential Consequences of Inappropriate Volume Reduction Therapy

Regardless of the modality selected, when intravascular volume reduction therapy
is undertaken and not required the patient may suffer unintended consequences.
Diuretic therapy (targeting the loop of Henle or other aspects of the renal tubular
system) is the most common modality undertaken for volume reduction therapy
in hospitalized patients by comparison to osmotic diuretics, hemodialysis (inter-
mittent or continuous), or gastrointestinal track catharsis. Therefore, it is likely
that the majority of the time no deleterious effects occur and the most common
consequence is a lack of response to the administered diuretic. However, if a
patient does respond to diuretic therapy that is not required, intravascular and
then interstitial volume loss may ensue. In such circumstances, dessication of pul-
monary mucus may occur, crippling the mucociliary elevator mechanism, and
leading to secretion retention. In the presence of an indwelling endotracheal tube
and the attendant biofilm, such secretion inspissation encourages atelectasis and
is likely related to subsequent invasive pulmonary infection [27, 28].

As many surgical patients suffer hypoperfusion related to anesthesia, blood
loss, sepsis, and capillary leak after injury, they are at high risk of ATN leading to
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acute kidney injury or acute renal failure. As creatinine increases and urine flow
falls, diuretic therapy is often undertaken to ‘ease volume management’ [29].
However, oliguria may be a protective mechanism to reduce renal work and man-
age oxygen utilization related to solute and water clearance after injury. Pharma-
cologically driving such work may exert a negative influence of subsequent renal
recovery. Such a hypothesis is supported by at least one study utilizing a propen-
sity scoring system, and calls into question this time-honored, but not evidence-
based common practice [30]. It is further recognized that renal injury or failure
may be tracked using the RIFLE criteria (Risk, Injury, Failure, Loss and End-stage
disease). Moreover, the worst RIFLE category that one reaches during hospitaliza-
tion strongly correlates with mortality [31]. The influence of diuretic therapy on
progression through RIFLE stages remains unclear at present, but additional
renal hypoperfusion events would plausibly relate to worsened parencyhmal
injury and reduced performance. Thus, one should be mindful of the potential
deleterious and unintended potential consequences on outcome when prescribing
diuretic therapy.

Conclusion

The diagnosis of pulmonary edema remains a clinical one; however, surgical
patients may present with unique challenges that mislead the clinician to the
diagnosis of ‘pulmonary edema’. The primary pathophysiology of the presenting
surgical disease, the younger patient population, and the prevalence of confound-
ing factors, such as alveolar under-recruitment, may make the diagnosis more
difficult. For these patients, an aggressive search for an underlying cause of pul-
monary edema needs to be sought to justify the diagnosis. Use of APRV or other
re-recruitment techniques may aid in elucidating the pulmonary pathophysiology
and may be sufficient treatment for respiratory failure without the use of diuretic
therapy. In fact, many patients with a radiographic diagnosis of pulmonary
edema may have volume recruitable performance. Additional data derived from
the increasingly liberal application of echocardiography, PPV and, in selected
patients, the pulmonary artery catheter, may help identify postoperative patients
who may benefit from intravascular volume reduction. It is a rare surgical patient
who requires diuretic therapy early in their postoperative course. Alternative
explanations for the clinical condition should be sought prior to the application
of volume reduction therapies.
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Introduction

Neurogenic pulmonary edema (NPE) is a clinical syndrome characterized by the
acute onset of pulmonary edema following a significant central nervous system
(CNS) insult. The etiology is thought to be a surge of catecholamines that results
in cardiopulmonary dysfunction. A myriad of CNS events, including spinal cord
injury, subarachnoid hemorrhage (SAH), traumatic brain injury (TBI), intracra-
nial hemorrhage, status epilepticus, meningitis, and subdural hemorrhage, have
been associated with this syndrome [1–5]. Although NPE was identified over 100
years ago, it is still underappreciated in the clinical arena. Its sporadic and rela-
tively unpredictable nature and a lack of etiologic-specific diagnostic markers
and treatment modalities may in part be responsible for its poor recognition at
the bedside. In this manuscript, we will review the anatomical origin of NPE, out-
line the various possible pathophysiologic mechanisms responsible for its devel-
opment, and propose a clinical framework for the classification of NPE.

Historical Background

The syndrome of NPE has been recognized for over a century. In 1903, Harvey
Williams Cushing, described the connection between CNS injury and hemody-
namic dysfunction [6]; and, in 1908, W. T. Shanahan reported 11 cases of acute
pulmonary edema as a complication of epileptic seizures [7]. Francois Moutier
described the sudden onset of pulmonary edema among soldiers shot in the head
in World War I [8]. Similar reports exist of observed alveolar edema and hemor-
rhage in the lungs of 17 soldiers dying after isolated bullet head wounds in the
Vietnam War [1].

Epidemiology

Because much of the clinical information on NPE has been derived from case
reports and autopsy series, the true incidence of NPE is unknown and is likely
under-reported. Any acute CNS insult, including spinal cord trauma, can result in
pulmonary edema. In patients with SAH, reports of NPE incidence range from
2 % to 42.9 % [3, 9, 10]. Clinically, the likelihood of developing NPE following
SAH correlates with increasing age, delay to surgery, vertebral artery origin, and
the severity of clinical and radiographic presentation (e.g., Hunt-Hess and Fischer
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grades) [10, 11]. Patients with SAH who develop NPE have a higher mortality
rate, nearing 10 % [3]. In patients with TBI, the incidence of NPE has been esti-
mated to be up to 20 % [12]. Rogers et al. examined a large autopsy and inpatient
database on patients with acute head injury in an effort to better characterize
NPE in this patient population. The authors found that the incidence of NPE in
patients with TBI who died at the scene was 32 %. Among the TBI patients who
died within 96 hours, the incidence of NPE rose to 50 % [2]. There was a direct
correlation between decreasing cerebral perfusion pressure (CPP) and reduced
PaO2/FiO2 ratios in the TBI patients [2]. NPE in patients who suffer seizures is
rare; however, up to 80 to 100 % of epileptics who die unexpectedly of seizures
are also found to have NPE [13]. In other series, close to one-third of patients
with status epilepticus also developed NPE [14]. Other conditions, including
aqueductal glioma, multiple sclerosis, medication overdose, arteriovenous mal-
formations, meningitis/encephalitis and spinal cord infarction, have been
reported and linked to the formation of NPE [5, 15–17].

Pathophysiology

The pathophysiology linking the neurologic, cardiac, and pulmonary conditions
in NPE has been subject to debate and controversy since the recognition of NPE
as a clinical entity. A common thread among all case descriptions of NPE is the
severity and acuity of the precipitating CNS event. Neurologic conditions that
cause abrupt, rapid, and extreme elevation in intracranial pressure (ICP) appear
to be at greatest risk of being associated with NPE [18, 19]. Elevated ICP levels
correlate with increased levels of extravascular lung water (EVLW) and NPE [2,
20]. The abrupt increase in ICP leading to neuronal compression, ischemia or
damage is believed to give rise to an intense activation of the sympathetic ner-
vous system and the release of catecholamines [2, 21]. This fundamental role of
catecholamines is supported by the fact that the blockade of sympathetic activity
in animal models via intrathecal lidocaine, phentolamine infusion, or pretreat-
ment with phenoxybenzamine mitigates the pathologic neuro-pulmonary process
[22, 23] (Table 1). In addition to pharmacologic intervention, anatomical inter-
ruption of the nervous system pathway (e.g., spinal cord transection) has also
been shown to protect against the formation of NPE (Table 1). In one animal
model, NPE was prevented by removal of one lung followed by reimplantation.
This was in contrast to the pulmonary edema that developed in the innervated
intrinsic lung [24]. In a human example, NPE has been reported in soldiers who
died suddenly after gunshot wounds to the head. The soldiers with concomitant
cervical spinal cord injury (and presumably severed neuronal connection) did
not have evidence of pulmonary edema on post-mortem exam [1]. Pulmonary
edema has also been reported in patients with pheochromocytoma, presumably
from catecholamine surge [25].

Anatomical Origin of NPE

Although the exact source of sympathetic outflow has not been identified, certain
centers in the brain have been implicated. These ‘NPE trigger zones’ include the
hypothalamus and the medulla, specifically area A1, A5, nuclei of solitary tract
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Table 1. Animal studies assessing possible therapeutic interventions for neurogenic pulmonary edema
(NPE)

Intervention Animal
model

Study design/results

Alpha Blockade
Phentolamine (1 mg/kg) Rats Prevented pulmonary edema after induced injury to anterior

hypothalamus [23]

Phenoxybenzamine
(3 mg/kg)

Dogs Prevented pulmonary artery and systemic pressure increase
after CSF pressure was increased from 100 to 200 mmHg
[22]

Phenoxybenzamine
(1.5 mg/kg)

Dogs Prevented increases in pulmonary perfusion pressure and
PVR and associated increases in lung water, Qs/Qt, VD, and
hypoxemia induced by ICP elevation [50]

Phentolamine (2 mg/kg) Sheep Prevented the expected increase in permeability and lymph
flow after CNS insult [38]

Beta Blockade
Propranolol (0.5 mg/kg) Dogs Pulmonary artery and systemic pressure unchanged with use

of beta blocker after CSF pressure was increased from 100
to 200 mmHg [22]

Propranolol (1.5 mg/kg) Dogs Pretreatment with beta blocker attenuated the increase in
PVR during elevation in ICP but did not prevent increases in
lung water, Qs/Qt, VD, and hypoxemia [50]

Sympathetic Outflow Denervation
Bilateral thoracic sympa-

thectomy
Dogs &
Rabbits

Sympathectomy prior to induced CNS insult did not prevent
pulmonary pressure elevation [35]

Spinal cord transection Monkeys NPE prevented by sympathetic denervation [18]

Cholinergic Influence
Vagotomy Dogs &

Rabbits
Vagotomy did not prevent increases in pulmonary vascular
pressures [35]

Vagotomy Monkeys Vagotomy did not prevent NPE [18]

Other
Methylprednisone

(40 mg/kg)
Rats Prevented aconitine induced NPE and systemic HTN [51]

Hypovolemia Rats Lowering pulmonary blood volume by phlebotomy pre-
vented aconitine induced NPE [51]

Naloxone Sheep Induced NPE could be prevented by opiate antagonism,
suggesting a role for endorphins [45]

CSF: cerebrospinal fluid; PVR: pulmonary vascular resistance; CNS: central nervous system; VD: dead
space; Qs/Qt: pulmonary shunt

and the area postrema [5]. Area A1 is located in the ventrolateral aspect of the
medulla and is composed of catecholamine neurons which project into the hypo-
thalamus [5]. The neurons from area A5, located in the upper portion of the
medulla, project into the preganglionic centers for spinal cord sympathetic out-
flow [5]. Injury to Area A1 or disruption of the efferent pathway between A5 and
the cervical cord has been shown to result in the formation of pulmonary edema
[26]. Stimulation of area A5 also causes increases in systemic blood pressure [27].
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The nuclei of solitary tract and the area postrema of the medulla have also been
linked to the formation of NPE. These areas are related to respiratory regulation
and receive input from the carotid sinus. In animal models, bilateral irritation of
the nuclei solitary tract causes severe hypertension and NPE [23]. Unilateral stim-
ulation of the area postrema also results in profound hemodynamic changes,
including increased cardiac output, peripheral vascular resistance, and hyperten-
sion [5]. Finally, NPE was shown to develop after lesions were induced in the
hypothalamus of laboratory animals [28]. In a case series of 22 patients suffering
from NPE, 11 of the patients had significant radiographic abnormalities in the
hypothalamus. The presence of hypothalamic lesions among these NPE patients
conferred a worse prognosis [29].

Pathogenesis

It is the prevailing view that the autonomic response to elevated ICP plays an
important role in the pathogenesis of NPE. However, what occurs mechanistically
at the level of the pulmonary vascular endothelium remains enigmatic and theo-
retical. Several clinicopathologic paradigms have been proposed to explain the
clinical syndrome of NPE: 1) Neuro-cardiac; 2) Neuro-hemodynamic; 3) “blast
theory”; and 4) pulmonary venule adrenergic hypersensitivity.

Neuro-cardiac NPE

Whereas NPE has traditionally been described as a ‘non-cardiogenic’ form of
pulmonary edema, there is evidence that, in at least a subset of patients, neuro-
logic insult leads to direct myocardial injury and the development of pulmonary
edema. Takotsubo’s cardiomyopathy is a reversible condition characterized by
depressed cardiac contractility following a neurologically ‘stressful’ event. The
transiently diminished lusitropy, diastolic dysfunction, and global hypokinesis
of the Takotsubo heart can render these patients susceptible to cardiogenic pul-
monary edema [30]. Connor was one of the first investigators to describe the
myocytolysis and contraction-band necrosis on myocardial biopsies of neuro-
surgical patients with pulmonary edema [31]. Since this original report, several
cases of cardiac injury associated with pulmonary edema following a CNS event
have been described. In a retrospective analysis, patients with no previous car-
diac history developed acute onset of pulmonary edema in association with a
SAH. The patients all demonstrated segmental wall motion abnormalities on
echocardiogram, mildly elevated cardiac enzymes, electrocardiogram (EKG)
abnormalities, and elevated pulmonary artery occlusion pressures (PAOPs).
These patients were noted to have focal myocardial necrosis, yet had no evi-
dence of infarction and had normal coronary arteries [32]. Similar descriptions
of reversible cardiac dysfunction have been reported among patients with TBI
and NPE [30].

As with all forms of NPE, massive sympathetic discharge following CNS insult
is thought to be the precipitating factor. More specifically, in this subset of
patients with ‘neuro-cardiac’ NPE, it is catecholamines that induce direct myocyte
injury. This is supported by the fact that the wall motion abnormalities seen on
echocardiogram in patients with neurogenic stunned myocardium follow a pat-
tern of sympathetic nerve innervation [33]. Similarly, myocardial lesions have

474 D.L. Davison, M. Terek, and L.S. Chawla

XI



been shown in patients with pheochromocytoma, supporting the role of catechol-
amine surge in the pathogenesis of stunned myocardium [34].

Neuro-hemodynamic NPE

Unlike the direct toxic effects to the myocardium as detailed above, the ‘neuro-
hemodynamic’ theory posits that ventricular compliance is indirectly altered by
the abrupt increases in systemic and pulmonary pressures following CNS injury.
In the original studies by Sarnoff and Sarnoff, substantial increases in aortic and
pulmonary pressures were observed following the injection of thrombin into the
intracisterna magna of dogs and rabbits [35]. The authors noted that following
the sympathetic surge, the left ventricle had reached its work-failure threshold
and failed to effectively pump against the systemic pressures. A translocation of
blood flow from the highly resistant systemic circulation to the low resistance
pulmonary circuit subsequently ensued, leading to a hydrostatic form of pulmo-
nary edema. The increased sizes of the left atrium and pulmonary veins in the
animals were well documented in this study, and the authors subsequently coined
the term “neuro-hemodynamic pulmonary edema” [35]. Several other animal
models have documented large elevations in left atrial, systemic and pulmonary
pressures associated with NPE [18, 22, 36]. One study induced graded levels of
ICP in chimpanzees. All of the animals developed systemic hypertension, but only
those with a marked increase in left atrial pressure and a decrease in cardiac out-
put developed pulmonary edema [18].

Blast Theory

The neuro-cardiac and neuro-hemodynamic theories outlined above both suggest
that alterations in hydrostatic and Starling forces are central to the formation of
pulmonary edema following CNS injury. Although hydrostatic pressures may play
a role in the pathogenesis, this mechanism alone cannot explain the presence of
red blood cells (RBCs) and protein observed in the alveolar fluid in many NPE
subjects [37, 38]. The exudative properties of the pulmonary fluid imply that
alterations in vascular permeability play a role in the pathogenesis of NPE. In
order to explain the presence of both hydrostatic factors and vascular leak, Theo-
dore and Robin introduced the “blast theory” of NPE [39]. Similar to the neuro-
hemodynamic model, the “blast theory” posits that the severe abrupt increases in
systemic and pulmonary pressures following the catecholamine surge result in a
net shift of blood volume from the systemic circulation to the low resistance pul-
monary circulation. This increase in pulmonary venous pressure leads to the
development of transudative pulmonary edema. The “blast theory” further posits
that the acute rise in capillary pressure induces a degree of barotrauma capable
of damaging the capillary-alveolar membrane. The structural damage to the pul-
monary endothelium ultimately leads to vascular leak and persistent protein-rich
pulmonary edema [39]. The pulmonary edema according to the “blast theory” is
thus the result of two mechanisms which act synergistically: A high-pressure
hydrostatic influence and pulmonary endothelial injury. Several pre-clinical mod-
els support this mechanism [40, 41]. Maron showed that barotrauma and vascular
permeability occurred when pulmonary pressures exceeded 70 torr following
CNS injury in dogs [40]. In another study, EVLW was observed when pulmonary
artery pressures reached 25 torr or greater in rabbits [41]. The authors concluded
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that some degree of pulmonary hypertension is required for the development of
pulmonary edema, and that the degree of permeability is “pressure dependent”
[41].

Theodore and Robin in the “blast theory” acknowledged that it is rare to docu-
ment elevated systemic and pulmonary pressures in human cases of NPE. Accord-
ing to their theory, this can be explained by the fact that the sympathetic surge
and subsequent hemodynamic instability occurs at the time of the inciting event
when hemodynamic monitoring is rare [39]. During the later stages of NPE, sys-
temic and pulmonary pressures can return to normal, whereas the endothelial
injury and vascular leak may persist [39]. A few case reports have been able to
document this sequence of events in human subjects, lending credence to the
“blast theory”. One case study described a patient who had hemodynamic moni-
toring at the time of a seizure that led to NPE. Within minutes of the seizure,
marked increases in systemic, pulmonary and pulmonary artery occlusion pres-
sures were recorded. The hemodynamics quickly normalized and two hours later,
pulmonary edema developed, which was determined to be high in protein con-
tent [37]. In another case report of a patient with an intracranial hemorrhage,
extreme increases in systemic and mean pulmonary pressures (410/200 mmHg
and 48 mmHg, respectively) lasted 4 minutes. This was followed by a dramatic
decrease in the patient’s oxygen levels. The patient’s pulmonary edema did not
clear on radiograph for 72 hours following the last episode of transient systemic
and pulmonary hypertension. The authors concluded that persistent vascular leak
was the basis for these findings [42].

Pulmonary Venule Adrenergic Hypersensitivity

Many reports of NPE fail to consistently demonstrate the hypertensive surges and
changes in left atrial pressures as described in the theories above. This suggests
that systemic hypertension and its effect on cardiac contractility may not always
contribute to the development of NPE. An alternative hypothesis is that the mas-
sive sympathetic discharge following CNS injury directly affects the pulmonary
vascular bed, and that the edema develops regardless of any systemic changes. We
refer to this as the ‘pulmonary venule adrenergic hypersensitivity’ theory. This
concept of neurally induced changes to endothelial integrity is made plausible by
the fact that pulmonary vascular beds contain α- and β-adrenergic receptors [43].
In a well designed study by McClellan et al. [44], CNS injury and elevated ICP
was induced in dogs by cisternal saline infusion. Autonomic activation following
the CNS insult was evidenced by an increase in systemic and pulmonary vascular
pressures. The pulmonary edema developed in the dogs and was proven to be
exudative in content. When the same degree of pulmonary hypertension and
increased left atrial pressure was induced with a left atrial balloon in the control
group, pulmonary edema did not develop. The authors concluded that neurologic
insult resulted in acute lung injury (ALI), which could not be explained by hemo-
dynamic changes, but rather by direct neurological influences on the pulmonary
endothelium [44]. In other studies of intracranial lesions induced in sheep, pul-
monary edema developed despite normal or only mildly increased left atrial and
systemic pressures [38, 45]. In one of these studies, α-adrenergic blockade pre-
vented the formation of pulmonary edema with little systemic effect, further sup-
porting the role of direct adrenergic influence [38]. In human examples, continu-
ous cardiac monitoring during the development of NPE in patients with SAH and
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brain tumor resection failed to demonstrate preceding hemodynamic changes
[46–48]. These findings suggest that isolated pulmonary venoconstriction or
endothelial disruption following CNS injury may be responsible for the formation
of pulmonary edema [47, 48].

Clinical Characteristics

Two distinct clinical forms of NPE have been described. The early form of NPE is
most common and is characterized by the development of symptoms within min-
utes to hours following neurologic injury. In contrast, the delayed form develops
12 to 24 hours after the CNS insult [5]. The abrupt nature of respiratory distress
is an impressive feature of NPE. Typically, the patient becomes acutely dyspneic,
tachypneic, and hypoxic within minutes. Pink, frothy sputum is commonly seen
and bilateral crackles and rales are appreciated on auscultation. Sympathetic
hyperactivity is common and the patient may be febrile, tachycardic, and hyper-
tensive, and leukocytosis may occur. Chest radiograph will reveal bilateral hyper-
dense infiltrates consistent with acute respiratory distress syndrome (ARDS) [5].
Symptoms often spontaneously resolve within 24 to 48 hours; however, in patients
with ongoing brain injury and elevated ICP, the NPE often persists.

Differential Diagnosis

Because alternative conditions are common, NPE is a difficult diagnosis to estab-
lish. The diagnosis of ‘pure’ NPE is a diagnosis of exclusion and, by traditional
definition, requires documentation of non-cardiogenic pulmonary edema in the
setting of neurological injury. Aggressive fluid hydration is frequently adminis-
tered to neurologically injured patients. Large volume resuscitation is especially
common in SAH patients suspected of having vasospasm, thus rendering these
patients at risk for volume overload and pulmonary edema [9]. Aspiration pneu-
monia is also common among CNS injured patients and must be excluded. Aspi-
ration pneumonia differs from NPE by the presence of clinical clues (vomiting,
gastric contents in the oropharynx, witnessed aspiration) and the distribution of
alveolar disease in dependent portions of the lungs. In contrast, NPE is character-
ized by a frothy, often blood-tinged sputum and more centrally distributed alveo-
lar disease on radiograph [5].

Previous Treatment in Humans

Although numerous case reports have described the various precipitating CNS
insults and clinical scenarios associated with NPE, few studies have identified spe-
cific treatment modalities for this condition. The management of NPE to date has
largely focused on treating the underlying neurologic condition in order to quell
the sympathetic discharge responsible for causing the lung injury. Treatment efforts
to reduce ICP, including decompression and clot evacuation, osmotic diuretics,
anti-epileptics, tumor resection, and steroids have all been associated with
improvements in oxygenation [3, 16, 28]. Pharmacological intervention, specifically
anti-α-adrenergic agents, which potentially interrupt the vicious cycle of hemody-
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namic instability and subsequent respiratory failure, has shown promise in animal
models. However, there are few reports documenting its use in humans. In one case
report, a patient with TBI developed sudden onset of bilateral infiltrates and hyp-
oxia in the setting of elevated blood pressures, sinus tachycardia and normal cen-
tral venous pressure (CVP). This patient was successfully treated with the α-block-
ing agent, chlorpromazine, as evidenced by rapid improvement in oxygenation and
hemodynamics; catecholamine levels were not measured in this report [49].

Proposed Clinical Framework, Diagnostic Criteria, and Management
of NPE

NPE is an exotic form of pulmonary edema and can be considered a form of
ARDS per the consensus definition. While all cases of NPE follow a CNS event
and likely originate from sympathetic activation, downstream effects on the car-
diopulmonary system vary. Some patients may have direct myocardial injury
resulting in left ventricular failure and pulmonary edema. Others develop pulmo-
nary edema from a non-cardiogenic mechanism as described in the pulmonary
venule hypersensitivity models. Differentiating between ‘cardiogenic involvement’
and ‘non-cardiogenic’ mechanisms is essential in the clinical realm, as there are
clear therapeutic implications. In order for this clinical entity to be effectively
studied and treated, a definition that captures a subset of patients with NPE who
may benefit from sympathetic interference would be helpful. We, therefore, pro-
pose the following diagnostic criteria for this subset of NPE: 1) Bilateral infil-
trates; 2) PaO2/FiO2 ratio < 200; 3) no evidence of left atrial hypertension; 4) pres-
ence of CNS injury (severe enough to have caused significantly increased ICP); 5)
absence of other common causes of acute respiratory distress or ARDS (e.g., aspi-
ration, massive blood transfusion, sepsis). For those patients who meet the above
NPE criteria, measurement of serum catecholamines may be helpful. In those
patients in whom blood pressure permits, a trial of an α-adrenergic blocking
agent, such as phentolamine, can be considered.

Conclusion

Despite decades of scientific experiments and case descriptions, the diagnosis and
management of NPE remains controversial and challenging. Although this syn-
drome has been described for over a millennium, it remains underdiagnosed and
underappreciated. The exact pathophysiology of NPE is still debated and the wide
variety of clinical situations in which it occurs can obfuscate diagnosis. The sudden
development of hypoxemic respiratory failure following a catastrophic CNS event,
which cannot be attributed to other causes of ARDS, is the only universally agreed
upon characteristic of NPE. A common denominator in all cases of NPE is likely a
surge in endogenous serum catecholamines that may result in changes in cardio-
pulmonary hemodynamics and Starling forces. It appears that the specific clinical
manifestations of this surge may vary depending on the individual circumstance. In
some patients, cardiac dysfunction may predominate; in others, capillary leak is the
primary manifestation. These patterns have obvious implications for the diagnosis
and treatment of individual cases, including cardiac evaluation, fluid management,
and choice of inotropic or vasoactive substances such as α-adrenergic blockade.
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Introduction

Emergency prehospital resuscitative medical care, as we have come to know it in
recent years, had many of its roots in the 1960s and 1970s when several intrepid
physicians ventured into the out-of-hospital setting and published their experi-
ences with lifesaving approaches to managing patients with acute coronary syn-
dromes and, most specifically, cardiopulmonary arrest due to out-of-hospital ven-
tricular dysrhythmias [1–5]. Although physician-staffed ambulance services and
out-of-hospital emergency medical care responses had been in place for more
than a century in many venues worldwide, this modern iteration of emergency
medical rescue was highlighted by scientific documentation of lifesaving out-
comes in the early years of development [1–3]. In turn, this reportable success
prompted widespread adoption of emergency medical services (EMS) systems of
care across the globe [6].

At the same time, the development of contemporary EMS was also remarkable
in some locales for the development of formal training and community-wide
deployment of non-physician personnel who could provide both basic and even
advanced (procedurally-invasive) care interventions [2–6]. Such interventions,
which, traditionally, had been provided in the in-hospital setting, ranged from
basic spinal immobilization and extremity splinting to more advanced electrocar-
diographic (EKG) interpretation, defibrillation attempts and so-called ‘invasive’
procedures such as intravenous (i.v.) cannulation, needle decompression of the
chest, and endotracheal intubation. Particularly in the arena of out-of-hospital
cardiac arrest, early data supported the notion that ‘the earlier the intervention,
the better the results’ [3, 4]. For example, published studies showed a distinct cor-
relation between the response interval for emergency care responders and even-
tual survival to hospital discharge for patients who had sudden out-of-hospital
ventricular fibrillation (VF)-related cardiac arrest [4]. Although, in retrospect, the
most important factors may have been early, aggressive, uninterrupted chest
compressions and rapid delivery of defibrillatory countershocks, those early out-
of-hospital emergency care practitioners (Fig. 1) were also providing endotracheal
intubation, i.v. administration of cardiac anti-arrhythmic medications and β-
adrenergic drugs and vasopressor infusions [2–4, 7, 8]. It was, therefore, assumed
that all of these interventions were providing a beneficial effect.

Over time, many other prehospital care interventions were adopted for a pleth-
ora of emergency medical conditions, ranging from i.v. fluid resuscitation for pre-
sumed hemorrhage and infusions of benzodiazepines for persistent seizures to
subcutaneous administration of epinephrine for anaphylaxis and i.v. diuretics for
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Fig. 1. Prehospital care interventions may be either effective or deleterious, depending on circum-
stances. Early (1970s) experience with prehospital resuscitative interventions provided on-scene by spe-
cially-trained out-of-hospital emergency medical responders proved to be dramatically life-saving in
several clinical care scenarios. Subsequent scientific scrutiny also demonstrated that many interventions
shown to be helpful for certain conditions, may also be detrimental in other circumstances, especially
in the absence of expert medical oversight and appropriate delineation of treatment application (photo
by Dr. Paul Pepe).

pulmonary edema. In the United States and several other countries, it was physi-
cian-trained, physician-supervised paramedics who generally provided the inter-
ventions [2–6]. In other venues, such as Europe and Asia, specialized physicians
were assigned to the prehospital arena for the more critical emergencies. As a
result, many of the interventions that physicians provided in the in-hospital set-
ting were transitioned to the ‘field’ with the same presumption that they were
both beneficial and necessary. In retrospect, however, and for a myriad of reasons
ranging from EMS system design and evolving understanding of the physiology
and timing of certain interventions, many of those prehospital procedures have
not only been found to be relatively ineffective, but actually detrimental under
various circumstances [8–13].

In the following discussion, choosing a few representative examples, some of
the historical and current resuscitative interventions that have been delivered in
the prehospital arena will be reviewed and analyzed as being ‘elemental’ or ‘detri-
mental’. In essence, many of these interventions can be both helpful and harmful,
but, to quote Oscar Wilde, “the truth is rarely pure and never simple” (from: The
Importance of Being Earnest, 1895, Act I). The following review is one attempt to
provide some perspectives on this important concept.

Prehospital Interventions for Trauma

Post-trauma Fluid Resuscitation

Following a series of elegant experimental models of severe hemorrhage in the
1950s and 1960s, scientists and clinicians alike adopted the concept that infusions
of isotonic crystalloid were an important therapeutic intervention to restore
intravascular volume loss [14, 15]. With the intuitive presumption that the earlier
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the intervention could be provided, the better the outcome would be, the evolu-
tion of EMS provided a mechanisms to deliver expedient infusion of i.v. fluids in
the out-of-hospital setting, either on-scene or enroute to definitive surgical care,
for patients with presumed or confirmed hemorrhage. In turn, by the 1990s, pre-
hospital fluid resuscitation had become established as a mainstream intervention
for trauma patients who had significant bleeding or suspected internal hemor-
rhage [16].

In recent years, however, there has been growing evidence that rapid fluid
resuscitation prior to the control of hemorrhage, may be detrimental, and partic-
ularly in the case of penetrating injuries in which a distinct intrathoracic or
intraabdominal vascular injury is likely to be involved [9, 17–23]. Experimental
research in numerous models supports the concept that when fluid infusions are
provided before bleeding has been controlled they will lead to a hydraulic
increase in bleeding, disruption of early soft clot formation and even dilute coag-
ulation factors [17–20, 22, 23].

Existing clinical research findings, although limited, have also supported this
concept of not treating hypotension during uncontrollable hemorrhage and the
evolving concept of ‘damage control resuscitation’, particularly in the absence of
severe traumatic head injury [25, 26]. For example, a large, prospective, con-
trolled clinical trial of fluid resuscitation for post-injury hypotension, compared
immediate prehospital i.v. fluid resuscitation to fluid resuscitation that was
deferred until arrival in the operating room (OR) [9]. Specifically, patients pre-
senting with systolic blood pressure (SBP) < 90 mmHg following thoraco-abdom-
inal gunshot or stab wounds were provided with either liberal lactated Ringer’s
fluid resuscitation preoperatively or no fluid resuscitation until arrival in the OR.
The results demonstrated that patients in the preoperative fluid resuscitation
group had a higher mortality rate and a higher rate of postoperative complica-
tions compared with patients in the delayed resuscitation group [9]. A second
prospective randomized clinical trial involved both penetrating and blunt trauma
patients [21]. Those with SBP < 90 mmHg were randomized to a fluid resuscita-
tion strategy targeted to a lower than normal SBP (80 mmHg) or to conventional
care (SBP > 100 mmHg). Mortality was identical (4/55 patients in each group) but
there were fewer complications and a shorter duration of hemorrhage in the low-
pressure group [21].

Accordingly, in this approach to trauma resuscitation, if the bleeding is easily
controlled (such as a hemorrhaging vascular injury in an extremity, then fluids
can be infused once mechanical hemostasis (e.g., tourniquet, direct pressure,
clamping) is achieved. However, if the bleeding is uncontrollable in the prehospi-
tal setting, such as an intra-abdominal hemorrhage, there is now a strong precau-
tion that this preoperative (pre-surgical) intervention may be harmful, particu-
larly if provided overzealously or too early in the course of resuscitative care. Tra-
ditionally, the management strategy had been to return patients with system arte-
rial hypotension to a more ‘normotensive’ state. However, with the evolving para-
digm, a low systemic arterial blood pressure is generally tolerated until the time
of surgical intervention unless palpable pulses are lost and the patient has
become unresponsive [25–27].

Nevertheless, studies have not fully addressed the more complicated issue of
blunt trauma involving severe traumatic brain injury (TBI), often characterized
by numerous sites of hemorrhage and substantially greater direct tissue injury
overall and greater extravascular sequestration of free fluid. Blunt trauma is more
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likely to include some degree of TBI, which is thought to be exquisitely sensitive
to episodes of hypotension [28]. In such cases, the rationale for i.v. fluid infusions
is much stronger and they continue to be recommended by many practitioners
for such circumstances [27]. However, some would also argue that the observa-
tion of hypotension may simply be a surrogate variable for a more severely
injured patient [25, 26]. Patients with polytrauma can also have distinct vascular
injuries that are subject to some of the same concerns held for those with pene-
trating injuries. Creation of a secondary bleed following fluid infusions may also
worsen the outcome, even with severe head injuries [20]. Controlled experimental
evidence supports the notion that if there is concurrent on-going uncontrolled
hemorrhage, early infusions of i.v. fluids are still detrimental in head injury, espe-
cially early and aggressive bolus doses [20]. One theory is that early fluid resusci-
tation in the prehospital stage of therapy may dislodge early soft clot formation
before a more stable fibrinous clot has a chance to form [20]. This construct is
consistent with the notion that soft clots may not tolerate higher pressures until
fibrin deposition occurs, a process thought to occur about a half-hour into the
clotting process. Therefore, future research initiatives should not only stratify
patients with blunt trauma and those with severe head injury, but also the timing
and rate of fluid infusions.

With respect to fluid type, it has been argued that early colloid infusion or
even hypertonic saline infusions may be a better choice of fluid in the prehospital
arena considering that they may be associated with smaller volumes of fluid [17,
24, 29]. Also, products such as hypertonic saline may have anti-inflammatory
properties [26, 29]. This attribute may be advantageous in severe polytrauma, a
process that can be associated with massive soft tissue injury and subsequent
massive inflammatory response. However, to date, data have not fully docu-
mented an outcome difference with the use of hypertonic saline, including a
recent major multicenter trial of hypertonic saline sponsored by the U.S. National
Institutes of Health [29].

Although perhaps an over-simplified interpretation of the data, the evolving
evidence is leaning away from early prehospital fluid resuscitation, unless bleed-
ing can be readily controlled [23, 25–27]. Likewise, similar considerations would
also apply to non-traumatic internal hemorrhage threats, such as aortic disrup-
tion or active gastrointestinal bleeding. Nevertheless, studies have also suggested
that blood or fluid administration may be of value in patients with ‘severe circu-
latory compromise’ (i.e., mean systemic arterial blood pressure [MAP] < 40
mmHg). Patients with such a degree of hypotension typically present without a
measurable SBP and are usually unconscious [9, 18, 19, 27]. Considering the grim
outlook for these patients (airway obstruction, tension pneumothorax, cardiac
tamponade, single vessel hemorrhage), rapid fluid infusion might be empirically
reasonable [27]. In practice, the few survivors of prehospital loss of pulse are lim-
ited to those patients with anatomically discrete injuries (airway, aorta, heart) for
whom rapid resuscitation is combined with equally rapid control of the underly-
ing etiology [30, 31].

Post-trauma Airway and Ventilatory Management

While endotracheal intubation is considered the ‘gold standard’ definitive airway,
several studies, including a controlled clinical trial in a pediatric population, have
now suggested a detrimental effect or, at least, no significant advantage to preho-
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spital endotracheal intubation [32–34]. In the controlled (33.5 month) trial of 830
children (age 12 years or younger), neurological outcomes were not significantly
different for 92 of 404 (23 %) children receiving bag-valve-mask (BVM) devices
versus 85 of 416 (20 %) receiving prehospital endotracheal intubation [34]. In
another case-control study of severely head injured patients receiving endotra-
cheal intubation facilitated by rapid sequence induction (RSI), outcomes were
worse for patients receiving the procedure versus those with similar injuries not
receiving it [33]. Also, in deference to other studies indicating a survival advan-
tage to prehospital endotracheal intubation in post-trauma circulatory arrest,
endotracheal intubation has been associated with increased mortality in other
studies [30–32]. In view of these studies, one could even argue that there is no
strong support for endotracheal intubation in terms of survival advantage,
despite the intuitive value of performing it in critically ill and injured patients
[12]. However, the problem may not be the endotracheal tube in itself, but the
way in which it is used, including prehospital practitioners being facile at place-
ment and the ensuing techniques of ventilatory support once endotracheal intu-
bation has been performed [12, 13, 26, 30].

Most trauma patients do not require invasive airway management, but the
most severely injured patients, those with very profound hemorrhagic states or
obtunding TBI, are classic candidates [16, 33]. Endotracheal intubation would be
provided not only to ensure adequate oxygenation and ventilation (carbon diox-
ide elimination), but also to protect the airway from rapid edema formation or
aspiration of blood or gastric contents. In that sense, endotracheal intubation tra-
ditionally has been part of the clinical portfolio for prehospital care personnel
[12]. However, although endotracheal intubation may be considered the definitive
airway, in view of the aforementioned studies, it has become a controversial topic
in recent years, particularly with the universal proliferation of advanced life sup-
port personnel (paramedics).

The number of paramedics in an EMS agency may affect skills performance
[12]. The skill of endotracheal intubation requires not only proper initial training,
but also multiple opportunities to provide the intervention to retain the skill,
especially in the uncontrolled circumstances encountered in the prehospital set-
ting where multiple challenges abound, such as bright ambient light, awkward
positioning, hypopharyngeal blood and vomitus and portability of only rudimen-
tary equipment. The original EMS systems were staffed by a core team of skilled
physicians or a core cadre of paramedics who were focused on the relatively
smaller group of critically ill patients [2,3]. In turn, skills utilization was frequent
and, accordingly, endotracheal intubation performance was quite strong and rou-
tinely successful [12]. However, in the U.S. and other locales, a popular philoso-
phy evolved in the 1970s that more paramedics in a system would provide trauma
victims closer proximity to advanced prehospital care. As a result, there was also
a resulting dilution of skills utilization. With a larger pool of advanced providers
who must compete for the opportunity to attempt endotracheal intubation in the
relatively small number of patients who require the procedure, skills experience
is much less frequent and has led to less expedient or common occurrence of
failed intubation [12, 34–36]. Thus, with evolving data demonstrating this phe-
nomenon of skills-based failure to intubate successfully, there has been a growing
sentiment among EMS system medical directors in the U.S. and other similar
paramedic-based systems of care that endotracheal intubation is a relatively dele-
terious intervention in the prehospital setting. This has become particularly
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weighted when considering the relative risks of paralytics and sedative drugs to
facilitate endotracheal intubation in the TBI patient and concomitant delays if
endotracheal intubation is not performed rapidly and adeptly [12, 33, 34, 37].
With recent development of alternative airways such as the laryngeal airway
mask, King airway and Combitube, the pressure to perform endotracheal intuba-
tion has lessened more than ever.

Even when prehospital practitioners are facile at endotracheal intubation and
achieve successful tube placement, endotracheal intubation may actually lead to
more harm if the practitioners’ ventilatory practices are improper. In many ven-
ues, prehospital providers have been demonstrated to overzealously ventilate the
patient once an endotracheal tube has been placed [12, 13]. Overzealous, or even
relatively controlled ventilation (tidal volume and rate) with positive pressure
breaths, can have a profound deleterious effect, especially in the bleeding patient
who has experienced significant intravascular volume loss [13, 26]. Although rela-
tively infrequent positive pressure breaths can maintain adequate oxygenation
and ventilation in such fragile patients and even correlate with improved out-
comes, even ‘normal’ rates of ventilation can be relatively harmful and likely
lethal in extremis conditions [13, 30]. Therefore, endotracheal intubation may
often be an appropriate intervention in the prehospital setting, but it can also be
detrimental if the system is not designed to enhance skills for the practitioners
and if they are not controlling the delivery of positive pressure ventilation [13,
31–37].

Prehospital Interventions for Cardiopulmonary Resuscitation

Defibrillation, Rescue Breathing and Basic Cardiopulmonary Resuscitation (CPR)

As previously discussed, considerable advances in lifesaving have been docu-
mented in terms of out-of-hospital interventions for cardiac arrest, particularly in
terms of rapid on-scene defibrillation [2–5,7]. For example, a study was con-
ducted at the airports in Chicago (USA) to evaluate the value of placing auto-
mated external defibrillator (AED) devices in public settings for use by bystand-
ers, including those with no duty to act [7]. That investigation not only confirmed
the safety and facile use of this prehospital intervention and that bystanders,
without duty to act, would retrieve and operate it very rapidly, but it also demon-
strated a profound lifesaving effect. In the first year of study alone, all persons
collapsing in the ticket counter and gate areas with cardiac arrest were found to
have VF and every single person survived, neurologically-intact [7]. Moreover, in
contrast to traditional EMS experiences following paramedic defibrillation in
which survivors often remain in coma for several hours (or even days) following
resuscitation, almost every one of these survivors was waking prior to arrival of
traditional EMS responders. In turn, this scenario diminished the need for criti-
cal care interventions, such as mechanical ventilation and other related interven-
tions, thus diminishing the immediate requirement for high-end critical care
resources. This noteworthy publication demonstrated a compelling principle that
‘the earlier the intervention, the better the results’. It not only confirmed the cor-
ollary that a ‘gram of the right prehospital care will save a kilogram of ICU care’,
but it also documented the remarkable potential for reversibility of one of the
most common causes of death worldwide. Clearly, this prehospital intervention
was shown to be both ‘elemental’ and resource-sparing at the same time. Similar
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experiences, in terms of eliminating the need for endotracheal intubation and
mechanical ventilation, have been found with the prehospital application of con-
tinuous positive airway pressure (CPAP) for persons with congestive heart failure
and acute onset of pulmonary edema formation.

Unfortunately, many other longstanding interventions applied in the prehospi-
tal setting for cardiac arrest may now be seen as being detrimental, particularly
the traditional approaches to rescue breathing. The classic triad of ‘ABC’ (airway,
breathing, circulation) has been emphasized for nearly three decades in numer-
ous textbooks of resuscitative management, but, over the past decade, the ‘breath-
ing’ component has been re-appraised [10, 13]. Current consensus guidelines
have supported a renewed focus on minimally interrupted chest compressions
and de-emphasized rescuer ventilation altogether [38, 39]. The concept here is to
maintain the key determinant for return of spontaneous circulation (ROSC),
namely adequate coronary artery perfusion pressure, without interruption
[38–40]. Current studies show that when hands come off the chest (i.e., when
chest compressions are interrupted in order to give rescue breathes, change res-
cuers, assess for a pulse or whatever), coronary perfusion pressure rapidly falls
off, and it takes many seconds to build up the pressure head again [40]. Accord-
ingly, if one stops for too long an interval (and too often) to provide rescue
breaths, pulse assessments or delivery of a shock, the average coronary perfusion
pressure calculated over a minute is dramatically diminished and, thus, resuscita-
tion efforts become incompatible with ROSC [38–40]. On the other hand, if the
compressions are maintained without interruption, a reasonable minute coronary
perfusion pressure may be maintained, increasing the chances of ROSC and ulti-
mate survival with intact neurological status.

Based on intuitive thinking, one might worry about desaturation of the arterial
bloodstream without intermittent rescue breaths. However, under the conditions
of markedly slow circulation during CPR attempts, the arterial bloodstream can
stay fairly well-saturated for a few minutes, such as in the case of a sudden VF
cardiac death [10, 39, 41]. With the obvious caveat of cardiac arrest presumably
attributable to a respiratory compromise or a rapidly failing heart (with evolving
cardiac shock and/or pulmonary edema), sudden circulatory arrest due to unex-
pected onset of VF should be associated with fully saturated arterial red blood
cells (RBCs) at the time of onset of the sudden collapse [10, 39, 41]. Still, even if
RBC desaturation did begin to occur, some investigators would argue that contin-
uous delivery of even low content oxygen and lower oxygen tensions (relatively
desaturated RBCs) is much more important in terms of achieving ROSC than a
markedly interrupted flow of RBCs, even if 100 % saturated [38, 41]. Recent stud-
ies, although not yet confirmed with a gold standard controlled clinical trial, pro-
vide compelling evidence that providing minimally-interrupted chest compres-
sions without rescue breathing, even after EMS arrival, affords significant sur-
vival advantages [38].

At the same time, as in the case of trauma patients, positive pressure ventila-
tion, regardless of the inspired oxygen fraction carries its own detrimental effects
on circulation [13]. Again, overzealous ventilation in a low-flow (e.g., CPR in this
case) can be very deleterious [12, 13]. Even if the patient achieves ROSC, over-
zealous ventilation can mask pulses, impede or reverse the resuscitative effort [13,
42]. Some studies have documented that paramedics and other prehospital care
responders have delivered overzealous ventilation, even when specifically trained
to provide much slower rates [33, 42]. Also, as noted in the case of trauma resus-
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citation, less experienced providers may interrupt chest compressions too much
in their attempts to place the tube in the trachea when they are less than facile.
In turn, many resuscitative guidelines thus recommend that endotracheal intuba-
tion be deferred in the early stages of cardiac resuscitation [38]. Despite the con-
cerns, however, endotracheal intubation is still the gold standard for airway con-
trol and protection, let alone controlled ventilatory procedures. One could still
argue that (at some point in the resuscitation), endotracheal intubation is still the
definitive airway and thus ‘elemental’ in prehospital resuscitation (as indicated).
Nevertheless, prolonged attempts by less experienced care providers and/or over-
zealous ventilation following endotracheal intubation in the ‘heat of action’ may
also be quite detrimental [12, 13, 33, 42].

The Quality of CPR and CPR Adjuncts

Although it is now clear that getting back to the basics of performing minimally
interrupted CPR (chest compressions) is a paramount focus in restoring sponta-
neous circulation (and ultimate long-term survival with intact neurological sta-
tus), one must also focus on the quality of the CPR [39, 41, 43–45]. Studies over
the last decade have not only determined that chest compressions were inter-
rupted too often but that there also is frequent inadequacy of the depth and rate
of compressions as well as improper performance of basic CPR that does not
allow enough thoracic recoil to occur [43–45]. At the same time, there also is
evolving evidence to suggest that compressions can be delivered too fast. Even
with well-performed CPR, if the rate of compressions is excessive, this may be
associated with diminished survival chances. Once again, a critical (elemental)
prehospital intervention, if not taught appropriately or implemented properly, can
be systematically detrimental [5, 6, 13, 33, 36].

This concern leads to a renewed focus on adjuncts that might improve blood
flow even further [46–50]. Many devices have already been approved for use by
governmental product regulators, including the U.S. Food and Drug Administra-
tion (FDA), for use in cardiac arrest, even prior to definitive clinical trials
[46–48]. One of these devices, the impedance threshold device (ITD), had been
supported by compelling evidence both in the laboratory and clinical environ-
ment, but the results of a recent multicenter, controlled clinical trial did not sup-
port such a conclusion [48]. Still, the ITD was not found to be harmful and in
another study, in which the ITD was combined with an active compression-
decompression device (ACD), there was a demonstrable life-saving effect [49].
Whether this positive effect was due to the ITD and ACD combined or the ACD
alone is not clear [46, 48–50].

As another example, the so-called “AutoPulse” device has been extremely
impressive in terms of preliminary experience, but mixed results (including both
positive and negative effects) in clinical trials and its attendant costs have hin-
dered its widespread acceptance [46, 47]. Similarly, the so-called LUCAS and Life-
Stat devices have held great promise, but most clinicians and researchers are
awaiting more confirmatory trials [46]. These recent findings do reflect some of
the reasons why it is difficult to definitively conclude on the value of some inter-
ventions and, in turn, justify their use and cost. Often there are unrecognized
detrimental confounding variables that may mask the actual effectiveness of a
resuscitative intervention, even when the ‘definitive’ multicenter trial appears to
be well-designed [13].
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Interestingly, however, if these devices do dramatically improve flow, then, physi-
ologically, it may be incumbent upon rescuers to provide an increased number of
intermittent rescue breaths given the concept that ‘ventilation should match per-
fusion’. If perfusion (flow) is extremely low, there is a lesser need for matching
ventilation, but if flow is high, there may be a greater need for ventilation [13,
41]. Again, these are the kinds of considerations that must be entertained as new
interventions are considered for use in the prehospital emergency care and resus-
citative arena.

Conclusion

Over the past four decades, many resuscitative interventions have been adopted
for a plethora of emergency medical conditions occurring in the out-of-hospital
setting. Many of those resuscitative interventions are now specifically provided
on-scene in that ‘prehospital’ clinical arena and, in some cases, they have been
demonstrated to be profoundly life-saving, markedly diminishing both morbidity
and mortality. Moreover, in many cases, data have indicated that the earlier the
intervention is provided, the better the results will be. Furthermore, they indicate
that a small degree of properly-applied prehospital care will obviate a tremendous
amount of in-hospital care requirements and concomitant advanced-level ICU
resource utilization. However, it has also been demonstrated that certain early
interventions that may be helpful in one set of circumstances, may actually be
detrimental in other scenarios, even among similar-appearing conditions. Like-
wise, some procedures that have been correlated with good outcomes may also be
very harmful if not implemented in the right setting or if they are used improp-
erly. Concomitantly, some prehospital resuscitative interventions that actually
may be truly-effective lifesaving modalities, may not be demonstrated as being
advantageous because of some unrecognized confounding variables that may
mask the positive effect of those modalities during clinical trials.
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Introduction

Fundamental to the implementation of a functional rapid response system for the
treatment of hospitalized patients is the identification of instability by the bedside
caregivers who must activate the alert. This afferent limb of the rapid response
system has the primary goal of crisis detection and is, therefore, the essential first
element of effective rapid response system operations. More specifically, its pur-
pose is the early recognition of ‘emergent unmet patient needs’, defined as mis-
matches between the care a patient is receiving and the care that patient immedi-
ately requires [1]. The afferent limb has the unique challenge of moving from its
inception point, characterized by the clinical surveillance of all hospital inpatients
during their admission, to its distinct endpoint of efferent limb activation of a
rescue response for specific patients at specific times during their hospital stay. It
may even be speculated that the inability for any trial to demonstrate that the
application of a rapid response system definitively decreases mortality [2] may lie
with failures to adequately monitor patients for instability, recognize instability
once it occurs, and decide to make the call to escalate care – all components of
the rapid response system afferent arm. In order to meet this challenge to safely
and effectively rescue unstable patients, those wishing to design and maintain a
timely, effective and efficient afferent limb of a rapid response system must
address three components. These components are: 1) A set of objective and quan-
tifiable criteria for triggering activation of the efferent limb that are both sensi-
tive and specific for true instability; 2) human and technological monitoring or
tracking of patients so as to detect when triggering criteria are met; and 3) a
communication mechanism by which the efferent limb is activated. Below, we dis-
cuss these three components, review current barriers that threaten the proper
functioning of the afferent limb and identify new and developing ways of over-
coming these barriers.

Triggering Criteria

In order for a rapid response system to successfully identify a patient crisis, a set
of clinical ‘triggering’ or ‘crisis’ criteria must be established. The rationale for
instituting such criteria is based on the observation that most patients have quan-
tifiable clinical antecedents that demonstrate cardiopulmonary instability prior to
full cardiac arrest [3]. These criteria are generally objective in nature; however
subjective clinical assessments, including staff concern or worry, are also used
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Box 1. Bedside trigger criteria for rapid response system activation

Respiratory
Rate < 8 or > 36/min
New onset difficulty breathing
Pulse oximeter (SpO2) < 85 % for more than 5 minutes (unless patient is known to have
chronic hypoxemia)
New requirement for > 50 % oxygen to keep SpO2 > 85 %

Heart Rate
< 40 or > 140/min with new symptoms; or any rate > 160/min

Blood Pressure
Systolic blood pressure < 80 OR > 200 mmHg or diastolic blood pressure > 110 mmHg with
symptoms (neurologic change, chest pain, difficulty breathing)

Acute Neurological Change
Acute loss of consciousness
New onset lethargy or difficulty walking
Sudden collapse,
Seizure (outside of seizure monitoring unit)
Sudden loss of movement (or weakness) of face, arm or leg

Other
More than 1 STAT PAGE required to assemble team needed to respond to a crisis
patient complaint of (cardiac) chest pain, (unresponsive to nitroglycerine, or MD unavailable)
Skin color change (of patient or extremity): Pale, dusky, gray or blue
Unexplained agitation more than 10 minutes
Suicide attempt
Uncontrolled bleeding
Bleeding into airway
Naloxone use without immediate response
Large acute blood loss
Crash cart must be used for rapid delivery of medications

within the afferent limb to complement objective data. Ideally, triggering criteria
can be used by any hospital personnel, including nurses, physicians, and other
clinical or non-clinical hospital staff. Hospital-wide acceptance and use of these
criteria eliminates the need for additional calls to senior physicians to make
emergent treatment or triage decisions and reduces the adverse consequences of
erroneous interpretation of patient data. Overall, these criteria serve to eliminate
unnecessary delays in efferent arm activation. Box 1 lists the rapid response sys-
tem activation criteria for one medical system, although the general structure of
this list is common to all rapid response system criteria.

Objective criteria used in triggering systems use data obtained from the vital
signs of heart rate, blood pressure, respiratory rate, and peripheral oxygen satu-
ration by pulse oximetry, and some also use temperature, urine output and
reduced consciousness, and at times temperature. Triggering criteria are often
developed based upon existing risk-prediction of single trigger models [4]. Well
known risk-prediction models such as Acute Physiology and Chronic Health
Evaluation (APACHE) and Simplified Acute Physiology Score (SAPS) are poorly
suited for routine use in the afferent limb of a rapid response system because they
are difficult to use quickly at the bedside for dynamic vital sign changes, and they
are only designed for risk prediction upon admission. The more recently devel-
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oped Modified Early Warning Score (MEWS) is a well validated model that has
only five clinical variables, but assigns a weighted score for each variable with
respect to degree of departure from ‘normal’, which are then added to develop a
single composite score with a threshold for triggering a call. MEWS has been
shown to predict an increased risk of death [5], but although superior to other
risk-prediction models for the purpose of efferent limb activation, the MEWS
model still requires clinical staff to utilize the model and calculate the score for a
given patient. This process takes a significant amount of time and is not always
practical on a busy hospital ward, and has been associated with low utilization
rates [6]. ‘Single trigger’ activation systems, although not as sensitive and specific
in risk-prediction, have the advantage of requiring only one unaltered or manipu-
lated criterion to quickly initiate a rapid response system response [3]. However,
accepting subjective clinical judgment is also considered an appropriate indica-
tion for efferent limb activation, and may empower staff to call for help sooner,
improve staff morale, and be an effective complement to objective data. Efferent
limb activation often leads to improvements in patient care even if the response
team ultimately determines that no emergent patient need exists.

There is debate regarding which vital sign numeric thresholds, be they a part
of single-parameter or aggregated early warning scores, are ‘best’ at identifying
patients at risk of deterioration, because they have generally evolved based pri-
marily upon expert clinical opinion. [4, 7, 8, 9]. Additionally, these thresholds are
based on their statistical likelihood association with a retrospectively evaluated
untoward event, such as prediction of death or requirement for ICU admission,
and do not accommodate those patients who were unstable but rescued prior to
the negative event.

Recently, Tarrassenko et al. [10] used a different approach to develop an early
warning system simply based on the statistical properties of vital signs in hospi-
talized patients, irrespective of a later instability state. They utilized data from
863 acutely ill patients with 64,622 hours of continuously acquired vital sign
data acquired from bedside monitors to develop normalized histograms (unit
area under the curve) and cumulative distribution functions for each of four
vital signs: Heart rate, respiratory rate, peripheral oxygen saturation by pulse
oximetry, and systolic blood pressure (SBP). From these curves and distribu-
tions they determined distribution centiles, and an alerting system based on
these centiles. For example, an Early Warning Score of 3 is associated with vital
signs of which the distances from the mean of the distribution are between the
99th and 100th centiles, a score of 2 for values between the 95th and 99th centiles,
a score of 1 for values between the 90–95th centiles, and normal or a zero score
for values below the 90th centile. The scoring system then aggregates the centile-
based scores of each of the four vital sign parameters to develop a single aggre-
gated score to serve as the trigger. Such a system has the advantage of identify-
ing departure from normality at the present time, and not based on the likeli-
hood of a future event. However, this centile-based early warning score has yet
to be tested.

Combining demographic variables with dynamic physiologic variables must
also be explored in the development of triggering systems. For example, age [11]
and the number of pre-existing comorbid conditions have both been shown to be
positively associated with instability prediction. Thus taking these ‘static’ charac-
teristics into account [12] when evaluating the dynamic clinical condition may
also be helpful in developing improved prediction models.
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Recent advancements in monitoring technology may result in changes in the
development of trigger criteria and in the afferent limb itself. Electronic inte-
grated monitoring systems, such as the Visensia® system, are being actively stud-
ied to determine their utility within the afferent limb. In addition to alerting the
clinician to patient abnormalities meeting response arm trigger criteria, these
systems can also alert the clinician to more complex abnormalities of multiple
clinical variables that indicate developing physiologic instability. These multivari-
able abnormalities often present in patterns and may exist without any one vari-
able meeting current efferent arm trigger thresholds. Ultimately, these systems
may result in a paradigm shift in developing trigger criteria.

Human and Technological Monitoring

The most complex aspect of the afferent arm involves monitoring of the large
number of hospital inpatients and the data associated with them. The term ‘tech-
nological monitoring’ refers to our use of technology to view and record patient
data, while ‘human monitoring’ refers to the cognitive process that is central to
interpretation of patient data and abnormality detection. Hospital areas using
current monitoring systems have many advantages over those areas without mon-
itoring capability. On these monitored floors, nurses have completed additional
training to be able to recognize abnormalities on the monitor more easily. Along
with junior physicians and medical trainees, these nurses serve as the front-line
caregivers for their patients, and they are often the first to identify clinical deteri-
oration. The monitoring systems themselves non-invasively measure and record
vital signs individually and then display these variables on one screen. Alarms
alert the clinical staff of any variable that is outside a pre-determined range,
improving nursing efficiency by allowing the staff to track vital sign abnormali-
ties without being constantly at the bedside. Significant abnormalities can be rec-
ognized quickly and easily by the clinical staff in this way, and when used in the
setting of an existing set of trigger criteria, the efferent arm of the rapid response
system can subsequently be activated.

Although current systems have many advantages, there are several limitations
as well. Technological limitations often stem from problems with patient identifi-
cation, monitor accuracy, and system oversight. It is difficult to determine which
patients benefit from continuous monitoring and which do not, since there are no
data for any specific outcome that differentiate between the two groups. In addi-
tion, shortages of monitored hospital beds and qualified nursing resources limit
the number of patients who can receive monitored care. Artifacts occur on the
monitor frequently and typically arise from various system, staff, and patient
related sources including removal of monitoring devices or faulty monitor hard-
ware. The large number of false alarms caused by artifact can lower the sense of
urgency felt at the bedside by the clinical staff and can ultimately worsen
response time to such alerts. Alarms may also inappropriately call attention if
alarm limits are set tighter than need be for true clinical concern. This over-alert-
ing of staff engenders a state of ‘alarm fatigue’, which desensitizes them to true
instability events and impairs patient safety [13, 14]. Proper human oversight of
monitored data is another difficulty with the current system. Patient data displays
may not always be positioned so that they can be readily seen by bedside nurses.
Such information is often forwarded to a central site where there are no dedicated
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personnel responsible for data interpretation. Nurse-to-patient ratios in moni-
tored areas may be no different from the high ratios on unmonitored floors, and
additional responsibilities taken on by nurse caregivers may prevent prompt eval-
uation of monitor alarms.

Hravnak et al. [15] examined the ability of bedside nurses trained in rapid
response system activation to identify and activate the rapid response system
using traditional bedside non-invasive monitoring and routine periodic visual
inspection in a medical-surgical step-down unit. These authors collected data on
all 323 patients monitored on that unit over a 6-week interval. In this prospective
blinded observational study, three aspects of the step-down patient population
were demonstrated. First, most (approximately 75 %) of the patients in a moni-
tored step-down unit were stable for the duration of their unit stay. Second,
patients who were unstable were so only for very short intervals, and many bouts
of severe cardiorespiratory insufficiency occurred without bedside nursing staff
being aware. Lastly, the instability that developed rarely manifested as acute col-
lapse, but rather as a progressive deterioration and then recovery such that unsta-
ble patients had episodes of stability interspaced with cardiovascular crisis. Since
instability occurs only infrequently and often is bordered by periods of relative
stability, direct intermittent patient observation is a highly inefficient and insensi-
tive means by which to detect existing or developing cardiorespiratory insuffi-
ciency. These findings underscore the problems faced in afferent limb activation
based on existing monitoring approaches.

One final technological limitation that is addressed less often is the inability of
monitoring systems to assess more than one clinical variable at a time. These sys-
tems are designed to measure several vital signs individually. Monitors will alarm
when a particular vital sign reaches a critical value, but they do not have the
capability to synthesize these data to evaluate multiple variables as a single group.
It is possible, therefore, for several variables to worsen without setting off a moni-
tor alarm as long as no individual variable meets alarm criteria. This approach
will miss patients with more gradual or subtle cardiovascular deterioration and
may ultimately delay appropriate patient care.

Integrated Monitoring Systems

The development of electronic integrated monitoring systems with the ability to
synthesize patient data into a single marker of physiologic instability may reduce
the time for deteriorating patients to be identified and treated. The Visensia sys-
tem is one such system that is designed to detect these patterns using non-inva-
sive monitoring devices and synthesizing physiologic data from patients to
develop a single neural-networked score called the Visensia Index (VSI). Studies
have shown that a VSI of 3 represents patient deterioration and that a VSI eleva-
tion precedes cardiorespiratory instability by as much as 6 hours in some patients
[15, 16]. Although the effect on overall patient outcome is still unknown, the
Visensia integrated monitoring systems provides an earlier and more sensitive
detection of clinical instability compared to current systems and may be able to
reduce efferent limb activation failures. In addition to being more sensitive, inte-
grated monitoring systems are less subject to the high false-alarm rate seen with
single channel monitoring. Using an integrated monitoring system may, there-
fore, reduce the number of false-alarms, be more specific for true instability, and
allow nurses to be more efficient with their work. Over time, this could result
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in decreased hospital expense for hospital staffing outside the intensive care unit
(ICU).

Using the initial medical-surgical step-down unit patient cohort as a ‘calibration’
training set, Hravnak et al. recalibrated the Visensia integrated monitoring system
[17]. This recalibration resulted in the best receiver-operator characteristics curve
with a VSI of > 3.2 representing cardiorespiratory insufficiency. They then trained
the nursing staff to immediately respond to a VSI alarm (audible) representing a
VSI > 3.2 and if the cause of cardiorespiratory insufficiency was not immediately
correctable, to activate the integrated monitoring system. The investigators then
prospectively studied the impact of this integrated monitoring system on patient
cardiorespiratory instability over the next 8 weeks [17]. They defined any moni-
tored parameters even transiently beyond local cardiorespiratory instability as con-
cern triggers (heart rate < 40 or > 140 beats/min, respiratory rate < 8 or > 36
breaths/min, SBP < 80 or > 200 mmHg, diastolic BP [DBP] > 110 mmHg, SpO2 <
85 %) and labeled then “INSTABILITYmin”. “INSTABILITYall” was the number of
times an alert was made even if the cause of the alert was a lost vital sign signal or
poor signal quality. The difference between INSTABILITYall and INSTABILITYmin
reflected ‘false alarms’ because of technical artifacts. INSTABILITYmin that was
further judged as both persistent and serious defined “INSTABILITYfull”. The
authors then compared these directly measured physiological estimates of cardiore-
spiratory insufficiency to the integrated monitoring system alerts, referred to as
INDEX. INDEX alert states were defined as INDEXmin and INDEXfull using the
same classification. The calibration and intervention admission numbers (323 vs.
308) and monitoring hours (18,258 vs. 18,314) were similar. INDEXmin and
INDEXfull correlated significantly with INSTABILITYmin and INSTABILITYfull (r
= 0.713 and r = 0.815, respectively, p < 0.0001). INDEXmin occurred before INSTA-
BILITYmin in 80 % of cases (mean advance time 9.4 ± 9.2 minutes). The calibra-
tion and intervention admission numbers were similarly likely to develop INSTABI-
LITYmin (35 % vs. 33 %), but INSTABILITYmin duration/admission decreased
from the calibration periods to the intervention interval (p = 0.018). INSTABILITY-
full episodes/admission (p = 0.03), number of false alarms and INSTABILITYfull
duration/admission (p = 0.05) decreased in the intervention period (Fig. 1).

Fig. 1. Comparison of the num-
ber of times criterion for insta-
bility were fulfilled in which
patients were across the thresh-
olds of instability-concern crite-
ria for each phase (upper panel),
and the number of patients who
were across the thresholds
(lower panel). Data from [17]
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Another aspect of monitoring is the degree to which caregivers become desensi-
tized to the alarms and spend less time insuring that the signals that are used to
define instability are accurately recorded. In essence, this effect can be considered
the false alarm rate. To address this issue directly we also quantified both the
total number of alerts made by the integrated monitoring system as compared to
the INDEXmin values. Figure 1 summarizes the effect of the integrated monitor-
ing system on the number of false alarms as the difference between INSTABILI-
TYall and INSTABILITYmin. Bedside nurses were educated about the integrated
monitoring system as part of system implementation. Once they understood that
the quality of the non-invasive monitoring signals was needed to drive the inte-
grated monitoring system, the number and duration of false alarm signals
decreased by 40 and 58 %, respectively. Furthermore, although the number of
INDEXmin also decreased the real changes were in both the duration of time
patients were in INDEXmin states and the amount and time that they were in
INDEXfull. These data, although from a single study, strongly support the conclu-
sion that our integrated monitoring system INDEX correlated significantly with
cardiorespiratory instability-concern criterion, usually occurred before overt
instability, and when coupled with nursing alert was associated with decreased
cardiorespiratory instability-concern criterion in step-down unit patients.

The Human Aspect of Monitoring

The human aspect of monitoring involves many of the cognitive skills used in
patient triage. Most importantly, these skills include the interpretation of patient
data and the recognition of patterns within that data that suggest instability. An
expert panel of critical care medicine experts described three models of triage in
1999 [18]. The “priority model” differentiates between patients who will benefit
from ICU care and patients who will not; the “diagnosis model” lists particular
diseases that require ICU management; and the “objective parameters model”
lists a series of criteria indicating clinical deterioration. Although there are no
data explicitly describing how triage is performed by experts, it is reasonable to
say that experts in patient triage are able to recognize patterns within the clinical
data of a given patient. More specifically, triage experts can use any or all of the
described models to put objective patient data into context allowing for a more
accurate assessment of illness severity and need for urgent care. Conversely, it is
more difficult for triage novices, such as newly hired nurses, junior physicians,
and medical trainees, to switch between models because they often lack the
knowledge and the experience to do so. As a result, triage novices take more time
to make complex clinical judgments and are more likely to make judgment errors.
Criteria from the objective parameters model are particularly useful as efferent
arm trigger criteria because of their measurable and specific nature and the fact
that they can easily be employed by triage novices at the bedside. Interestingly, an
electronic integrated monitoring system could serve to detect patterns in the clin-
ical data of a patient much like a triage expert would. Errors in clinical judgment
could be avoided and patient care expedited through integrated monitoring sys-
tem use. Unfortunately, the current system typically places people with the least
knowledge and experience at the bedside as primary caregivers.

The process of identification and characterization of physiologic instability by
triage novices is where the technological and human aspects of monitoring inter-
sect. When an alarm sounds, the primary caregiver must determine whether the
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alarm is truly reflective of patient status (not artifact) and then decide if the
abnormality is clinically relevant. If the abnormality is significant, one of three
scenarios generally occurs. First, the patient is in obvious distress or a monitored
variable is abnormal enough to result in efferent limb activation. Next, the patient
does not meet efferent limb trigger criteria but clearly needs further attention.
The last and most troubling scenario is that the abnormality is not recognized as
significant and the patient continues to deteriorate. In the latter two circum-
stances, technological innovations and an expanded role for clinical protocols
may reduce unnecessary patient deterioration.

Clinical protocols are known to improve patient care in various areas of medi-
cine. Expanding the role of similar protocols in patients with developing cardio-
respiratory instability may expedite the delivery of appropriate care. Patients who
trigger a monitor alarm but do not meet crisis criteria usually depend on the
bedside caregiver, most generally a nurse, to determine the urgency of the situa-
tion. This task is often difficult for triage novices since it requires putting objec-
tive data into the context of the patient’s disease. Clinical protocols addressing
this situation may include an order set to obtain additional clinical information
or suggest consultation with a triage expert. Such protocols may work most effi-
ciently in conjunction with an electronic integrated monitoring system. Inte-
grated monitoring systems may also prevent adverse events as a result of reducing
false alarms and being a more sensitive way to detect physiologic instability. Since
multiple-channel monitoring is more resistant to false alarms, caregivers at the
bedside are more likely to maintain a sense of urgency for a given alert. The
increased sensitivity of these systems may also result in improved recognition of
instability and earlier initiation of proper care.

Communication Mechanism of Efferent Limb Activation

The final component of the afferent limb is the specific mechanism by which the
efferent arm is activated. The structure of this mechanism must be immediately
available and easy to use for all hospital personnel. For a mature rapid response
system, the triggering apparatus may be a specific phone number, pager, or over-
head call system. Notification is also accomplished by pager, overhead call, or a
combination of these two methods. Developing a hospital culture that encourages
activation of the rapid response system is difficult and often takes time to
achieve. Barriers to efferent limb activation include lack of empowerment for
bedside clinical staff including nurses and trainee doctors, lack of knowledge
regarding outcome benefits for rapid response systems, and resistance to change
by those clinicians practicing according to traditional norms [1]. The results of
the Medical Emergency Response and Intervention Trial (MERIT) indicated that
even within medical emergency team (MET) hospitals, only 30 % of patient
events meeting trigger criteria resulted in MET activation [19]. It is important to
reduce the burden on the caller to one call only with the established notification
apparatus taking over from that point. Eliminating negative feedback and maxi-
mizing positive feedback by either verbal or written means will allow hospital
staff to be more comfortable with efferent limb activation. There are many nota-
ble examples in which a well-developed response team giving appropriate positive
feedback has demonstrated the benefits of rapid response systems to clinical staff
in nursing units around the entire hospital system. Maintenance of this culture
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may be achieved by continued positive reinforcement for people activating the
response team. Reminder immersion using pocket cards, phone stickers, and
computer screen savers will also encourage continued use of the system. Ulti-
mately, the goal is to have a self-propagating culture whereby the senior staff
teaches the junior staff about the merits of the rapid response system and how to
activate the efferent limb.

The afferent limb is given the task of the surveillance of hospital inpatients,
and then challenged with the identification of patients developing even the most
subtle signs of clinical decline. Although the current state of inpatient monitoring
is vastly more developed than it once was, there remain many barriers to the
detection of cardiopulmonary instability. Encouraging hospital employees to
accept the rapid response system as a critical aspect of patient care and empower-
ing them to become conscientious elements of the afferent limb are important
steps that can be taken now to improve our crisis detection ability. Innovative
tools, such as the Visensia® integrated monitoring system, with its low incidence
of false positive alerts and new clinical protocols that prompt nurses to activate
rapid response system activation using objective data may enhance our ability to
identify and treat deteriorating patients earlier and more efficiently in the very
near future.
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Introduction

Angioedema is a clinical syndrome characterized by transient and recurrent epi-
sodes of subcutaneous or mucosal edema that are referred to as attacks. These
episodes of swelling can affect the skin, airways or digestive tract. Depending on
the location, the attacks can be severe and potentially life-threatening [1]. This
syndrome, which has various causes, is associated with excessive levels of brady-
kinin and is not an allergic reaction [2]. Although misunderstood and rare, this
disease can be encountered by any intensive care unit (ICU) physician [3].
Reports from international consensus conferences have been published and spe-
cific molecules have been developed in recent years for the treatment of acute
attacks [4, 5]. The aim of this article is to present the current protocols used for
the emergency management of acute attacks. Pediatric cases will not be dis-
cussed because of the lack of new studies [6, 7]. Additionally, short-term prophy-
laxis to protect against attacks during a procedure or personal event (e.g., endos-
copy, dental care, surgery and stressful everyday events) will not be discussed
here [4, 5].

Bradykinin-Dependent Angioedema: A Clinical Syndrome, a Mediator
and Multiple Causes

A Clinical Syndrome

The clinical picture of angioedema is characterized by recurrent episodes of
white, soft, deforming, circumscribed, non-pruritic edema. The edema develops
slowly over a period up to 36 hours, resolves spontaneously within 2 to 3 days
and does not cause residual effects [8, 9]. The presence of such an episode of
edema is called an attack. The clinical signs result from the topography of the
edema, as these can be either isolated or in combination and can affect the skin
of the torso, face, genitalia and limbs as well as the mucous membranes of the air-
ways or the digestive tract (Fig. 1). About 75 % of patients will have attacks local-
ized to the neck, face, tongue or respiratory tract, which result in voice alteration,
dysphagia or a lump sensation in the throat [3, 10–12]. The mean interval
between onset and maximum development of laryngeal edema is 8.3 hours [12].
About 93 % of patients will have abdominal attacks that are associated with
edema of the intestinal wall (i.e., abdominal pain, diarrhea, vomiting, pseudo-
obstructive syndrome, ascites and peritoneal effusion) and can result in unneces-
sary surgery (14 to 37 % of patients) (Fig. 2) [8, 10, 13–15]. In 50 % of cases,
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Fig. 1. Swelling in patient with
hereditary angioedema. Facial
attack and asymmetric swelling
of the hand. From [50] with
permission.

patients are able to identify a trigger for their attack, such as trauma (even
slight), dental care (dental extraction, scaling), stress (exams/tests), infection
(urinary tract, sinusitis, dental) or hormonal changes (pills, pregnancy, menstru-
ation) [8]. Tooth extractions without prophylaxis were followed by facial swelling
and risk of laryngeal edema in 21.5 % of patients [16].

Some attacks are severe due to the localization of the swelling and may
become life-threatening [6, 8]. In the absence of specific treatment, the mortal-
ity rate is 25 to 30 % [1, 8]. Therefore, all attacks localized to the neck, face,
tongue, lips, pharynx or larynx must be considered severe. Even in the absence
of signs of respiratory distress, these attacks should be regarded as severe
because their prognosis is unpredictable; death has been found to occur within
20 minutes or several hours as a result of laryngeal edema and acute asphyxia-
tion [11, 12]. Abdominal attacks with pain rated > 5 on the visual analog scale
(VAS) are considered severe because of the risk of hypovolemic shock as a result
of plasma leakage [8, 13].
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Fig. 2. Contrast-enhanced computed tomography (CT) images obtained during an abdominal angioe-
dema attack, showing peritoneal fluid (Fig. 2a, thin arrow) and thickening and edema of the ileum
wall (Fig. 2a-e, arrowheads). The jejunum was normal (Fig. 2c-d, arrows). At the jejuno-ileal junction,
a target-like image corresponding to an intussusception was visible (Fig. 2d, curved arrow). The colon
was normal (Fig. 2f, large arrow). From [15] with permission.

Bradykinin, a Mediator

Bradykinin is the key mediator of angioedema attacks. It is released following the
activation of a cascade of proteases in the kallikrein-kinin pathway, which is acti-
vated by factor XII [8]. Vascular stress activates excessive contact-activated coag-
ulation and leads to the release of large amounts of bradykinin [17]. Bradykinin
will bind to specific B2 vascular receptors, which then open intercellular junctions
causing an increase in vascular permeability, plasma leakage and edema (Fig. 3)
[18–21]. Bradykinin B1 receptors also seem to be involved [22]. Bradykinin is
degraded by three enzymes, with kininase activity: These consist of angiotensin-
converting enzyme (ACE), aminopeptidase P and carboxypeptidase enzymes.
Bradykinin levels can be increased by increases in kininogenase activity (i.e., the
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Fig. 3. Pathophysiological model of bradykinin-mediated angioedema and targets of treatments. The
solid arrows represent an activation mechanism. The dotted arrows represent a mechanism of inhibi-
tion. Treatments inhibiting physiological pathways are represented as white stars. Therapeutic agents
acting through activation of a physiological pathway are represented by a white arrow. C1 inh: C1
inhibitor physiological; F XII: factor XII; C1 inh C: C1 inhibitor concentrate; rhC1 inh: recombinant C1
inhibitor concentrate; n C1 inh: nanofiltered C1 inhibitor concentrate; TA: Tranexamic acid; B2: endothe-
lial vascular receptor. From [21] with permission.

proteolytic activities of Hageman factor, plasmin and kallikrein) or by a decrease
in kininase activity [18, 23].

Multiple Causes

Typically, there are two types of angioedema: Hereditary angioedema and
acquired angioedema, and the prevalence of both forms of the disease is low
(estimated between 1:10,000 and 1:50,000 for hereditary angioedema; undeter-
mined for acquired angioedema) [1, 24, 25].

Angioedema can be classified according to the presence or absence of C1
inhibitor deficiency (Fig. 4). The C1 inhibitor is the main regulator of the kalli-
krein-kinin pathway and regulates the activation of kallikrein, plasmin, factor Xa
and XIIa, proteins involved in fibrinolysis and the contact phase of coagulation
[1, 8, 18, 19, 26]. Quantitative (type I hereditary angioedema) or qualitative (type
II hereditary angioedema) C1 inhibitor deficiency results in an excess of bradyki-
nin [1]. A recently described type III hereditary angioedema exists, in which
increased activity of kininogenase is associated with increased factor XII activity,
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Fig. 4. Pathophysiological classi-
fication of mediated-bradykinin
angioedema (AE). HAE: heredi-
tary angiodema; AAE: acquired
angioedema

and this leads to the excessive release of bradykinin. For type III hereditary angi-
oedema, C1 inhibitor levels are normal, but function mutations in the factor XII
gene, which may or may not be influenced by estrogen, have been described for
some patients [4, 27, 28]. Acquired forms of the disease have also been described,
and these are thought to be due to increased activity of kininogenase in response
to a hyper-consumption of the C1 inhibitor (type I acquired angioedema) or a
neutralization of the C1 inhibitor by C1 inhibitor antibodies (type II acquired
angioedema). These forms are often associated with lymphoproliferative disor-
ders or autoimmune diseases that may appear several years after the initial epi-
sode [25, 29]. Drug-induced acquired angioedema associated with kinase abnor-
malities has been reported. The drugs involved (ACE inhibitors, angiotensin
receptor blockers [ARBs] and ACE inhibitors plus gliptins in combination) block
the kinase that degrades bradykinin, which reduces its catabolism and thus
increases its activity [30, 31]. Therefore, ACE inhibitors expose patients to a
0.5–1 % risk for angioedema, which can become severe and localize to the face or
larynx [32, 33]. Because of the widespread use of ACE inhibitors, this etiology has
dramatically increased over the past 20 years. Familial forms of the disease that
target kinases have also been described [25].

Emergency Diagnosis

Two emergency situations are possible depending on whether the diagnosis has
already been established:

A patient whose diagnosis had not been established. This is the most diffi-
cult situation and is encountered in emergency departments. The diagnosis
can be made by answering the following three questions [1, 19]:
– First, is this an angioedema? This question must be asked when faced with

a localized, transient, non-inflammatory and recurrent edema.
– Second, is this a non-histaminergic angioedema? For these cases, there is

no associated rash or itching, and the swelling will last for a few days. In
particular, treatments with corticosteroids and anti-histamines are ineffec-
tive for cases of non-histaminergic angioedema.

– Is this a bradykinin-induced angioedema? These types of angioedema are
often associated with a gastrointestinal disorder. Family history reports simi-
lar episodes of edema or patient medication use (ACE inhibitors, ARBs).
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At this stage, the diagnosis is strictly clinical; no laboratory tests are avail-
able for emergency cases [21].

A patient whose diagnosis has already been established. The patient should
carry a wallet card that explains his/her illness and two doses of a specific
treatment [4, 5].

Specific Treatments Available

Currently, several specific treatments are available, but a guideline for proper
treatment has not been established. In fact, the results of numerous phase III clin-
ical studies for these specific treatments cannot be directly compared because dif-
ferent treatment protocols were used. Above all, no study has compared the effec-
tiveness of the available treatment options [5, 34]. Furthermore, the availability of
different treatments and patient access to them differ by country [34, 35].
Updated information is available at the website of the hereditary angioedema
international community (www.haei.org).

Randomized studies have been designed for patients with type I or type II
hereditary angioedema. For the other clinical situations (type III hereditary angi-
oedema, acquired and drug-induced angioedema), only clinical cases been pub-
lished documenting the use of C1 inhibitor concentrate or icatibant outside of the
authorized indications.

C1 Inhibitor Concentrate

C1 inhibitor concentrate (Berinert®, CSL Bering) is obtained by plasma fraction-
ation after several stages of viral inactivation and pasteurization. Sites of action are
presented in Figure 3. Various studies have reported the effectiveness of C1 inhibi-
tor concentrate for all types of angioedema [36–39]. Two early, randomized, dou-
ble-blind studies using fixed doses for patients with hereditary angioedema dem-
onstrated symptom relief, and 95 % of patients were responsive to treatment within
4 hours [4]. Another randomized, double-blind, multicenter study compared two
doses of C1 inhibitor concentrate to placebo in patients with hereditary angioe-
dema (International Multicenter Prospective Angioedema C1-inhibitor Trial
[IMPACT] 1) [40]. In this study, only the 20 U/kg dose led to a more rapid improve-
ment in symptoms. An open follow-up study confirmed these results and demon-
strated good long-term effectiveness (IMPACT 2) [41]. No viral transmission has
been described using this concentrate, and the tolerance to treatment is good [36,
37]. Rare cases of anaphylaxis have been reported. In acquired angioedema, clinical
cases have been reported that have occasionally required increased dosages [25].

C1 inhibitor concentrate is available in 500-U vials, the standard dose is 20 U/
kg, and it is administered by rapid intravenous injection after reconstitution. The
efficacy of this treatment is manifest within 30 minutes, and the half-life varies
with the consumption of the C1 inhibitor (but can be up to 40 hours). In the
absence of any improvement, it is possible to administer a repeated dose of 500 to
1000 U after 2 hours. The shelf life is 30 months at a temperature less than 25 °C.
Depending on the frequency and severity of the attacks, it may be necessary to
provide the patient with an emergency supply at home [5]. This product has been
approved for treatment attacks in patients with hereditary angioedema in Europe,
the United States and Australia [35].
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Icatibant

Icatibant (Firazyr®, Shire HGT) is a synthetic antagonist of the bradykinin B2
receptor and blocks edema formation (Fig. 3). An uncontrolled pilot study dem-
onstrated the efficacy and rapid action of icatibant and found reduced serum
concentrations of bradykinin following treatment [42]. Two randomized, double-
blind, multicenter studies compared icatibant to either placebo (For Angioedema
Subcutaneous Treatment [FAST] 1) or tranexamic acid (FAST 2) in patients with
hereditary angioedema [43]. Symptoms improved faster after icatibant treatment,
and the duration of the attacks was shorter. In 90 % of cases, a single injection
was sufficient. Patient self-administration was also assessed. For type III heredi-
tary angioedema and acquired angioedema, and particularly for the drug-
induced types, clinical cases have reported improvement following icatibant treat-
ment.

This treatment is presented in a pre-filled 3-ml syringe containing 30 mg of
icatibant. The dose is 30 mg subcutaneously. The injection can be repeated at 6-
hour intervals (up to three injections per day). Its bioavailability is excellent, its
efficacy is evident within 20 to 30 minutes, and its half-life is 2 hours. Shelf life is
24 months at room temperature. Adverse effects mainly consist of pain at the
injection site. There have been no studies in children or pregnant women.
Because of its ease of use and good tolerance, it is recommended that patients
have this drug available at home and be trained for self-administration [5]. This
product is approved to treat attacks in patients with hereditary angioedema and
is approved for self-administration in Europe and the United States [35].

Recombinant C1 Inhibitor

Recombinant C1 inhibitor (Rhucin®/RuconestTM, Pharming) is analogous to
human C1 inhibitor and is obtained from the milk of transgenic rabbits. Studies
using two different doses have documented the efficacy safety of recombinant C1
inhibitor for the treatment of acute hereditary angioedema attacks [44]. Because
of its unique glycosylation pattern, its half-life is approximately 3 hours. This
drug is available in 2100 U vials, and the dose is 50 U/kg administered intrave-
nously after reconstitution. Prior to treatment and also either once a year or after
10 uses, the absence of IgE antibodies directed against rabbit epithelium should
be confirmed. Type I and II hypersensitivity reactions have been described and
the production of neutralizing antibodies may occur. This product is not self-
administered by patients, and it can only be used in emergency situations for
patients who have tested negative for IgE rabbit epithelium antibodies. Recombi-
nant C1 inhibitor is approved to treat attacks in patients with hereditary angioe-
dema in Europe [35].

Nanofiltered C1 Inhibitor Concentrate

Two randomized studies have evaluated the effectiveness of a fixed dose of nano-
filtered C1 inhibitor concentrate (Cinryze®, from ViroPharma, Cetor®, from San-
quin) over that of placebo for the treatment of attacks or as a crossover treatment
for prophylaxis [45]. In the first study, the median time for the onset of efficacy
was 2 hours versus 4 hours with the placebo, but 70 % of patients required a sec-
ond injection. In the second study, the numbers of attacks and the level of the
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severity and duration of attacks decreased significantly after treatment [45].
There have been no studies that have compared different doses, and rare allergic
reactions have been described. The dose for this drug is 1000 U, which is admin-
istered by slow intravenous injection after reconstitution for the treatment of
attacks or as a prophylaxis. This product is approved in Europe for the treatment
and prophylaxis of hereditary angioedema in adults and children and in the
United States for the prophylaxis of acute hereditary angioedema attacks [35].

Ecallantide

Ecallantide (Kalbitor®, Dyax) is a specific recombinant kallikrein inhibitor (Fig. 3).
Several randomized studies have demonstrated its rapidity of action, efficacy and
safety [46]. Anaphylactic reactions and antibody production have been described,
and the half-life of this drug is approximately 2 hours. Ecallantide is available in
1 ml vials containing 10 mg of ecallantide and is to be kept cool and in the dark.
The dose is 30 mg subcutaneously. It is not recommended for self infusion at this
time because of a small risk of anaphylaxis. It is approved in the United States but
not in Europe [35].

Emergency Treatment of Acute Attacks

Severe attacks must be identified because their prognosis is unpredictable, and
laryngeal edema or hypovolemic shock may cause a life-threatening situation. A
severe attack is defined as any face or ENT localization or the presence of abdom-
inal attack with VAS scores > 5. All patients experiencing a major attack should
be hospitalized and treated with a specific drug [5, 21]. Corticosteroids and anti-
histamines are ineffective for the emergency treatment of acute attacks [1, 5].

Treatment of Severe Attacks

Specific treatment
A specific treatment should be initiated as early as possible [5]. Phase III studies
have recommended the use of C1 inhibitor concentrate, icatibant, recombinant C1
inhibitor, nanofiltered C1 inhibitor or ecallantide for the treatment of severe
hereditary angioedema attacks [5]. No studies concerning the superiority or infe-
riority of the relative actions of these molecules exist, and a guideline for the
selection of these treatments has not yet been defined. Phase IV studies and inter-
national consensus conferences are needed [5]. In practice, the choice should be
based on the local availability of the treatments and should reflect the national
consensus of each country, depending on local customs [5].

Treatment of laryngeal edema
Laryngeal edema is the complication that is primarily responsible for disease
severity.

Specific treatments. In open-phase studies, the effectiveness of C1 inhibitor
concentrate, icatibant, nanofiltered C1 inhibitor and ecallantide has been
examined for resolving laryngeal edema [43, 45–47]. Only the recombinant
C1 inhibitor was not evaluated for this condition. Symptoms began to
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improve within approximately 15 to 30 minutes, and each of these treatments
resulted in symptom improvement.
Intubation. Intubation can become very difficult because of distortion and
swelling of the upper airway. This technique should be performed by an
experienced physician [1, 5, 19]. To avoid complications, intubation should
be considered during the early stages of progressive laryngeal edema [5].
Intubations using a fiberscope may be affected by the presence of edema
[48]. If these fail, it is necessary to perform a cricothyroidotomy, which can
also be difficult or impossible as a result of the edema [3]. Occasionally, sur-
gical tracheotomy is the only remaining option for treatment.
Inhaled epinephrine. Clinical reports have suggested a moderate and tran-
sient efficacy for inhaled epinephrine, when provided during the early stages
of edema. Due to the pathophysiology of angioedema and the questionable
effectiveness of this treatment, the use of aerosolized epinephrine should not
delay the initiation of other specific treatments [4].

Other treatments
Fresh-frozen plasma (FFP). The administration of FFP provides the patient
with the C1 inhibitor of the donor. Clinical case reports have been the only
studies to demonstrate the effectiveness of FFP. This treatment has also been
shown to worsen edema attacks [1, 4]. Indeed, FFP contains contact-acti-
vated coagulation proteins, which can produce additional bradykinin and
thus worsen the attack. Additionally, the risk of exposure to transmissible
diseases (e.g., non-enveloped viruses and prions) is present, as it is with any
blood component. Currently, the use of FFP is strongly discouraged in coun-
tries where specific molecular treatment options are available [5].
Analgesics. Although attacks are not usually painful, patients may experience
significant pain if the swelling affects points of support, especially in the
abdominal area, and these conditions may lead to a surgical emergency. Any
class of analgesic, antiemetic or antispasmodic may be used for these cases
[1, 3, 5].
Fluid therapy. During an abdominal attack, the patient may experience a
major collapse, secondary to fluid sequestration in the gastrointestinal tract
and the abdominal cavity. For these situations, crystalloids and colloids can
be used, but dextrans should be excluded [1, 3, 5].

Treatment of Moderate Attacks

Specific treatments
All available treatment options can be used for the treatment of moderate attacks
[5]. However, the high price of these treatments raises questions about the real
benefit in terms of public health (i.e., lost work days, social life, quality of life,
etc.) [49]. For all cases, the aim should be to reduce the morbidity of the disease
and to enable patients to live as normally as possible, with the same approach as
for hemophilia [5]. Health education programs should be developed to empower
the patient, and self-administration studies for C1 inhibitor concentrate and icati-
bant have been conducted [5].
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Tranexamic acid
This is an antifibrinolytic agent that controls the formation of plasmin and effec-
tively ‘saves’ the C1 inhibitor and reduces the excessive synthesis of bradykinin
(Fig. 3). Two early, controlled studies confirmed its effectiveness, and this treat-
ment is more effective when started early. The adverse effects of treatment with
tranexamic acid include nausea, faintness and dizziness. It is available in tablets
or injectable ampoules, and the dose is 1–2 g per 6 h for 48 hours [4].

Conclusion

Angioedema is a disease that any ICU physician could encounter. Bradykinin-
mediated angioedema should be evoked in cases of recurrent and transitory
edema. Severe attacks must be identified. All patients with severe attacks should
benefit from early treatment with a specific molecule. Without these treatments,
life-threatening situations may arise. The availability of these treatments varies by
country, and there is currently no consensus as to the optimal choice of a specific
treatment.

It is important to encourage the patient to carry two doses of any specific
treatment for emergency treatment. Self-administration of the product should be
the goal. The rarity of this disease and the characteristics of the specific drugs
(i.e., their retention periods, modes of delivery, prices and methods for reim-
bursement) should encourage hospitals to make strategic choices regarding the
creation of an emergency supply of drugs or an institute-wide protocol for the
rapid transfer of patients to specialized centers for treatment.
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Introduction

Sudden cardiac arrest is the most common lethal manifestation of cardiovascular
disease. Even when successfully resuscitated and admitted to the intensive care
unit (ICU), the majority of patients do not survive [1]. This disappointingly low
survival rate has resulted in a shift of focus from interventions that improve suc-
cess of cardiopulmonary resuscitation (CPR) to factors that may modify outcome
favorably after return of spontaneous circulation (ROSC) [2]. Whilst early resto-
ration of blood flow to ischemic tissues is essential to halt progression of cellular
damage, it is now clear that reperfusion initiates a complex series of reactions
that paradoxically injure tissues. This global ischemia/reperfusion response is
responsible for the post-cardiac arrest syndrome observed in survivors of cardiac
arrest [3]. The brain is particularly vulnerable to ischemia/reperfusion and post-
cardiac arrest brain injury is the most common cause of death and disability [4].
The recent success of therapeutic hypothermia has emphasized that the course of
reperfusion injury can be mitigated and as such the search for other interventions
that may further attenuate injury and improve outcome has focused recently on
the high concentrations of oxygen administered routinely during CPR and for
prolonged periods after ROSC.

Progress in understanding the pathophysiology of ischemia/reperfusion injury
over the last 30 years has strongly implicated oxidative stress and mitochondrial
dysfunction in the development of acute brain injury [5, 6]. Formation of reactive
oxygen species (ROS) and reactive nitrogen species (RNS) are integral to this pro-
cess. Several of these ROS are produced at low levels during normal physiological
conditions and are scavenged by endogenous antioxidant systems. Following
ischemia/reperfusion, a burst of ROS occurs, many combining to produce even
more potent oxidant molecules, which overwhelm the endogenous scavenging
mechanisms. A series of complex harmful effects can ensue, including direct pro-
tein nitration and oxidative damage to membrane lipids, proteins, RNA and DNA.
In addition to the loss of cellular integrity, ROS can block mitochondrial respira-
tion. This complex interplay combines with other pathogenic mechanisms includ-
ing excitotoxicity, glutamate-mediated intracellular calcium overload and inflam-
mation culminating in lethal cell injury, necrosis, apoptosis and the phenomenon
of delayed neuronal death [7].

During cardiac arrest, the brain tissue oxygen tension (PbtO2) falls rapidly to
zero. However, at the onset of reperfusion there is commonly a hyperemic phase
whereby tissue oxygenation becomes supranormal [8, 9]. Administering 100 %
oxygen during this phase dramatically increases the PO2 gradient between the
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capillary bed and cell, exposing tissues to abnormally high PO2. It is postulated
that exposing ischemic brain tissue to significant hyperoxemia during this period
of heightened vulnerability exacerbates the formation of ROS and hence post-
ischemic oxidative injury and cellular death.

Concerns about the use of 100 % oxygen are not new. The hypothesis that oxy-
gen is toxic by generation of oxygen free radicals has been around since the 1950s
[10]. Detrimental effects of high-inspired concentrations of oxygen in neonatal
resuscitation are well described [11], although clearly immature anti-oxidant
defenses and the presence of fetal hemoglobin may alter the balance of potential
risks. In adults, damaging pulmonary and circulatory consequences of prolonged
exposure to 100 % oxygen are also well established. The lack of demonstrated
benefit and distinct possibility of harm has brought into question the routine use
of oxygen in many clinical contexts, including acute myocardial ischemia [12] and
stroke [13].

Whereas it is intuitive to avoid too little oxygen and the inherent risks of hyp-
oxemia, there is growing experimental and emerging clinical data that the indis-
criminate use of unnecessarily high concentrations of oxygen may contribute to
worse outcomes after cardiac arrest [14]. Many of the major international advi-
sory organizations now advocate controlled re-oxygenation following ROSC. The
International Liaison Committee on Resuscitation suggests avoidance of unneces-
sary arterial hyperoxemia, proposing a target of 94–96 % oxygen saturation [3];
similar guidance has been issued by the European Resuscitation Council [15],
American Heart Association [2] and the British Thoracic Society [16].

The primary aim of this review is to systematically evaluate the current evi-
dence for advocating controlled re-oxygenation in the setting of cardiac arrest.
Supporting evidence from other forms of clinical ischemia/reperfusion injury will
also be reviewed and discussed.

Animal Data

Most of the evidence on the effect of hyperoxemia after cardiac arrest is based on
animal experimentation. Small and large animals have been studied extensively
over the last 20 years in a variety of cardiac arrest models (Tables 1, 2 and 3). The
most clinically relevant to adult cardiac arrest is the ventricular fibrillation (VF)
arrest model whereby VF is induced for 8–10 min, usually by direct electrical
stimulation of the heart, followed by open-chest CPR. A global cerebral ischemia
model has also been commonly studied with occlusion of the carotid arteries
bilaterally (10–30 min) with or without systemic hypotension induced either by
atrial balloon inflation or temporary exsanguination. Finally, asphyxia induced by
paralysis and ventilator disconnection has been examined and may be particu-
larly useful for modeling non-cardiac and pediatric arrests. The majority of these
models extend the oxygenation strategy throughout resuscitation as well as the
post-ROSC period. Most consider the effects of hyperoxemia within the first 60
min of reperfusion but the duration studied ranges from 10 min to 6 h.
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Table 1. Animal studies with cardiac arrest model demonstrating detrimental effect of hyperoxaemic
resuscitation

Author,
date
[ref ]

Study
design

Number and
characteristics
of study
population

Model Oxygenation strategy
compared

Outcomes reported for
hyperoxia

Marsala
1992
[17]

Prospective
controlled

13 adult dogs 15 min
VF arrest

21 % vs 100 %
During CPR and 1 h
post-ROSC
PaO2 87 13 vs
440 37

↑ neuronal degeneration in
4 brain regions

Zwemer
1994
[28]

Prospective 27 adult male
dogs

9 min
VF arrest

21 % vs 100 % vs
100 % + antioxidant
pre-treatment
Pre-arrest, during
CPR and 1 h post-
ROSC

↑ NDS at 12 and 24 h
Hyperoxia > normoxia >
pretreated
Attenuated by antioxidant
pre-treatment

Liu
1998
[18]

Prospective 18 female
dogs

10 min
VF arrest

21 % vs 100 %
During CPR and 1 h
post-ROSC
PaO2 83 4 vs 454

34

↑ oxidized brain lipids
Worse neurological outcome
(NDS) at 24 h
↑ brain tissue lactate at 2
h

Richards
2006
[19]

Prospective
controlled

?24 female
dogs

10 min
VF arrest

21 % vs 100 %
During CPR and 1 h
post-ROSC
PaO2 89 4 vs 467

30

↓ PDHC activity
↑ 3NT immunoreactivity
Hippocamus but not cortex

Balan
2006
[25]

Prospective
randomized

17 female
dogs

10 min
VF arrest

Oximetry guided O2
(94–96 %) vs 100 %
1 h post-ROSC
(100 % during CPR)
PaO2 94 4 vs 564

36

↑ NDS at 24 h
↑ Hippocampal CA1 neuro-
nal injury at 24 h

Vereczki
2006
[20]

Prospective
randomized

12 female
dogs

10 min
VF arrest

21 % v 100 %
During CPR and 1 h
post-ROSC
PaO2 76 2 vs 384

68

↓ PDHC immunostaining by
90 % at 2 h
↑ Protein nitration x2–3 at
2 h
↑ Hippocampal neuronal
death at 24 h

Richards
2007
[21]

Prospective 20 female
dogs

10 min
VF arrest

21–30 % vs 100 %
During CPR and 1 h
post-ROSC
13C glucose infusion
PaO2 96 23 v 506

63

↑ unmetabolized 13C glu-
cose
↓ incorporation 13C into
glutamate at 2h post-ROSC
Hippocampus but not cor-
tex

Brucken
2010
[26]

Retrospec-
tive

15 pigs 8 min
VF arrest

100 % 10 min v 60
min
(100 % during CPR)
PaO2 442 140

↑ histopathological change
hippocampus at 5 days
Trend to worse neurological
outcome (NDS and neuro-
cognitive testing)

NDS: neurological deficit score; PDHC: pyruvate dehydrogenase complex; 3NT: 3-nitrityrosine; VF: ventricu-
lar fibrillation; CPR: cardiopulmonary resuscitation; ROSC: return of spontaneous circulation; PaO2 in mmHg

Controlled Oxygenation after Cardiac Arrest 521

XIII



Table 2. Animal studies with global cerebral ischemia model demonstrating detrimental effect of hype-
roxemic resuscitation

Author,
date
[ref ]

Study
design

Number and
characteris-
tics of study
population

Model Oxygenation strat-
egy compared

Outcomes reported for
hyperoxia

Mickel
1987
[22]

Prospective
controlled

28 male
gerbils

15 min
GCI (bilateral
carotid occlu-
sion)

21 % v 100 %
3 or 6 h post
reperfusion

↑ pentane production
(measured up to 180
min post reperfusion)
x3 mortality at 14 days
(p< 0.001)

Feng
1998
[23]

Prospective ?40 rats 20 or 30 min
GCI (4 vessel
occlusion)

15 % v 30 % v
100 % 10 min →
30 % or 100 % for
rest of 4 h reperfu-
sion

↑ tissue and mitochon-
drial hyperoxygenation
Delayed recovery evoked
potentials if worse insult
Trend to slower extracel-
lular K+ activity

Douzi-
nas
2001
[31]

Prospective
randomized
controlled

28 male
pigs

10 min
GCI and sys-
temic ischemia
(carotid occlu-
sion, RA bal-
loon, apnea
→ MAP
15–35)

12 % v 100 %
During CPR and
10 min post-ROSC
PaO2 37 5 v 446

110

Worse neurological out-
come (OPC) at 0, 8 and
24 h
↑ markers lipid peroxi-
dation at 1 h
Trend to slower lactate
metabolism

Douzi-
nas
2001
[29]

Prospective
randomized

16 male
pigs

10 min
GCI and sys-
temic ischemia
(carotid occlu-
sion, RA bal-
loon, apnea
→ MAP
15–35)

PaO2 35 v > 300
mmHg
During CPR and 10
min post-ROSC

↑ neuronal degeneration
at 24 h
Worse neurological out-
come (OPC) at 0, 8 and
24 h

Hazelton
2010
[27]

Prospective
randomized
controlled

30 rats 10 min
GCI and sys-
temic ischemia
(Carotid occlu-
sion and with-
drawal blood
to MAP
31–35)

21 % v 100 %
1 h post reperfu-
sion
PaO2 86 3 v 486

22

↑ Hippocampal CA1
neuronal death at 7 and
30 days
Trend to ↑ behavioural
deficits at 23–30 days

Walson
2011
[24]

Prospective
randomized
controlled

50 rats (day
16–18 post
natal)

9 min
asphyxial
arrest
Pediatric
model

21 % v 100 % v
100 % + antioxi-
dant
During CPR and I h
post-ROSC
PaO2 66 6 v 397

110

↓ reduced glutathione
and ↑ superoxide dis-
mutase activity at 6 h
↑ protein nitration and
lipid peroxidation at 72
h in hippocampus
Prevented by antioxidant
treatment

RA: right atrial; MAP: mean arterial pressure; OPC: overall performance category; CPR: cardiopulmonary
resuscitation; ROSC: return of spontaneous circulation; GCI: global cerebral ischemia; PaO2 in mmHg
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Table 3. Animal studies demonstrating neutral effect of hyperoxemic resuscitation

Author,
date
[ref ]

Study
design

Number and
characteris-
tics of study
population

Model utilized Oxygenation
strategy compared

Outcomes reported for
hyperoxia

Zwemer
1995
[32]

Prospective 17 adult
male dogs

9 min
VF arrest
(electrical
stimulation)

8.5 % vs 12 % vs
21 %
During CPR and
15 min post-ROSC
PaO2 26 3 v 33

4 vs 61 17
mmHg

Hypoxia trend to:
↑ NDS at 24 h
↓ survival at 24 h
No difference in markers
of oxidant injury

Lipinski
1998
[30]

Prospective 22 male rats 8 min
asphyxial
arrest

21 % vs 100 %
During CPR and
1 hour after ROSC

No difference in survival,
NDS or hippocampal
neuronal injury at 24,
48 or 72 h

CPR: cardiopulmonary resuscitation; ROSC: return of spontaneous circulation; NDS: neurological deficit
score; VF: ventricular fibrillation

Evidence of Benefit For Controlled Re-Oxygenation

Neurochemical measures of oxidative stress and cellular dysfunction
Eight studies encompassing all types of model in both large and small animals
demonstrated significantly raised biomarkers of oxidative stress and impaired
cerebral energy metabolism when animals were exposed to 100 % oxygen early
post-ROSC when compared with room air [17–24]. Increases in brain lipid per-
oxidation, protein nitration, an oxidized shift in tissue redox state, reduced gluta-
thione and increased superoxide dismutase activity have all been reported. Even
exposure to short periods of post-reperfusion hyperoxemia, for as little as 10 min
[23], increases oxidative injury, with mitochondrial hyperoxidation persisting
long after PaO2 and tissue hyperoxidation have normalized. A recent study of
pediatric asphyxial cardiac arrest demonstrated prevention of some of these
effects by using air or antioxidant treatment [24].

Contrary to the belief that supplying oxygen to ischemic tissues promotes aer-
obic metabolism, early exposure to hyperoxemia has been associated with
reduced activity of the pyruvate dehydrogenase complex, a key mitochondrial
metabolic enzyme and the sole bridge between aerobic and anaerobic metabolism
[19, 20], inhibition of glucose metabolism to aerobic energy metabolites (using
C13 labeling) [21] and increased brain lactate levels [18].

Neuronal damage
One of the earliest animal studies [17] reported in 1992 a statistically significant
increase in the proportion of neuronal degeneration identified histologically in
four brain regions in a canine model of potassium chloride (KCl)-induced VF car-
diac arrest resuscitated and reperfused with an FiO2 of 1.0 for 60 min. Subsequent
studies have used more sophisticated techniques to quantitatively assess histolog-
ical changes and have focused on the selectively vulnerable neurons of the hippo-
campal region. Increased neuronal injury and death, particularly in the CA1
region of the hippocampus, has been demonstrated at 12 h, 24 h and more
recently up to 5, 7 and 30 days after early hyperoxemic reperfusion [20, 25–27].
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Neurological outcome
The first animal study to demonstrate a harmful effect on functional outcome of
early post-reperfusion exposure to 100 % oxygen was published in 1994 [28].
Dogs resuscitated from 9 min VF arrest and ventilated with FiO2 1.0 for 60 min
had statistically worse neurological deficit scores (NDS) at 12 and 24 h post-ROSC
compared with those ventilated with room air. In proof of concept, this effect was
attenuated by antioxidant pre-treatment. Four other studies have subsequently
corroborated these findings at a 24 h reperfusion interval using VF and global
cerebral ischemia models [18, 20, 25, 29]. Sustained effects on functional outcome
beyond the first 24 h have not, however, been conclusively demonstrated. Two
recent studies have reported longer-term follow up and outcome. One compared
ventilation with FiO2 1.0 for either 10 or 60 min following 8 min VF cardiac arrest
in pigs [26]; at 5 days post-ROSC more prolonged exposure to hyperoxemia was
associated with significantly more necrotic striatal brain damage and perivascu-
lar inflammation. However, a trend towards improved recovery in both NDS and
neurocognitive testing failed to reach statistical significance. Design limitations,
including small numbers, retrospective data collection and the 10 min exposure
to hyperoxia in the control group, all confound interpretation. Hazelton et al. [27]
recently attempted to again address the issue of whether avoiding hyperoxemic
reperfusion could provide long-term protection. Using a rat model of 10 min
global cerebral ischemia ventilated with either 21 % or 100 % O2 after reperfu-
sion, animals were followed up for 30 days. Whereas a significant difference in
neuronal death was identified, no clear clinical effects were demonstrated; there
were subtle neurobehavioral changes only. Variations in the type of model proba-
bly contributed to these findings, with a longer duration of ischemia necessary to
generate significant differences in neurological impairment compared with the
no-flow VF model.

Clearly, there are major limitations in extrapolating the results of these hetero-
geneous animal studies to clinical practice and it is worth dwelling on the most
clinically relevant publication [25]. This was the first study to specifically con-
sider post-ROSC oxygenation and still the only pre-clinical study to titrate post
resuscitation oxygen therapy using pulse oximetry. To model current clinical
practice accurately, dogs were resuscitated after 10 min VF arrest with 100 % oxy-
gen. Immediately post-ROSC, the animals were randomized to receive 60 min
ventilation with either FiO2 1.0 or FiO2 titrated to arterial oxygen saturations
using pulse oximetry (SpO2) of 94–96 %. Titrated oxygenation resulted in signifi-
cant improvements in both neurological outcome and hippocampal CA1 neuronal
injury at 24 h.

Mortality
To date, only one animal study has demonstrated a survival effect of an early
post-reperfusion oxygenation strategy. In 1987, the earliest study of global cere-
bral ischemia [22] reported a three-fold increase in mortality in gerbils exposed
to 15 min ischemia and either 3 or 6 h exposure to 100 % O2 compared with room
air post-reperfusion. The longer ischemic time and prolonged exposure to a
hyperoxic environment may account for the dramatic findings. No subsequent
studies have been adequately designed or powered to detect a mortality differ-
ence.
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Studies neutral to the effect of hyperoxaemia
Of studies specially designed to consider hyperoxemic reperfusion, only one
failed to find any differences in outcome [30]. Using an asphyxial model of car-
diac arrest in rats ventilated with either 21 % or 100 % oxygen for 60 min post-
ROSC, no differences in histological or clinical outcome were demonstrated at 24,
48 or 72 h. Given that asphyxial models generally produce worse functional defi-
cits and neuronal damage compared with the no-flow VF model, demonstrating
differential treatment effects is likely to be more difficult.

Evidence of Adverse Effects Using Controlled Re-oxygenation
No published experimental study to date has demonstrated any detrimental
effects of resuscitating animals with titrated oxygen or room air. Given that nor-
moxic resuscitation, in experimental cardiac arrest at least, is undoubtedly supe-
rior to hyperoxic reperfusion, a number of investigators have gone on to consider
whether hypoxic reperfusion may confer additional benefit. In a porcine model of
global cerebral ischemia, one group reported that hypoxemic conditions (FiO2 of
0.12 or a PaO2 target of 35 mmHg) produced improvements in markers of lipid
oxidation, and functional and histological outcome compared with hyperoxemia
(PaO2 > 300 mmHg) [29, 31]. However, when compared with room air, Zwemer et
al. [32] demonstrated that an FiO2 < 0.21 during CPR and for 15 min post-ROSC
tended to worsen neurological outcome and survival. The obvious and inherent
concern of promoting normoxic resuscitation is that of inadvertently precipitat-
ing hypoxia.

Human Data

Until recently, the only human study that had been conducted was a small, ran-
domized controlled, pilot study of 28 patients resuscitated from witnessed out-of-
hospital cardiac arrest [33]. Patients were ventilated with either 30 % or 100 % oxy-
gen for 60 min post-ROSC with continuous pulse oximetry and oxygen titration to
maintain SpO2 > 94 %. Most patients maintained acceptable arterial oxygenation
with 30 % oxygen although the FiO2 had to be increased in 5 of 14 patients. The use
of 100 % oxygen was associated with a numerically increased concentration of neu-
ron specific enolase (NSE) and S-100 at 24 and 48 h. This effect reached statistical
significance only in an a priori subgroup analysis of patients not treated with ther-
apeutic hypothermia (only for NSE at 24 h). As NSE is an established marker of
neuronal injury, this result suggests that hypothermic conditions may protect
against hyperoxygenation-generated reperfusion injury. This trial was underpow-
ered to make any assessment of outcome or survival and was designed more as a
feasibility study with a view to a larger randomized controlled trial (RCT).

Two large retrospective cohort database analyses have subsequently been pub-
lished, one using the Project IMPACT database in the United States (US) [34] and
the second, the Australian and New Zealand Adult Patient Database (ANZ-APD)
[35]. Using data generated from a critical care database in 120 US hospitals, the
first of these studies demonstrated a possible association between post-resuscita-
tion hyperoxemia and poor clinical outcome [34]. Of the 6326 patients included
in the study, 1156 (18 %) were hyperoxemic, defined as PaO2 > 300 mmHg within
24 h of arriving in the ICU, 3999 (63 %) were hypoxemic with a PaO2 < 60 mmHg
or PaO2/FiO2 (P/F) ratio < 300, and 1171 (19 %) were normoxemic. In-hospital
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mortality was 63 % in the hyperoxemic group, significantly higher than the 57 %
mortality in the hypoxic group and 45 % mortality in the normoxemic group (p<
0.001). Hyperoxemia was also associated with a lower likelihood of independent
functional status at hospital discharge. After controlling for a predefined set of
confounders in a multivariate analysis, hyperoxemia remained an independent
predictor of in-hospital mortality (odds ratio [OR] 1.8; 95 % confidence interval
[CI] 1.2–2.2).

Significant methodological limitations of the study were acknowledged. The
observational retrospective data collection raises the possibility of residual con-
founding factors existing even after risk adjustment. The lack of information on
the temporal relationship of hyperoxemia to admission and paucity of outcome
data limits the ability to interpret any relationship between hyperoxemia and sur-
vival or the effect of extracerebral deleterious consequences of hyperoxemia.
There were also, inexplicably, 2410 patients excluded for lack of blood gas analy-
sis within the first 24 hours after admission, the effect of which is unquantified
and may well represent significant selection bias.

A secondary analysis of these data was published in 2011 [36]. This time, the
hypoxemic group (PaO2< 60 or P/F ratio < 200) was excluded and data from the
remaining 4459 patients were analyzed with PaO2 as a continuous variable in the
multivariate analysis. Aiming to define better the relationship between PaO2 and
outcome, the authors found a dose-dependent association with mortality and
independent status at hospital discharge. For every 100 mmHg rise in PaO2, mor-
tality increased by 24 % (OR 1.24; 95 % CI 1.18–1.24). Whereas this finding may
have implications for future clinical trial design, the discussed limitations still
apply, particularly the risk that FiO2 represents an unmeasured surrogate marker
of illness severity.

The second, Australasian study, generated data from 12,108 patients from
across 125 ICUs [35]. Specifically configured to facilitate direct comparisons with
the US study, definitions were maintained. Fewer patients, 1285 (10.6 %), were
found to be hyperoxemic, 1919 (15.9 %) were normoxemic and 8904 (73.5 %)
hypoxemic. An additional ‘isolated hypoxemic’ group (1168 or 9.7 %) was
included in an attempt to separate out low PaO2 effects from those of low P/F
ratios. The primary outcome of in-hospital mortality was 59 % in the hyperoxe-
mic group, significantly higher than the 47 % mortality with normoxemia
(p < 0.0001) but not higher than the hypoxemic group with a mortality of 60 %.
It was, however, the isolated hypoxemia group that had the highest mortality
(70 %) and lowest rate of discharge to home (19 %). After multivariate analysis
similar to that used in the US study, hyperoxemia had an OR for death of 1.5
(95 % CI 1.3–1.8). Additional modeling, which importantly included illness
severity using an APACHE-based model, decreased the OR to 1.2 (95 % CI
1.1–1.6). After further evaluation using a Cox proportional hazards ratio com-
bined with sensitivity analysis, timing period matching, adjustment for discharge
to home and FiO2, hyperoxemia was no longer independently associated with
mortality. Isolated hypoxemia, however, remained an independent risk factor. The
Australians concluded that hyperoxemia is relatively uncommon and that there is
‘no robust or consistently reproducible relationship with mortality’ and cautioned
against policies of deliberately reducing FiO2 due to the risks of precipitating the
well-established adverse effects of hypoxemia [35].

Although undoubtedly rigorously conducted with multifaceted assessments
and a larger, more complete data set (only 5.4 % were excluded) than the US
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study, there are a number of important differences between these two studies that
are worth highlighting. First, the US study used the first blood gas at an unspeci-
fied time during the first 24 h of admission whereas the ANZ study chose the
worst blood gas in the first 24 h. When considering the effect of hyperoxemia,
neither could be considered ideal, accepting that both situations are likely to bias
towards the null hypothesis. Although an attempt was made in the ANZ study to
correlate the worst blood gas with the mean PaO2 in the first 24–48 h, it remains
likely that a significant proportion of patients exposed to hyperoxemia were not
identified in either study. Moreover, duration and timing of exposure, which may
be critical to the adverse effects of hyperoxemia, cannot be considered.

Second, although most baseline characteristics were comparable, a marked dif-
ference in lowest median body temperature was noted (ANZ 34.9 °C, US 36 °C).
As speculated, this presumably represents a far higher uptake of therapeutic
hypothermia in Australasia and is more representative of current clinical practice.
It was also postulated to explain the 50 % increase in favorable outcome seen in
the ANZ study (65 % discharged home verses only 44 % in the US). It may, how-
ever, also provide an explanation for the difference in primary outcome. Hypo-
thermia is known to mitigate reperfusion injury, as also suggested by the NSE
result in the study by Kuisma et al [33], and this would feasibly reduce the magni-
tude of effect of hyperoxemia on mortality.

Discussion

Experimental data undoubtedly prove that early exposure to high-inspired con-
centrations of oxygen following cardiac arrest and ROSC increases oxidative
stress and delayed neuronal cell death in healthy animals. These effects seems to
correlate well with detrimental effects on short-term neurological function at
24 h. Although suggested, it remains far from clear whether these findings trans-
late into any significant effect on longer-term outcome.

Human studies offer little to clarify the situation at present. There are no
human data that consider direct measures of oxidative stress or neuronal damage
after cardiac arrest. Outcome effects are based on limited, low quality, contradic-
tory data from several retrospective observational studies and a single underpow-
ered RCT. Whether the dose-dependent increase in mortality with PaO2 observed
by the US EMShockNet [36] investigators represents administration of higher
FiO2 in sicker patients and hence hyperoxemia is merely a marker of illness sever-
ity or whether significant methodological and population-based factors, such as
blood gas selection and use of therapeutic hypothermia, account for the contra-
dictory results remains to be determined. Only definitive well-designed prospec-
tive controlled trials can prove whether hyperoxemia is truly an independent risk
factor for mortality and functional status at hospital discharge post cardiac arrest.

Is A Controlled Re-oxygenation Strategy Safe?

There is no evidence from the pre-clinical data that post-arrest ventilation with
room air in healthy animals is detrimental. The pilot study by Kuisma et al. [33]
demonstrated that using 30 % oxygen immediately post-ROSC was insufficient to
maintain SpO2 > 94 % in 36 % of patients following out of hospital VF arrest.
Clearly, fear of hyperoxemia post-arrest should not lead to indiscriminate
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decreases in FiO2 that risk precipitating hypoxemia, which is undoubtedly bad for
the injured brain. The rapid but stepwise reduction in FiO2 successfully used by
Balan et al. [25] in a canine VF arrest model would present the safest and most
logical approach, assuming adequate and reliable monitoring.

When and For How Long Is Exposure to Hyperoxemia Detrimental?

Most animal data suggest that exposure to hyperoxemia in the first 60 min after
ROSC results in harm, but even periods as short as 10 min have been associated
with adverse outcomes. One group found no difference in survival with exposure
of between 3 and 6 h [22]. Interestingly, a study in 2003 [37] reported that hyper-
baric oxygen initiated 1 h after reperfusion in a canine VF arrest model actually
improved clinical and histological outcome compared with oxygen targeted to a
PaO2 80–100 mmHg. It seems likely, therefore, that the very early post-reperfu-
sion period, within 60 min, is the critical time period. The relative risks and ben-
efits of later and more prolonged exposure remain uncertain.

What Level of Hyperoxemia Is Detrimental and How Does Arterial Oxygenation

Relate To Tissue Oxygenation?

Although the beneficial effects of air and detrimental effects of 100 % O2 may be
established in resuscitating healthy animals, extrapolating this to survivors of car-
diac arrest, who are often elderly with multiple co-morbidities, is very difficult.
The EMShockNet study [36] suggested a progressive graded effect of hyperoxe-
mia rather than a threshold effect. It seems that defining safe limits of hyperoxia
and hypoxia is fraught with difficulty. Oxygen has a complex biological role that
we are only just beginning to understand. Oxygen-sensing mechanisms have
evolved to enable the body to adapt and survive hypoxic insults [38], but individ-
ual and disease-related responses to both low and supernormal PO2 will vary.
There is no simple test to measure the therapeutic adequacy of O2 therapy and we
know PaO2 is not necessarily a good reflection of tissue PO2. At a cellular level,
PO2 will be affected not only by arterial O2 content (CaO2) but PO2 gradient, dif-
fusion distance and blood flow. In health, 100 % oxygen is known to cause vaso-
constriction of key vascular beds. The marginal increase in CaO2 conferred by
100 % oxygen is offset by a variable reduction in perfusion which can result in a
paradoxical decrease in oxygen delivery [39].

How Do Hypothermia and Hyperoxemia Interact?

One of the proposed mechanisms of improved outcome with therapeutic hypo-
thermia post-cardiac arrest includes suppression of free radical formation and the
oxidative stress associated with reperfusion [3]. Animal studies evaluating the
effect of hyperoxemia post-ROSC have considered only normothermic models.
Differences between the US and ANZ studies may suggest that hypothermia
negates the detrimental effect of exposure to high-inspired concentration of oxy-
gen. Further studies are needed to establish an independent effect over and above
hypothermia.
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How Does The Effect Of Hyperoxemia On Other Organ Systems Affect Outcome?

It is important to emphasize that the summarized experimental data consider the
effects of hyperoxemic reperfusion on ischemic brain injury in otherwise healthy
animals. Clearly, this is very different to the clinical situation in human cardiac
arrests. Post-cardiac arrest syndrome constitutes not only brain injury but also
myocardial dysfunction, a systemic ischemia/reperfusion response and the persis-
tent precipitating pathology [3]. Hyperoxemia may well have effects on each of
these processes and on global end-organ function.

The best studied of these areas is the myocardial effect of oxygen, worth con-
sidering here as cardiac arrest in adults frequently occurs in the context of an
acute coronary syndrome or myocardial infarction (MI). Hyperoxia causes an
8–29 % reduction in coronary blood flow associated with a significant increase in
coronary vascular resistance and reduced myocardial oxygen consumption in
healthy subjects and in patients with cardiac disease [40]. As early as the 1950s,
it was reported that supplemental oxygen failed to improve electrocardiogram
(EKG) and clinical symptoms in MI patients [41] and in 1976 a double-blinded
RCT [42] of oxygen therapy in uncomplicated MI found that high-flow oxygen
was associated with greater rise in serum aspartate aminotransferase and a non-
significant tripling of mortality compared with air. Although these findings need
to be interpreted with caution in the context of current clinical practice, a recent
systematic review concluded, on the basis of the limited evidence, that routine
use of supplemental oxygen may result in greater infarct size and a possible
increased risk of mortality [43]. A Cochrane review in 2010 [44] concluded that
the evidence is suggestive of harm but lacks power and neither supports nor
refutes the routine use of oxygen. The British Thoracic Society guideline for
emergency oxygen use recommends that oxygen should be given to patients with
acute myocardial ischemia only if they are hypoxemic and to aim for a saturation
range of 94–98 % [16]. This guideline was echoed by the National Institute for
Health and Clinical Excellence (NICE) and endorsed by several other societies.
Plans for a further RCT (the Air Verses Oxygen In myocarDial Infarction
(AVIOD) study) are underway in Australia (ClinicalTrials.gov NCT01272713). The
maintenance of normoxemia post-cardiac arrest may logically, therefore, have
beneficial effects for myocardial function particularly in an age of early coronary
revascularization.

Evidence From Other Areas Of Clinical Practice Where Ischemia/Reperfusion

Injury Occurs

The most robust clinical data demonstrating an adverse effect of 100 % relates to
neonatal resuscitation. Even brief exposure to hyperoxemia after birth has been
shown to trigger elevation in markers of oxidative stress, which persists to 28
days of life [45]. The consequences for growth and development are not entirely
understood. However, several meta-analyses looking at over 2000 newborn
infants have reported a 30 % reduction in mortality when resuscitation was car-
ried out with 21 % instead of 100 % oxygen (number needed to treat = 20) [11,
46]. This has had a significant effect on practice with the recommendation that
newborns are now resuscitated with room air initially [47]. Few data exist with
respect to pediatric cardiac arrests. A recent experimental study is the first to
suggest that a similar effect may occur in older children [24].
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Acute ischemic stroke is another controversial area. After much early interest in
hyperbaric oxygen (HBO), which failed to translate into any clear clinical benefit
in a recent systematic review [48], subsequent focus has been on the more clini-
cally feasible normobaric oxygen therapy (NBO). Current guidelines advocate rou-
tine administration of supplemental oxygen in the first 6 hours after acute ische-
mic stroke [49]. Preclinical data utilizing both transient and permanent models of
stoke generally support a beneficial effect of NBO on pathological, neuroimaging
and neurobehavioral outcomes [13]. Clinical data are limited to several small pilot
studies and one controlled trial. One group has demonstrated transient improve-
ment in clinical features and magnetic resonance imaging (MRI) parameters of
ischemia when supplemental oxygen is administered within 12 hours of stroke
onset [50]; however, there were no significant differences in outcome at 3 months.
A second clinical study by the same group reported reduced lactate and preserved
N-acetyl-aspartate values using magnetic resonance spectroscopy [51]. The
authors concluded that NBO improves aerobic metabolism after stoke. A final fea-
sibility study found a trend to reduced mortality, complications and hospital
length of stay when FiO2 0.4 was administered within 48 h to patients with severe
middle cerebral artery (MCA) strokes [52]. None of these studies were adequately
powered for outcome because few (between 6 and 17) patients were included. The
only large study published to date was a quasi-randomized controlled trial involv-
ing 550 acute stroke patients who received either supplemental oxygen or room air
for 24 h [53]. Overall 1-year mortality was no different; however, in a subgroup of
patients with mild-moderate stroke, mortality was increased significantly (OR
0.45; 95 % CI 0.23–0.9) in the supplemental oxygen group. Major methodological
flaws in the study limit interpretation of these results.

Explanation for these disparate findings may lie in the pathophysiology of
acute ischemic stroke. Although the mechanisms of reperfusion injury, oxidative
stress and neuroinflammation are similar to those of global cerebral ischemia, the
pattern of injury is very different. Acute ischemic stroke consists of an ischemic
core of irreversibly damaged tissue and an ischemic penumbra of potentially sal-
vageable tissue [54]. The rationale for oxygen therapy in stroke assumes that
improving oxygen availability to these impaired but viable brain cells is benefi-
cial. Timing of supplemental oxygen therapy is likely to be key to its therapeutic
benefit. Starting early after the onset of symptoms to salvage ischemic tissue and
extending the therapeutic window for additional treatments (e.g., thrombolysis)
are generally accepted benefits. What remains to be clarified is whether oxygen
should be continued after reperfusion. A recent study of transient MCA occlusion
in rodents delineated two distinct phases in acute ischemic stroke [55]. During
occlusion, 100 % oxygen significantly attenuated the size of the stroke lesion and
corrected the penumbral tissue PO2, whereas identical treatment initiated imme-
diately after reperfusion exacerbated the lesion volume. Given that spontaneous
reperfusion is reported to occur in 53 % of stroke patients sometime during the
first 7 days [56] and that many of the published clinical trials failed to control for
time periods of treatment overlapping with thrombolytic therapy and reperfu-
sion, the reported mixed outcomes are not surprising. A large prospective trial
was underway in the US but was terminated early because of an imbalance in
deaths favoring the control arm, reportedly not attributed to the treatment (Clini-
calTrials.gov NCT00414726).

Concerns about excessive exposure to high-inspired concentrations of oxygen
have been raised in numerous other settings including traumatic brain injury
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(TBI) [57], ventilator-induced lung injury (VILI) [58] and even the general ICU
patient population. In a retrospective database review of 50 Dutch ICUs [59] look-
ing at 36,307 consecutive admissions, high FiO2 and both high and low PaO2 in
the first 24 hours were all found to be independently associated with in-hospital
mortality. FiO2 had a linear relationship and PaO2 had a U-shaped relationship
with mortality. Reflecting the US EMShockNet study [34] in cardiac arrest, it
remains to be seen whether this association is causal or reflects unmeasured dif-
ferences in disease severity.

Conclusion

Preclinical and limited clinical evidence suggest that hyperoxemia may be associ-
ated with worse outcomes after cardiac arrest. However, the data are universally
of low quality and consideration must, therefore, be given to the relative risks and
benefits. Given the potential for harm, the lack of proven benefit in favor of hype-
roxemia and the relative ease of titrating inspired oxygen concentration to main-
tain adequate arterial oxygen saturation, it seems reasonable to advocate a con-
trolled re-oxygenation strategy provided adequate and reliable monitoring is
available to guard against hypoxemia. As also suggested by the available evidence,
this strategy is likely to be most effective if initiated as early as possible after
ROSC which will have inherent implications for early and pre-hospital delivery of
care.

Supplemental oxygen is ubiquitous in clinical practice, so embedded that it has
become accepted as safe and appropriate management. On the premise of ‘first do
no harm’, the burden of proof should be to establish whether hyperoxemia is safe
after ROSC and in many other acute care settings. A definitive prospective clinical
trial is warranted to establish both the efficacy and safety of controlled re-oxy-
genation post-cardiac arrest.
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Introduction

Around 300,000 people in the United States experience an out-of-hospital cardiac
arrest each year, and less than 10 % of them survive to hospital discharge [1]. Sur-
vival is only slightly better for in-hospital cardiac arrest [2]. While provision of
basic measures like bystander cardiopulmonary resuscitation (CPR) or early defi-
brillation is consistently associated with better survival [3], the benefit of
advanced life support (ALS) measures, such as ventilation with advanced airway
and administration of drugs, has not been clearly demonstrated [4].

Among drugs, after the recent removal of atropine from ALS protocols [5], and
considering that antiarrhythmics are recommended only for the minority of car-
diac arrest patients with persistent ventricular fibrillation/ventricular tachycardia
(VF/VT), the mainstay of drug therapy for cardiac arrest is represented by vaso-
pressors, namely epinephrine or vasopressin.

Rationale for the Use of Vasopressors in Cardiac Arrest

During cardiovascular collapse following cardiac arrest, flow to vital organs
decreases to zero. CPR partially restores this blood flow, but cardiac output
remains low, about 20 % of its normal value. The blood flow to the heart is driven
by the coronary perfusion pressure, defined as the difference between the aortic
diastolic pressure and the right atrial pressure. The importance of maintaining an
adequate coronary perfusion pressure during CPR has been highlighted in animal
and human studies. Kern et al. [6] showed that a coronary perfusion pressure
< 20 mmHg measured after 20 minutes of CPR was associated with poor survival
in dogs with VF. Brown et al. [7] found a positive association between myocardial
blood flow and defibrillation rates in a swine model of VF. These results were
confirmed in adult cardiac arrest patients by Paradis and colleagues [8], who
found that initial and maximal coronary perfusion pressure values were signifi-
cantly higher in patients who attained recovery of spontaneous circulation
(ROSC) versus those with no ROSC. No patient whose coronary perfusion pres-
sure was below 15 mmHg was resuscitated.

Vasopressor drugs increase coronary perfusion pressure by increasing aortic
diastolic pressure and also increase systemic vascular resistance (SVR), diverting
blood flow from peripheral to vital organs. Animal studies [6, 7] have demon-
strated that epinephrine increases both myocardial and cerebral blood flow dur-
ing CPR, and facilitates ROSC.
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Epinephrine

Epinephrine has been the standard vasopressor in cardiac arrest for more than 30
years. The current European Resuscitation Council (ERC) guidelines for ALS [5]
recommend epinephrine at a dose of 1 mg to be administered as soon as possible
in patients with asystole or pulseless electrical activity, or after three unsuccessful
defibrillation shocks in those with VF/VT. Similar recommendations are made by
the American Heart Association (AHA) [9]. During CPR, epinephrine should be
repeated every 3 to 5 minutes, because of its short half-life.

The pharmacological effects of epinephrine are mediated by the α and β
adrenergic receptors. The α-receptors mediate mainly vasoconstriction, while β-
receptors are responsible for stimulating effects on the heart (β1) along with vaso-
dilatation in some vascular beds (β2) [10]. The vasoconstrictor α effect represents
the scope of the administration of epinephrine during CPR, whereas cardiac stim-
ulation from β effects is not beneficial in this context, because the heart is not
contracting and cardiac output depends essentially on chest compression. In fact,
β effects increase myocardial oxygen consumption and may cause an imbalance
between oxygen demand and supply in the heart tissue. In an animal model, Dit-
chey and Lindenfeld [11] demonstrated that the administration of intravenous
epinephrine during CPR significantly increased not only left ventricular (LV) cor-
onary blood flow but also myocardial lactate concentration. β-adrenergic inotro-
pic and chronotropic actions of epinephrine are mediated by calcium channel
opening and calcium influx into the heart cells [12]. However, calcium ions are
also intracellular mediators of ischemic damage [13].

There is evidence that the β1 effects of epinephrine worsen post-resuscitation
myocardial dysfunction. This effect consists of a transient reduction in myocar-
dial performance from pre-arrest levels, which is commonly observed after ROSC
[14]. In a study by Laurent et al. [15], post-resuscitation myocardial dysfunction
occurred in 73/165 (44 %) patients resuscitated from out of-hospital cardiac
arrest. Persistent dysfunction was associated with early death from multiorgan
failure. In an experimental model of cardiac arrest and resuscitation, Tang et al.
[16] demonstrated that post-resuscitation myocardial dysfunction was more
severe in animals treated with epinephrine than in those treated with the α-ago-
nist, phenylephrine, or with a combination of epinephrine and the β1-blocker,
esmolol, thus suggesting that β1 stimulation has a role in determining this phe-
nomenon.

Recent experimental evidence shows that, despite an increase in cerebral per-
fusion pressure, epinephrine can reduce cerebral tissue perfusion. In a pig model
of cardiac arrest, Ristagno et al. [17] measured the cerebral microcirculatory
blood flow, using orthogonal polarization spectral (OPS) imaging, and the cere-
bral cortical CO2 and O2 tensions (PbO2 and PbCO2) during and after CPR. Ani-
mals were randomized to either epinephrine or a combination of epinephrine
with α1- and β-receptor blockade (prazosin + propranolol) or a combination of
epinephrine with α2 and receptor blockade (yohimbine + propranolol). Results
showed that administration of epinephrine alone was associated with a significant
reduction in post-resuscitation cerebral microcirculation and PbO2, and with a
significant increase in PbCO2. The phenomenon was reduced after combined α1
and β blockade but persisted after α2 plus β blockade. The authors attributed this
effect of epinephrine to small-vessel constriction, probably mediated by activa-
tion of the α1 receptor subtype on cerebral and pial arterioles.
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Vasopressin

Vasopressin is an endogenous nonapeptide that is synthesized by neurons of the
supraoptic and paraventricular nuclei of the hypothalamus and is released in the
posterior part of the pituitary gland. In normal conditions, vasopressin is
released in response to decreased blood volume or increased plasma osmolality.
Three types of vasopressin receptors have been identified: V1, V2 and V3.
Whereas the V2 receptors mediate water reabsorption and V3 mediate the effects
of vasopressin on central nervous system, the V1 receptors mediate cardiovascu-
lar effects, consisting of skin, skeletal muscle and splanchnic blood vessel vaso-
constriction.

Vasopressin has been proposed as an alternative to epinephrine in cardiac
arrest, based on the finding that its levels were significantly higher in successfully
resuscitated patients than in patients who died [18]. In comparison with epineph-
rine, vasopressin has several advantages: First, its V1-mediated effects increase
arterial peripheral resistance without causing direct myocardial stimulation.
Moreover, it has a longer half-life (10–20 minutes vs. 3–5 minutes) and is more
resistant to acidosis [19].

A series of animal studies were conducted on vasopressin during CPR. These
studies consistently demonstrated that vasopressin doses between 0.4 and 0.8 U/
kg led to a significantly higher coronary perfusion pressure and myocardial blood
flow than epinephrine and were associated with a higher percentage of success-
fully resuscitated animals [20–23]. However, adverse cardiovascular effects from
vasopressin have been described as well. They are related to the persistent vaso-
constriction and increased myocardial afterload induced by this drug. In an
observational study on patients with cirrhosis who received intravenous vaso-
pressin during portacaval shunt operation [24], 13 of 52 patients developed signs
of myocardial ischemia requiring treatment with vasodilators. In a pig model of
prolonged VF [25], vasopressin was associated with significantly higher SVR and
blood pressure after ROSC but also with a significantly lower cardiac index and
contractility when compared with epinephrine, although survival at 24 h was not
affected.

Epinephrine versus Vasopressin: Results of Clinical Trials

A series of clinical trials comparing vasopressin with epinephrine was conducted
between 1997 and 2009 (Table 1). In a first small randomized trial on 40 prehospi-
tal patients who had not responded to three consecutive defibrillation shocks, the
administration of 40 IU of vasopressin versus 1 mg of epinephrine was associated
with a 50 % increase in survival to hospital admission and to a 66 % increase of
survival at 24 hours [26]. However, a subsequent randomized placebo-controlled
trial on 200 adult in-hospital patients comparing the same doses as in the previ-
ous study did not confirm those results [27]. In fact, 40 (39 %) patients in the
vasopressin group versus 34 (35 %) patients in the epinephrine group survived 1
hour (p = 0.66; 95 % confidence interval [CI] for absolute increase in survival:
-10.9 % to 17.0 %) whereas 12 (12 %) versus 13 (14 %) patients, respectively, sur-
vived to hospital discharge (p = 0.67; 95 % CI -11.8 % to 7.8 %). In this study,
vasopressin and epinephrine were randomized only at the first bolus, and epi-
nephrine was given as subsequent boluses to all patients. This single and early
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Table 1. Summary of the characteristics of the clinical trials that have compared vasopressin with epi-
nephrine in cardiac arrest

Author, year [ref] Setting Number of
enrolled
patients

Intervention Mean time to
first vasopres-
sin bolus, min

Lindner, 1997 [26] OHCA 40 Vasopressin 40 IU followed by epi-
nephrine

13.9

Stiell, 2001 [27] IHCA 200 Vasopressin 40 IU followed by epi-
nephrine

6.7

Wenzel, 2004 [29] OHCA 1186 Vasopressin 40 IU for up to 2 cycles,
followed by epinephrine

17.5

Gueugniaud, 2008
[30]

OHCA 2894 Vasopressin 40 IU plus epinephrine for
up to 2 cycles, followed by epineph-
rine

21.4

Mentzelopoulos,
2009 [31]

IHCA 100 Vasopressin 20 IU plus epinephrine for
up to 5 cycles, plus methylpredniso-
lone 40 mg (once only)

< 5

Treatment in the control group was epinephrine in all studies. IHCA: in-hospital cardiac arrest; OHCA:
out-of-hospital cardiac arrest; IU: International Units.

administration of vasopressin has been criticized because, according to animal
studies, vasopressin appears to be more beneficial in conditions of severe acidosis
and, therefore, at a later phase of resuscitation [28].

A subsequent randomized controlled trial [29] enrolled 1186 out-of-hospital
cardiac arrest patients to receive either 40 IU of vasopressin or 1 mg of epineph-
rine during two consecutive ALS cycles, followed by additional boluses of epi-
nephrine if needed. The study demonstrated no significant differences in out-
come between the two groups, except for the subgroup of patients with asystole,
in whom survival to both hospital admission and hospital discharge were signifi-
cantly higher with vasopressin (76/262 [29.0 %] vs. 54/266 [20.3 %]; p = 0.02 and
2/257 [4.7 %] vs. 4/262 [1.5 %] p = 0.04, respectively); however, the number of
patients who survived to discharge in that group was negligible. In a post-hoc
analysis of patients with prolonged cardiac arrest in whom additional doses of
epinephrine were needed, vasopressin was associated with higher survival both to
admission and to discharge, although patients who were given vasopressin had
higher rates of poor neurological outcome (10/20 [50 %] vs. 1/5 [20 %]). Again,
the effect was particularly evident in patients with asystole. Being the results of a
post-hoc analysis, these data lack statistical power and are subject to bias.

To investigate the potential synergistic effects of vasopressin plus epinephrine,
a larger, multicenter placebo-controlled study was carried out on 2894 out-of-hos-
pital cardiac arrest patients who were randomized to receive either 1 mg of epi-
nephrine plus 40 IU of vasopressin or epinephrine alone. In both groups, addi-
tional epinephrine was given if needed [30]. Unfortunately, the study did not
show any differences between the two interventions in terms of ROSC (28.6 % vs.
29.5 %; relative risk, 1.01; 95 % CI 0.97 to 1.06), survival to hospital admission
(20.7 % vs. 21.3 %; relative risk of death, 1.01; 95 % CI 0.97 to 1.05), or survival to
hospital discharge (1.7 % vs. 2.3 %; relative risk, 1.01; 95 % CI 1.00 to 1.02). The
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rates of good neurological recovery were also similar in the two groups. The
study included a high percentage of patients with asystole (82.4 %), which made
it very suitable for investigating the possible benefit of vasopressin in that specific
group suggested by the previous study.

In a recent single center placebo-controlled trial [31], 100 consecutive patients
with in-hospital cardiac arrest were randomized to receive either 1 mg epineph-
rine or epinephrine plus 20 IU vasopressin per resuscitation cycle for the first five
cycles, followed by additional epinephrine if needed. Based on the results of pre-
vious observational studies which documented low cortisol levels in patients
resuscitated from cardiac arrest, the intervention group received 40 mg methyl-
prednisolone sodium succinate during the first resuscitation cycle. In addition,
resuscitated patients with clinical signs of shock in the study group were treated
with hydrocortisone sodium succinate at a dose of 300 mg/day for a maximum of
seven days. Results showed that the experimental group had significantly higher
rates of ROSC (39/48 [81 %] vs. 27/52 [52 %]; p = .003) and survival to hospital
discharge 9/48 [19 %] vs. 2/52 [4 %]; p = .02). In 31 patients an arterial line was
in place when cardiac arrest occurred; among those patients, systolic, diastolic
and mean arterial blood pressures were significantly higher in the intervention
group both during CPR and after ROSC. Moreover, vasopressor use during fol-
low-up was significantly lower in the intervention group (p = .002).

The above study was undertaken in the hospital environment, where several
patients had venous access in place (36 % of cardiac arrests occurred in the inten-
sive care unit [ICU] or in the operating room [OR]) and response times were rel-
atively short [32]. For this reason, the administration of the study drug occurred
in less than 5 minutes, much earlier than in other trials. Another feature was the
high dosage of vasopressin (mean 73.3 [± 30.1] IU, range 20–100 IU) adminis-
tered to the intervention group. Unfortunately, because of the study design, the
effects of vasopressin and those of steroids could not be analyzed separately.

A very recent meta-analysis [33] summarized the results of clinical trials on
vasopressin for cardiac arrest. It included 4475 patients from six randomized con-
trolled trials published between 1997 and 2009. In all trials, vasopressin was com-
pared with epinephrine. The authors carried out subgroup analyses according to
the initial cardiac rhythm and time from collapse to drug administration. Results
showed that vasopressin did not improve overall rates of ROSC, long-term sur-
vival, or favorable neurological outcome. In the subgroup of patients with asy-
stole in whom the time to drug administration was shorter than 20 minutes,
vasopressin was associated with a significantly higher rate of both ROSC and
long-term survival (OR 1.70 [95 % CI 1.17–2.47], p = 0.005, and OR 2.84 [95 % CI
1.19–6.79], p = 0.02, respectively). However, this subgroup included only 27
patients (20 in the vasopressin group and 7 in the control group) from three dif-
ferent trials. No data on favorable neurological outcome are available for this sub-
group. In contrast to what has been hypothesized by other authors [28] these
results seem to suggest that the effects of vasopressin are more beneficial when it
is administered early.

Based on the neutral results of clinical trials, the 2010 Guidelines for Adult
Advanced Cardiovascular Life Support of the AHA [9] recommended vasopressin
as an alternative to the first or the second dose of epinephrine, at a dose of 40 IU
via either intravenous or intraosseous routes. Arginine vasopressin is not or is
scarcely available in some European Countries. The ERC 2010 Guidelines for
Resuscitation did not make any specific recommendation on vasopressin and
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refer uniquely to epinephrine as the standard vasopressor drug for cardiac arrest
[5].

Drugs versus no Drugs

During recent years, the limited evidence in favor of ALS measures and the evi-
dence of possible harm from epinephrine in the post-resuscitation phase have
raised concern as to whether drugs should be used at all during cardiac arrest. To
address this point, a trial was conducted by Olasveengen et al. in Norway and its
results published on 2009 [34]. In this study, 851 patients were randomized to
receive ALS with or without intravenous drug administration. In the no-drug
group, venous access and drugs were only allowed 5 minutes after ROSC
(Table 2). To assess a possible interference from venous access, which is a time-
consuming procedure that could divert focus from good-quality resuscitation,
CPR quality was monitored using transthoracic impedance. Measures of CPR
quality, such as time without compressions, CPR pauses before defibrillation
shocks, compression rate and ventilation rate, were calculated. A special charac-
teristic of this trial was that resuscitation was performed according to a local pro-
tocol that included three minutes of CPR both before defibrillation and between
subsequent shocks in patients with VF (instead of no CPR before defibrillation
and two minutes of CPR between subsequent shocks, as in the standard ALS
Guidelines).

Results showed that survival to hospital discharge did not differ significantly
between the groups, despite a small trend in favor of the drug group (10.5 % vs.
9.2 %, OR 1.16 [95 %CI 0.74–1.82], p = .61). Patients in the drug group had sig-
nificantly higher rates of ROSC (40 % vs. 25 %, OR 1.99 [95 %CI 1.48–2.67],
p.001), and had longer CPR attempts, during which a higher number of defibrilla-
tion shocks were given. There were no differences in the causes of ICU deaths,
most of which (69.5 %) were due to brain damage, and no differences in neuro-
logical outcome between the two groups were observed. The results of the Olas-
veengen study [34] suggest that in adults with out-of-hospital cardiac arrest, the
administration of drugs does not improve any relevant outcomes, except short-
term survival. However, the study was not specifically focused on vasopressors.
Epinephrine was administered in 79 % of patients in the drug group but its spe-
cific clinical effect could not be assessed separately. Moreover, the intervention
could not be blinded for obvious reasons.

A very recent single center, randomized, double-blind, placebo-controlled trial
by Jacobs et al. [35] was specifically designed to assess the effects of administra-
tion of epinephrine on survival from cardiac arrest (Table 2). The study included
534 adult patients (out of the planned 4426) with out-of-hospital cardiac arrest
from any cause who were randomized to receive either epinephrine 1 mg or pla-
cebo. No other drug was used during ALS. Study drug and placebo were adminis-
tered at the same time intervals recommended in the ALS guidelines and were
repeated up to a maximum of 10 times. Patients in VF/VT who responded early
to defibrillation were not randomized.

The results of the study showed that, after adjustment for confounding vari-
ables, patients in the epinephrine group had a significantly higher likelihood of
achieving ROSC (23.5 % vs. 8.4 %; OR 3.5 [95 % CI 2.1–6.0]) and more than twice
the odds of surviving to hospital discharge, although the difference was not sig-
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Table 2. Methodological features and results of recent clinical trials comparing advanced life support
treatment with or without drugs.

Author,
year [ref ]

Study
design

Actual/
planned
sample size
(%)

Treatment
in the
interven-
tion group

Treatment
in the con-
trol group

Con-
trolled
for CPR
quality

Causes
of death
docu-
mented

Survival (%)

ROSC Dis-
charge

Olas-
veengen,
2009
[34]

Random-
ized,
open-label

851/900
(94.6 %)

Epineph-
rine, amio-
darone,
atropine

No drug or
venous
access up to
5 minutes
after ROSC

Yes Yes 26.1 9.9

Jacobs,
2011
[35]

Random-
ized, dou-
ble-blind
placebo-
controlled

534/4426
(12.1 %)

Epineph-
rine

Intravenous
placebo

No No 16.1 3.0

ROSC: recovery of spontaneous circulation. CPR: cardiopulmonary resuscitation.

nificant (4.0 % vs. 1.9 %; OR 2.1 [0.7–6.3]). The study was largely underpowered,
having recruited only 12 % of the planned sample. This was mainly due to ethical
concerns, which prevented four of the five ambulance services that had been ini-
tially involved from continuing the study. Funding restrictions and final expiry of
the study drug were additional issues. The trial confirmed that ALS drugs, espe-
cially vasopressors, significantly increase ROSC rates in adults with out-of-hospi-
tal cardiac arrest. There was also a clear trend towards an increased survival to
hospital discharge. The main limitation of the trial was the limited sample size,
because of its failure to achieve full patient recruitment. Another limitation was
that the study did not control for CPR quality, although its placebo-controlled
design probably prevented imbalances in CPR quality among the study groups.

Vasopressors for Cardiac Arrest: Benefit or Harm?

Results of recent clinical trials indicate that use of vasopressors during cardiac
arrest increases the rate of successful resuscitation, and this effect is somewhat
expected since they increase organ perfusion during CPR. However, there is no
definite evidence that vasopressors increase either survival to discharge or neuro-
logical prognosis. There are three possible explanations for this:

A first explanation could be that vasopressors restore spontaneous circula-
tion in patients who are simply ‘too ill to survive’ and who die as soon as
the temporary effect of resuscitation maneuvers and drugs has finished. This
would confirm the results of the observational Ontario Prehospital Advanced
Life Support (OPALS) study [4], which showed no improvement of survival
to discharge when ALS was added to basic life support in an emergency
medical system. In this case, vasopressors would just provide futile cardiac
resuscitation to patients destined to die shortly afterwards from irreversible
organ damage.
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However, it is also possible that patients resuscitated because of the extra
benefit of vasopressors are potentially salvageable with the improvement or
better implementation of post-resuscitation care. Most patients who die in
the ICU after having been resuscitated from cardiac arrest do so from neuro-
logical causes [34, 36]. Mild therapeutic hypothermia can reduce postanoxic
brain damage and improve survival to hospital discharge and neurological
outcome after cardiac arrest [37, 38]. However, recent surveys showed that
implementation of mild therapeutic hypothermia in many ICUs in the West-
ern world is still incomplete [39, 40]. Rigorous application of post-resuscita-
tion bundles [41] and triage of resuscitated patients towards specialized car-
diac arrest centers where optimal post-resuscitation care is provided [42]
represent possible resources to improve prognosis of resuscitated patients in
the near future.
A third explanation could be that vasopressors increase the success rate of
cardiac resuscitation because they improve coronary perfusion but also
reduce the chances of survival for many resuscitated patients because of their
side effects, such as increased post-resuscitation myocardial dysfunction or
decreased cerebral microcirculation. However, in the Olasveengen trial [34],
distribution of the causes of death was similar in the group that received
vasopressors and in the group that received no drug. A second potential
indirect harmful effect of vasopressors could be their interference with the
resuscitation process, introducing delays in CPR for drug preparation and
intravenous access, and diverting team resources from more important tasks.
However, the Olasveengen trial did not demonstrate any delay or deteriora-
tion in CPR quality in the drug versus no-drug groups.

Conclusion

The role of vasopressors during resuscitation from cardiac arrest needs to be fur-
ther investigated. In experimental models, vasopressors increase diastolic blood
pressure and blood flow to vital organs during CPR and facilitate resuscitation
but also have detrimental effects on post-resuscitation myocardial performance
and cerebral circulation. Two recent controlled trials in out-of-hospital cardiac
arrest patients demonstrated that administration of epinephrine and other drugs
was associated with a significant increase in short-term survival but not in sur-
vival to hospital discharge. In one of those trials, patients in the epinephrine
group had more than twice the odds of surviving to hospital discharge than those
who received placebo, but the difference did not reach statistical significance,
possibly because of inadequate sample size. Future placebo-controlled trials on
larger populations are needed to assess more clearly the association between epi-
nephrine and survival to hospital discharge. Clinical studies are also needed to
investigate the occurrence of side effects from vasopressors in humans after
resuscitation and their possible influence on hospital survival. At present, epi-
nephrine is the most widely used vasopressor in advanced life support. To date,
no advantage from the use of vasopressin rather than epinephrine in any of the
relevant outcomes from cardiac arrest has been identified in clinical studies.
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Introduction

Patients resuscitated from a cardiac arrest have a high (in-hospital) mortality rate
between 50–90 %. Although in the past few decades more patients have a return
of spontaneous circulation (ROSC), overall prognosis has not substantially
improved [1] and only a minority of patients survive with a favorable neurologi-
cal recovery [2]. In 1972, Negovsky described the ‘post-resuscitation syndrome’, a
constellation of pathophysiological processes occurring after ROSC. In 2008, the
International Liaison Committee on Resuscitation (ILCOR) proposed a new term:
The post-cardiac arrest syndrome [3]. Growing understanding of the post-cardiac
arrest syndrome has contributed to the development of new therapeutic strate-
gies. For example, mild therapeutic hypothermia was effective in improving neu-
rological outcome after cardiac arrest in two randomized controlled trials [4, 5].
These results were recently confirmed in a retrospective, multicenter observa-
tional study showing that the implementation of mild therapeutic hypothermia in
Dutch intensive care units (ICUs) was associated with a 20 % relative reduction in
hospital mortality [6].

Post-cardiac Arrest Syndrome

The post-cardiac arrest syndrome is usually divided into 4 phases: (1) Immediate
post-arrest phase (0–20 minutes after ROSC); (2) early post-arrest phase (period
between 20 minutes and 6 to 12 hours after ROSC) when interventions are proba-
bly most effective; (3) intermediate post-arrest phase (period between 6 to 12
hours to 72 hours after ROSC) when injury pathways are still active; and finally
(4) the recovery phase (> 72 hours after ROSC).

Pathophysiological Processes after ROSC

Instead of denominating the different phases of the post-cardiac arrest syndrome,
describing its underlying pathophysiology is probably more informative. The
post-cardiac arrest syndrome is a unique and complex combination of different
processes including: (a) post-cardiac arrest brain injury; (b) post-cardiac arrest
myocardial dysfunction; (c) systemic ischemia/reperfusion injury; and (d) persis-
tent precipitating pathology such as acute myocardial infarction, pulmonary dis-
ease, thromboembolic disease, central nervous system (CNS) disease, hypovole-
mia, infection (sepsis) or toxicological factors.
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In patients admitted to the ICU, brain injury is the leading cause of death in 68 %
of patients after out-of-hospital cardiac arrest and in 23 % after in-hospital car-
diac arrest [7]. The amount of brain damage is mainly determined by the period
of primary cerebral ischemia. Of all the different body tissues, the brain is the
most vulnerable for ischemia, with irreversible tissue damage occurring within
minutes. The mechanisms leading to superimposed secondary neurological dam-
age are complex and the result of cerebral perfusion failure due to impaired cere-
brovascular autoregulation, cerebral edema and post ischemic neurodegenera-
tion. In animal experiments cerebral blood flow (CBF) after cardiac arrest is char-
acterized by 4 consecutive phases: (I) No-reflow; (II) global hyperemia, (III)
delayed global hypoperfusion, and (IV) return to normal, increased or decreased
CBF [8]. Different cell death pathways (neuronal necrosis and apoptosis) are
mediated by various injury cascades [9]. Because many of the injury cascades
develop over a period of hours to days, this implies a potential neuroprotective
therapeutic window.

It is important to recognize myocardial dysfunction shortly after ROSC
because it may contribute to a further decrease in CBF and to the development of
multiple organ failure. Global myocardial dysfunction is usually transient and full
recovery within days is common. During cardiopulmonary resuscitation (CPR),
oxygen delivery (DO2) and removal of metabolites is insufficient. Whole body
ischemia/reperfusion injury with associated oxygen debt leads to activation of
coagulation and several inflammatory pathways, which may result in multiple
organ failure (MOF). Specific treatment of the precipitating cause is necessary
and preferably happens in concordance with the treatment of the post-cardiac
arrest syndrome, directed to brain preservation and optimization of CBF.

Cerebral Blood Flow

Although the brain is only about 2 % of the total body weight, it receives 15 % of
the cardiac output. Under normal circumstances, regulation of the CBF is under
direction of the brain itself, and is controlled through three different mechanisms
changing cerebrovascular resistance: (1) Metabolic activity; (2) pressure autoreg-
ulation; and (3) cerebrovascular reactivity. Although perivascular adrenergic
nerves richly supply the cerebral circulation, the importance of neural regulation
of the cerebral circulation remains controversial [10, 11].

Cerebral Blood Flow after Cardiac Arrest

The amount of brain damage after cardiac arrest strongly depends on the recov-
ery of the cerebral circulation. Understanding the pathophysiology and temporal
pattern of cerebral perfusion is essential. Unfortunately, human studies are rare
and the bulk of our present knowledge is obtained from animal studies. ROSC
does not automatically restore normal cerebral circulation. Animal experiments
demonstrate that the course of CBF after cardiac arrest is abnormal for several
days. CBF with normotensive reperfusion after ROSC apparently progresses
through 4 different stages.
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Multifocal No-reflow

When blood flow to the brain is interrupted for more than a few minutes, vascu-
lar changes occur which interfere with the re-establishment of normal CBF. This
has been referred to as the ‘no-reflow phenomenon’. First described by Ames et
al. post-ischemic perfusion defects increased in number and size with the dura-
tion of global ischemia [12]. Kågström et al. showed that areas of no-reflow
appeared after 10 minutes of ischemia, were more extensive after 15 minutes, and
occupied a major part of the brain after 30 minutes [13]. Several authors con-
firmed these data in different animal models. The threshold duration of ischemia
for the manifestation of no-reflow is approximately 7 minutes of complete ische-
mia and is close to the ischemic threshold of irreversible brain damage [14].

Different mechanisms may contribute to the multifocal no-reflow: (1) Red
blood cell (RBC) aggregation resulting in increased blood viscosity. However, the
role of blood viscosity in the no-reflow phenomenon remains disputed, because
hypothermia attenuates multifocal no-reflow, while increasing blood viscosity; (2)
narrowing and occlusion of vascular lumina due to ischemia-induced swelling of
perivascular glia and endothelial cells. A decrease in ATP levels may result in fail-
ure of active transport processes, resulting in movement of salts and water from
plasma into perivascular cells; (3) cerebrovascular resistance increases during
ischemia because of an increase in extracellular potassium concentration which
depolarizes vascular smooth muscle cell membranes; (4) leukocyte adhesion; (5)
intravascular coagulation [15]; (6) post-cardiac arrest hypotension, occurring in
a high proportion of cardiac arrest survivors on admission to the ICU [16]. If
autoregulation is disturbed, severe hypotension leads to decreased and insuffi-
cient perfusion pressure of the brain.

Transient Global Hyperemia (Vasoparalysis)

This next phase (15–30 minutes) is characterized by transient global vasoparaly-
sis and ‘reactive’ hyperemia, which can co-exist with the no-reflow phase [17].
Since the no-reflow is heterogeneous, post-ischemic reactive hyperemia is hetero-
geneous as well. Measurement of global CBF after ischemia may therefore reveal
normal or even increased flow rates, although focal areas of no-reflow are still
present. The vasoparalysis is attributed to tissue acidosis and does not respond to
changes in blood pressure or carbon dioxide. After ROSC, the viscosity of stream-
ing blood declines. As a result of brain swelling, which already starts to develop
in the no-reflow phase, and the following hyperemia, intracranial pressure (ICP)
may increase sharply but usually normalizes before the next hypoperfusion phase
starts.

Delayed (Protracted) Global Hypoperfusion

The severity of the protracted global hypoperfusion phase is independent of the
duration of ischemia. In contrast, the timing of the hypoperfusion phase corre-
lates with the duration of ischemia: The longer the ischemia, the later the onset of
hypoperfusion. Based on various lines of evidence, the underlying pathophysiol-
ogy appears to indicate a functional disturbance because of an increased arterio-
arteriolar vascular tone. During the delayed hypoperfusion phase, CBF is charac-
terized by an (inhomogeneous) decrease to about 50 % or less [18]. In cardiac
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arrest patients treated with normothermia, cerebrovascular resistance was ini-
tially high and gradually decreased during the first 24 hours [19]. This may be
explained by an imbalance between local production of vasoconstrictors and
vasodilators such as endothelin-1 and nitric oxide (NO). Another possible factor
contributing to hypoperfusion is platelet and leukocyte adhesion triggered by
morphological changes of the vascular lumen or by increased expression of adhe-
sion molecules.

An abnormal coupling between CBF and brain metabolism is controversial.
Several studies conclude that the ratio of CBF to cerebral metabolic rate of oxygen
(CMRO2) is normal [20]. Other studies indicate uncoupling (increase in CMRO2
while CBF decreases) aggravating ischemia [21].

Normal, Low or Increased Cerebral Blood Flow

Finally, after 20–24 hours, CBF either returns to normal values, remains low
(with low global oxygen uptake/coma) or increases. Secondary hyperemia may be
a sign of severe postanoxic cerebral impairment or brain death [22].

Treatment Strategies in the ICU to Improve Cerebral Blood Flow

Treatment in the ICU is directed towards limiting the pathophysiological changes
and creating an optimal environment for cerebral recovery. Prevention of second-
ary brain damage is a major concern. International guidelines on CPR recom-
mend maintaining normotension, normoglycemia and normocapnia. However, so
far it has been insufficiently clarified whether ‘normal’ is also ideal for the injured
brain and if supraphysiological parameters should be pursued.

Arterial Blood Pressure

Many cardiac arrest patients face hypotension, dysrhythmias, and low cardiac
output [23]. Nevertheless the effect of inotropes and vasopressors on survival has
not been studied in clinical trials. No data are available from prospective clinical
studies to determine the optimal blood pressure after ROSC. Normally, CBF is
relatively constant when cerebral perfusion pressure (CPP = mean arterial pres-
sure [MAP] – ICP) varies between 50–150 mmHg. Most (normothermic) cardiac
arrest survivors show abnormal or absent cerebral pressure autoregulation [24].
Animal studies suggest that increasing MAP is important to improve outcome by
mitigating both no-reflow and delayed hypoperfusion. A good outcome after car-
diac arrest has been reported in studies in which the target MAP was as low as
65–75 mmHg or as high as 90–100 mmHg [25]. Hypertension (MAP > 100
mmHg) in the first 5 minutes after ROSC did not improve neurological recovery,
but a higher MAP in the first 2 hours after ROSC showed a positive correlation
with neurological outcome in a retrospective evaluation of 136 patients. Sasser
and Safar examined the data from 1,234 cardiac arrest patients who survived at
least 12 hours. After controlling for age, sex, arrest time, CPR time and pre-exist-
ing diseases, higher systolic arterial pressures at 1–2 min, 5 min, 10 min, 20 min,
and 60 min were associated with CPC 1 or 2 (good outcome) [26]. In a prospec-
tive observational study we showed that a higher MAP (80–90 mmHg) may
enhance the protective effects of hypothermia on cerebrovascular autoregulation
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[27]. Although the optimal blood pressure in humans is still unknown, a MAP
65 mmHg is considered a reasonable goal by most.

It is debated whether sympathetic activity also influences CBF and cerebral
oxygenation. If sympathetic influence on CBF exists, this could be important in
the management of hypotensive patients. Without α-adrenergic influence on CBF,
a low MAP can be increased to the cerebral autoregulation range by α-adrenergic
receptor agonists to secure CBF and cerebral oxygenation. If CBF is influenced by
cerebral α-adrenergic stimulation, CBF and cerebral oxygenation may decline
while MAP increases. The direct effects of norepinephrine on CBF in cardiac
arrest survivors are unknown and probably also depend on the metabolic activity
of the brain, the integrity of the blood brain barrier and the level of autoregula-
tion.

Cardiac Output

Impaired autoregulation is thought to play an important role in the relationship
between cardiac output and CBF. However, no human study has investigated this
relationship. In severely head injured patients no correlation existed between
changes in cardiac output and changes in CBF, regardless of the status of autoreg-
ulation. According to Poiseuille’s law, flow is the quotient of perfusion pressure
and vascular resistance, without cardiac output fitting in this equation. At con-
trolled levels of PaCO2 moderate hypovolemia that did not change MAP, signifi-
cantly decreased cardiac output and CBF in normal cats. The effect of cardiac
output on CBF in cardiac arrest patients needs further studies. Central venous
oxygen saturation (ScvO2) is frequently used as a substitute for an adequate car-
diac output. Although post-cardiac arrest care guidelines suggest an ideal target
for ScvO2 70 %, there are no human data available to support this.

Volume Expansion

As a result of ischemia/reperfusion injury, volume expansion is indicated in most
cardiac arrest patients. Prospective clinical trials to assess the effects of early goal
directed therapy as studied in sepsis or postoperative patients are not available
for post-cardiac arrest patients. Animal data indicate that volume expansion with
hypertonic solutions may have a beneficial effect on CBF when given during CPR
by preventing post-ischemic hemoconcentration. Cerebral no-reflow after 15
minutes of cardiac arrest was significantly reduced by small volume hypertonic
solutions in cats [28]. Krep et al. [29] demonstrated that infusion of hypertonic
solutions during CPR preserved total and regional CBF and prevented post-car-
diac arrest delayed cerebral hypoperfusion. Improvement may be due to the rapid
volume expansion or to osmotic dehydration reversing endothelial swelling and
augmenting reoxygenation. Cell shrinkage also reduces ICP and, therefore,
improves CPP. Finally, hypertonic solutions reduce leukocyte adherence, which is
another potential contributing factor to the delayed hypoperfusion phase.

Hematocrit/viscosity

The relationship between perfusion pressure and blood flow is partly determined
by blood viscosity. Viscosity decreases as the shear rate, determined by blood
flow velocity and vessel diameter, increases. The rheological properties of blood
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depend on hematocrit and plasma constituents. Blood cells increase viscosity
whereas (colloidal) plasma expanders decrease blood viscosity. Viscosity also
increases as temperature decreases. Hemodilution increases CBF in both normal
and ischemic brain. It is debated whether CBF improves after hemodilution
because of a diminished oxygen content with ensuing vasodilation or due to a
decrease in blood viscosity. However, in the ischemic brain, local coupling of CBF
to oxygen demand may be disrupted and the importance of blood viscosity prob-
ably increases [30]. The optimal hematocrit in cardiac arrest patients is still
unknown.

Carbon Dioxide

Hypocapnic alkalosis shifts the oxyhemoglobin dissociation curve leftwards and
reduces cerebral oxygen supply. Furthermore, cerebral vessels are very sensitive
to changes in CO2. Decreases in CO2 result in marked cerebral vasoconstriction
with a subsequent decrease of CBF. Hypercapnia preferentially dilates the smaller
arterioles, but the vasoconstrictor effect of hypocapnia is size-independent.
Changes in hydrogen ion concentration of the extracellular fluid in the vicinity of
the cerebral blood vessels exert their effect directly on cerebral vascular smooth
muscle cells [31]. Molecular CO2 and the bicarbonate ion do not have inherent
vasoactivity unless a change in pH is allowed to occur. The effect of changes in
CO2 depends on the prevailing bicarbonate ion concentration in the cerebrospinal
fluid and extracellular fluid, since the blood brain barrier is freely permeable to
CO2 but impermeable to bicarbonate ions.

Hypocapnia-induced brain ischemia may also occur as a result of increased
neuronal excitability. Increased neuronal excitability may worsen brain injury by
an augmented cerebral oxygen demand and raised production of cytotoxic excit-
atory amino acids. Although hypocapnia-induced cerebral vasoconstriction has a
beneficial effect on ICP, it is generally outweighed by the effects of a reduced oxy-
gen supply.

One form of hypocapnic alkalosis is rarely discussed. During CPR, a critical
reduction in pulmonary blood flow results in dissociation between central venous
blood (high PcvCO2 and low pH) and arterial blood (low PaCO2 and high pH).
This condition is referred to as pseudorespiratory alkalosis [32] and potentially
results in severe cerebral vasoconstriction. After ROSC, cardiac arrest patients are
generally treated with mild therapeutic hypothermia. Under normothermic con-
ditions, cerebrovascular reactivity to changes in arterial PCO2 is preserved [19].
We demonstrated intact CO2 reactivity during a 24 h period of mild therapeutic
hypothermia in comatose patients after cardiac arrest. Hypocapnia and hypercap-
nia were induced by adjusting mechanical ventilator settings. The mean change in
mean flow velocity in the middle cerebral artery (MFVMCA) as a parameter of CBF
was 3.6 ± 2.9 %/mmHg. Hypoventilation resulted in a 4.4 ± 3.5 %/mmHg increase
in MFVMCA and hyperventilation resulted in a 2.8 ± 2.2 %/mmHg decrease in
MFVMCA (Fig. 1) [27]. Falkenbach et al. observed a high incidence of uninten-
tional, iatrogenic hypo- and hypercapnia with marked delays in correction in car-
diac arrest patients treated with mild therapeutic hypothermia. These studies
emphasize the importance of strict control of mechanical ventilation in cardiac
arrest survivors [33].
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Fig. 1. Correlation between the change in PaCO2 and mean flow velocity in the middle cerebral artery
(MFVMCA). From [27] with permission

Hypoxia/Hyperoxia

In contrast to CO2, CBF is relatively insensitive to changes in PaO2. A measurable
increase in CBF is only found with a decrease in PaO2 to < 55 mmHg. In normal
rabbits, hypoxic hypoxia and hemodilution resulted in a similar increase in CBF
as arterial oxygen content fell. In ischemic rabbits, hemodilution resulted in a
progressive increase in CBF in both ischemic and non-ischemic brain regions.
With hypoxic hypoxia, however, CBF in the ischemic region showed no increase
or even a slight decrease. Therefore, blood flow augmentation by hemodilution in
ischemic brain is probably related to a direct hemorheologic effect rather than the
resulting hypoxemia. During ischemia the cerebral vessels are probably maxi-
mally dilated, and only perfusion pressure and viscosity influence CBF.

According to the current ILCOR consensus statement, unnecessary arterial
hyperoxia should be avoided, especially during the initial post-cardiac arrest
period. This advice is based on the growing preclinical evidence suggesting that
hyperoxia in the early stages of reperfusion causes excessive oxidative stress.
Balan et al. concluded that, in dogs, graded reoxygenation with oximetry guid-
ance in order to reduce postresuscitative hyperoxia resulted in less neurological
injury [34]. A recent study by Bellomo et al. found no evidence for an increase in
cerebral damage with higher PaO2 levels in humans [35]. The effects of hyperoxia
on CBF in humans after cardiac arrest have not been studied. Although most evi-
dence up to now suggests a detrimental effect of post-cardiac arrest hyperoxia,
fear of hyperoxia should not lead to an indiscriminate decrease in inspired oxy-
gen levels. Hypoxemia is certainly bad for the damaged brain.
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Pharmacological Treatment

Theoretically, post-ischemic hypoperfusion can be improved by reducing vascular
tone. Animal data show that the administration of vasodilators, anti-serotonergic
agents and α-adrenergic blockers resulted in a decrease in cerebral vascular tone.
However, peripheral vasodilation induces a decrease in CPP with a resultant net
unchanged effect on CBF. Administration of calcium antagonists and endothelin
antagonists also led to controversial results. Pre- and post-arrest anti-thrombotic
therapy with plasminogen activator and heparin showed a strong reduction in
cerebral no-reflow in animal studies [36]. Clinical trials have been disappointing
thus far.

Hypothermia

Nowadays, mild therapeutic hypothermia is considered the standard of care in
most cardiac arrest patients. However, mild therapeutic hypothermia reduces car-
diac output and blood pressure and may reduce CBF. We measured low mean
flow velocities in the middle cerebral artery in 10 cardiac arrest patients during
mild hypothermia (Fig. 2). Despite low CBF, the cerebral oxygen extraction
remained normal (Fig. 3). This suggests decreased metabolic activity with pre-
served metabolic coupling [27]. Royl et al. measured preserved neurovascular
coupling in rats without a temperature threshold below which neurovascular cou-
pling was impaired or lost [37].

Fig. 2. Mean flow velocity in
the middle cerebral artery as
measured by transcranial Dopp-
ler. Values expressed as mean ±
SD. MFV: mean flow velocity in
the middle cerebral artery. From
[27] with permission

Fig. 3. Jugular bulb oxygen
saturation (SjO2). Values are
expressed as mean ± SD. From
[27] with permission
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Blood viscosity increases when blood temperature decreases. However, the
increase in viscosity is observed mostly at a temperature below 15 °C. This is
congruent with the finding that hypothermia reduces the development of no-
reflow in dogs, despite a potential increase in viscosity. In a model with a fixed
vessel diameter with laminar flow the linear relationship between flow velocity
and blood flow was not affected by hypothermia, underlining that measuring
CBF by transcranial Doppler (TCD) is appropriate. The influence of mild the-
rapeutic hypothermia on viscosity-induced changes in CBF appears to be negli-
gible.

Monitoring Cerebral Blood Flow in the ICU

Translation of experimental ischemia-related research to clinical practice is com-
plicated. The complex imaging methods used for research are of limited value in
observing and improving CBF in cardiac arrest patients admitted to an ICU. Posi-
tron-emission tomography (PET) and magnetic resonance imaging (MRI) are
widely used for imaging cerebral ischemia and blood flow. However, for obvious
practical reasons these methods suffer from limited relevance in monitoring the
ICU patient. In accordance with experimental data which demonstrate that raised
ICP is limited to the short hyperemic phase, monitoring ICP in humans demon-
strated no sustained increase in ICP during the first 24 hours [38]. Microdialysis
is able to show ischemia-induced neurochemical changes after cardiac arrest and
during rewarming and could potentially play a role in the guidance of rewarming
in those patients not receiving anticoagulant therapy.

Near-infrared spectroscopy (NIRS) is a non-invasive optical technique that cal-
culates oxygen saturation in the arteriovenous capillary beds. NIRS of the brain
reflects mostly cerebral venous saturation. The critical level of NIRS at which
neurological complication occurs has not been established. So far the utilization
of NIRS has not been studied in cardiac arrest patients treated with mild thera-
peutic hypothermia. In patients undergoing deep hypothermic circulatory arrest
NIRS does not closely correlate with jugular venous bulb saturation (SjO2).

SjO2 sampling is an invasive technique that allows measurement of the mixed
venous saturation of the brain. It provides useful information on the global bal-
ance of cerebral oxygen demand and supply. A decrease in SjO2 points towards a
mismatch between oxygen demand and supply that may be amenable to several
therapeutic measures. For example, hypocapnia leads to a decrease in SjO2 and
should result in a change in mechanical ventilator settings. Finally, serial TCD
examinations may suggest a change in CBF and guide therapy.

Conclusion

The severity of brain damage after cardiac arrest strongly depends on the recov-
ery of the cerebral circulation. ROSC does not automatically restore normal CBF.
Understanding of the pathophysiology of cerebral perfusion is essential. The pro-
tracted abnormal level of CBF implies a neuroprotective therapeutic window.
Treatment in the ICU is directed towards limiting these pathophysiological
changes and creating an optimal environment for cerebral recovery. International
guidelines on CPR recommend maintaining normotension, normoglycemia and
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normocapnia. Unfortunately, optimal blood pressure, amount of CBF, hemoglo-
bin level, PaO2 and PaCO2 are still unknown.
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Introduction

Optimization of survival after cardiac arrest is achieved ideally by strengthening
all four links of the chain of survival. Recently, developments in post-resuscita-
tion care have had a particularly positive impact on outcome. The following
chapter aims to provide some answers to the question, “Which post-resuscitation
treatment yields best results with respect to outcome?”

Approximately one-third of patients admitted to an intensive care unit (ICU)
after cardiac arrest survive to hospital discharge [1], but there is considerable
variation in post-resuscitation care and patient outcome among different hos-
pitals [2]. Sustained global ischemia during cardiac arrest and the subsequent
reperfusion injury that starts immediately with cardiopulmonary resuscita-
tion (CPR) result in the so-called post-cardiac arrest syndrome [3], which
includes:

brain injury
myocardial dysfunction
the systemic ischemia/reperfusion response, and
the persistent precipitating pathology

Interventions that optimize neurological and myocardial recovery after successful
CPR will be most likely to influence the chance of long-term survival.

Targeted Temperature Management

Based on two clinical studies reporting a better long-term neurological outcome
[4, 5], mild therapeutic hypothermia at 32–34 °C for 12–24 hours is currently a
mainstay of post-cardiac arrest care and is recommended in patients following
initial successful CPR but remaining comatose [6]. It should be emphasized that
both these studies also showed an improvement in overall survival among those
treated with mild hypothermia. A decrease in post-cardiac arrest neurological
deaths may account for this outcome benefit, but a decrease in post-cardiac arrest
myocardial dysfunction and subsequent cardiac deaths could also have contrib-
uted. Several experimental studies have addressed the positive effects of mild
hypothermia on post-cardiac arrest myocardial dysfunction [7, 8]. Jacobshagen et
al. [9] investigated the influence of mild hypothermia on hemodynamic variables
in resuscitated patients. These authors were able to progressively decrease the
epinephrine dose as mild hypothermia progressed.
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Use of mild hypothermia is accepted to treat comatose survivors of out-of-hospi-
tal ventricular fibrillation/ventricular tachycardia (VF/VT) cardiac arrest. In sur-
vivors of cardiac arrest from non-shockable rhythms, however, the use of mild
hypothermia is more controversial [10]. A recent analysis by the German Resusci-
tation Registry Study Group [11] found that mild hypothermia was associated
with increased 24 h-survival (adjusted OR 8.24 [95 % CI 4.24–16.0]). Interest-
ingly, these favorable effects were observed irrespective of the initial electrocar-
diogram (EKG) rhythm: 24 h-survival rate was 92 % in patients with shockable
and 90 % in those with an initial non-shockable rhythm. With respect to neuro-
logical recovery, regression analysis further revealed that mild hypothermia was
an independent factor for good neurological outcome at hospital discharge
(adjusted OR 2.13 [95 % CI 1.17–3.90]). In contrast, recent data from a large
French cardiac arrest registry did not show any benefit of mild hypothermia in
patients with non-shockable rhythms [12]. Mild hypothermia was associated with
good neurological outcome in patients with VF/VT (adjusted OR 1.90 [95 % CI
1.18–3.06]) but not in the pulseless electrical activity (PEA)/asystole group
(adjusted OR 0.71 [95 % CI 0.37 – 1.36]).

It is conceivable that the reduction in hyperthermia, rather than the use of
mild hypothermia, may be the key factor that improves neurological recovery
after successful resuscitation. No studies have yet compared mild hypothermia
with strict normothermia. The recently launched ‘Target Temperature Manage-
ment After Cardiac Arrest’ trial, which compares temperature management at
33 °C with 36 °C, may provide some answers (NCT01020916).

In terms of the optimal time for initiation of cooling, clinical trials have not
yet shown that a shorter time elapsed before initiating hypothermia improves
outcome. Ultimately, cooling during cardiac arrest may provide the most effective
neuroprotection, a strategy that has been investigated with the use of intranasal
evaporative cooling [13].

Adverse events, such as aspiration, myocardial dysfunction and hemodynamic
instability, are common in the post-cardiac arrest period but the extent, if any, to
which these adverse events are aggravated by mild hypothermia, is controversial.
In a recent review, it was suggested that hypothermia may not increase complica-
tions at all [10]. On the basis of these data derived from a few randomized clinical
trials, the rate of pneumonia/sepsis was 50/300 (17 %) in the hypothermia group
versus 36/285 (13 %) in the control group. However, recent studies have docu-
mented much higher rates of infection in post-cardiac arrest patients. A registry-
based study of out-of-hospital cardiac arrest patients who were treated with mild
hypothermia in 22 hospitals in Europe and the United States documented the
diagnosis ‘pneumonia/sepsis’ in 52 % of patients [14]. Infectious complications
were more common in those patients admitted to an ICU after cardiac arrest and
treated with mild hypothermia compared with those who were not cooled (69
versus 59 %, p = 0.03) [15].

Because the term ‘therapeutic’ implies a favorable effect that has not yet been
demonstrated to be true in all circumstances, it has very recently been recom-
mended that the term ‘targeted temperature management’ be used instead of
‘therapeutic hypothermia’ [16].
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Coronary Reperfusion Therapy

In non-cardiac arrest patients with acute myocardial ischemia, early reperfusion
by either percutaneous coronary intervention (PCI) or pharmacological thrombo-
lysis is currently considered the treatment of first choice and is strongly recom-
mended [17, 18]. Because the underlying causes of out-of-hospital cardiac arrest
are mostly cardiac arrhythmia and acute myocardial ischemia subsequent to cor-
onary artery occlusion [19–21], therapeutic coronary reperfusion strategies may
be equally appropriate in cardiac arrest patients. Some years ago, however, an
international multicenter study of 1050 cardiac arrest patients failed to demon-
strate any benefit for systemic thrombolysis [22]. In contrast, in a selected group
of cardiac arrest patients, primary PCI had a good success rate and reasonably
good results in terms of short and longer term survival. In 25 patients with ST
elevation myocardial infarction (STEMI) after out-of-hospital cardiac arrest, in-
hospital and 1 year survivals without severe neurological disability were 68 % and
64 %, respectively [23]. Gorjup and colleagues [24] also reported that cardiac
arrest patients with acute myocardial infarction benefited from primary PCI such
that their outcome was comparable to that of non-cardiac arrest patients. Inter-
estingly, immediate PCI may also be beneficial in cardiac arrest patients without
any ST-segment elevation. A recent multivariate analysis of the ‘Parisian Region
Out of hospital Cardiac ArresT’ (PROCAT) registry that included 435 patients
with no obvious extracardiac cause of arrest, revealed that successful coronary
angioplasty was an independent predictive factor of survival, regardless of the
post-resuscitation EKG pattern (adjusted OR 2.06 [95 % CI 1.16–3.66]) [12]. In
addition, at least one significant coronary artery lesion was detected in 96 % of
patients with ST-segment elevation, but also in 58 % of patients without any ST-
segment elevation. Under these circumstances, the early post-resuscitation 12-
lead EKG may be less reliable for predicting acute coronary occlusion than it is in
patients who do not have a cardiac arrest. Also, the high incidence of coronary
lesions within the PROCAT study cohort highlights that acute coronary syndrome
and out-of-hospital cardiac arrest are very closely linked. Coronary plaque rup-
ture or erosion, fragmentation, and embolization of thrombus were identified as
factors able to trigger pre-hospital cardiac arrest.

Within the German Resuscitation Registry [11], PCI was an independent pre-
dictor of an increased chance of 24 h-survival and of good neurological outcome
at hospital discharge. The proportion of patients with cerebral performance cate-
gory 1 or 2 at hospital discharge increased from 10 % to 54 % if PCI was per-
formed within 24 h after return of spontaneous circulation (ROSC). Even in the
subgroup of patients with an initial non-shockable rhythm, 24 h-survival interest-
ingly increased from 56 % to 88 % if PCI was performed. Thus, patients with
poorer baseline conditions (initial non-shockable rhythm) may also benefit from
coronary intervention. Based on these data it is reasonable that all survivors of
cardiac arrest from a likely cardiac cause, regardless of the EKG pattern, should
be considered for urgent coronary angiography and PCI.

To go even further, a standardized post-resuscitation care bundle including a
liberal decision for urgent coronary intervention should be offered to most out-
of-hospital cardiac arrest patients with successful resuscitation and hospital
admission [25]. It should be noted that a typical history of coronary artery dis-
ease or EKG changes typical of STEMI was absent in up to 57 % of cardiac arrest
patients, in whom coronary angiography revealed pathological findings with
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therapeutic options [26, 27]. Clinical symptoms, such as chest pain, or risk fac-
tors are also often lacking in the setting of out-of-hospital cardiac arrest.

Hemodynamic Optimization

There is ample evidence that goal-directed therapy (GDT) may improve outcomes
both in surgical patients and in patients in the early stage of sepsis [28–30].
Despite this, GDT algorithms have not yet gained widespread use in daily clinical
routine. In a recent report on 15,002 subjects presenting with sepsis from 165 dif-
ferent sites in Europe, the USA and South America, compliance with recom-
mended bundles from the Surviving Sepsis Campaign and hospital mortality
were analyzed [31]. Compliance with the entire resuscitation bundle increased
from 10.9 % in the first site quarter to 31.3 % by the end of 2 years and unad-
justed hospital mortality decreased significantly from 37 % to 30.8 %. However,
according to these data, approximately 70 % of patients were still not being
treated according to current recommendations at the end of 2008.

It has been suggested that post-resuscitation disease and systemic inflamma-
tory response syndrome (SIRS)/sepsis show many similarities, among those the
pronounced inflammation that happens after the initial hit [32]. In this respect,
GDT seems to be a logical approach to treat post-cardiac arrest patients. In a
recent meta-analysis, however, Jones and co-workers were unable to identify a
single trial that tested the efficacy of GDT in the post-resuscitation period [33].
Gaieski et al. reported on their experience with an algorithm based on mean arte-
rial pressure (MAP), central venous pressure (CVP) and central venous oxygen
saturation (ScvO2) [34]. These authors found no difference compared to historic
controls with respect to mortality or other important endpoints on an intention-
to-treat basis, but those patients who completed the algorithm driven therapy
successfully had lower mortality rates. However, the studied patient sample was
small and the study was merely a feasibility trial rather than a conclusive study.
Also, since therapeutic hypothermia was simultaneously rolled out in the authors’
institution, it was impossible to discern the relative contributions of the GDT pro-
tocol and hypothermia on outcome.

It remains elusive, therefore, whether the proposed algorithm (based on MAP,
CVP and ScvO2) is suitable for post-cardiac arrest patients or whether other vari-
ables, such as cardiac index, pulse pressure or stroke volume variation (PPV,
SVV) may be more appropriate. Since adequate tissue oxygenation is key to sur-
vival and outcome, ScvO2 as a variable reflecting global oxygen supply/demand
balance may be a reasonable part of a GDT algorithm. However, use of ScvO2 for
therapy guidance has been questioned during sepsis because there is a pro-
nounced and sustained increase in ScvO2 due to microvascular shunting [35, 36].
An alternative approach that has been successfully used for optimization of surgi-
cal patients is based upon analysis of fluid responsiveness by PPV [37]. On the
other hand, our group has recently shown that functional hemodynamic monitor-
ing by PPV is limited in the immediate post-resuscitation period, probably due to
impaired left ventricular function after global ischemia [38]. In this respect, echo-
cardiography-derived evaluation of fluid responsiveness may be advantageous.
Fluid responsiveness was correctly assessed with high sensitivity and acceptable
specificity by echocardiography naı̈ve physicians who were shown a left ventricu-
lar two chamber view obtained in pigs during the immediate post-resuscitation
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period [39]. This finding could qualify echocardiography for implementation into
treatment protocols, but further research on this issue is urgently needed.

Blood Glucose Management

As an integral part of the post-resuscitation care bundle, control and therapy of
blood glucose and electrolyte derangements is recommended. The optimal
adjustment of blood glucose in critically ill patients has been the subject of sev-
eral recent large scale trials but remains controversial. Recommendations with
respect to insulin and glucose management derived from the The Diabetes Melli-
tus Insulin-Glucose Infusion in Acute Myocardial Infarction (DIGAMI) I-study in
patients after acute myocardial infarction were not confirmed by the subsequent
DIGAMI II trial [40, 41].

Blood glucose derangements after successful resuscitation following cardiac
arrest are common in diabetic and non-diabetic patients and and are closely cor-
related to the duration of CPR. Beiser and co-workers analyzed the national regis-
try on CPR (NRCPR) and reported on changes of blood glucose in patients after
in-hospital cardiac arrest. In diabetic patients, blood glucose values up to 307 mg/
dl and in non-diabetic patients up to 239 mg/dl were observed [42]. Worse out-
comes were reported for diabetic patients with blood glucose levels above
240 mg/dl and for non-diabetic patients with levels below 70 mg/dl. The only ran-
domized trial available to date in patients after successful CPR studied the influ-
ence of a strict (blood glucose between 72–108 mg/dl) versus a moderate thera-
peutic approach (blood glucose between 108–144 mg/dl) [43]. Whereas this study
did not find an improved survival in patients receiving strict blood glucose man-
agement, patients in the moderately adjusted group had increased neuron specific
enolase (NSE) levels, as a marker of possible cerebral damage. As a key determi-
nant for defining a reasonable target range these authors identified pre-existing
diabetes, which must be determined upon initiation of blood glucose manage-
ment. Losert et al. studied the impact of blood glucose variability during the first
24 hours after ROSC on neurologic outcome after 6 months in a multicenter trial
on 234 patients [44]. There was no difference between patients who received
strict (blood glucose between 67–115 mg/dl) or moderate (blood glucose
between 116–143 mg/dl) glucose control.

Recent trials in critically ill patients, such as the NICE-SUGAR study, reported
a detrimental effect of strict (blood glucose between 108–144 mg/dl) compared
with more moderate blood glucose control (blood glucose < 180 mg/dl) [45]. The
2005 guideline recommendation for strict glucose control (between 72–108 mg/
dl) was modified in 2010 in favor of a more liberal regimen (blood glucose
< 180 mg/dl) [6]. Although the upper limit of acceptable blood glucose is still
under debate, expert consensus agrees on prevention of hypoglycemia, which is
associated with poor outcomes in critically ill patients in general and also in
patients after successful CPR. Unfortunately, studies published so far largely differ
with respect to study design, time schedule for blood glucose determination and
treatment, and do not adequately account for possible confounders that may have
influenced neurologic outcome.
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Seizures

The therapeutic bundles mentioned above also comment on the prevention and
therapy of seizures [6]. Myoclonus, which may represent a diagnostic challenge,
was also classified as requiring treatment. Both conditions may occur in up to
15 % of patients after successful resuscitation [46]. Specifically, in comatose survi-
vors after CPR, seizures can be observed in up to 40 % of patients, a number that
is further increased by shivering during therapeutic hypothermia [47]. Since sei-
zures and myoclonus are associated with increased oxygen consumption, current
guidelines suggest a prompt and targeted intervention to control them. Unfortu-
nately there are no controlled trials on the therapy of seizures after successful
CPR. Preventive administration of anticonvulsant drugs cannot be recommended
at present because of the lack of evidence.

Oxygenation after Successful CPR

High inspired oxygen concentration may aggravate an existing neuronal deficit by
generation of free oxygen radicals [48]. In 1994, Zwemer and colleagues reported
on possible negative sequelae of high inspiratory oxygen concentrations in terms
of neurologic dysfunction, in a study on 27 dogs [49]. Brücken et al. retrospec-
tively analyzed the effect of 100 % oxygen during early reperfusion after success-
ful resuscitation in 15 pigs and found increased brain necrosis and perivascular
inflammation in the striatum [50]. Analyses of large patient registries have also
pointed to a correlation between ventilation with high oxygen concentration dur-
ing the immediate post-resuscitation period and an increased proportion of
patients with poor neurological outcome [51]. Although the exact mechanism by
which high oxygen contributes to tissue damage is still unresolved, an increasing
oxidative mitochondrial stress level may be involved, which may have deleterious
effects on the brain in the vulnerable time period directly after ROSC [52]. In a
first small study in humans, Kuisma and coworkers [53] described the effects of
either 30 % or 100 % inspired oxygen on outcome. With an FiO2 of 0.3, acceptable
arterial oxygen content was achieved in most patients, whereas in patients who
had received a FiO2 of 1.0 an increasing NSE concentration was observed after 24
h. Based on these and similar findings current International Liaison Committee
on Resuscitation (ILCOR) recommendations were changed and at present recom-
mend an arterial oxygen saturation of 94 %-96 %. Since complex interactions of
oxygen and hypothermia are conceivable at the cellular level, future randomized
trials are necessary to address the question of optimal oxygen concentration after
CPR. Both the time period in which the brain is most susceptible for high oxygen
concentrations and the cumulative time on high oxygen leading to brain damage
need to be more clearly specified. Optimal ventilator support at present is chal-
lenging, since both hyperoxia and hypoxia should be avoided.

Post-resuscitation Care Bundle

Wolfrum et al. previously reported that mild hypothermia in combination with
primary PCI was feasible and safe in patients resuscitated from out-of-hospital
cardiac arrest following acute myocardial infarction [21]. In our previous registry
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analysis [11] we found 73 patients who received both mild hypothermia and PCI,
irrespective of first EKG findings; 49 % of these patients were discharged from the
hospital with good neurological outcome compared to 11 % of patients without
any therapeutic procedure. Using logistic regression analysis including all
patients (n = 584), only PCI was independently associated with an increased
chance of good neurological outcome (adjusted OR 5.66 [95 % CI 3.54–9.03]), but
not mild hypothermia (adjusted OR 1.27 [95 % CI 0.79–2.03]). These data are in
agreement with most of the recent studies demonstrating either a trend or signif-
icant benefit for mild hypothermia [53]. Very importantly, most of the published
data did not undergo adjustment for multiple independent predictors, thus inter-
pretation and comparison with other results is difficult. We are not aware of any
randomized controlled study investigating the combination of mild hypothermia
with coronary intervention. However, a few small clinical studies including histor-
ical control groups, and case reports have recently indicated that the combination
may be feasible and may indeed be associated with benefits for the individual
patient [21, 25, 54, 55].

Taking a step backward, Sunde et al. previously demonstrated that a standard-
ized post-resuscitation care bundle focusing on vital organ function including
target temperature management, liberal decision for urgent coronary interven-
tion, and control of hemodynamics, blood glucose, ventilation and seizures was
most beneficial compared to a historical control group [25].

Conclusion

Post-resuscitation care is still a challenge for intensivists. Box 1 shows the key ele-
ments of a post-resuscitation care bundle protocol. Although therapeutic hypo-
thermia is an accepted mainstay of therapy after cardiac arrest, treatment of the
underlying cause (mostly cardiac ischemia) may be even more important with
respect to outcome. Several other issues, such as hemodynamic optimization,
blood glucose control and adequate oxygenation, may also have an important
impact on outcome, but data on these subjects are sparse. Further studies are
urgently needed to more clearly define optimal therapeutic bundles for the treat-
ment of survivors after cardiac arrest.

Box 1. Post-resuscitation care bundle protocol

Target temperature management (32–34 C for 12–24 hours)
Treatment of underlying cause (coronary reperfusion therapy)
Adjuvant therapies
– Hemodynamic optimization (goal directed therapy)
– Blood glucose management (< 180 mg/dl)
– Prevention and therapy of seizures
– Prevention of hyperoxygenation (SpO2 94–96 %)
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Introduction

Acute kidney injury (AKI) is a significant cause of morbidity and mortality in
hospitalized patients, especially those who are critically ill. The mortality rate in
patients with severe AKI requiring renal replacement therapy (RRT) can exceed
50 % [1]. Numerous factors contribute to the development of AKI, including
reductions in renal blood flow, actions of nephrotoxic drugs, cellular injury/death
of proximal tubule epithelial cells, pro-inflammatory responses of renal endothe-
lial cells, influx and activation of inflammatory leukocytes that further reduces
renal blood flow through vascular congestion and promotes and extends injury to
kidney parenchymal cells [2, 3]. The immune response in AKI involves cells of
both the innate and adaptive immune systems. Although numerous studies have
demonstrated the detrimental role of many different types of immune cells,
recent reports have uncovered a protective and possibly therapeutic role of other
immune cells in AKI. Studies in animal models of AKI have revealed that innate
immune cells, such as neutrophils, macrophages, dendritic cells, natural killer
(NK) cells and natural killer T (NKT) cells, and adaptive CD4+ T cells promote
renal injury. Indeed, renal inflammation is a common feature of human AKI [4]
and detailed analyses of biopsy samples from patients with AKI demonstrated the
presence of mononuclear leukocytes (some CD3+ T cells) and neutrophils [5]. In
contrast, CD4+FoxP3+ regulatory T cells (Tregs) can protect the kidney from
ischemic and nephrotoxic injury in animal models. Understanding the immune
mechanisms of renal injury and protection should yield new approaches to pre-
vention and treatment of AKI. This review will summarize current knowledge on
the role of the immune system in the pathogenesis of AKI.

Detrimental Actions of Pro-inflammatory Leukocytes

Neutrophils

Polymorphonuclear cells (PMNs or neutrophils) are critical mediators of innate
immunity. They respond rapidly (within minutes) to invading pathogens and to
sites of tissue damage. Neutrophils clear invading pathogens by phagocytosis or
by releasing toxic granules containing proteases and other enzymes and reactive
oxygen species (ROS). For this reason, neutrophil degranulation can lead to dam-
age of host cells in the inflamed tissue. In several mouse models of AKI (e.g.,
ischemia/reperfusion injury and cisplatin-induced kidney injury), neutrophil
accumulation in the injured kidney is a consistent and early finding [6–8] and

569

XIV



depletion of neutrophils [6] or prevention of neutrophil trafficking to the kidney
[9] reduces kidney injury. In addition to releasing granules, neutrophils have
been shown to produce the pro-inflammatory cytokines, interferon (IFN)-γ and
interleukin (IL)-17, and the chemokine CXCL1, in the injured kidney [7, 9]. These
findings demonstrate the involvement of neutrophils in the pathogenesis of kid-
ney injury in the commonly used murine model of ischemia/reperfusion-induced
AKI. Studies in some other species have reported a lack of significant neutrophil
accumulation and no benefit after neutrophil depletion; however, these results
may be related to differences in experimental models and limitations to methods
for neutrophil depletion (see [10] and references therein).

Macrophages

Macrophages are phagocytic cells that arise from monocytes in the blood. Macro-
phage numbers increase early in the injured kidney (within 1 hour of reperfusion
in an ischemia/reperfusion model [11]), and this infiltration is mediated by CCR2
and CX3CR1 signaling pathways [12, 13]. These macrophages have a distinct
‘inflamed’ F4/80lowLy6ChighGR-1+CX3CR1low phenotype [12]. Depletion of macro-
phages, using liposomal clodronate, prior to kidney ischemia/reperfusion injury,
reduced renal injury and adoptive transfer of macrophages reconstituted AKI [14].
Although macrophage infiltration is observed in cisplatin-induced experimental
AKI, blockade of macrophage trafficking to the kidney did not prevent renal injury
[15]. Analysis of post-ischemic kidney infiltrating macrophages by flow cytometry
demonstrated that they are significant producers of many pro-inflammatory cyto-
kines, including IL-6 and tumor necrosis factor (TNF)-α [12]. Another study iden-
tified IL-6 expression in renal outer medulla macrophages by in situ hybridization
4 hours after ischemia/reperfusion injury and IL-6 deficient mice are protected
from kidney ischemia/reperfusion injury [16]. Recently, different types of macro-
phages have been described that either promote or inhibit inflammation, M1 and
M2 macrophages, respectively [17]. New experimental evidence has demonstrated
that once recruited to the post-ischemic kidney, macrophages display an M1 pro-
inflammatory phenotype, but several days later those same macrophages change to
an M2 phenotype and are vital in the repair process of the kidney [18].

Natural Killer Cells

NK cells are similar to lymphocytes of the adaptive immune system but lack a T
cell receptor. Their activation is governed by signals received from activating and
inhibitory receptors on their cell surface. The ligands for these NK cell receptors
are expressed on target cells and are regulated by cell stress such as viral infec-
tion. During experimental AKI, the proximal tubule epithelial cells (TECs) upre-
gulate the expression of an NK cell activating ligand, Rae-1, which promotes TEC
killing by activating the NKG2D receptor on NK cells [19]. The NK cells utilize
perforins to kill the TECs in this model and their numbers in the kidney are ele-
vated as early as 4 h after ischemic insult [19].

Dendritic Cells

Dendritic cells classified by the expression of CD11c+ are the most abundant leu-
kocyte subset in the normal mouse kidney [20] suggesting an important role
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in renal immunity and inflammation. Upon stimulation, dendritic cells transform
to a mature phenotype characterized by high levels of class II major histocompat-
ibility complex (MHC class II) and co-stimulatory molecules with low phagocytic
capacity. Mature dendritic cells are ideally suited to activate conventional T cells.
Dendritic cells migrate to the renal draining lymph nodes after ischemia/reperfu-
sion injury and induce T cell proliferation suggesting that kidney dendritic cells
are vital to the adaptive immune response to ischemia/reperfusion injury [21].
Dendritic cells are also important in the innate immune response through several
mechanisms. These include releasing pro-inflammatory factors, interacting with
NKT cells via the co-stimulatory molecule, CD40, and presenting glycolipid to
NKT cells via the CD1d molecule. Dong et al. demonstrated that after ischemia/
reperfusion injury, renal dendritic cells produce the pro-inflammatory cytokines/
chemokines, TNF, IL-6, monocyte chemotactic protein (MCP)-1 and RANTES
(Regulated on Activation, Normal T Expressed and Secreted), and depletion of
dendritic cells prior to ischemia/reperfusion injury significantly reduced the kid-
ney levels of TNF produced after ischemia/reperfusion injury [22]. IL-12 and IL-
23 are mainly produced from activated dendritic cells and their downstream
cytokines, IFN-γ and IL-17, promote macrophage activation and neutrophil
recruitment and amplify the immune response following ischemic kidney injury
[9]. The use of a genetically-engineered mouse in which the promoter for the
mainly dendritic cell-specific surface protein, CD11c, drives expression of the
human diphtheria toxin receptor (CD11c-DTR mouse) has facilitated understand-
ing of the role of renal dendritic cells in experimental AKI. Recent studies have
demonstrated that dendritic cells can promote or prevent injury to the kidney
depending on the stimulus. For example, depletion of dendritic cells prior to
ischemia/reperfusion injury reduces subsequent reperfusion injury and renal dys-
function [11]. On the other hand, depletion of dendritic cells prior to cisplatin
exposure resulted in worse renal dysfunction and inflammation [8]. These find-
ings suggest that dendritic cells play an important role in orchestrating the
immune response during AKI; additional studies are needed to understand what
determines whether dendritic cells promote or inhibit kidney inflammation as
this information may translate into new therapeutic strategies.

Lymphocytes

T and B cells are the major effector cells of the adaptive immune system. Recogni-
tion of antigens, presented by antigen-presenting cells, in the presence of suffi-
cient co-stimulation, causes expansion and activation of T cells with a T-cell
receptor specific for that antigen. B cells recognize soluble antigens through cell
surface immunoglobulin type receptors. T cell contribution to the pathogenesis of
kidney ischemia/reperfusion injury has been established in different mouse mod-
els lacking certain types of lymphocytes. In mice which lack CD4 and CD8 T cells
(nu/nu mice), kidney injury and dysfunction were significantly reduced com-
pared to wild-type controls after ischemia/reperfusion injury and cisplatin
induced injury [23, 24]. Reconstitution of nu/nu mice with CD4+ T cells alone but
not with CD8+ T cells alone restored kidney injury after ischemia/reperfusion
injury [23] and mice lacking CD8 or CD4 T cells alone suffered less kidney dys-
function after cisplatin administration [24]. To investigate the requirement of
antigen-dependent CD4 T cell activation in ischemia/reperfusion injury, Satpute
et al. reconstituted nu/nu mice with either polyclonal CD4 T cells (with a diverse
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array of T-cell receptor specificities) or CD4 T cells from the DO11.10 mouse
which nearly all express the same T-cell receptor, specific for a chicken ovalbumin
peptide [25]. Whereas polyclonal T cells reconstituted injury in the T cell defi-
cient mice, DO11.10 T cells did not, unless their cognate antigen was co-adminis-
tered with the T cells [25]. These results suggest that antigen specific activation of
CD4 T cells is important for early (within 24 h) AKI.

The results of B cell deficiency in mouse models of AKI are not consistent.
Mice lacking T and B cells (RAG-1 KO) were protected in some studies [26, 27]
and in others had similar injury to wild-type mice [28, 29]. Deficiency of B cells
alone in mu MT mice conferred protection against ischemia/reperfusion injury in
one study [30] but resulted in more severe renal dysfunction after ischemia/reper-
fusion injury in another [31]. Therefore, more studies are needed to determine
the role of B cells in AKI.

Natural Killer T Cells

NKT cells are a unique subset of T lymphocytes with surface receptors and func-
tional properties shared with conventional T cells and NK cells. Invariant or Type
I NKT cells express a conserved T-cell receptor (Vα14/Jα18 and Vβ8.2,Vβ2 or
Vβ7) together with the NK cell marker, NK1.1. In contrast to conventional T cells,
this invariant NKT cell T-cell receptor does not recognize peptide antigens pre-
sented by MHC-class I or II; it recognizes glycolipids in the context of the class I-
like molecule, CD1d. One of the most important functions of NKT cells is their
ability to rapidly produce large amounts of cytokines, including Th1-type (IFN-γ,
TNF) and Th2-type (IL-4, IL-13) at the same time. The rapid response by NKT
cells following activation can amplify and regulate the function of dendritic cells,
Tregs, NK and B cells, as well as conventional T cells. The number of IFN-γ pro-
ducing type I NKT cells in the kidney is significantly increased by 3 hours of
reperfusion after ischemic insult [7] and NKT cells were observed in kidneys of
patients with acute tubular necrosis (ATN) [32]. Blockade of NKT cell activation
with the anti-CD1d mAb, NKT cell depletion with an anti-NK1.1 monoclonal
antibody in wild-type mice, or use of type I NKT cell-deficient mice (Jα18-/-)
inhibited the accumulation of IFN-γ producing neutrophils after IRI and pre-
vented AKI [7]. Type II NKT cells are not restricted to an invariant T-cell receptor
but still recognize glycolipids, such as sulfatide. In a recent study by Yang et al.
sulfatide-activated Type II NKT cells migrated to the injured kidney and pro-
tected mice from ischemia/reperfusion injury [32]. Taken together these studies
suggest that different types of NKT cells may play divergent roles in AKI.

Protective Actions of Regulatory T Cells

Tregs make up an indispensible counter-balance to the pro-inflammatory cells of
the immune system. This aspect is illustrated in patients with immunodysregula-
tion, polyendocrinopathy, enteropathy, x-linked (IPEX) syndrome and scurfy
mice which both have devastating autoimmunity caused by a lack of functional
Tregs [33]. Numerous types of Tregs have been described in the literature, but the
most abundant are CD4+ T cells, which express CD25, and the Treg-specific tran-
scription factor, FoxP3. FoxP3 suppresses the expression of pro-inflammatory
genes and promotes the anti-inflammatory phenotype of Tregs [34]. The main
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mechanisms of suppression employed by Tregs include production of anti-inflam-
matory cytokines, such as IL-10 and transforming-growth factor (TGF)-β, gener-
ation of extracellular adenosine, direct contact-mediated inhibition of dendtritic
cells through cell surface molecules such as lymphocyte activation gene (LAG)-3
and cytotoxic T-lymphocyte antigen (CTLA)-4 and several others [35, 36]. Based
on the important contribution of the pro-inflammatory immune cells to AKI dis-
cussed above we hypothesized that Tregs would serve to protect the kidney from
inflammation and injury. To test this hypothesis, Tregs were partially depleted
from naı̈ve wild-type mice prior to a short ischemic insult that was not severe
enough to induce kidney dysfunction in control mice [37]. Reduction in numbers
of Tregs predisposed mice to tubular necrosis, renal inflammation and loss of
function [37]. In other studies, Treg depletion prior to more severe ischemia also
worsened renal injury measured at 72 h of reperfusion [38]. These results suggest
that enhancement of Treg numbers or function may be an effective preventative
therapy for AKI. Indeed, adoptive transfer of isolated Tregs, by i.v. injection prior
to ischemia/reperfusion injury [37, 39] or cisplatin administration [40] protected
mice from kidney injury. This protection was associated with a reduction in infil-
trating innate immune cells and pro-inflammatory gene expression in the kidney
[37, 39, 40]. In the ischemia/reperfusion injury model, IL-10-deficient Tregs were
unable to offer any protection [37], suggesting that IL-10 production is an impor-
tant mechanism for Treg-mediated protection from kidney injury. Two other
methods of protecting the kidney, ischemic preconditioning [39, 41] and use of
FTY720 [42], have been shown to be partially dependent on the presence of Tregs.

In addition to prevention of injury, Tregs also promote the recovery of kidney
function after ischemia/reperfusion injury [43]. This effect was demonstrated by
depleting Tregs after ischemic injury, which caused reduced renal repair and
increased mortality; on the other hand, adoptive transfer of Tregs 24 h after
ischemic insult accelerated the recovery of renal function in mice [43]. The effects
on kidney recovery did not appear to be mediated through effects on infiltrating
innate immune cells, but were associated with increased tubular epithelial cell
proliferation and reduced cytokine production from infiltrating T cells [43]. This
study is important since it is difficult to detect renal injury in a timely manner
and this suggests that manipulations to enhance Treg numbers or function can
have beneficial effects after injury has occurred.

Recently, a clinical trial was conducted to determine the safety and feasibility
of ex vivo expansion of human Tregs for adoptive transfer into patients [44]. The
authors demonstrated that it is possible to expand Tregs in vitro and then infuse
up to 3 million Tregs/kg to patients, with no adverse effects observed [44].
Although this trial was conducted in the study of a different disease model, it
demonstrates that Treg cells themselves may be a novel therapeutic strategy in
humans for many diseases, including AKI.
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Fig. 1. Toxic or ischemic insults initiate inflammation in the kidney which consists of interferon (IFN)-γ-
and interleukin (IL)-17-producing neutrophils (PMN), IL-6-producing macrophages (MØ), dendritic cells
(DC) which produce tumor necrosis factor (TNF)-α, IL-12 and IL-23, IFN-γ-producing CD4+ T cells,
invariant type I natural killer T (NKT) cells and natural killer (NK) cells which kill renal tubule epithelial
cells in a perforin-dependent manner. On the other hand toxic and ischemic injuries are prevented by
regulatory T cells (Tregs) which produce IL-10, and in cisplatin-induced nephrotoxicity DCs protect the
kidney by an unknown mechanism.

Conclusion

The immune response to kidney damage during AKI is an important contributor
to the prolonged lack of renal function and progression of kidney injury. This
response is complex, involving numerous pro-inflammatory leukocytes which
employ diverse effector mechanisms inside the kidney (Fig. 1). The response also
involves an anti-inflammatory arm that protects the kidney from sub-threshold
insults, which is mediated by Tregs and possibly dendritic cells in some condi-
tions (Fig. 1). In the future, it may be possible to prevent AKI or treat existing
AKI by inhibiting the pro-inflammatory immune response to kidney injury and/
or promoting the anti-inflammatory response through drugs or maneuvers that
enhance Treg action or by direct administration of Tregs themselves.
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Introduction

The syndrome of heart failure is characterized by complex hemodynamic alter-
ations with the hallmark being elevated filling pressures leading to symptoms of
congestion. The pathophysiology of the interactions between heart and kidney is
still insufficiently elucidated and in the setting of acute decompensated heart fail-
ure, coexisting renal insufficiency often complicates the treatment course. Histor-
ically, poor forward flow, i.e., low cardiac output, has been considered the culprit
mechanism of acute decompensated heart failure, but growing evidence has
emphasized the importance of venous congestion, not only for the progression of
heart failure, but also for the development of worsening renal function during its
treatment course. A potential role of the abdomen, through coexisting elevated
intra-abdominal pressure (IAP), has recently been proposed. Therefore, the tradi-
tional perception of worsening renal function secondary to hypoperfusion of the
kidneys through low-flow states has been challenged by the actual hemodynamics
present, characterized by congestion and elevated IAP, leading to the concept of
‘congestive kidney failure’ or ‘cardio-abdomino-renal syndrome’. This review will
discuss the contemporary pathophysiological insights into the role of systemic
venous congestion and elevated IAP in acute decompensated heart failure and its
repercussions on the heart, kidneys and abdominal compartment. Current and
future treatment strategies, aiming to relieve congestion while preserving renal
function, will also be discussed.

Definition and Epidemiology

The definition ‘cardiorenal syndrome’ has been used to describe a wide range of
clinical conditions implying concomitant impairment of cardiac and renal func-
tion. A more strict definition of cardiorenal syndrome is the extreme of cardiore-
nal dysregulation whereby therapy to relieve congestive symptoms of heart failure
is limited by further decline in renal function. A more pragmatic approach is to
define ‘worsening renal function’ as a 0.3–0.5 mg/dl rise in serum creatinine or a
decrease in glomerular filtration rate (GFR) of 9–15 ml/min during hospitaliza-
tion for acute decompensated heart failure [1, 2]. This definition has been used in
most clinical outcome studies as worsening renal function occurs in 30 % of
patients admitted for heart failure regardless of whether there is depressed or
preserved systolic function. Worsening renal function typically occurs early,
within days of hospitalization, suggesting a direct causative effect of the hemody-
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namic alterations that occur while treatment for acute decompensated heart fail-
ure is initiated [3]. Worsening renal function is associated with a longer length of
hospital stay and is a strong independent predictor of adverse outcomes [4–6].
Pre-existing renal dysfunction is one of the strongest risk factors for the develop-
ment of worsening renal function, as it determines the ‘intrinsic reserve’ available
for the kidneys [7].

Altered Hemodynamics in the Pathophysiology of Heart Failure
and Worsening Renal Function

The exact pathophysiological mechanisms responsible for worsening renal func-
tion are multifactorial and not well defined. An overall imbalance in interactions
between the failing heart, kidneys, abdominal compartment, neurohormonal sys-
tem and inflammatory response, has been implicated. Traditionally, worsening
renal function complicating the treatment of acute decompensated heart failure
has been attributed to hypoperfusion of the kidney due to low-output failure, so-
called ‘pre-renal hypoperfusion’ [4, 8]. Clinically, this is rarely the case. Autoregu-
lation mechanisms in the kidneys will counteract the reduced renal blood flow
through a compensatory increase in filtration fraction, which preserves glomeru-
lar filtration. It is only in very severe systolic heart failure, leading to an
extremely high renal vascular resistance (through activation of the neurohor-
monal axis), that renal blood flow and the GFR will fall markedly without further
increase in filtration fraction [8]. In addition, two observations from the Acute
Decompensated Heart Failure National Registry (ADHERE) cast further doubt on
the hypothesis of pre-renal hypoperfusion. First, worsening renal function is
equally common among patients with preserved rather than reduced systolic
function [9]. Second, most patients with acute decompensated heart failure have
a normal or elevated blood pressure and many of them develop worsening renal
function [10]. Thus, while diminished renal blood flow may still contribute to
worsening renal function, it is important to recognize that other hemodynamic
factors, including venous congestion, elevated IAP and right ventricular function,
are at least equally important.

Systemic Venous Congestion

Pathophysiology
Systemic venous congestion, manifesting as elevated jugular venous pressure and
often leading to anasarc edema is the hallmark feature of the heart failure syn-
drome. Patients presenting with acute decompensated heart failure are much
more likely to have symptoms of congestion than of low-output heart failure [10].
As a result, it is recognized that the presence of low cardiac output in acute
decompensated heart failure can only explain part of the pathophysiology. The
failing heart tries to balance ‘preload’ and ‘afterload’ to compensate for impaired
contractility. This results in stimulation of baroreceptors and the juxtaglomerular
apparatus, leading to orthosympathetic activation, activation of the renin-angio-
tensin-aldosterone system, release of arginine vasopressin and stimulation of
thirst [11]. Therefore, heart failure patients have a strong tendency to retain water
and salt, leading to systemic venous congestion. Although this cardiocentric idea
of congestion is indicative of a lack of compensatory reserve, it does not explain
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why some cases of low-output heart failure present without congestion or the
occurrence of flash pulmonary edema that is often secondary to vascular redistri-
bution and precedes any form of systemic congestion.

Systemic venous congestion is an important treatment target, and its relief or
prevention is often considered as treatment success. At the same time, it is vital
to emphasize that systemic venous congestion is not specific for heart failure,
because it occurs in various states of end-stage organ dysfunction, such as cirrho-
sis and nephropathy. Importantly, intracardiac pressures rise about 5 days preced-
ing hospitalization for acute decompensated heart failure, reflecting a state of sys-
temic venous congestion and probably also increased vasoconstriction of the
venous capacitance beds [12]. Moreover, systemic venous congestion itself can
promote the progression of heart failure (Fig. 1). First, an increase in volume
overload exacerbates myocardial remodeling. Second, dilation of the left ventricle
worsens functional mitral regurgitation, providing a substrate for atrial fibrilla-
tion, a common trigger for acute decompensated heart failure. Third, activation
of the venous endothelium occurs in acute decompensated heart failure, contrib-
uting to a pro-inflammatory and vasoconstrictive environment, with increased
oxidative stress [13].

Fig. 1. The complex hemodynamics in acute decompensated heart failure, leading to worsening renal
function. RAAS: renin-angiotensin-aldosterone system; SNS: sympathic nervous system; ADH: anti-
diuretic hormone
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A paradigm shift to the concept of ‘congestive kidney failure’
The concept that elevated venous pressure is transmitted back to the renal veins
and kidneys leading to ‘congestive kidney failure’ is supported by a substantial
(and largely forgotten) amount of older animal literature. Already in 1931, Win-
ton described the detrimental influence of acute venous pressure increase on
renal function in an ex vivo canine kidney model [14]. This effect seemed to be
reversible, as release of renal vein compression immediately improved urine out-
put and the GFR.

Recently, a resurgence of interest in the role of venous congestion in the devel-
opment of worsening renal function complicating the treatment of acute decom-
pensated heart failure has arisen [15–17]. In a study of 145 patients admitted
with advanced decompensated low-output heart failure states, central venous
pressure (CVP) was the only hemodynamic parameter related to the occurrence
of worsening renal function, whereas cardiac index was not [17]. This correlation
was even more evident in patients with pulmonary hypertension and in those
with low renal blood flow [15, 16]. The exact pathophysiological mechanisms for
this relation remain speculative (Fig. 1). Because the kidney is an encapsulated
organ, congestion of the venules surrounding the renal tubules might obliterate
their lumen until the hydrostatic pressure of the ultrafiltrate exceeds that in the
veins, leading to worsening renal function [14]. Backwards transmission of the
CVP via the renal veins, may be another explanation. Importantly, intrarenal and
systemic angiotensin II concentrations increase with increasing renal venous
pressure, which will further reduce the GFR [18, 19].

Elevated Intra-abdominal Pressure

Definitions
The compliance of the abdominal wall normally prevents an increase in IAP as the
abdominal girth increases. Depending on body mass index (BMI) and body posi-
tion, a normal IAP for a healthy adult is considered to be 5–7 mmHg [20]. How-
ever, once a critical volume is reached, compliance falls abruptly. Further disten-
sion leads to a rapidly augmenting IAP and results in organ dysfunction [21, 22].
Intra-abdominal hypertension (IAH) is arbitrarily defined as an IAP 12 mmHg,
whereas abdominal compartment syndrome (ACS) is defined as a sustained
increase in IAP 20 mmHg in the presence of new organ dysfunction [20].

Hemodynamic effects of increased intra-abdominal pressure
Cardiac function can be distilled into three essential components: Preload, after-
load and contractility. Elevated IAP negatively impacts upon all three of these
interrelated components (Fig. 2) [23].

Decreased preload: It has been demonstrated that an IAP of only 10 mmHg can sig-
nificantly reduce inferior vena cava blood flow and cardiac preload. Reduced
venous return has the immediate effect of decreasing cardiac output through
decreased stroke volume by the Frank-Starling relationship. In patients with IAH,
multiple mechanisms are responsible for the reduced cardiac preload. First, an
increased intrathoracic pressure, as the result of an upwards movement of the dia-
phragm because of increased IAP, decreases blood flow through the inferior vena
cava and limits venous return. Second, when IAP increases, the upwards deviation
of the diaphragm narrows the inferior vena cava as it passes through the dia-
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Fig. 2. Cardiovascular effects of elevated intra-abdominal pressure. APP: abdominal perfusion pressure;
CO: cardiac output; CVP: central venous pressure; DVT: deep vein thrombosis; EDV: end-diastolic volume;
IAP: intra-abdominal pressure; MAP: mean arterial pressure; PAOP: pulmonary artery occlusion pressure;
PE: pulmonary embolism; Ptm: transmural pressure

phragm (through altered anatomy of the diaphragmatic crura), which impedes
proper venous return and has a profound effect on cardiac preload [24]. Impor-
tantly, the impact of an elevated IAP is not limited to the abdominal compartment
as it may result in elevated pulmonary artery, central venous, and pulmonary
artery occlusion pressure (PAOP) readings from the pulmonary artery catheter
(PAC), which makes preload assessment difficult. Furthermore, measured intravas-
cular pressures are not always reflective of intravascular volumes, which can lead to
inappropriate diuretic therapy that increases the risk of worsening renal function.
These changing hemodynamics may occur with an IAP as low as 10 mmHg [25].
This effect may explain why effective venous return is decreased in patients with
acute decompensated heart failure even though venous pressure is increased.

Decreased contractility: Diaphragmatic elevation and increased intrathoracic
pressure also have marked effects on cardiac contractility. Traditionally, the right
ventricle has been considered to be solely a conduit for delivering blood to the
lungs and left ventricle. Compression of the pulmonary parenchyma increases
pulmonary vascular resistance and right ventricular afterload. The right ventricle
responds with dilation and increased myocardial oxygen demand [26]. Through
the mechanism of interventricular dependence, the dilated failing right ventricle
also impedes left ventricular function. Reduced left ventricular output may con-
tribute to the development of systemic hypotension, worsening right coronary
artery blood flow and leading to ischemia, which further compromises right ven-
tricular contractility. This effect ultimately culminates in further activation of the
neurohormonal axis, triggering systemic venous congestion which in turn leads
to further augmentation of IAP, creating a vicious cycle which further compro-
mises the already-impaired left ventricle (Figs. 1 and 2).
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Increased afterload: Elevated IAP can cause increased systemic vascular resis-
tance in two ways. First, through direct compressive effects on the aorta and sys-
temic vasculature, and second (and more commonly) as compensation for the
reduced venous return and falling stroke volume. As a result of this physiologic
compensation, mean arterial pressure (MAP) typically remains stable in the early
stages of IAH, despite reductions in venous return and cardiac output. This
increasing afterload may be poorly tolerated by patients with marginal cardiac
contractility or inadequate intravascular volume.

Renal effects of increased intra-abdominal pressure
Elevated IAP significantly decreases renal venous and arterial blood flow, leading
to renal dysfunction and failure. Oliguria develops at an IAP of 15 mmHg and
anuria at 30 mmHg in the presence of normovolemia, and even lower levels of
IAP are implicated in patients with hypovolemia [27]. Abdominal or kidney per-
fusion pressure is defined as MAP minus IAP [20]. Therefore, theoretically,
decreased kidney perfusion can be prevented by either decreasing IAP or increas-
ing MAP. The filtration gradient (FG) is possibly a more appropriate parameter to
explain acute kidney injury (AKI) associated with IAH. It is defined as the glo-
merular filtration pressure minus the proximal tubular pressure, which in condi-
tions of IAH can be simplified as follows: FG = MAP – 2xIAP. Thus, changes in
IAP have a greater impact on renal function and urine production than do
changes in MAP. It should, therefore, not be surprising that decreased renal func-
tion, as evidenced by the development of oliguria, is one of the first visible signs
of IAH.

Right Ventricular Function

The goal of the right ventricle is to generate flow into the highly compliant, low-
resistant pulmonary circulation, while maintaining the lowest possible pressures
in the right heart cavities to optimize venous return. In addition, the right ventri-
cle is important for adequate filling of the left ventricle. Right ventricular systolic
dysfunction is widely accepted as a strong and independent predictor of adverse
outcomes in patients with heart failure [28, 29]. In patients with advanced heart
failure, it even more closely predicts exercise capacity and survival than does left
ventricular function [28]. Amelioration of right ventricular function in response
to intensive medical treatment for acute decompensated heart failure portends a
better long-term prognosis [30].

Remarkably, echocardiographic signs of right ventricular dysfunction at the
moment of acute decompensated heart failure characterize the subgroup with the
greatest improvement in renal function after medical treatment for acute decom-
pensated heart failure [31]. This suggests the importance of systemic venous con-
gestion secondary to right ventricular failure in the development of worsening
renal function. Indeed, right ventricular dilation induces tricuspid regurgitation
leading to reduced left ventricular preload and worsening systemic venous con-
gestion. These patients often respond very well to decongestive therapies, result-
ing in an improvement in renal function [30, 31].
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Defining the Cardio-abdomino-renal Syndrome

Only recently, it was shown that IAP is often raised in patients with acute decom-
pensated heart failure. In a study of 40 patients hospitalized for acute decompen-
sated heart failure, more than 50 % presented with raised IAP, mostly with mini-
mal or no abdominal complaints [32]. Interestingly, ascites was only found in a
small subset of cases, so the presence of raised IAP in acute decompensated heart
failure is probably due to visceral (tissue) edema as a result of progressive whole-
body fluid accumulation or systemic congestion [32, 33].

Elevated IAP seems to correlate with more impaired renal function in patients
presenting with acute decompensated heart failure and reduction of IAP after tai-
lored medical therapy is associated with improvement in renal function [32]. Fur-
thermore, in the subgroup of patients in which intensive medical treatment fails
to reduce IAP, mechanical fluid removal with either paracentesis in case of ascites
or ultrafiltration might be effective at reducing IAP and subsequently ameliorat-
ing renal function [33].

Notably, although organ dysfunction has only been described in the literature
when IAP exceeds 12 mmHg, patients with acute decompensated heart failure
may already develop worsening renal function with a much lower IAP [32]. This
suggests that the underlying reserve of the kidneys to counteract an increased
IAP is limited in this setting. It is also vital to emphasize that although the degree
of renal dysfunction is probably correlated with the degree of elevated IAP, there
can be a wide range of IAPs in relation to serum creatinine levels at presentation
[32]. Although we can only speculate why this discrepancy exists, it is clear that
other mechanisms, including coexisting systemic congestion, pre-existing renal
insufficiency, and drugs used during the treatment of acute decompensated heart
failure, probably play a role.

Because of the central role that IAP plays in cardiovascular and renal hemody-
namics in critically ill patients, we believe that it may present the missing link
between the heart and the kidney. Therefore, we would like to coin the term “car-
dio-abdomino-renal syndrome”.

Therapeutic Strategies to Relieve Congestion in Acute
Decompensated Heart Failure

Water and Salt Restriction

Because of their stimulated neurohormonal axis, heart failure patients have a ten-
dency to retain sodium and water. A daily salt intake above 3 g typically increases
the need for diuretics, which further augments neurohormonal stimulation and
reduces the GFR [34, 35]. Water restriction is often difficult to achieve in the pres-
ence of thirst. Plasma osmolarity is normally tightly regulated by the thirst center
in the brain. Preventing hyperosmolarity through limitation of the salt intake and
adequate control of glycemia suppresses thirst and facilitates water restriction.

Diuretic Therapy

Loop diuretics are among the most widely prescribed drugs in the treatment of
acute decompensated heart failure [9]. A recent, large, double-blind, randomized
clinical trial could not prove a benefit for high versus low dosing or administra-
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tion with bolus versus continuous infusions, although a trend towards worse
renal function was seen in the high dose group [36].

There are several potential mechanisms by which diuretics could worsen heart
failure progression and increase the risk of worsening renal function. First,
diuretics further stimulate the neurohormonal axis which is implicated in the
progression of heart failure. Second, diuretics can cause marked electrolyte
abnormalities, such as potassium and magnesium depletion, as well as metabolic
alkalosis, possibly resulting in lethal arrhythmias. Third, intravascular underfill-
ing can occur if diuresis exceeds the plasma refilling time, which is about
3–4 ml/kg/h. This effect causes decreased renal blood flow and often provokes a
significant decrease in GFR. Nevertheless, recent data suggest that in cases of
clear hypervolemia, achieving hemoconcentration through extensive use of
diuretic therapy – despite transient worsening renal function – may be associ-
ated with a better prognosis [37]. This finding suggests that transient worsening
of renal function may be acceptable if it allows a complete decongestive state to
be achieved. This suggestion is again in line with ADHERE data, which clearly
documented that more than half the patients admitted with signs of congestion
during acute decompensated heart failure, do not lose weight during hospitaliza-
tion [9].

Remarkably, data from the Evaluation Study of Congestive Heart Failure and
Pulmonary Artery Catheterization Effectiveness (ESCAPE) trial demonstrated
that worsening renal function did not occur when diuretic therapy was tailored to
invasively measured filling pressures. In contrast, worsening renal function occu-
red more frequently when therapy was guided by clinical judgment alone [38].
Overall, however, the ESCAPE trial did not reveal a benefit on mortality or rehos-
pitalization frequency of routine PAC placement to guide therapy for patients
with acute decompensated heart failure [39]. These seemingly contradicting
observations are an illustration of the heterogeneity of the heart failure popula-
tion that impedes the development of good randomized clinical trials.

Vasodilator Therapy

Most patients presenting with acute decompensated heart failure have normal or
elevated blood pressures [10]. In these cases, especially when cardiac output is
impaired, unloading the heart with vasodilator therapy is beneficial and often
leads to enhanced diuresis, without or with significantly less diuretic therapy.
Sodium nitroprusside has been used for years in the treatment of acute decom-
pensated heart failure with excellent results. A recent study emphasized its safety
and efficacy in a population with low-output states, pointing to possibly favorable
long-term outcomes [40]. Recent observations raise questions about our current
management strategy for acute decompensated heart failure, which has been tra-
ditionally focused on enhancing the cardiac index (often through inotropic
agents) instead of lowering filling pressures.

Novel Renal-preserving Treatments

A variety of novel agents is under investigation for the treatment of systemic and/
or pulmonary venous congestion in the setting of acute decompensated heart fail-
ure. These therapies all aim to relieve congestion with preservation of renal func-
tion. However, nesiritide, vasopressin receptor antagonists and the adenosine A1
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receptor antagonist, rolofylline, have all failed to fulfill their promise in the latest
clinical trials [41–43].

Ultrafiltration

Whereas diuretics (and vasopressin receptor antagonists) promote diuresis of
hypotonic urine, mechanical removal of fluid through ultrafiltration removes iso-
tonic fluid. Thus, while diuretic-induced diuresis and ultrafiltration might (tem-
porarily) both reduce total body water, only ultrafiltration adequately removes
salt. Moreover, because isotonic plasma is eliminated, electrolyte abnormalities
are most often avoided.

A device that permits ultrafiltration through peripheral access, thereby being
less invasive, minimizing hemodynamic effects and having the theoretical advan-
tage of being able to be performed on a regular nursing floor, has been available
for more than 5 years. A pilot study in congested heart failure patients showed
90 % ultrafiltration success during a single 8 h session, achieving a total net fluid
removal of 4650 ml per patient, without the need for a central venous line [44].
Consequently, the Ultrafiltration versus Intravenous Diuretics for Patients Hospi-
talized for Acute Decompensated Heart Failure (UNLOAD) trial was designed to
compare intravenous diuretics with ultrafiltration for the treatment of patients
with 2 signs of hypervolemia [45]. Two hundred patients (mean age 63 years;
63 % men) were randomized to ultrafiltration or intravenous diuretics. Weight
and net fluid loss were greater in the ultrafiltration group. Whereas symptom
relieve was comparable in both groups, there was a significant reduction in subse-
quent rehospitalization for heart failure favoring the ultrafiltration group [45].
Other outcomes of UNLOAD are presented in Table 1. Remarkably, the improved
outcome was achieved even though a trend towards worsening renal function was
noted in the ultrafiltration group. One could, therefore, speculate that the under-
lying pathophysiology of worsening renal function, more than its occurrence,
seems to have prognostic impact. Thus, worsening renal function should not be
used as a single prognostic parameter when evaluating the effects of future
decongestive therapies.

Ultrafiltration remains the only fluid removal strategy which has been shown
to improve outcomes in randomized clinical trials of patients with acute decom-
pensated heart failure. However, invasiveness and costs still hamper a widespread
strategy of early ultrafiltration. Efforts are being made to develop a hemofilter for
continuous ambulatory ultrafiltration and a prototype exists with promising
results [46]. A possible advantage is that such a device makes slower fluid

Table 1. Important outcome parameters from the UNLOAD trial [45]

Ultrafiltration group
mean (standard
error mean)

Diuretics group
mean (standard
error mean)

p-value

Weight loss at 48 h (kg) 5.0 (3.1) 3.1 (3.5) 0.001
Net fluid loss at 48 h (l) 4.6 3.3 0.001
Re-hospitalization for heart failure at 90 days 0.22 (0.54) 0.46 (0.76) 0,022
Re-hospitalization days per patient at 90 days 1.4 (4.2) 3.8 (8.5) 0.022
Serum potassium < 3.5 meq/l (%) 1 12 0.018
Episodes of hypotension 4 3 NS
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removal possible, so that refilling from the extravascular compartment can be
maintained.

Decreasing IAP

The World Society on Abdominal Compartment Syndrome (WSACS,
www.wsacs.org) has recently published recommendations for the treatment of
IAH and ACS focused on improvement of abdominal wall compliance, evacuation
of intraluminal contents, evacuation of free abdominal fluid, correction of capil-
lary leak and fluid balance and maintaining abdominal perfusion pressure above
60 mmHg [47]. All these interventions may help in cardio-abdomino-renal syn-
drome.

Conclusion

Acute decompensated heart failure is a state of altered hemodynamics. Systemic
venous congestion and elevated IAP are characteristic findings for this syndrome
and together with right heart failure may contribute to worsening renal function
and further organ dysfunction with profound negative impact on long-term prog-
nosis. The concept of ‘congestive kidney injury’ has gained attention and the term
“cardio-abdomino-renal syndrome” is coined here for the first time. Because the
kidney is an encapsulated organ, augmented venous pressure increases renal
interstitial pressure, upregulating further the neurohormonal axis with detrimen-
tal effects on heart failure progression. Right ventricular dysfunction and func-
tional tricuspid regurgitation play an important role in the development of sys-
temic venous congestion. Although a lot of research has focused on new ways to
relieve congestion to preserve renal function, IAP seems to play a key role and
ultrafiltration is the only fluid removal strategy that has been shown to improve
outcomes in a randomized clinical trial of patients with acute decompensated
heart failure.
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Introduction

Acute kidney injury (AKI) remains a challenging clinical problem for clinicians
caring for critically ill patients. Its occurrence in the critically ill is remarkably
common, frequently iatrogenic, and it consistently predicts an increase in the
complexity and intensity of care. Moreover, AKI appears to consistently have a
negative impact on both short and long-term survival and recovery of kidney
function, along with greatly intensifying health resource utilization [1, 2].
Accordingly, there has been considerable effort to better understand the patho-
physiology and improve the outcomes associated with the development of AKI.

Defining Acute Kidney Injury

The term AKI broadly defines a wide spectrum of abrupt changes to kidney func-
tion, encompassing mild elevations in serum creatinine (sCr) to overt anuric kid-
ney failure requiring support with renal replacement therapy (RRT). Tradition-
ally, inferences on the epidemiologic burden of AKI have been imprecise due to
the lack of agreement on an acceptable standardized definition. However, in 2004,
the Acute Dialysis Quality Initiative (ADQI) proposed the consensus-driven
RIFLE (Risk Injury Failure Loss End-stage) classification scheme [3]. The RIFLE
criteria define three grades of AKI severity (Risk, Injury and Failure) based on
detected changes to sCr from a known baseline and to urine output, along with
two clinical outcomes (Loss, End-stage). Since this publication, AKI has largely
been defined according to these criteria (or the proposed modifications presented
by the AKI Network [AKIN]) [4].

These consensus criteria represent the current diagnostic paradigm in AKI and
have clearly been a monumental advance in the field [5]. However, the RIFLE
(and AKIN) criteria are imperfect and not without significant shortcomings. For
example, the use of sCr, which is a poor surrogate marker of changes to glomeru-
lar filtration rate (GFR), is immensely problematic. sCR can require hours and/or
days to accumulate and achieve steady state following acute declines in GFR (and
may only show significant increases after loss of > 50 % of GFR). The volume of
distribution of sCr can be inconsistent and heavily modified by age, sex, muscle
mass, drugs, critical illness and fluid resuscitation [6]. Finally, experimental data
have shown that the expression of creatinine from muscle may be suppressed in
septic states [7]. Consequently, this current diagnostic paradigm for AKI, utiliz-
ing sCr as the principal marker, is highly prone to not only delayed detection but
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also missed episodes of important declines in GFR. In addition, and perhaps
more importantly, this diagnostic paradigm does not allow the segregation of
aspects of genuine ‘damage’, in terms of the type, timing of onset, evolution
and/or recovery phases, from actual decrements in GFR. This is clearly inade-
quate when the timely diagnosis of AKI among critically ill patients is such a
clinical priority given the prognostic consequences associated with overt kidney
failure.

Novel Biomarkers of Kidney Injury

Numerous promising novel kidney injury-specific biomarkers have recently been
discovered, characterized, validated, and are increasingly available in clinical
practice for the early detection and diagnosis of AKI. Importantly, these novel
biomarkers are better capable of detecting real-time ‘injury’ to renal tubular epi-
thelial tissue and provide considerable ‘lead-time’ for potential overt AKI when
compared with AKI diagnosed by conventional measures such as sCr [8].

Neutrophil gelatinase-associated lipocalin (NGAL) is one such promising bio-
marker. NGAL is a 25 kDa polypeptide that is rapidly upregulated in renal tubu-
lar epithelial tissue in response to distal nephron injury [9]. The protein by-prod-
uct of this gene upregulation, NGAL, is easily measured in the urine and plasma,
where its concentration increases in a dose-dependent relationship with the
severity and duration of acute tubular injury [10, 11]. A number of observational
studies have suggested that NGAL is a sensitive biomarker for anticipating (in
advance by 24–48 hours) the occurrence of conventionally-diagnosed AKI (i.e.,
sCr-based criteria) [12–14]. In addition, NGAL has shown value for discriminat-
ing established AKI from milder forms of AKI, such as pre-renal states, that are
rapidly reversible [8, 15]. Moreover, NGAL may provide important prognostic
information on the risk of worsening AKI, need for RRT and mortality [10, 11].
Although encouraging, these findings have not been universally consistent [16,
17]. Interestingly though, it has been speculated that the observed uncertainty on
the performance of NGAL, in particular in critically ill patients, may be more
specifically related to the use of a suboptimal surrogate marker (i.e., sCr) as the
diagnostic gold standard for AKI [18].

Detection of Subclinical Kidney Injury

This observation that sCr may be suboptimal is perhaps best illustrated by
patients who have been exposed to a kidney ‘injury’ stimulus, such as cardiopul-
monary bypass (CPB) or contrast media, and who clearly develop detectable
increases in kidney injury-specific biomarkers, such as NGAL, yet do not develop
concomitant increases in sCr to fulfill conventional consensus definitions for AKI
[12]. Such patients thus have detectable kidney ‘injury’ with preserved kidney
‘function’, and could be best described as having a syndrome of ‘subclinical’ AKI.
This is a prime example of how these novel kidney-injury specific biomarkers are
adding new information to our understanding of the pathophysiology and per-
haps the short- and long-term clinical course of patients who develop this syn-
drome. Is there increased risk for worsening/future AKI or accelerated develop-
ment of chronic kidney disease or progression to end-stage kidney disease or
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increased susceptibility to other adverse events? What do we know about this sub-
group with apparent subclinical AKI?

Recently, in a pooled analysis of prospective observational studies, we evalu-
ated the hypothesis that detectable elevations in urine and/or plasma NGAL, in
the absence of detectable changes in sCr fulfilling the conventional diagnosis of
AKI, would identify a unique cohort of patients with ‘subclinical AKI’ whose risk
of adverse events and clinical course would be more complicated and whose prog-
nosis would be negatively modified [11]. We performed a pooled analysis of
aggregate data from 10 studies, including 2322 patients, which evaluated the sig-
nificance of NGAL for the early diagnosis of AKI. The patients were classified into
four discreet groups for analysis: NGAL(-)/sCr(-), NGAL(+)/sCr(-), NGAL(-)/
sCr(+), and NGAL(+)/sCr(+). In total, 19.2 % (n = 445) of these patients were
classified as having ‘subclinical AKI’ defined as NGAL(+)/sCr(-) (Table 1). The
identification of this subgroup by NGAL only would have resulted in an addi-
tional 43 % of patients being diagnosed with AKI, rather than being missed and
classified as non-AKI by sCr-criteria alone. More importantly, this subclinical
AKI subgroup had significantly higher use of RRT, higher mortality, and long
durations of stay in the intensive care unit (ICU) and hospital, when compared
with the NGAL(-)/sCr(-) subgroup. This finding was consistent regardless of
whether NGAL was measured from the urine or plasma. These observations
strongly support the hypothesis of the existence of a clinically important state of
subclinical ‘injury’ detectable only by injury-specific biomarkers, such as NGAL,
that occurs without significant loss to GFR and which is completely missed by our
current diagnostic paradigm for AKI [11].

Moreover, the biologic plausibility of this hypothesis is further supported by
studies that evaluated the urine sediment for detection of renal tubular ‘injury’.
Examination of the urine sediment, a long-standing practice in nephrology, may
represent an additional ideal surrogate for ‘structural’ damage to renal tubular
epithelial tissue. It is also plausible that assessment of the urine sediment may
provide ‘lead-time’, analogous to kidney-injury biomarkers, for the early diagno-
sis of AKI prior to detectable increases in sCr. Likewise, urine sediment evalua-
tion may provide additional information about prognosis, specifically about the
severity of injury and/or its expected clinical course [19–22]. Perazella and col-
leagues recently reported the results of two prospective observational studies
assessing the diagnostic significance of a novel urine microscopy score (UMS) in
non-ICU hospitalized patients with AKI to predict the occurrence of a composite
of ‘worsening AKI’, defined as an increase in AKIN stage, need for RRT and/or

Table 1. Summary of outcomes stratified by aggregate subgroups of neutrophil gelatinase-associated
lipocalin (NGAL) and serum creatinine (sCr) [11].

NGAL(-)/sCr(-) NGAL(+)/sCr(-) NGAL(-)/sCr(+) NGAL(+)/sCr(+)

n, % 1296 (55.8) 445 (19.2) 107 (4.6) 474 (20.4)
peak NGAL§ (ng/mL) 59 (20–97) 213 (117–1124) 69 (21–118) 354 (208–1888)
RRT (n, %) 2 (0.015) 11 (2.5) 8 (7.5) 38 (8.0)
Composite¶ (n, %) 63 (4.9) 69 (15.5) 10 (9.3) 84 (17.7)
ICU stay§ (days) 4.2 (2.2–6.4) 7.1 (5.4–10.3) 6.5 (3.0–11.7) 9.0 (8.0–14.0)
Hospital stay§ (days) 8.8 (7.7–19.0) 17 (8.4–24.2) 17.8 (5.1–26.4) 21.9 (15.8–29.9)

§ Median (IQR); ¶ Composite = RRT or death.
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hospital death [21, 22]. In this study, a higher UMS, suggestive of greater detect-
able ‘structural’ tubular damage, was closely correlated with an increased
adjusted-risk for worsening AKI.

More recently, we reported our findings of a prospective observational study
examining the urine microscopy profile in a cohort of critically ill patients with
AKI and its association with urine/plasma NGAL, worsening AKI, need for RRT
initiation and hospital mortality [23]. We found that a higher UMS, implying a
greater degree of ‘structural’ renal tubular damage, correlated significantly with
higher urine NGAL (this correlation was less robust for plasma NGAL) and was
associated with higher adjusted odds of worsening AKI, defined as a progression
in AKI to a higher RIFLE category or need for RRT. Interestingly, this study also
demonstrated that commonly used urine biochemical indices (e.g., fractional
excretion of sodium, fractional excretion of urea) correlated poorly with UMS
and failed to reliably discriminate whether patients would develop worsening
AKI. In fact, a significant proportion of those patients with an elevated UMS had
relatively preserved ‘global’ tubular function when expressed as a capacity to gen-
erate a fractional excretion of sodium < 1 %. This is an important observation
and would suggest the association between true ‘structural’ tubular damage,
detected by either NGAL or urine microscopy, and tubular function is more com-
plex than appreciated. Traditionally, patients fulfilling the conventional RIFLE
definition for AKI and having evidence of preserved tubular function (i.e., frac-
tional excretion of sodium < 1 %) would be classified as having ‘functional’ AKI
(i.e., pre-renal azotemia). However, this was before the era of the availability of
injury-specific biomarkers. Clearly, this premise can now be challenged by obser-
vations suggesting that ‘structural’ tubular damage, independent of detectable
declines in tubular function and/or glomerular filtration, conveys an increased
risk for a more complicated clinical course and worse outcome [11, 23]. Moreover,
these data further support the hypothesis of the existence of a syndrome of sub-
clinical AKI, again characterized by detectable ‘structural’ tubular injury but rela-
tive preservation of global kidney function.

The Next Phase

The implication of these observations, and the next logical step, would be to inte-
grate these measures of ‘structural’ injury (e.g., NGAL, urine microscopy) into the
next iteration of a consensus definition for AKI so as to ensure this novel sub-
group with subclinical AKI is appropriately identified and captured (Fig. 1). This
approach would certainly translate into an improvement in the diagnostic perfor-
mance of current consensus criteria, but also have far reaching implications not
only for diagnostics, but also for risk identification, monitoring for toxicity and,
importantly, risk modification, by providing an earlier window of opportunity for
therapeutic interventions that may limit ongoing injury, promote renal repair,
and improve the outcomes of a cohort of patients who have traditionally fared
poorly.
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Fig. 1. Novel framework for
acute kidney injury (AKI), inte-
grating the concept of ‘subclini-
cal’ AKI and kidney-injury spe-
cific biomarkers and conven-
tional measures of kidney func-
tion. NGAL: neutrophil gelati-
nase-associated lipocalin; sCr:
serum creatinine
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“If a lot of cures are suggested for a disease,
it means that the disease is incurable.”

Anton Pavlovich Chekhov, The Cherry Orchard, 1904

Introduction

The reclassification of the syndrome formerly known as “acute renal failure” as
“acute kidney injury” (AKI) has generated considerable interest since the initial
publication of the RIFLE (Risk Injury Failure Loss End-stage) criteria and subse-
quent modifications by the AKI Network (AKIN) [1, 2]. This interest is reflected
in the number of publications citing AKI which has increased from less than 60
in 2004 to over 700 in 2010. The genesis of this ‘rebranding’ stems from the desire
to have robust criteria to enable research questions to be answered, coupled with
the realization that even relatively small changes in serum creatinine (sCr) trans-
late into a significantly poorer outcome for patients. It is this observation that has
stimulated such international interest in the ‘AKI Epidemic’.

The definition of AKI is based on two parameters: The urine output or the sCr
(or the derived glomerular filtration rate [GFR]) and an inherent problem with
such definitions is in the utility of using serum creatinine (sCr) as the ‘gold stan-
dard’ [3]. The formation of creatinine is relatively constant under most condi-
tions outside the intensive care unit (ICU) and yet it is being targeted as a marker
of an acute metabolic disturbance. Furthermore, creatinine kinetics are such that
acute injury, as heralded by a rise in sCr, is not diagnosed until 24–48 hours post
initial insult and factors such as comparing creatinine measurements obtained
from different laboratories, biological and nutritional variation and enhanced
tubular secretion of creatinine confound the diagnosis further. It follows that any
attempts to either prevent AKI in patient populations or indeed identify patients
at risk are thwarted by the fact that the variable used to define it, creatinine, is
such an imprecise tool. Hence, there has been much interest in the pursuit of a
quantifiable indicator which will allow for the early detection of AKI. Under-
standably, this has been earmarked as an area of considerable research interest,
driven, in part, by the clinical models of care based on other biomarkers with car-
diac troponins being the best known examples.

The cardiac troponins I (cTnI) and T (cTnT) are cardiac regulatory proteins
controlling the calcium-mediated interaction of actin and myosin. Cardiac tropo-
nin is now the preferred marker for the diagnosis of myocardial infarction as well
as risk stratification given its highly sensitive features that aid in the detection of
myocardial cell damage [4]. However, the clinical application of cardiac troponin
must be taken in context with available clinical information and electrocardio-
graphic (EKG) changes. Therefore, if one employs troponin testing indiscrimi-
nately in patients with a low pretest probability of myocardial thrombotic disease
then any positive predictor value of the test will be decreased. Indeed, elevated
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troponin levels have been described in a wide range of conditions ranging from
subarachnoid hemorrhage to extreme exercise as is seen in marathon runners
and are also often elevated in our ICU population [5]. Perhaps crucially, following
acute myocardial infarction there is a delay in troponin rise but definitive reper-
fusion treatment following an ST elevation infarct should not be delayed until the
troponin level has risen! Perhaps the same could apply to our patients at risk of
AKI in whom best practice should not be delayed until there is an elevation in
creatinine or indeed biomarker levels.

Biomarkers

What defines a good biomarker? Clearly the sensitivity and specificity together
with the time course of a biomarker’s profile are critical in determining its use in
any disease process. However, more importantly, the utility of a biomarker
depends on the purpose it is expected to fulfill and the current view is that an
ideal biomarker for AKI should fulfill the following criteria [6, 7]:

i) It should distinguish pre-renal AKI from apoptotic and necrotic injury
ii) It should be specific for renal injury in the presence of concomitant injury

involving other organs
iii) It should allow timing of the onset or stage of injury
iv) It should predict outcome
v) It should act as a surrogate end-point useful for clinical interventional studies

Therefore, in order to be accepted as a useful biomarker, these criteria should, if
possible, be fulfilled. Ultimately the acid test for any biomarker(s) of AKI is
whether it performs in the clinical arena, facilitating early identification of
patients and hopefully improving outcomes through timely interventions.

Potential Candidate Molecules

To date, the search for biomarkers for AKI have followed animal studies and
involve candidates in both plasma and urine. Table 1 outlines the array of bio-
markers for AKI described to-date with Figure 1 outlining the anatomical site
within the kidney where elevations in each biomarker are thought to imply renal
damage. There have been numerous studies on biomarkers for AKI which have
spawned several review articles; however, comparison of studies is hampered by
factors such as variation in what is deemed of diagnostic significance as well as
the heterogeneity of study populations.

Studies in Cardiothoracic Patients

In 2005, the first clinical validation of neutrophil gelatinase-associated lipocalin
(NGAL) as a potential biomarker was published describing the predictive value of
urinary (uNGAL) for AKI in children undergoing cardiothoracic surgery. Seventy-
one children undergoing cardiopulmonary bypass (CPB) were studied of whom
28 % developed AKI as defined by an increase in baseline sCr by 50 %. The results
were encouraging with multivariate analysis demonstrating that the 2-hour post-
CPB uNGAL value was the most powerful independent predictor of AKI with an
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Fig. 1. Acute kidney injury (AKI)
biomarkers as indicators of site
of renal injury
NGAL: neutrophil gelatinase-
associated lipocalin; NAG: N-ace-
tyl-β-D-glucosaminidase; α-GST:
α glutathione S-transferase; π-
GST: π glutathione S-transferase;
KIM-1: kidney injury molecule–1;
IL-18: interleukin 18; RBP: retinol
binding protein; L-FABP: Liver-
type fatty acid binding protein.
I = glomerulus; II = proximal
convoluted tubule; III = proximal
tubule; IV = loop of Henle; V = distal tubule; VI = distal convoluted tubule; VII = collecting duct

area under the receiving operating curve (AUROC) of 0.998 and a sensitivity of 1.0
[8,9]. Clearly this was extremely encouraging in terms of a potential early marker
of AKI and led to several subsequent studies in both the pediatric and adult popu-
lations, principally because these patients represent a reasonably homogenous
group for investigation with a well-defined risk for AKI allowing investigation
before, during, and after insult, in this case CPB. Despite these advantages, results
for the various potential biomarkers have been mixed and subsequent studies have
been less favorable, especially in adults and less homogenous groups. Table 2 out-

Table 2. Major clinical studies employing neutrophil gelatinase-associated lipocalin (NGAL) as a bio-
marker of acute kidney injury (AKI) biomarkers in adult patients

Clinical Setting References

Prediction of AKI:
Post-cardiopulmonary bypass surgery
After contrast exposure
In sepsis
Trauma patients
In critically ill adult patients
In delayed graft function after renal transplantation

Prediction of outcome:
Duration/severity of AKI and length of stay in ICU
Adverse outcomes in patients with AKI
Need for RRT
Mortality in patients on RRT

Differentiation between transient and sustained AKI in adults on
admission to ICU
Differentiation between “pre-renal” and intrinsic AKI

Prediction of severity of AKI and need for RRT in patients in the
emergency department

Prediction of decreased GFR in patients with chronic kidney disease

14–16, 19, 20, 22, 34–38
39, 40
41, 42
38
30, 43, 44
45

15, 19
46
15, 16, 28, 29, 32, 35–37
47

31
48

32, 49

50

RRT: renal replacement therapy; ICU: intensive care unit; GFR: glomerular filtration rate
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lines the major studies employing NGAL highlighting the different groups that
have been examined. As can be seen, NGAL has been applied to a variety of situa-
tions many of which are not comparable in terms of renal insult.

In a study of 311 children undergoing surgery for congenital cardiac disease
an AUROC of 0.71 was reported for the prediction of AKI by uNGAL [10]. The
first urine sample obtained after surgery was investigated and a 4.1 fold
increased risk of severe AKI observed. Of 1217 adults undergoing cardiac sur-
gery (90 % on bypass), AKI developed in 60 patients [defined as either the
requirement for renal replacement therapy [RRT] or a 2-fold increase in creati-
nine (RIFLE Injury)] [11]. Urine interleukin (IL)-18, uNGAL and plasma NGAL
(pNGAL) were measured 0–6 h after surgery with AUROC values obtained of
0.74, 0.67 and 0.7, respectively. In comparison, the initial sCr had an area under
the curve (AUC) of 0.72 for predicting AKI [11]. The addition of a clinical
model composed of risk factors for AKI improved the performance of all the
biomarkers to 0.75. These results are in keeping with a further study of 876
patients post-coronary bypass surgery which reported similar AUROC values
for the predictive value of NGAL and emphasized the limited value of NGAL in
these circumstances [12]. Further confounders in terms of NGAL performance
include pre-existing renal function. Studies on 426 adult patients undergoing
cardiac surgery stratified the group according to the pre-existing estimated glo-
merular filtration rate (eGFR). Urinary NGAL performed best for patients with
eGFR 90–120 ml/min (AUC 0.88) but for patients with eGFR > 120 ml/min or
< 30 ml/min, the predictive value of NGAL for AKI was very poor (AUC 0.27
and 0.34 respectively) [13].

Cystatin C (CysC), measured in either serum or urine has been investigated in
patients undergoing cardiac surgery with variable results [14–16]. This variation
is apparent when comparing studies in which CysC has been reported to be a rea-
sonable discriminator for the development of AKI (AUROC 0.7) and other studies
which are less encouraging (AUROC 0.5) [14, 16]. An alternative method is to
adopt a less indiscriminant approach and attempt to identify patients at risk of
AKI before cardiac surgery, which may provide opportunity for modifying man-
agement to avoid AKI. For example, Shlipak et al. investigated the role of pre-
operative serum CysC in the prediction of AKI [17]. Results suggested that CysC
was superior in predicting the development of AKI compared with conventional
approaches, such as sCr or creatinine-derived eGFR. However, the effect observed
was marginal and further studies in children failed to demonstrate a relationship
between pre-operative CysC and AKI [18].

Given the array of insults that may befall the kidney in our patients, an alter-
native may be to examine a panel of biomarkers, which was performed in a
study of 103 patients [14]. The candidate molecules included kidney injury mole-
cule 1 (KIM-1), N-acetyl-β-D-glucosaminidase (NAG), IL-18, uNGAL, CysC and
α-1 microglobulin. In this study, the AUROC for uNGAL was 0.55 and for uri-
nary CysC, 0.66, with KIM-1 being the only biomarker found to predict postop-
erative AKI with an AUROC of 0.78. However, this result improved significantly
to 0.88 with incorporation of a clinical score. No single biomarker has yet
emerged as an ideal predictor of AKI and considerable efforts have been directed
at improving performance by the panel approach [11, 14, 19–24]. The main dif-
ficulty in interpreting these studies is that the results are inconsistent. To date,
no single biomarker can be recommended, in isolation, to predict AKI after CPB
surgery. It may be that in the future, combinations of biomarkers may improve
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performance regarding prediction of AKI risk. However, one must not forget that
tried and tested robust clinical scores are also available and should not be dis-
missed.

Studies in Non-cardiac Patients

Clearly efforts to validate the role of biomarkers for AKI have so far focused pre-
dominantly on cardiac patients for the reasons described above. However, a few
studies have been performed in patients undergoing solid organ transplantation.
In keeping with cardiothoracic surgery, orthotopic liver transplantation (OLT)
carries a significant risk of postoperative AKI with estimates as high as 60 %.
Postoperative AKI is also an independent risk factor for mortality during the first
year after transplantation and significantly reduces graft survival. Initial studies
performed on liver transplant patients suggested that plasma and uNGAL may
have some predictive ability in terms of AKI and a recent study does show prom-
ise. Wagener and colleagues report the results from a large prospective cohort
study of 92 patients undergoing OLT at a single center between 2008 and 2010 in
whom uNGAL was measured [25]. Transplantation occurred for a variety of rea-
sons and importantly no patient required RRT preoperatively with ‘normal’
serum creatinine (88+/-56 mol/l). uNGAL was measured prior to surgery, after
reperfusion of the liver graft and then at timed intervals thereafter. uNGAL/urine
creatinine ratios were calculated and AKI defined by the RIFLE criteria. Interest-
ingly uNGAL increased immediately after reperfusion with a peak at 3 hours and
those who developed post-transplant AKI had elevated levels at 3 and 18 h after
reperfusion with an AUROC of 0.800 (95 % CI: 0.732–0.869) reported at 3 hours
although at 18 hours the discriminatory power was less impressive (AUROC
0.636). Plasma NGAL (pNGAL) was not measured in this study. As pointed out,
the uNGAL/urine creatinine ratio was calculated. This ratio ‘compensates’ for
possible urinary dilution or concentration which is yet another confounder in
terms of intepretation. Correction for urinary creatinine implies steady state pro-
duction of urinary creatinine during AKI development, which is a considerable
flaw and plagues the literature with regard to uNGAL reporting. What is clear,
however, is that studies which do normalize for urine creatinine in general show
slightly higher AUROC values and increased statistical significance. In earlier
studies, pNGAL outperformed uNGAL in similar patient groups; however, the
incidence of anuria was significantly higher [26]. This study found that a combi-
nation of APACHE score and NGAL was predictive of AKI. Similarly, cadaveric
renal transplant recipients have been studied. Ninety-one patients underwent
serial measurements of uNGAL, IL-18, and KIM-1 [27]. The cohort was described
as having slow, delayed or immediate graft function and uNGAL and IL-18 were
superior to decrease in creatinine in predicting need for dialysis at one week
when measured on the first postoperative day.

Studies in ICU Patients

AKI in critically ill patients is often multifactorial with no clear indication of the
exact etiology and time of onset. The role of NGAL in this heterogenous popula-
tion has been explored with particular focus on early diagnosis of AKI, differenti-
ation between transient and sustained AKI, need for RRT and prediction of death.
Cruz et al. measured pNGAL in 301 heterogeneous ICU patients and showed that
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pNGAL allowed a diagnosis of AKI up to 48 hours prior to RIFLE criteria with an
AUROC of 0.78 at this timepoint as well as an AUROC of 0.82 to predict RRT [28].
In another study involving 88 patients, a single pNGAL measurement on admis-
sion to the ICU predicted the onset of AKI 48 hours before AKI as per the RIFLE
criteria [29]. Despite an impressive AUROC of 0.92, it should be noted that
patients with a history of chronic kidney disease were excluded. Endre et al. eval-
uated six urinary biomarkers (NGAL, KIM-1, IL-18, alkaline phosphatase, γ-glut-
amyltranspeptidase and CysC) prospectively in 529 patients on admission to ICU
[30]. No biomarker had an AUROC above 0.7 for the prediction of AKI, RRT or
mortality. The differentiation between transient and sustained AKI can be diffi-
cult in ICU patients. In a study involving 510 critically ill patients, de Geus et al.
confirmed that serial uNGAL results were superior to pNGAL and CysC in differ-
entiating between transient and sustained AKI on admission to the ICU [31].
However, the article also showed that adding uNGAL to a model with clinical
parameters improved the prediction model only marginally, i.e., the AUROC
increased only from 0.79 to 0.82. Although pNGAL has also been shown to pre-
dict the need for RRT in ICU patients, in the absence of an interventional study
it is difficult to make any recommendations on how to act on a raised pNGAL
level [28, 29].

Studies in Emergency/specific Patient Groups

A potentially exciting role for biomarkers of early AKI could be the stratification
of patients at risk presenting as acute emergencies rather than to the ICU.
Recently, several studies have addressed this issue using NGAL. A study on over
600 patients presenting to an emergency department demonstrated that 30
patients with AKI at presentation had significantly elevated uNGAL levels [32].
Using multiple logistic regression, uNGAL was predictive of clinical outcomes
including need for ICU admission bot the use of NGAL as a predictor of AKI was
not determined. Shapiro and colleagues attempted to address this by measuring
pNGAL in emergency patients with suspected sepsis [33]. This cohort was
deemed at higher risk for AKI as defined by a sCr level of > 0.5 mg/dl during the
72 hours post-admission. Using a cut-off of > 150 ng/ml, pNGAL demonstrated
81 % sensitivity for predicting RIFLE Risk increasing to 93 % at RIFLE Injury.
However, specificity was poor at 51 % (95 % CI 47–55 %), although these results
do show promise.

Pitfalls

The studies described above show that in most circumstances the application of
biomarkers is not of sufficient specificity to enable them to be used routinely as
a ‘screen’ or diagnostic aid in assessing AKI. Indeed, the most basic of measure-
ments in our patients, urine output, has been shown to be of utility in assessing
risk of AKI, and in preoperative assessment of cardiothoracic patients the addi-
tion of NGAL measurements to a validated clinical score only improved the
AUROC from 0.84 to 0.85.

Why is this the case when animal work, and indeed pediatric work, seemed to
show such promise? Perhaps the fault lies not with the biomarkers but the con-
cept of AKI itself. The application of an acronym to a constellation of signs does

604 L.G. Forni, M. Ostermann, and B.J. Philips

XV



not confer disease or indeed pathophysiological status upon it. Our patients in
the ICU are exposed to a wide ranging array of insults. Sepsis, hypotension, con-
trast, antibiotics, nephrotoxins, the list goes on. Indeed the causes of AKI in the
ICU are also numerous and although sepsis is probably the major contributor
there are a variety of potential culprits. Furthermore, most animals do not suffer
from the typical co-morbidities that are seen in humans with AKI, in particular
diabetes, chronic kidney disease, and proteinuria. Therefore is it surprising that
no one biomarker has to-date proved its worth? The animal work and indeed
early human studies were in select populations with a timed insult and as such
bear little relation to the majority of patients with AKI that populate our ICUs.
Expectation that any single biomarker will have universal application is probably
naı̈ve. The kidney is not the heart. Perhaps, more importantly, AKI is not myo-
cardial infarction. Although AKI has been described as ‘renal angina’ the situa-
tion is much more complex than that.

Finally, studies to date have concentrated on the diagnosis of AKI and the early
prediction of outcome. None of the putative biomarkers has been used to track
the course of AKI or even define the severity of injury. There are no well defined
‘treatments’ of AKI and absolutely no evidence that biomarkers can be used to
measure the efficacy of an intervention. Until we define AKI or its many versions
in terms of the pathology occurring, we are unlikely to find highly specific mark-
ers.

Conclusion

The current literature contains numerous publications on the possible clinical
applications of biomarkers to enable the early identification of AKI in high risk
groups. Despite early promise, no one biomarker has proved itself to be of univer-
sal application in identifying AKI in ICU patients. Early studies used a variety of
platforms for biomarker assay (particularly NGAL) and were in relatively well-
defined patient groups with a known renal insult. In the ICU, patients (and their
kidneys!) are exposed to a heterogeneity of insults. So far, we have focused on
determining the relationship between changes in creatinine compared to changes
in the concentrations of new biomarkers and how much they agree or disagree,
rather than exploring new methods to explore their full relationship. Despite the
large number of different studies describing new ‘biomarkers of tubular injury’,
there is a lack of data examining the relationship with tubular function including
its concentrating or diluting ability, electrolyte reabsorption and novel imaging
techniques. Perhaps herein lies part of the problem. Our quest for a new marker
of AKI has become almost all encompassing, whereas a different approach may
be to utilize these fingerprints as a way to understand the pathophysiology at a
tubular and, indeed, cellular level.

It is of no great surprise that we are still searching for the ‘renal troponin’. This
does not mean that the search for an early marker of kidney damage should
cease, rather the search should be broadened and perhaps the way forward is the
application of a panel of biomarkers to cover the range of insults the kidney is
exposed to, combined with more sophisticated analyses of renal function to
determine what these new biomarkers are truly telling us, and coupled with an
intervention. This approach is certainly gaining popularity. If as intensivists and
nephrologists we do find the holy grail(s) this will herald an exciting time in crit-
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ical care nephrology. All we will be left with then, is trying to determine the best
treatment to prevent AKI, unless of course, Chekhov was right.
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Introduction

The incidence of acute kidney injury (AKI) in critically ill patients is currently
increasing [1]. Even though serum creatinine (sCr) is currently used for AKI
diagnosis, it is an insensitive and unreliable marker during acute alterations of
renal function [2]. The lack of an early biomarker is an obstacle for the develop-
ment of new preventive strategies and timely interventions against AKI [2].
Recent research for novel biomarkers with early diagnostic and/or prognostic
value has revealed several candidates, including neutrophil gelatinase-associated
lipocalin (NGAL) [3, 4], cystatin C (CysC) [5, 6], kidney injury molecule 1 (KIM-1)
[7], and interleukin 18 (IL-18) [8–11], with NGAL being the most promising so
far.

The purpose of the present article is to review the studies that have tested the
prognostic ability of NGAL (in either urine and/or blood) for early AKI develop-
ment in the heterogeneous population of adult critically ill patients, in whom AKI
insult(s) and timing are unclear. This has not been studied systematically to date.

Acute Kidney Injury in the Intensive Care Unit

Definitions

The term ‘acute renal failure’ was first introduced by Homer Smith in 1951, by
which he referred to kidney dysfunction related to traumatic injuries. Since then,
this term has been extensively used in the medical literature to describe an
abrupt and sustained decrease in renal function. However, until recently there
was no clear definition of acute renal failure. A recent study found that there were
at least 35 definitions in the literature [12], leading to wide variation in the
reported incidence and outcomes of acute renal failure. The need for a consensus
definition for AKI was evident. Therefore, the Acute Dialysis Quality Initiative
(ADQI) workgroup developed the RIFLE classification [Risk-Injury-Failure-Loss-
End-stage kidney disease (ESKD)] (Table 1) [13]. For further refinement of the
definition of AKI, the Acute Kidney Injury Network (AKIN) proposed a modified
version of the RIFLE classification, also known as the AKIN criteria (Table 1)
[14].
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Table 1. RIFLE and AKIN criteria for diagnosis of acute kidney injury (AKI)

RIFLE criteria
Class GFR criteria Urine output criteria

Risk (R) Increased creatinine x 1.5 or GFR decrease
> 25 %

Urine output < 0.5 ml/kg/h x 6 h

Injury (I) Increased creatinine x 2 or GFR decrease > 50 % Urine output < 0.5 ml/kg/h x 12 h

Failure (F) Increased creatinine x 3 or GFR decrease > 75 %
or creatinine 4 mg/dl
(acute rise of 0.5 mg/dl)

Urine output < 0.3 ml/kg/h x 24 h
or anuria x 12 h

Loss (L) Persistent AKI = complete loss of renal function
> 4 weeks

ESKD (E) End-stage kidney disease > 3 months

AKIN classification
Stage Serum creatinine criteria Urine output criteria

1 Increase in serum creatinine of 0.3 mg/dl
or increase to 150 to 200 % from baseline

Urine output < 0.5 ml/kg/h x 6 h

2 Increase in serum creatinine to > 200 to 300 %
from baseline

Urine output < 0.5 ml/kg/h x 12 h

3 Increase in serum creatinine to > 300 % from
baseline (or serum creatinine of 4.0 mg/dl with
an acute increase of at least 0.5 mg/dl)

Urine output < 0.3 ml/kg/h x 24 h
or anuria x 12 h

RIFLE = Risk-Injury-Failure-Loss-End-stage kidney disease; AKIN = Acute Kidney Injury Network; GFR =
glomerular filtration rate

Epidemiology

There are several epidemiological studies so far that have studied the incidence of
AKI in critically ill patients. In a study from north-east Italy, AKI occurred in
10.8 % of all intensive care unit (ICU) patients when RIFLE criteria were applied
at the time of admission [15]. Hoste et al. performed a retrospective study on
5,383 patients admitted during a one year period to the 7 ICUs of a single center
and found that AKI occurred in 67.2 % of ICU patients when RIFLE criteria were
applied at peak creatinine during the ICU stay [16]. Uchino et al. [17] performed
a prospective observational study of ICU patients who either were treated with
renal replacement therapy (RRT) or fulfilled at least 1 of the predefined criteria
for acute renal failure at 54 hospitals in 23 countries. Of 29,269 critically ill
patients admitted during the study period, 1,738 (5.7 %) had acute renal failure
during their ICU stay, including 1,260 who were treated with RRT. The most com-
mon contributing factor to acute renal failure was septic shock (47.5 %). A recent
study by Ostermann and Chang [18] analyzed 41,972 patients admitted to 22
ICUs in the United Kingdom and Germany between 1989 and 1999 as part of the
Riyadh Intensive Care Program database. AKI defined by RIFLE occurred in
15,019 (35.8 %) patients: 7,207 (17.2 %) with R, 4,613 (11 %) I, and 3,199 (7.6 %)
with F. Hospital mortality rates were RIFLE R 20.9 %, I 45.6 %, and F 56.8 %,
compared with 8.4 % among patients without AKI. Bagshaw and colleagues [19]
studied 120,123 patients admitted to 57 ICUs across Australia for at least 24 h
from January 2000 to December 2005. AKI occurred in 36.1 %, with a maximum
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category R in 16.3 %, I in 13.6 %, and F in 6.3 %. The crude hospital mortality by
RIFLE category was 17.9 % for R, 27.7 % for I, and 33.2 % for F.

Complications

Various studies have reported on the increased mortality of ICU patients with
AKI. Ympa et al. [20], in a systematic review of the literature from 1970 to 2004,
observed an unchanged mortality of around 50 % from 80 studies. Uchino et al.
reported a hospital mortality rate of 60.3 % [17]. Hoste et al. [16] found that
patients with maximum RIFLE class R, class I and class F had hospital mortality
rates of 8.8 %, 11.4 % and 26.3 %, respectively, compared with 5.5 % for patients
without AKI. A multicenter evaluation of RIFLE criteria by Bagshaw et al. [19]
showed a crude hospital mortality of 17.9 % for R, 27.7 % for I and 33.2 % for F
criteria of the RIFLE classification. AKI, defined by any RIFLE category, was asso-
ciated with an increase in hospital mortality (OR 3.29, 95 % confidence interval
[CI] 3.19–3.41), whereas by multivariable analysis, each RIFLE category was
independently associated with hospital mortality (odds ratios [OR]: R 1.58, I 2.54,
and F 3.22). In another systematic review, Ricci et al. [21] found a stepwise
increase in relative risk for death with increasing AKI severity (R 2.40, I 4.15, F
6.37) compared with non-AKI patients. Finally, another study reported that
increasing severity of AKI was also associated with increased 1-month and 1-year
mortality compared with non-AKI patients [22]. Development of AKI is also
associated with longer ICU and hospital stays. In a study by Hoste et al. [16],
patients with AKI had a longer hospital stay (RIFLE class R 8 days, I 10 days, F
16 days) compared to the patients without AKI (6 days).

Limitations of Creatinine and the Need for Novel AKI Biomarkers

To date, sCr has typically been used for diagnosis of AKI. However, it is an insen-
sitive and unreliable biomarker during acute changes in kidney function and
there are several limitations to its use as an AKI biomarker [23]. First, its release
varies with age, gender, diet, muscle mass, drugs and vigorous exercise. Second,
tubular secretion accounts for 10–40 % of creatinine clearance, which could mask
a decrease in glomerular filtration rate (GFR). Third, creatinine becomes abnor-
mal when more than 50 % of GFR has been lost. Therefore, there is a delay
between injury and the subsequent increase in sCr and it may require up to 24
hours before sufficient increases in blood concentration are detectable.

It is assumed that biological damage at a cellular or molecular level precedes
the clinical spectrum of AKI. For instance, injured tubular cells secrete various
molecules many hours before the functional decline that is evident by creatinine
increase. However, so far the lack of an early AKI biomarker has hampered the
development of preventive strategies against AKI. Recent studies in humans have
established the need for timely intervention for successful AKI prevention or
treatment [24]. Consequently, with the incidence of AKI reaching epidemic
dimensions, the need for novel biomarkers is imperative.
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NGAL Biology and Pathophysiology

NGAL belongs to the lipocalin superfamily of > 20 structurally related secreted
proteins that are thought to transport a variety of ligands within a β-barreled
calyx [25]. Human NGAL was originally identified as a 25-kDa protein covalently
bound to gelatinase (matrix metalloproteinase [MMP]-9) from human neutro-
phils, where it represents one of the neutrophil secondary granule proteins [26,
27]. NGAL is expressed at very low levels in other human tissues, including kid-
ney, trachea, lungs, stomach, and colon [28]. NGAL expression is markedly
induced in stimulated epithelia. For example, it is upregulated in colonic epithe-
lial cells in areas of inflammation or neoplasia but is absent from intervening
uninvolved areas or within metastatic lesions [29]. NGAL concentrations are ele-
vated in the serum of patients with acute bacterial infections [30], which is con-
sistent with NGAL’s proposed function as an endogenous bacteriostatic protein
that scavenges bacterial siderophores (sidereophore is a small molecule which
binds iron and in bacteria it is called enterochelin), the sputum of subjects with
asthma or chronic obstructive pulmonary disease (COPD) [31], and the bronchial
fluid from the emphysematous lung [32]. In all of these cases, NGAL induction is
postulated to be the result of interactions between inflammatory cells and the epi-
thelial lining, with upregulation of NGAL expression being evident in both neu-
trophils and the epithelium [29–32]. Goetz et al. [33] showed that NGAL binds
siderophore-iron and, therefore, it could participate in iron transport. In mam-
mals, a siderophore has not been identified so far. These data were obtained by
x-ray crystallography and molecular modeling. By binding iron, NGAL could
mediate various physiologic functions, such as bacteriostatic and antioxidant
effects. Alternatively, it could act as a growth factor, regulating apoptosis or cell
differentiation. There are data supporting a role for NGAL as a regulator of the
epithelial phenotype, inducing the formation of kidney epithelia in embryos and
adults [34].

NGAL as a Novel Renal Biomarker

Preclinical Studies

Supavekin et al. [35] identified NGAL as one of the most upregulated genes in the
early post-ischemic mouse kidney, by using a cDNA microarray technique.
Mishra et al. [36] used a transcriptome-wide interrogation strategy to identify
renal genes that are induced early after renal ischemia and found that NGAL
induction represents a novel intrinsic response of the kidney proximal tubule
cells to ischemic injury. More specifically, by microarray analysis of mice with
unilateral renal ischemia, NGAL mRNA was markedly induced in the early postis-
chemic kidney, while NGAL protein was markedly overexpressed in the proximal
tubules of early ischemic mouse kidneys. Moreover, NGAL protein was easily
detected in the urine immediately after induction of acute renal failure in mice.

Another study [3], using a mouse model of severe renal failure through ische-
mia-reperfusion injury, showed that a single dose of NGAL introduced during the
initial phase of the disease, dramatically protected the kidney and mitigated azo-
temia, implying that endogenous NGAL might also play a protective role. Its
action was mediated by upregulation of heme oxygenase-1 (a protective enzyme),
preservation of proximal tubule N-cadherin, and inhibition of cell death. Current
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data suggest that induction of NGAL under harmful conditions is a compensatory
response to ameliorate oxidative stress-mediated toxicity [37].

NGAL in AKI

Preliminary Clinical Studies

The aforementioned findings have initiated a number of translational studies to
evaluate NGAL as a novel biomarker in human AKI. In a landmark prospective
study of children undergoing cardiopulmonary bypass (CPB), AKI diagnosis
using sCr was only possible 1–3 days after surgery [4]. In contrast, NGAL mea-
surements by Western blotting and by ELISA revealed a 10-fold or more increase
in the urine and plasma, within 2–6 h of the surgery in patients who subse-
quently developed AKI. Both urine and plasma NGAL (at a cut-off value of 50 g/
l) were excellent independent predictors of AKI, with an area under the receiver
operating characteristics curve (AUROC) of 0.998 for the 2-h urine NGAL
(uNGAL) and 0.91 for the 2-h plasma NGAL (pNGAL) concentration [4]. These
findings have now been confirmed in prospective studies of children and adults
who developed AKI after cardiac surgery, in whom urinary and/or plasma NGAL
were significantly elevated by 1–3 h after the operation. However, the AUROCs
for the prediction of AKI in adult patients have been rather disappointing when
compared with those of pediatric studies, and have ranged widely from 0.61 to
0.96. This could be attributed to various confounding factors, such as older age,
comorbidities or prolonged by-pass time. A recent meta-analysis of published
studies in all patients after cardiac surgery revealed an overall AUROC of 0.78 for
prediction of AKI, when NGAL was measured within 6 h of initiation of CPB and
AKI was defined as a > 50 % increase in serum creatinine [38]. Apart from car-
diac surgery, NGAL has shown promising results as a predictive biomarker for
AKI development in various other conditions, such as after kidney or liver trans-
plantation as well as after exposure to contrast materials. However, we will focus
on the studies that included adult patients admitted to general ICUs.

The Role of NGAL in a General Adult ICU

Studies published so far have many methodological inconsistencies that should be
taken into consideration, namely differences in study design, AKI definition, base-
line creatinine definition and percentage of patients already suffering from AKI on
admission. Generally, the definition of baseline sCr value is crucial because it will
determine whether a patient has AKI or not. Among studies, there is great heteroge-
neity about this definition. In most of them, whenever an sCr value prior to ICU
admission was not available, a value based on the Modification of Diet in Renal Dis-
ease-estimated GFR (MDRD-eGFR) equation solution (taking an arbitrary value of
75 ml/kg/m2 for eGFR) was used. This resulted in a high percentage of patients hav-
ing already developed AKI at admission. Table 2 contains information about all these
components for better comparison among the studies. Moreover, adult patients of a
general ICU constitute an extremely heterogeneous population with much comorbi-
dity, various disease severities and multiple interventions. In such patients, AKI
could be attributed to multiple insults, each occurring at different time point, which
could explain why NGAL has better performance in homogeneous populations with
predictable forms of AKI, such as pediatric or cardiac surgery populations.
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Table 2. Studies on neutrophil gelatinase-associated lipocalin (NGAL) in adult general intensive care
unit (ICU) patients

Ref. Sam-
ple
size

AKI
defini-
tion

AKI on en-
try (% out
of total)

Primary outcome Baseline or
peak value of
NGAL used

AUROC
for
pNGAL

AUROC
for
uNGAL

[39] 632 RIFLE 16 AKI prediction within first
week post-admission

baseline 0.77 0.80

[40] 301 RIFLE 30 AKI prediction within 48 h
post-admission

baseline 0.78 NA

[41] 451 AKIN 14 AKI prediction within 24 and
48 h post-admission

baseline NA 0.64*

[42] 88 RIFLE 36 Association between pNGAL
and AKI

baseline 0.92# NA

[43] 65 AKIN 0 AKI detection in patients with
septic shock

peak 0.67§ 0.86§

[44] 83 RIFLE 100 Discrimination between septic
and non-septic AKI within 48 h

peak 0.77 0.70

[45] 109 RIFLE 100 28-day mortality after RRT ini-
tiation

pNGAL at in-
ception of RRT

0.74 NA

AKI: acute kidney injury; AUROC: area under receiver-operating characteristic curve; pNGAL: plasma
NGAL; uNGAL: urine NGAL; NA: not available; RRT: renal replacement therapy. *AKI within 48 h post-
admission; #AKI within the first week post-admission; §AKI within 12 h post-admission.

There are only four studies, so far, that have prospectively examined the prognostic
ability of NGAL for AKI development in the mixed adult ICU population. de Geus
et al. [39] conducted a large prospective study including 632 consecutive patients,
of whom 16 % had AKI on entry. The percentage of patients with more severe AKI
(RIFLE F) was 9 %. A steady state level 4 weeks before admission was used as a
baseline value for sCr and if it was not available, then the admission value was used
as a surrogate baseline. The AUROCs for AKI prediction one week after admission
were 0.77 for baseline pNGAL and 0.80 for baseline uNGAL, whereas the AUROCs
for RRT need were 0.88 for baseline pNGAL and 0.89 for baseline uNGAL. Cruz et
al. [40] performed a prospective observational study with 301 consecutive patients,
of whom 30 % had AKI on admission. The AUROCs for baseline pNGAL regarding
AKI prediction within 48 h post-admission and continuous RRT (CRRT) need dur-
ing the ICU stay were 0.78 and 0.82, respectively. The lowest known value during
the preceding 3 months was used as baseline sCr value; if not available, it was esti-
mated by solving the MDRD-eGFR equation. Siew et al. [41], in a prospective
cohort study including 451 patients, of whom 14 % had AKI on entry, found poor
performance for baseline uNGAL regarding AKI diagnosis within 48 h post-admis-
sion, with an AUROC of 0.64. uNGAL remained independently associated with AKI
development after adjustment for other confounding factors included in a clinical
model, but addition of uNGAL only marginally improved the predictive perfor-
mance of the clinical model alone. Moreover, baseline uNGAL independently pre-
dicted RRT initiation during the ICU stay (hazard ratio [HR]: 2.60 [95 % CI:
1.55–4.35]), when included in a multivariate Cox proportional hazards model. This
study had some particularities compared with the other studies. For instance, in
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52 % of patients, baseline sCr was unavailable, multiple imputations methodology
was used to define baseline sCr values, and AKIN instead of RIFLE criteria for AKI
were used. Lastly, Constantin et al. [42] reported excellent diagnostic ability for
baseline pNGAL regarding AKI development within the first week after admission
(AUROC = 0.92). The AUROC for RRT need was 0.78. The study included 88 pa-
tients, 36 % of whom had AKI on admission. Baseline sCr was defined by recent
medical history and, if not available, by solving the MDRD-eGFR equation.

The Role of NGAL in Septic AKI

The impact of sepsis on NGAL levels in plasma and urine of critically ill adult
patients is controversial. Martensson et al. [43] conducted a study in 65 septic
patients, none of whom had AKI on entry, and evaluated the predicted ability of
pNGAL and uNGAL for the early detection of AKI. The AUROCs for AKI within
12 h post-admission in patients with septic shock were 0.86 for peak uNGAL and
0.67 for peak pNGAL. These authors also found that uNGAL was a more robust
marker of AKI than pNGAL in patients with septic shock, since uNGAL levels
remained within normal limits even when pNGAL increased in patients without
AKI. On the other hand, Bagshaw et al. [44] performed a prospective observa-
tional study in 83 patients with AKI and either sepsis or not, and sought to deter-
mine whether there were unique patterns to pNGAL and uNGAL in septic com-
pared with non-septic AKI. However, there was no septic non-AKI control group
for comparison. Septic AKI was associated with significantly higher baseline
pNGAL and uNGAL compared with non-septic AKI. The AUROCs for septic AKI
prediction within 48 h after admission were 0.77 and 0.70 for peak pNGAL and
peak uNGAL, respectively. Furthermore, the AUROCs for CRRT need prognosis
were 0.78 and 0.70, for peak pNGAL and peak uNGAL, respectively. In contrast,
Cruz et al. [40] found no significant difference in pNGAL among patients with
and without sepsis or systemic inflammatory response syndrome (SIRS). Lastly,
Kumpers et al. [45] conducted a prospective study in 109 critically ill patients
with AKI at inception of RRT and identified pNGAL as a strong independent pre-
dictor for 28-day survival (HR: 1.6 [95 %CI: 1.15–2.23]). The extent to which AKI
per se contributes to pNGAL levels could be confounded by the release of NGAL
into the bloodstream in septic conditions; therefore, larger studies in septic
patients are required to elucidate the role of NGAL in sepsis.

Conclusion

To date, NGAL seems to be the most promising novel biomarker for AKI develop-
ment even in the mixed population of a general ICU. However, the question is
whether a single biomarker is sufficient for AKI prediction or if a panel of such
markers would perform better. Early AKI detection by novel biomarkers (or a com-
bination) could lead to timely interventions (e.g., avoidance of nephrotoxic drugs,
early RRT initiation) to prevent the detrimental effects of AKI in critically ill
patients. With the incidence of AKI in the ICU currently increasing, it is strongly
suggested that large randomized studies be performed to validate the role of NGAL
(or a panel of renal biomarkers) in clinical decision making processes about earlier
implementation of more aggressive interventions, for example CRRT, when those
markers are elevated, before irreversible renal damage has occurred.
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Introduction

There has been increasing interest of clinicians in the high frequency of acute
kidney injury (AKI) in acute heart failure (AHF). The most important mechanism
behind cardiorenal syndrome type 1 is frequently an iatrogenic derangement
caused by inappropriate use of diuretics or other strategies to alleviate congestion
such as extracorporeal ultrafiltration [1]. In the attempt to remove fluid overload,
severe hemodynamic consequences may lead to renal hypoperfusion and AKI.

In these circumstances, the importance of sensitive, specific, but most of all,
early criteria to diagnose AKI has clearly emerged. The main issue is to character-
ize the type of renal injury, separating functional disorders from tubular damage.
In this field, creatinine has been proven useful as a biomarker for AKI although
it represents a late diagnostic tool serving as a surrogate marker for a fall in glo-
merular filtration rate (GFR) [2]. By the time GFR is declining, the damage has
often already occurred and very little can be done to prevent or to protect the
kidney from further damage. In this area, several molecules have proved useful
diagnostic tools to detect the presence of early kidney damage and to describe the
level of its severity [3]. Among them, neutrophil gelatinase-associated lipocalin
(NGAL) is the most carefully and extensively studied molecule. Because of its
ability to discriminate between volume responsive functional changes and true
kidney damage, NGAL has emerged as the most attractive and reliable candidate
biomarker [4]. Potential applications for biomarkers can thus be matched to dif-
ferent phases of the AKI continuum (Fig. 1).

In some studies however, the area under the receiver operating characteristic
curve (AUROC) has been suboptimal compared to other reports in the literature
[5, 6]. Because of the dynamic nature of the marker kinetics, uncertainties remain
pertaining to the optimal cut-off point and the timing at which the measurement
should be made, despite some interesting results [7, 8], and it may be that in cer-
tain settings the predictive capacity of a single NGAL measurement could be
somewhat limited. Furthermore, when AKI is in its early phases, the levels of
NGAL in blood may still be quite low and difficult to discriminate with a single
absolute cut-off value across individual patients. For these reasons, an approach
may be required that includes a clear definition of a continuous scale of NGAL
values in the low range and a repeated series of measurements as the clinical situ-
ation is evolving. In this chapter, we present a new way to utilize NGAL for the
early diagnosis of AKI and a new expanded range plasma assay capable of dis-
crete measurement even in the range below the classic lower limit of detection.
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Fig. 1. The spectrum of conditions from normal renal function to severe acute kidney injury (AKI) rep-
resents a continuum in which, in the early phases, functional, hypovolemic AKI may be detected by a
rise in serum creatinine not related to damage. In this condition, neutrophil gelatinase-associated lipo-
calin (NGAL) has been shown to remain unaffected. In the subsequent steps of the continuum, paren-
chymal damage may occur and biomarkers, such as NGAL, may rise even in the presence of normal
functional biomarkers, such as creatinine. In the later phases of AKI, functional biomarkers, such as cre-
atinine, rise due to a significant decrease in glomerular filtration rate (GFR). NGAL may remain high,
increase or even decrease depending on the presence or absence of an ongoing insult.

NGAL and its Current Applications

NGAL was first characterized as a protein complexed with matrix metallopepti-
dase (MMP)-9 isolated from neutrophils in response to specific stimuli [9]. NGAL
is also known as lipocalin-2 and siderocalin, and is known to play a role in fight-
ing bacterial infections through specific binding of siderophore-chelated iron ear-
marked for bacterial importation [10]. The association between NGAL and kid-
ney injury was first identified using the ischemia/reperfusion model in rodents,
in which NGAL mRNA increased markedly with resultant NGAL protein increases
in the plasma and urine within a few hours following ischemia/reperfusion
injury, 24–48 hours preceding serum creatinine (sCr) elevation [11]. Similar
results with early rise in NGAL ahead of creatinine were obtained using cisplatin
nephrotoxic injury models in animals [11, 12].

NGAL is, therefore, one of the most reliable early biomarkers for ischemic and
nephrotoxic kidney injury (acute tubular necrosis [ATN], contrast-induced
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nephropathy [CIN] and intensive care unit [ICU] settings). NGAL levels increase
significantly in AKI patients, but not in controls, 24–48 h before the rise of creat-
inine [13]. NGAL levels on the day of transplant predict delayed graft function
and dialysis requirement (2–4 days later) [14]. NGAL predicts the severity of AKI
and dialysis requirement in children and in adults [13, 15–18]. This biomarker
has been shown to be useful in several clinical settings especially after cardiopul-
monary bypass (CPB) in children and adults, in pediatric and adult ICU patients,
in trauma patients, in CIN and in toxic AKI [13–23]. Measurements of NGAL
may be influenced by coexisting variables, such as systemic or urinary tract infec-
tions, and pre-existing renal diseases, but nevertheless, NGAL has been shown to
have remarkable specificity and sensitivity [24–26]. Recently, one important
study has demonstrated that NGAL allows early diagnosis of AKI, distinguishing
between kidney damage AKI and functional volume responsive renal disorders
[4].

Cardiorenal Syndrome Type 1

Cardiorenal syndrome type 1 is defined by an acute heart disease (e.g., acute
heart failure) leading to AKI [1]. The clinical importance of AKI as far as out-
come is concerned has emerged clearly in recent years. AKI diagnosed by RIFLE
(Risk-Injury-Failure-Loss-End-stage kidney disease) or Acute Kidney Injury Net-
work (AKIN) criteria is associated with adverse clinical outcome. Worsening of
renal function in patients with heart failure represents an extremely important
risk factor and often results in an accelerated decline in the clinical picture [27].
For this reason, questions that need to be answered in the immediate future are:
Is it possible to prevent AKI in patients with acute heart failure, or is it at least
possible to make the diagnosis in the very early stages when mitigation of the
severe consequences is still conceivable? How can we manage heart failure
patients without harming their kidneys? Why have our previous attempts to pre-
vent AKI failed even in the presence of promising experimental results? In order
to answer these questions one must analyze the pathophysiology of renal damage
in cardiorenal syndrome. First, in contrast to experimental models of AKI, in
clinical practice AKI is diagnosed quite late so interventions that have seemed to
have a beneficial and protective action in the experimental setting may not give
similar results in the real world because they are probably applied too late. If we
had an earlier indicator of kidney damage, protective molecules might be able to
be applied earlier within a window of potential clinical benefit. If we could diag-
nose AKI early enough, we could likely completely rewrite the chapter of renal
prevention/protection with new or pre-existing drug molecules. Second, in acute
heart failure, many mechanisms play an important role in the development of
AKI and the most important among them should be addressed and considered in
a more timely fashion. We may identify hemodynamic changes, neuro-hormonal
derangements, associated exogenous factors and toxic effects, embolic episodes
and important immunomediated effects, such as inflammation-derived necrosis
and apoptosis, in the target organ. Even assuming the coexistence of risk factors
such as obesity, subclinical inflammation, endothelial dysfunction and acceler-
ated atherosclerosis, anemia and previous chronic kidney disease (CKD), we can-
not neglect the paramount importance of two main factors, renal hypoperfusion
and renal congestion.
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NGAL Curve in the Diagnosis of Cardiorenal Syndrome

Most patients admitted to the hospital for acute heart failure present with a status
of congestion and are definitely fluid overloaded [27]. In such patients, the renin-
angiotensin-aldosterone (RAA) axis is activated and a non-osmotic release of
vasopressin determines inappropriate renal vasoconstriction mediated by the V1
receptors and significant free water reabsorption mediated by the V2 receptors
present in the distal segment of the nephrons. These hemodynamic and patho-
physiological changes are worsened by significant venous congestion, which in
the presence of decreased perfusion of the glomerular tuft leads to a marked
decrease in the glomerular trans-capillary pressure gradient. This results in
severe oliguria, water and sodium retention, worsening congestion and peripheral
edema. In these circumstances, in addition to pharmacological therapy and the
often overlooked dietary recommendations, the cornerstone of immediate man-
agement is represented by diuretics. Patients are squeezed with loop diuretics
often at very high doses since a ‘status of diuretic resistance’ often occurs with
limited poliuric response to increasing doses of the drug. In some cases, diuretics
become ineffective and the only method to resolve the clinical impasse is the use
of extracorporeal ultrafiltration. In all cases however, the clinician has little or no
idea of the level of over hydration, and especially of the target body weight and
hydration that the patient should reach. In recent studies, the use of bioimped-
ance vectorial analysis (BIVA) has been advocated as a tool to be used in conjunc-
tion with B-natriuretic peptide (BNP) to modulate therapy and to define criteria
for hospital discharge [28]. In particular, although BNP is useful in identifying
when the patient should be discharged, BNP + BIVA may help to optimize fluid
status of the patient at discharge, reducing the number of subsequent rehospitali-
zations for acute heart failure. These two parameters do not, however, contribute
to understanding the renal response to diuretic and fluid removal strategies and
especially do not allow detection of possible renal insults because of excessive
fluid removal and iatrogenic renal hypoperfusion. In fact, over a third of these
patients display a significant increase in creatinine 48 to 72 hours after the begin-
ning of intensive diuretic or ultrafiltration therapy [29, 30]. In these circum-
stances, we suggest use of NGAL determination in blood as a biomarker of early
renal damage. NGAL has been shown to predict AKI 24 to 48 hours before a cre-
atinine increase is observed. However, since the management of acute heart fail-
ure patients may often be carried out over several days, it is unclear when the
NGAL should be measured. We believe that an ‘NGAL curve’ could be a useful
tool and could be created by taking blood samples every 12–24 hours as has been
done in the past for other biomarkers, such as troponin, myoglobin etc. To sup-
port this approach, we report our experience in several cases.

In Figure 2, we describe a typical case of a patient hospitalized for acute heart
failure. The patient displayed high values of BNP at admission and severe fluid
overload. The BIVA analysis suggested a moderate status of over-hydration with
a slight condition of malnutrition. The patient presented typical signs of conges-
tion with shortness of breath and oliguria. Treatment with high-dose diuretics
produced a significant increase in diuresis already after 24 hours, with partial
relief of symptoms. On subsequent days, the progressive increase in diuresis was
coupled with a parallel reduction in BNP levels (wet BNP) until both diuresis and
BNP stabilized (dry BNP level). By day 3, BIVA, which is serially performed in
these patients, displayed a moderate status of dehydration whereas creatinine
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Fig. 2. Didactic representation of
the time course of B-natriuretic
peptide (BNP), diuresis and cre-
atinine over several days after
hospitalization for acute decom-
pensated heart failure and the
beginning of a high dose
diuretic regime.

started to rise, reaching the condition of AKI (RIFLE R). Further increase in cre-
atinine over subsequent days led to RIFLE I class of AKI. The diagnosis of such
conditions is typically cardiorenal syndrome type 1.

In Figure 3, a similar patient was hospitalized for acute heart failure and a
pharmacological approach similar to the previous case was undertaken. However,
in this case, close monitoring of plasma NGAL was performed together with BNP,
diuresis and BIVA. After 24 hours, NGAL values had more than doubled com-
pared to baseline. At 48 hours, BIVA showed a significant reduction of the over-
hydration with values close to normal, whereas NGAL was more than 4 times
higher than baseline value at hospital admission. The NGAL warning triggered
the treating physician to stop the diuretic therapy and stabilize the patient for the
days that followed. Diuresis and BNP values remained stable whereas NGAL
showed a trend towards reduction. The values of creatinine remained stable
throughout the hospital admission. In this case, we may speculate that a type 1
cardiorenal syndrome was prevented by modifying the treatment strategy based
on the NGAL warning. This approach is only possible if a series of NGAL mea-
surements are made. In particular, the use of the ‘NGAL curve’ may allow the
treating physician to overcome the limitations because of uncertainties about the
cut-off value, and may create a more personalized evaluation in individual
patients considering baseline values and subsequent changes in NGAL values over
time. However, a potential limitation to this approach in the acute heart failure
population may be the relatively low NGAL levels expected in these patients in
light of the lower limit of detection of the first generation plasma NGAL assay
and the expected variation at the extreme low end of competitive immunoassays.
For this reason, we can speculate that the novel extended range plasma NGAL
assay may allow for better use of the potential of the NGAL curve offering quanti-
tative determinations of NGAL levels even in the low ranges. As in the case for C-
reactive protein (CRP) and troponin, we can consider that NGAL values in a sin-
gle subject are a continuum in which significant variations within the low range
or even below the previous assay detection limit, represent a significant event
from the clinical point of view. For this reason development of the extended range
assay represents a step forward for the early diagnosis of AKI in patients with
acute heart failure, especially if used in conjunction with the ‘NGAL curve’ con-
cept.
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Fig. 3. Didactic representation of
the time course of B-natriuretic
peptide (BNP), diuresis and cre-
atinine over several days after
hospitalization for acute decom-
pensated heart failure and the
beginning of a high-dose
diuretic regime. Management
was modified based on the neu-
trophil gelatinase-associated
lipocalin (NGAL) curve.

Extended Range NGAL Tests

The extended range competitive NGAL test (Triage®, Biosite Inc, Waltham, MA)
measures NGAL from the median of normal endogenous NGAL (ca. 60 ng/ml) to
1,300 ng/ml. As is typical of all immunoassays, at the extremes of the NGAL dose
response curve, assay imprecision increases. Nevertheless, the zone where the
best concentration precision is achieved is aligned with the intended use as an aid
for diagnosis of AKI in ICU patients.

However, many other indications where NGAL may prove useful, such as CIN,
worsening renal function in the background of heart failure, and AKI in CKD
require improved precision within the apparently healthy, NGAL concentration
range. Toward this aim, attempts were made to extend the quantifiable range of
NGAL. The final design was a sandwich format immunoassay that utilizes two
antibodies distinct of the one used in the competitive format as well as a different
sized detection particle (Fig. 4, Panels a and d).

In the initial competitive format, immunization, antibody selection, capture
chemistry, and calibration material were all derived from recombinant NGAL
cloned and expressed in bacteria. The re-designed sandwich assay used the same
NGAL construct but expressed in mammalian cells which impart post-transla-
tional modifications in the form of glycosylations. This mammalian cell-
expressed NGAL was used for immunization, antibody selection, and final cali-
bration. In addition, the antibodies employed in the sandwich immunoassay have
been selected to target the ‘free’ form of NGAL, not NGAL that is in the covalent
homodimeric form or heterodimeric complexes with MMP-9. It is believed that
this ‘free’ form of NGAL is more closely associated with AKI [31].

This design lowered the lower limit of NGAL detection from 60 ng/ml in the
competitive format to 15 ng/ml in the sandwich immunoassay. As such, the new
sandwich assay can provide quantitative measurements of NGAL over the entire
range of expected NGAL values from a non-diseased apparently healthy popula-
tion.

The properties cited above taken together give rise to a broader dynamic range
in the sandwich NGAL immunoassay as compared to the competitive format
(Fig. 4, Panels c and e). This, in turn, yields a much broader range over which
relatively lower concentration coefficients of variation can be obtained (Fig. 4,
Panels b and d). This becomes important as the concentration of NGAL
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Fig. 4. Comparison of attributes of competitive and sandwich neutrophil gelatinase-associated lipocalin
(NGAL) immunoassays on the Triage platform. Panels a and d show a cartoon representation of the
competitive and sandwich Triage NGAL immunoassays respectively. Panels b and e show the depen-
dence of signal-to-concentration percentage coefficient of variation (%CV) conversion factors as a func-
tion of NGAL concentration for the competitive and sandwich formats respectively. Panels c and f show
the normalized dose response characteristics for the competitive and sandwich immunoassay formats,
respectively. The filled circles represent averaged measurements from multiple Triage device replicates.
The solid black line through the measured points is a non-linear least-squares fit of those data to a
5-parameter asymmetric sigmoid model. The vertical dashed blue line represents the lower assay cut-
off as per the product package inserts.

approaches the endogenous NGAL levels observed in apparently healthy, normal
patient samples and in the additional indications of interest cited previously. The
effect can be demonstrated if one considers an example where both assays mea-
sure an NGAL concentration of 80 ng/ml with a fluorescence signal coefficient of
variation of 7 %. At 80 ng/ml, the signal-to-concentration conversion factors are
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Fig. 5. Comparison of the competitive and sandwich assays in different samples at different concentra-
tions. This demonstrates that the new extended range sandwich immunoassay for plasma NGAL is
capable of quantitatively measuring the full range of expected values from apparently healthy donor
populations.

2.8 and 1.6 for the competitive and the sandwich immunoassays respectively,
Fig. 4, Panels b and e). The 7 % signal coefficient of variation then corresponds to
an NGAL concentration coefficient of variation of 19.6 % and 11.2 % for the com-
petitive and sandwich formats, respectively.

To characterize the lower limits of the measurable range of the two assay for-
mats, plasma samples from apparently healthy donors were tested side-by-side on
the sandwich and competitive NGAL test devices. The extended detection range
of the sandwich immunoassay allowed for quantitative measurement of all appar-
ently healthy donor samples and identified a minimum sample NGAL concentra-
tion of 18 ng/ml. In 40 % of these samples, the NGAL concentration measured on
the extended range sandwich immunoassay was less than the lower limit of detec-
tion of the competitive immunoassay, i.e., 60 ng/ml. In the case of samples at or
above 60 ng/ml NGAL, the distribution of assay results for the two immunoassays
was comparable, as can be seen in Figure 5.

Conclusion

Cardiorenal syndrome is a complex clinical condition with potentially severe con-
sequences. AKI in heart failure patients is often caused by iatrogenic hemody-
namic derangement following inappropriate fluid status assessment and manage-
ment. Based on current knowledge, we can use early biomarkers, such as NGAL,
for early diagnosis of AKI. However, differences in individual response and
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uncertainties about cut-off values may limit the application of these new bio-
markers. We suggest that the usefulness of plasma NGAL in the diagnosis and
prevention of cardiorenal syndrome may increase if a curve of plasma values
rather than a single plasma measurement is determined. Even when a curve is
used, however, limitations of the first generation assay in measuring lower range
values may affect the meaning of results. For this reason, the new high sensitivity
assay for plasma NGAL may contribute to an improvement in the sensitivity of
diagnosis leading to more effective intervention strategies.
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Introduction

Prevention and management of organ dysfunction are central to the practice of
critical care medicine. To this end, physiological monitoring is used to assess
organ function and the effects of treatment in real time. One of the foremost
challenges for the intensive care specialist is to understand how to relate physio-
logical variables, such as oxygenation, blood pressure and cardiac output, to
underlying organ function. These relationships are complex and reflect interde-
pendence of organ function, treatment, disease and comorbid conditions. Never-
theless, in search of patterns to guide clinical management, we commonly relate
certain measurements to the function of particular organs, such as blood pres-
sure and cardio-circulatory function. In the case of the kidneys, maintenance of
urine output is a continuous manifestation of organ function and urine produc-
tion is both monitored as an index of organ function and targeted as a therapeu-
tic goal. However, in common with other continuously monitored physiological
variables, the relationship between urine output and underlying kidney function
is complex and there are many pitfalls to its interpretation in isolation.

Driven by attempts to better define kidney dysfunction and standardize treat-
ment, research has recently been focused on the significance of urine output dur-
ing critical illness. Here we discuss the pathophysiology of changes in urine flow
during acute illness, the role of urine output in the definition of renal dysfunc-
tion, and recent evidence relating reductions in urine output to clinical outcomes
and biochemical measures of kidney function.

What We Understand by Acute Kidney Injury

Acute kidney injury (AKI) is characterized by a sudden and sustained decrease in
glomerular filtration (GFR) leading to clinical manifestations of renal dysfunc-
tion. The term ‘acute kidney injury’ encompasses a spectrum of pathophysiologi-
cal processes, which may cause renal dysfunction. Whereas a small number of
cases of AKI in intensive care are related to urinary obstruction or intrinsic renal
disease, the majority of episodes in the intensive care unit (ICU) are due to a
combination of global hemodynamic changes, systemic inflammatory responses
and exogenous nephrotoxic insults. Discussion of AKI in critical care, therefore,
focuses on the occurrence of renal dysfunction secondary to these insults. A nor-
mal GFR is dependent on the ultrafiltration pressure gradient, determined by the
glomerular capillary-Bowman’s space hydrostatic pressure gradient and rate of
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renal plasma flow. During ultrafiltration, development of an opposing colloid
osmotic pressure gradient limits the GFR, which is normally 20 % of renal plasma
flow. Consequently reduced cardiac output (resulting in lower renal plasma flow)
and/or systemic hypotension (reducing glomerular capillary pressure) can gener-
ally be expected to cause a hemodynamically mediated, reversible, fall in GFR –
so called pre-renal azotemia. Commonly, however, reduction in GFR is not rap-
idly reversible after correction of hemodynamic abnormalities, reflecting pro-
gression of AKI to renal cellular injury or sustained neurohormonal changes. AKI
occurring in the context of acute illness typically involves tubular cellular injury
[1], principally in the late proximal convoluted tubule and distal loop of Henle,
which is characterized by cellular dedifferentiation, disruption of intercellular
tight junctions, shedding of cytoskeletal debris into the tubular lumen and loss of
polarized expression of transmembrane ion channels [2] and may culminate in
shedding of viable tubular cells or cellular apotosis. Local inflammatory
responses [1] play an important role in the pathogenesis of this process and a pri-
mary physiological consequence of tubular injury is a failure to actively reabsorb
salt and water from the ultrafiltrate because of disruption of the polarized tubular
epithelium [2]. A number of mechanisms then go on to decrease actual or effec-
tive glomerular filtration including elevated intra-tubular pressure, activation of
tubulo-glomerular feedback (causing pre-glomerular vasoconstriction) and unse-
lective back-leak of ultrafiltrate.

The etiology of tubular cellular injury is complex and multifactorial. Absolute
renal ischemia and reperfusion is common in experimental models of AKI. How-
ever, such extreme reductions in renal blood flow are uncommon clinically;
experimentally near, but not complete, reduction of renal blood flow in the
absence of other insults is not followed by sustained AKI [3]. Cellular injury in
AKI complicating critical illness is probably the result of complex interactions
between the borderline oxygen supply-demand relationship at the renal cortico-
medullary junction, microcirculatory dysfunction in systemic inflammation and
the effects of nephrotoxins [4]. Of note, as loss of tubular integrity precedes
reduction in GFR, any effect of this reduction on urine output can be blunted by
the loss of urinary concentrating capacity.

How AKI is Diagnosed and Defined

Diagnosis of AKI has traditionally been reliant on the accumulation of nitroge-
nous products of metabolism, such as creatinine, in the bloodstream, reflecting a
reduction in their excretion via the glomerular ultrafiltrate. Historically, a wide
variety of biochemical and clinical criteria have been used to define renal dysfunc-
tion. More recently, consensus definitions of AKI have been developed reflecting
the reciprocal relationship between an increase in serum creatinine (sCr) to a new
steady state and the underlying decrease in GFR. In the RIFLE (Risk-Injury-Fail-
ure-Loss-End-stage kidney disease) classification of AKI [5], sequentially greater
classes of renal dysfunction (RIFLE class R, I or F) are defined by increases in sCr
to 1.5, 2 or 3 times the baseline level (Table 1). Subsequently the AKI Network
(AKIN) [6] (Table 1) modified the RIFLE definitions by including an absolute cre-
atinine increase of 27 mol within 48 h, which has been associated with adverse
patient outcomes [7], to widen the criteria for the least severe category of renal
injury (AKIN 1). Additionally the AKIN criteria remove the need for an estimated
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Table 1: Consensus definitions of acute kidney injury (AKI)

RIFLE [5] AKIN [6]*

Criteria Creatinine definition Urine definition Criteria Creatinine definition Urine definition

Risk 1.5-fold increase
from reference sCr‡

or decrease in GFR
25 %**

< 0.5 ml/kg/h
for > 6 consecu-
tive hours

Stage 1 26 mol/l
increase within 48 h
or 1.5 fold
increase† from
reference sCr‡

< 0.5 ml/kg/h for
> 6 consecutive
hours

Injury 2 fold increase†

from reference sCr‡

or decrease in GFR
50 %**

< 0.5 ml/kg/h
for > 12 h

Stage 2 2 fold increase†
from reference sCr‡

< 0.5 ml/kg/h for
> 12 hours

Failure 3 fold increase†
from reference sCr‡

or 354 mol/l
increase or decrease
in GFR 75 %**

< 0.3 ml/kg/h
for > 24 hr or
anuria for 12 h

Stage 3 3 fold increase†
from reference sCr‡

or 354 mol/l
increase or com-
menced on RRT

< 0.3 ml/kg/h for
> 24 h or anuria
for 12 h

Only one criterion (creatinine or urine output) has to be fulfilled to qualify for a stage.
sCr: serum creatinine; RIFLE – Risk Injury Failure Loss End-stage kidney disease; AKIN: Acute Kidney
Injury Network; GFR: glomerular filtration rate; RRT: renal replacement therapy
* AKIN definition assumes that diagnosis based on the urine output criterion alone will require exclu-
sion of urinary tract obstructions that reduce urine output or other easily reversible causes of reduced
urine output and that AKIN criteria should be used in the context of the clinical presentation and fol-
lowing adequate fluid resuscitation when applicable.
** In practice GFR definitions in the RIFLE criteria have not been widely employed.
† In both definitions, change in SCr is presumed to have occurred within one week.
‡ Reference creatinine is lowest recorded creatinine value in last 3 months. In absence of a reference
value, RIFLE criteria suggest calculation of a theoretical baseline serum creatinine value for a given
patient assuming a low-normal GFR (75 ml/min/1.73m2), whereas AKIN criteria suggest daily determi-
nation of creatinine and use of lowest creatinine within a 7-day timeframe as reference.

baseline creatinine if none is available, and stipulate that adequate acute resusci-
tation has been given before assessment of criteria. Finally, the AKIN definition
also categorizes all patients receiving renal replacement therapy (RRT) to the
most severe category of AKI (AKIN 3). Most recently these definitions have been
incorporated into the latest Kidney Disease: Improving Global Outcomes
(KDIGO) [8] recommendations on the diagnosis and treatment of AKI.

Although these biochemical classifications of AKI have immeasurably
strengthened AKI research by standardizing approaches, they are intrinsically
limited by the dynamic nature of renal injury, since a steady state of serum bio-
chemistry is rarely obtained and creatinine changes can considerably lag acute
changes in GFR. Furthermore, decreases in creatinine generation rate during
acute illness and increases in volume of distribution with fluid therapy can act
counter to rises in plasma creatinine after a fall in GFR, potentially masking the
severity of renal dysfunction that has occurred. Concerns about the speed and
accuracy with which changes in plasma creatinine reflect real-time changes in
GFR led to the adoption of urine output criteria to additionally identify AKI
within the consensus definitions. In the RIFLE criteria, a urine output of less than
0.5 ml/kg/h for 6 consecutive hours is diagnostic of RIFLE-R and for 12 consecu-
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tive hours of RIFLE I, whereas 24 hours of more severe oliguria (< 0.3 ml/kg/h) or
12 h of complete anuria fulfil the criteria for RIFLE F. The choice of these cut-off
values was based on expert opinion only and these values were subsequently
transferred unchanged to the AKIN stages 1, 2 and 3 respectively (although with
the explicit requirement that adequate fluid resuscitation has occurred prior to
assessment).

What Physiological Processes Cause Oliguria and How They Relate
To AKI

The quantity of urine output is dependent on the GFR and the subsequent rate of
water and solute reabsorption along the nephron. In normal physiology, a high
GFR is required to effectively maintain a low concentration of products of metab-
olism in the plasma by unselective convective clearance in the glomerular ultrafil-
trate. The composition of the ultrafiltrate is then modified in the tubules to main-
tain salt, water and extracellular volume homeostasis. Given that a healthy adult
with a GFR of �100 ml/min can stably excrete less than 1000 ml of urine a day,
much less than 1 % of the ultrafiltrate volume can appear as urine. Depending on
the body’s salt and water balance, urinary osmolality may vary from less than 100
to over 1200 milliosmoles and urinary sodium concentration from less than 10 to
over 100 millimoles. The composition of the urine is governed by local and sys-
temic neuroendocrine mechanisms principally the renin/angiotensin/aldosterone
system (RAAS) and the hypothalamic-pituitary antidiuretic hormone (ADH) axis.
Thus, in healthy adults subjected to water deprivation, urine output falls to a
physiological minimum and hormonal mechanisms attempt to maintain plasma
osmolality and extracellular volume. It has been known since the 1940s that, if
water deprivation is maintained, maximal urinary concentrating capacity will
result in an obligatory minimum urine output of around 500 ml/day [9,10]. Urine
output falling below this level thus implies that a reduction in GFR must have
occurred. These early studies underlie the concept that severe oliguria is indi-
cated by a sustained urine output of approximately < 15 ml/h or 0.3–0.4 ml/kg/h
– reflected in the RIFLE F/AKIN 3 definition. Crucially, however, the ability to
excrete such a concentrated urine is critically dependent on intact tubular func-
tion – in the setting of chronic kidney disease or diuretic therapy more modest
decreases in urine volume, which might be entirely physiological for a healthy
adult, will not occur without an acute fall in GFR. Furthermore, if concentrating
capacity is significantly limited, very large decreases in GFR (>> 50 %) may be
required for clinical oliguria to occur. Thus, oliguria in the presence of biochemi-
cal renal dysfunction has traditionally been regarded as indicative of more severe
AKI, associated with greater need for RRT and higher risk of death. In summary,
oliguria can be regarded either as an early sign of hemodynamic instability, in
which the kidney may be intact but at risk, or a late sign of severity of renal dys-
function, a dual role that can confuse its clinical interpretation without consider-
ing the underlying mechanism of oliguria.

Mechanistically, in acute illness, actual or effective hypovolemia may trigger
salt and water retention and oliguria by neuroendocrine physiological responses
even when cardiac output and blood pressure are maintained by vasoconstriction
and tachycardia. Additionally, pain and surgical stress can trigger these neuroen-
docrine responses resulting in transient oliguria even in the absence of circula-
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tory compromise. In early illness, even though renal plasma flow and GFR may be
preserved, renal oxygen consumption can be increased and the kidney may be at
risk from circulating nephrotoxins or changes in intrarenal blood flow. With
more severe illness, or in the presence of comorbid conditions, the patient’s car-
diovascular reserve may become exhausted and hypotension and/or reduction in
cardiac output may occur. At this renal blood flow point, GFR will decrease, but,
in addition, ADH-, sympathetic- and RAAS-mediated urinary concentration will
also contribute to oliguria. Significantly, the exact mechanisms of hemodynami-
cally-mediated reduction in GFR may vary in differing clinical contexts. In hypo-
volemic or cardiogenic shock, reduction in cardiac output and ability to auto-reg-
ulate renal blood flow may be most important. Conversely, in sepsis, renal vasodi-
lation, systemic hypotension and intrarenal shunting may abolish ultrafiltration
even though renal blood flow might be increased [11]. In this context, while
global renal ischemia may not occur, circulating inflammatory mediators, endo-
thelial injury and microvascular blood flow changes can cause renal (tubular)
injury [4]. Finally, irrespective of the nature of the insult, if it is sustained, tubular
injury will progressively occur and reduction in GFR will become the primary
driver of oliguria. Thus, clinical interpretation of oliguria requires understanding
of the disease process involved.

Consider four scenarios: First, an adequately resuscitated patient with postoper-
ative pain; second, a healthy individual with 25 % blood loss after trauma; third,
a patient with chronic heart failure and low grade sepsis; and fourth, a young
patient with abdominal sepsis and hyperdynamic shock. All these patients are
likely to be oliguric, and might recover urine output with timely appropriate treat-
ment, but may benefit from different clinical approaches – particularly with regard
to fluid management. Thus, while adequate resuscitation is essential in true hypo-
volemia, several lines of evidence have linked fluid overload to adverse outcomes
and AKI [12], both observationally in mixed critically ill patients [13, 14], and
prospectively in elective surgery [15]. Additionally, because of the speed of onset
of illness, therapy or co-morbid conditions, it is not uncommon for patients to
develop sustained AKI without a prior ‘pre-renal’ phase of oliguria so that reduc-
tion in urine output is, from the outset, a direct manifestation of a (non-rapidly
reversed) decrease in GFR when hemodynamic intervention will not be likely to
restore urine output; here, continued fluid administration risks systemic edema
and worsening organ dysfunction [12]. Conversely, whereas decreased GFR has
been described as a protective response in tubular injury, by limiting renal work
and preventing further ischemic injury, recent evidence in AKI after cardiopulmo-
nary bypass (CPB) has shown that oxygen consumption relative to the amount of
sodium reabsorption is actually increased in AKI [16], suggesting that unless GFR
is near zero, tubular metabolic demand may be higher than expected and that
maintaining renal oxygen delivery is of importance even if AKI is established.

Historically, indices of urinary concentration and tubular function, such as
fractional excretion of sodium or urea have been employed to distinguish the
underlying nature of renal injury in oliguria. In practice, little evidence exists to
support their clinical utility [17, 18]. Whereas production of very concentrated
urine implies relatively intact tubular function, multiple acute and chronic condi-
tions can cause failure of concentration capacity. Furthermore, the transition to
tubular injury is unlikely to be abrupt, but instead progressive so that in most
cases in the ICU the interpretation of a snapshot urinary electrolyte assay is likely
to be of limited value.
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The Rationale for the Oliguria Criteria in the Consensus Definitions
of AKI

The most severe RIFLE F or AKIN 3 definition of AKI requires a sustained level
of urine output below that achievable with the maximal renal concentrating
capacity and intact renal function and thus implies that a reduction in GFR has
occurred. This is useful given the lag that may occur before the rise in plasma
creatinine fully reflects the fall in GFR and because plasma creatinine is generally
only determined on a daily basis. Urine output definitions of less severe renal
dysfunction, RIFLE R or I and AKIN 1 or 2, require shorter durations (6–12 or
> 12 h) and a less stringent definition of oliguria (< 0.5 ml/kg/h), which probably
lies on the borderline of maximal urinary concentration. These definitions proba-
bly capture two groups: First, patients with intact concentrating capacity and
physiological oliguria who are at risk of AKI; and second, a group with chroni-
cally or acutely impaired concentrating capacity who have mild to moderate acute
reduction in GFR. Of course, reduction in GFR may occur without any decrease
in urine output meeting these criteria. Thus, these less severe urine output crite-
ria represent a heterogeneous mix of clinical circumstances. Furthermore, noth-
ing in the formulation of these definitions confirmed that urine criteria were
comparable to their equivalent creatinine-based criteria in terms of clinical
course and outcomes despite their interchangeability in the definitions; neither is
any additional significance ascribed to fulfilment of both urine and creatinine
criteria. Finally shorter periods of oliguria – that commonly trigger clinical inter-
ventions – were not examined in these definitions.

Validation of AKI Definitions

Since their inception, the association between RIFLE or AKIN-defined AKI and
risk of death has been examined in a number of retrospective and prospective
observational studies. Increasing severity of AKI has been associated with
increasing mortality both in ICU [19–30] and general hospital populations [31].
Comparison of the RIFLE and AKIN definitions has not clearly favored one above
the other [24, 27, 29, 30], although in some studies, differing grades of the AKIN
definition have not clearly defined differing risk of death, suggesting loss of preci-
sion with use of the AKIN definition [28, 30, 32, 33]. A number of studies have
examined large patient databases; inclusion of a large number of patient episodes
has demonstrated robust relationships between severity of AKI and outcome
although only creatinine criteria were employed as incomplete urine output data
was available [23, 28, 31]. Reports that did include some form of urine output cri-
teria when relating AKI definition to survival are shown in Table 2.

Studies have varied in their ability to accurately incorporate urinary output
into the definitions, depending on the datasets available. The association between
severity of AKI and higher risk of death remains when employing combined defi-
nitions; however, for urine output criteria in isolation, there are significant incon-
sistencies in the reported ability to predict survival, with some studies suggesting
that urinary criteria alone are inferior to creatinine-based or combined defini-
tions [22, 27, 29, 30], others suggesting they perform equally [25, 26] and one
recent large study suggesting that urinary changes could be a better predictor of
outcome [33]. Of course oliguria, occurring as a sign of hemodynamic compro-

Urine Output and the Diagnosis of Acute Kidney Injury 633

XV



Ta
b
le

2
.

St
ud

ie
s

in
cl
ud

in
g

ur
in

e
ou

tp
ut

cr
ite

ria
w

he
n

ex
am

in
in

g
as

so
ci
at

io
n

be
tw

ee
n

ac
ut

e
ki

dn
ey

in
ju

ry
(A

KI
)

di
ag

no
sis

an
d

cl
in

ic
al

ou
tc

om
es

.

Au
th

or
,y

ea
r

[re
f]

Se
tt
in

g
Nu

m
be

r
w

ith
AK

I
Cr

ite
ria

us
ed

Ur
in

e
ou

tp
ut

cr
ite

ria
Re

la
tio

ns
hi

p
be

tw
ee

n
AK

I
an

d
ou

tc
om

e
Ef

fe
ct

of
ur

in
e

ou
tp

ut
cr

ite
ria

ve
rs

us
cr

ea
tin

in
e

cr
ite

ria

Ab
os

ai
f,

20
05

[1
9]

M
ix

ed
IC

U
ad

m
iss

io
ns

18
3

RI
FL

E
sc

or
e

on
IC

U
ad

-
m

iss
io

n
da

y

RI
FL

E
in

fir
st

24
h

IC
U

on
ly

In
cr

ea
se

d
m

or
ta

lit
y

fo
r

RI
FL

E
F

vs
R

or
I

No
t

as
se

ss
ed

Cr
uz

,2
00

6
[2

2]
M

ix
ed

IC
U

ad
m

iss
io

ns
23

4
RI

FL
E

RI
FL

E
du

rin
g

IC
U

st
ay

In
de

pe
nd

en
t

in
cr

ea
se

in
ris

k
of

de
at

h
w

ith
in

cr
ea

sin
g

RI
FL

E
ca

te
-

go
ry

In
de

pe
nd

en
t

as
so

ci
at

io
n

w
ith

m
or

ta
lit

y
re

m
ai

ne
d

w
he

n
co

ns
id

er
in

g
cr

ea
tin

in
e

cr
i-

te
ria

al
on

e
bu

t
w

as
no

t
se

en
w

he
n

ur
in

e
ou

tp
ut

w
as

ex
am

in
ed

in
iso

la
tio

n

Ho
st

e,
20

06
[2

0]
M

ix
ed

IC
U

ad
m

iss
io

ns
36

17
RI

FL
E

RI
FL

E
(2

h
ur

in
e

m
ea

-
su

re
m

en
ts

du
rin

g
IC

U
st

ay
)

In
de

pe
nd

en
t

as
so

ci
at

io
n

be
tw

ee
n

RI
FL

E
cl
as

se
s

I
or

F
w

ith
ho

sp
ita

l
m

or
ta

lit
y

Pa
tie

nt
s

w
ith

RI
FL

E
F

on
cr

ea
tin

in
e

cr
ite

ria
ha

d
so

m
ew

ha
t

hi
gh

er
ho

sp
ita

lm
or

ta
lit

y
th

an
cl
as

s
F

on
ur

in
e

ou
tp

ut
cr

ite
ria

Ku
itu

ne
n,

20
06

[2
1]

Po
st

ca
r-

di
ot

ho
ra

ci
c

su
rg

er
y

15
6

RI
FL

E
RI

FL
E

du
rin

g
IC

U
st

ay
RI

FL
E

cl
as

sif
ic
at

io
n

w
as

an
in

de
-

pe
nd

en
t

ris
k

fa
ct

or
fo

r
90

-d
ay

m
or

ta
lit

y

No
t

as
se

ss
ed

Ba
gs

ha
w

,
20

08
[2

4,
25

]

M
ix

ed
IC

U
44

55
3

(A
KI

N)
43

39
5

(R
IF

LE
)

AK
IN

an
d

RI
FL

E
M

od
ifi

ed
:

<
84

0
m

l/d
ay

R/
1

<
50

4
m

l/d
ay

I/2
<

96
m

l/d
ay

F/
3

Cr
ud

e
m

or
ta

lit
y

w
as

hi
gh

er
fo

r
hi

gh
er

AK
I
cl
as

s
in

bo
th

de
fin

i-
tio

ns
No

st
at

ist
ic
al

di
ffe

re
nc

e
in

m
or

ta
lit

y
by

AK
I
de

fin
iti

on

Si
m

ila
r

fin
di

ng
of

in
cr

ea
se

d
od

ds
ra

tio
fo

r
de

at
h

w
he

n
an

al
ys

is
re

st
ric

te
d

to
RI

FL
E

by
on

ly
se

ru
m

cr
ea

tin
in

e
or

on
ly

ur
in

e
ou

tp
ut

cr
ite

ria

Ba
rr
an

-
te

s,
20

08
[2

6]

M
ed

ic
al

IC
U

ad
m

iss
io

ns

21
3

An
y

AK
IN

(A
KI

N
1
–

3)
AK

IN
du

rin
g

IC
U

st
ay

Pr
es

en
ce

of
AK

I
(A

KI
N

1
–

3)
w

as
an

in
de

pe
nd

en
t

pr
ed

ic
to

r
of

ho
s-

pi
ta

lm
or

ta
lit

y

Od
ds

ra
tio

s
fo

r
de

at
h

w
er

e
no

t
sig

ni
fi-

ca
nt

ly
di

ffe
re

nt
w

he
n

us
in

g
cr

ea
tin

in
e,

ur
in

e
ou

tp
ut

or
th

e
pr

es
en

ce
of

bo
th

cr
i-

te
ria

to
di

ag
no

se
AK

I

Lo
pe

s,
20

08
[2

7]
M

ix
ed

IC
U

ad
m

iss
io

ns
33

4
(A

KI
N)

29
0

(R
IF

LE
)

AK
IN

an
d

RI
FL

E
AK

IN
/R

IF
LE

du
rin

g
IC

U
st

ay
M

or
ta

lit
y

w
as

sig
ni

fic
an

tly
hi

gh
er

fo
r

AK
I
de

fin
ed

by
an

y
of

th
e

AK
IN

or
RI

FL
E

cr
ite

ria
.T

he
re

w
er

e
no

st
at

ist
ic
al

di
ffe

re
nc

es
in

m
or

-
ta

lit
y

by
th

e
AK

I
de

fin
iti

on

Se
ru

m
cr

ea
tin

in
e

cr
ite

ria
w

as
a

be
tt
er

pr
ed

ic
to

r
of

m
or

ta
lit

y
th

an
ur

in
e

ou
tp

ut
.

In
cr

ea
se

in
cr

ea
tin

in
e

w
as

an
ea

rli
er

sig
n

of
w

or
se

ni
ng

re
na

lf
un

ct
io

n
th

an
ol

ig
ur

ia

634 J.R. Prowle and R. Bellomo

XV



Ta
b
le

2
.

(c
on

tin
ue

d)

Au
th

or
,y

ea
r

[re
f]

Se
tt
in

g
Nu

m
be

r
w

ith
AK

I
Cr

ite
ria

us
ed

Ur
in

e
ou

tp
ut

cr
ite

ria
Re

la
tio

ns
hi

p
be

tw
ee

n
AK

I
an

d
ou

tc
om

e
Ef

fe
ct

of
ur

in
e

ou
tp

ut
cr

ite
ria

ve
rs

us
cr

ea
tin

in
e

cr
ite

ria

Ha
as

e,
20

09
[2

9]
Po

st
ca

r-
di

ot
ho

ra
ci
c

su
rg

er
y

12
7(

AK
IN

)
13

0(
RI

FL
E)

AK
IN

an
d

RI
FL

E
AK

IN
/R

IF
LE

du
rin

g
IC

U
st

ay
W

or
se

ni
ng

RI
FL

E
or

AK
IN

st
ag

e
w

as
as

so
ci
at

ed
w

ith
in

cr
ea

sin
g

in
-h

os
pi

ta
lm

or
ta

lit
y

w
ith

no
sig

-
ni

fic
an

t
di

ffe
re

nc
e

be
tw

ee
n

de
fin

i-
tio

ns

Se
ru

m
cr

ea
tin

in
e–

ba
se

d
cl
as

se
s

w
er

e
th

e
st

ro
ng

es
t

pr
ed

ic
to

rs
of

in
-h

os
pi

ta
lm

or
ta

l-
ity

w
he

re
as

ur
in

e
ou

tp
ut

cr
ite

ria
sh

ow
ed

th
e

lo
w

es
t

pr
ed

ic
tiv

e
va

lu
e

al
th

ou
gh

RI
FL

E
F/

AK
IN

3
on

ur
in

e
ou

tp
ut

cr
ite

ria
pr

e-
di

ct
ed

hi
gh

er
ho

sp
ita

lm
or

ta
lit

y,
LO

S
an

d
ne

ed
fo

r
RR

T

Jo
an

ni
di

s,
20

09
[3

0]
M

ix
ed

IC
U

ad
m

iss
io

ns
40

93
(A

KI
N)

50
93

(R
IF

LE
)

AK
IN

an
d

RI
FL

E
Al

lp
at

ie
nt

s
w

ith
ur

in
e

ou
tp

ut
<

12
m

l/k
g/

da
y

as
sig

ne
d

to
AK

IN
st

ag
e

2
or

RI
FL

E

AK
I
by

RI
FL

E
or

AK
IN

w
as

as
so

ci
-

at
ed

w
ith

in
cr

ea
se

d
ho

sp
ita

lm
or

-
ta

lit
y

RI
FL

E
sh

ow
ed

hi
gh

er
de

te
ct

io
n

ra
te

of
AK

I
in

th
e

fir
st

48
h.

M
or

ta
lit

y
ra

te
s

by
cr

ite
ria

de
fin

ed
by

w
or

st
ur

in
e

ou
tp

ut
w

er
e

co
ns

ist
en

tly
lo

w
er

th
an

w
he

n
de

fin
ed

by
w

or
st

se
ru

m
cr

ea
tin

in
e.

M
or

ga
n,

20
10

[3
5]

M
ix

ed
IC

U
ad

m
iss

io
ns

22
8

(R
IF

LE
-F

)
RI

FL
E

F
on

ly
RI

FL
E

F
ur

in
e

ou
tp

ut
cr

ite
ria

du
rin

g
IC

U
st

ay
In

cr
ea

se
d

ris
k

of
de

at
h

Ol
ig

ur
ic

RI
FL

E-
F

AK
Iw

as
as

so
ci
at

ed
w

ith
a

sig
ni

fic
an

tly
hi

gh
er

ris
k

of
re

qu
iri

ng
ac

ut
e

di
al

ys
is,

lo
ng

-t
er

m
di

al
ys

is
an

d
ho

sp
ita

l
m

or
ta

lit
y

co
m

pa
re

d
w

ith
cr

ea
tin

in
e

de
fin

ed
RI

FL
E-

F
al

on
e.

M
an

de
l-

ba
um

,2
01

1
[3

3]

M
ix

ed
IC

U
ad

m
iss

io
ns

82
72

AK
IN

AK
IN

du
rin

g
IC

U
st

ay
AK

IN
-d

ef
in

ed
AK

I
w

as
in

de
pe

n-
de

nt
ly

as
so

ci
at

ed
w

ith
m

or
ta

lit
y,

ris
k

as
so

ci
at

ed
w

ith
cl
as

se
s

1
an

d
2

di
d

no
t

sig
ni

fic
an

tly
di

ffe
r

Ur
in

e
ou

tp
ut

cr
ite

ria
al

on
e

w
as

a
be

tt
er

pr
ed

ic
to

r
of

m
or

ta
lit

y
th

an
cr

ea
tin

in
e

al
on

e
or

a
co

m
bi

na
tio

n
of

bo
th

at
ea

ch
st

ag
e

of
AK

I

RI
FL

E
–

Ri
sk

In
ju

ry
Fa

ilu
re

Lo
ss

En
d

st
ag

e;
AK

IN
–

Ac
ut

e
Ki

dn
ey

In
ju

ry
Ne

tw
or

k;
LO

S:
le

ng
th

of
st

ay
;R

RT
:r

en
al

re
pl

ac
em

en
t

th
er

ap
y

Urine Output and the Diagnosis of Acute Kidney Injury 635

XV



mise, could be associated with an increased risk of death, without implying actual
renal injury; however, the same concerns might also apply to analysis of more
rapidly reversed changes in sCr, which are still associated with adverse outcomes
[34] even though overt tubular injury is unlikely to have occurred and it is likely
that both urine and creatinine criteria will identify heterogeneous patient popula-
tions.

Oliguria may have additional significance when considering more severe renal
dysfunction. In a study specifically examining this question [35], RIFLE F defined
by oliguria (with or without creatinine criteria) was associated with worse out-
comes when compared with RIFLE F defined by creatinine criteria in isolation.
This finding is further supported by the poor outcomes in oliguria-defined RIFLE
F reported by Haase et al. [29]; however, it is in contradiction to the outcomes
reported by Hoste et al. [20], which showed that creatinine-defined RIFLE F was
associated with modestly worse survival than oliguria-defined RIFLE F.

Recent Evidence Relating Oliguria-defined AKI to Clinical Outcomes

Although evidence relating creatinine-based and combined definitions of AKI to
outcomes is robust, there is conflicting evidence on the specific value of oliguria
in these definitions. The complexity of the physiology of oliguria and study-spe-
cific differences may account for these discrepancies. These issues have recently
been specifically explored in prospective studies of oliguria in AKI diagnosis.

Macedo et al. [36] prospectively examined urine output in 75 admissions to a
US medical ICU over a two-month period. A digital continuous urine flow meter
was used to accurately and continuously monitor urine flow. These investigators
employed different definitions of AKI based on the time interval for evaluation
of oliguria: < 0.5 ml/kg/h for 6 consecutive hours (the AKIN 1/RIFLE R stan-
dard), < 3 ml/kg total during any 6 hour period and < 3 ml/kg during fixed six
hour blocks based on nursing shifts. Fifty-five percent of patients had an episode
of oliguria and there was no significant difference among the three methods of
assessment. Overall, 21 patients (28 %) were diagnosed with AKI based on AKIN
creatinine criteria and as many again (24, 32 %) were diagnosed by urine criteria
in the absence of creatinine changes. Patients with AKI diagnosed exclusively by
urine output criteria had non-significantly higher mortality than non-AKI
patients, and patients with urine output < 6 ml/h over a 12 h block (approxi-
mates AKIN 2) had a significantly greater risk of death (7 vs. 33 % p = 0.004).
Finally, the total number of hours of oliguria and total number of episodes of oli-
guria during the ICU stay were incrementally associated with increasing risk of
death.

In another study, Han et al. [32] assessed 1625 critically ill patients over the
first seven days of ICU admission. Fifty-seven percent of patients were diagnosed
with AKI, 25.7 % on urine output criteria alone. More severe AKI, defined by
urine output, was associated with incrementally greater hazard ratios for hospi-
tal mortality (hazard ratios, 1.81, 2.96, 4.17 for AKIN stages 1 to 3 respectively),
comparable to those observed using creatinine or combined criteria. Adjustment
for diuretic administration did not affect these results. In this study, creatinine
criteria did not distinguish AKIN stages 2 and 3 as of differing risk of death –
again suggesting a possible role for oliguria in risk stratification of more severe
AKI.
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Recently, Macedo and co-workers reported a second study [37] examining hourly
urine output in 317 critically ill patients. Adding urine output criteria to AKIN cre-
atinine definitions increased the diagnosis of AKI from 24 % to 52 %. In this
cohort, oliguric patients without a change in sCr had significantly higher ICU mor-
tality than patients without AKI (8.8 % vs. 1.3 %), comparable to mortality in
patients with sCr-defined AKI (10.4 %). Addition of urine output to the sCr criteria
also significantly increased the area under the curve to predict death. Oliguric
patients were diagnosed more swiftly than patients with non-oliguric AKI,
although this may have been associated with the frequency with which creatinine
was measured. Again, increasing number of hours of oliguria or number of 6 h
blocks of low urine output were similarly associated with increased risk of death,
suggesting that assessment of urine output may be simplified into blocks of 6 hours
without loss of discrimination. Finally, the authors examined the ability of different
oliguria definitions to predict sCr-defined AKIN stage 1. Increasing duration of oli-
guria was associated with high specificity for excluding creatinine-defined AKI, but
with marked loss of sensitivity, reflecting the occurrence of non-oliguric AKI.

How Shorter Periods of Oliguria Relate to Subsequent Renal
Dysfunction

Given the interest in prediction of AKI and clinical use of oliguria, we have
recently examined the ability of consecutive periods of oliguria to predict subse-
quent biochemical AKI. In a multinational, multicenter study [38], we chose
RIFLE I defined AKI as a measure likely to represent parenchymal renal injury
and not merely hemodynamically-related AKI. We did not seek to assess the asso-
ciation of oliguria with survival or other outcomes. Despite studying 239 patients
over 723 patient days, only 22 patients developed creatinine-defined RIFLE I in
the ICU. We found that all durations of consecutive oliguria (defined as < 0.5 ml/
kg/h) from 1 h to 12 h were significantly associated with RIFLE I AKI in the next
24 or 48 hrs. Receiver-operator characteristic (ROC) analysis demonstrated an
area under the curve for oliguria to predict RIFLE-I AKI on the next day of 0.75
(Fig. 1) with episodes of 4 h or more of oliguria, the optimal cut-off, having a sen-
sitivity of 52 % and sensitivity of 86 %. Although this initially appears a fairly
good performance, in our population AKI was infrequent whereas episodes of oli-
guria were common, so that the positive predictive value for 4 h episodes of oli-
guria was only 11 % and the likelihood ratio 3.8, implying that oliguria has poor
utility as a diagnostic test for AKI. However, episodes of oliguria preceding AKI
were associated with higher heart rate, lower mean blood pressure, higher central
venous pressure and greater need for vasopressors or inotropes. In addition, cli-
nicians were far more likely to intervene with fluid or diuretics in oliguria preced-
ing AKI, despite no significant difference between duration of the episodes. This
suggests that oliguria may be a more useful predictor of AKI when interpreted in
the wider clinical context; and that physicians probably incorporate these consid-
erations into their normal decision-making. Finally, in our study, more patients
arrived in the ICU with biochemical RIFLE-I AKI (32) than those who developed
AKI in the ICU (22). As urine output is unlikely to be accurately monitored in the
pre-ICU environment, it will not be useful in the diagnosis of AKI in a large num-
ber of patients. However, in these patients, presence of oliguria might still be use-
ful in risk stratification of biochemically defined AKI.
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Fig. 1. Receiver-operating characteristic (ROC) curve analysis of the ability of episodes of varying dura-
tion of consecutive oliguria (1–12 h) in the ICU to predict new RIFLE Injury (I) or more by creatinine
criteria the next day. ROC area under the curve = 0.75, 95 % confidence interval (CI) 0.64–0.85. Repro-
duced from [38].

Conclusion

The relationship between urine output and renal dysfunction is a complex one,
which makes oliguria difficult to interpret in isolation. Nevertheless, definitions
of oliguria have been incorporated in consensus definitions of AKI and oliguria
is associated with an increased risk of death in the ICU, albeit with some incon-
sistencies between studies. Evidence also supports the concept that sustained oli-
guria occurring in the context of significant biochemical AKI is associated with
worse outcomes than when urine output is maintained. However, while shorter
periods of oliguria are statistically associated with the development of biochemi-
cal renal dysfunction, ability to accurately predict subsequent increases in sCr on
an individual patient basis is limited. Further studies, perhaps incorporating
hemodynamic data, examination of urinary sediment or novel biomarkers of
renal dysfunction are required to help better interpret this widely measured, but
ill understood, physiological measurement.
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Introduction

Fluid overload is a common result of cardiovascular disease (especially heart fail-
ure) and kidney disease. The diagnosis, objective quantification, and manage-
ment of this problem are integral in attempting to improve clinical outcomes,
including mortality, and quality of life. Many clinical conditions lead to fluid
overload, including decompensated heart failure and acute kidney injury (AKI)
following the use of contrast media, the administration of nephrotoxic drugs
(e.g., amphotericin B), drugs associated with precipitation of crystals (e.g., meth-
otrexate, acyclovir), or shock due to cardiogenic, septic, or traumatic causes.
Thus, the clinical challenge becomes the utilization of all currently available
methods for objective measurement to determine the patient’s volume status.

The term cardiorenal syndrome is used to include the vast array of interrelated
derangements between the heart and kidney, and to stress the bidirectional
nature of their interactions. Generally, cardiorenal syndrome is defined as a path-
ophysiologic disorder of either organ system, in which acute or chronic dysfunc-
tion of one may induce acute or chronic dysfunction of the other. Cardiorenal
syndrome can be categorized into five subtypes that reflect the pathophysiology,
time-frame, and nature of concomitant cardiac and renal dysfunction (Table 1).
Cardiorenal syndromes are, therefore, typical conditions in which fluid overload
may occur and may require specific diagnosis and management.

Table 1. Cardiorenal syndrome types

CRS Type Pathophysiologic description

1 Abrupt worsening of cardiac function (e.g., acute cardiogenic shock or decompensated
congestive heart failure) leads to acute kidney injury.

2 Chronic abnormalities in cardiac function (e.g., chronic congestive heart failure) causing
progressive chronic kidney disease

3 Abrupt worsening of renal function (e.g., acute kidney ischemia or glomerulonephritis)
causes acute cardiac dysfunction (e.g., heart failure, arrhythmia, ischemia)

4 Chronic kidney disease (e.g., chronic glomerular disease) contributes to decreased
cardiac function, cardiac hypertrophy, and/or increased risk of adverse cardiovascular
events

5 A systemic condition (e.g., sepsis) causes both cardiac and renal dysfunction
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For cardiorenal syndrome type 1, the hemodynamic mechanisms underlying
heart failure represent the etiologic event and compensatory mechanisms can be
divided into two phases: Vasoconstriction or vasodilation. First, activation of the
sympathetic nervous system, renin angiotensin aldosterone system (RAAS), vaso-
pressin and endothelin result in decreased water and sodium excretion and,
depending on the degree of renal functional impairment, increased urine concen-
tration. To compensate, vasodilatation occurs via natriuretic peptide release, acti-
vation of the kinin-kallikrein system develops, vasodilatory prostaglandins are
secreted, and endothelin relaxation factor is expressed, thus increasing water and
sodium excretion. However, this second phase may be inadequate to counter the
initial vasoconstrictor effects, and disease progression may occur.

When cardiac disease (or heart failure) results in renal hypoperfusion, renal
medullary ischemia is the consequence. Initially functional, it ultimately results
in tissue damage. Further hypoperfusion and sustained tubular-glomerular feed-
back will often sustain the hemodynamic effect. In such clinical situations, the
important objective is the maintenance of renal blood flow. This may be accom-
plished by acting on cardiac output, thus maintaining intravascular volume and
renal perfusion pressure. Efficient management of cardiac output requires opti-
mization of heart rate, rhythm, preload, afterload, myocardial contractility, and if
required, surgical intervention in the instance of anatomical instability. Left ven-
tricular assist devices are considered when these approaches fail. Ultimately,
knowledge of the degree of cardiac output is vital as there is no scientific case for
fluid administration when the cardiac output exceeds 2.5 l/min/m2 in patients not
receiving inotropes. If the cardiac output is high and the patient is hypotensive,
vasopressors, rather than fluids, are required, irrespective of central venous pres-
sure (CVP), pulmonary artery occlusion pressure (PAOP), or right ventricular
end-diastolic volume (RVEDV) levels. Vasopressors, such as norepinephrine (and
dobutamine, especially in sepsis), are required. If heart failure is present, diuret-
ics and/or extracorporeal ultrafiltration must be considered.

The “5 B” Approach

The following are five aspects of the approach to fluid overload in the context of
cardio-renal syndromes, a mnemonic termed ‘5 B’ (Fig. 1).

Balance of Fluids

Body volume and fluid composition must be considered. Assessment of volume
status requires knowledge of all subdivisions of total body water, particularly the
intravascular compartment (arterial, venous and capillary) and the interstitial
compartment. Composition of the body fluid, i.e., total osmolality, the concentra-
tion of specific electrolytes, and the acid-base status must also be known. When
patients first present, clinical examination, particularly of the jugular venous
pressure, may help discriminate between fluid overload and hypovolemia.

Blood pressure, lying and standing if possible, hepatic enlargement, the obser-
vation of pulmonary rales or pleural effusion, and examination for peripheral
edema are useful physical signs. Urinary excretion rate, its osmolality, sodium
concentration, and microscopic examination may help to differentiate dehydra-
tion and AKI in the oliguric patient. Invasive monitoring, including CVP, pulmo-
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Fig. 1. The five factors included in the ‘5B’ approach. Balance of fluids (reflected by body weight),
Blood pressure, Biomarkers, Bioimpedance vector analysis (BIVA), and Blood volume. UF: ultrafiltration

nary arterial pressure, cardiac output, volume responsiveness, and use of echo-
cardiography and bioimpedance contribute diagnostic information. Although the
chest x-ray is useful to exclude various pathologies, and may be diagnostic in
severe presentations, overall it is a blunt tool with poor sensitivity and specificity,
and is even less reliable when a portable technique is used.

Whatever the initial estimate of volume is in the patient with potential or rec-
ognized AKI, continued knowledge of fluid balance is essential for successful fluid
management. An accurate measure of body weight is an excellent starting point.
A major benefit of the ICU environment is the ability to obtain reasonably accu-
rate estimates of fluid balance. Challenges in obtaining vital information are obvi-
ous, even in the best circumstances. Much fluid balance information may be
available only in a research environment (examples include fluid loss by respira-
tion, insensible loss, and fecal electrolyte excretion). In the critically ill patient,
accurate measurement of oral, intravenous, and fluid intake during extracorpo-
real therapy is countered by insensate losses, and those from the gastrointestinal
tract and wound drainage are required but seldom obtained. Further, volume
administration is often mismanaged by the use of a routine intravenous line
through which the combination of maintenance fluids, fluids for drug administra-
tion, nutritional requirements, and therapeutic or diagnostic boluses may amount
to large daily volumes. Whereas urinary excretion can usually be measured accu-
rately, all other fluid losses are subject to gross error. ‘Balance’ may often be
replaced by estimates of body fluid compartments. This also is difficult since
much excess fluid may be in non-communicating pools (‘third spacing’, not
directly related to the circulation). New methods of assessing tissue hydration
may be useful in this context.

In practice, the approach to fluid balance is to do no harm while maintaining
perfusion. In many instances, a gradual reduction in administered fluid volumes
is appropriate, coupled with careful observation of vital signs. The use of diuret-
ics to test renal responsiveness requires that the patient is at least normally
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hydrated. With decreasing blood pressures in the septic patient, it may be difficult
to have confidence in the volume assessment. As a consequence, large fluid vol-
umes are often administered quickly. Although achieving a positive balance, this
approach carries the potential for harm. Alternatively, excessive use of diuretics is
associated with worsening renal function, as shown by creatinine increases in
heart failure patients, with little clinical improvement [1]. The Ultrafiltration ver-
sus IV Diuretics for Patients Hospitalized for Acute Decompensated Congestive
Heart Failure (UNLOAD) Trial [2] compared diuretic use with ultrafiltration in
the management of heart failure. Ultrafiltration resulted in greater weight loss
and an initial, but not later, increase in serum creatinine and fewer hospital read-
missions. These data suggest that ultrafiltration results in more effective fluid
removal and improvement in cardiac function. Importantly, ultrafiltration can be
controlled more tightly than the use of diuretics. Diuretic administration has the
defect of intermittent stimulation of the sympathetic nervous system; this effect is
less with the more controllable use of ultrafiltration.

Evidence that diuretics actually improve mortality is poor, but any increase in
urine production clearly facilitates fluid management. Registry data have demon-
strated that earlier diuretic use decreases mortality in severe acute decompen-
sated heart failure [3], but also the presence of a relationship between increased
loop diuretic dosing and mortality [4]. Felker et al. clearly showed in patients
with decompensated heart failure that use of boluses or continuous infusions of
diuretics at high doses did not improve outcomes [1]. In cardiorenal syndrome
type 1, the use of diuretics at inappropriate doses or frequencies, even in the less
acutely ill patient, can cause sympathetic stimulation and RAAS activation that
results in decreased cardiac and renal perfusion, and concomitant increases in
sodium reabsorption. With the sicker patient, the hemodynamic effects of diuret-
ics may precipitate acute cardiac ischemic insult and AKI.

The benefits of prompt action to replace fluid based on CVP and oxygen con-
trol have been emphasized. However, fluid overload in the oliguric patient can
easily occur with consequent endothelial damage and added cardiac risk. In the
absence of diuretic responsiveness, techniques available for fluid removal are
ultrafiltration, hemofiltration, hemodialysis and hemodiafiltration. These can all
be used intermittently, and the first two continuously. What are the special indi-
cations? Continuous slow ultrafiltration and hemofiltration permit the dissocia-
tion of water and salt removal by varying the combination of different removal
and replacement fluids. Intermittent hemodialysis, with inappropriate choices of
dialysate electrolyte concentrations or ultrafiltration rates, can result in blood
volume reduction, hypotension, but paradoxically sodium loading. The response
to fluid removal is dependent on rate of removal, blood volume refilling into the
vascular space, cardiovascular compensation, and the initial state of body hydra-
tion. Potential errors in the estimation of fluid balance can vary from cata-
strophic to negligible.

An interesting approach to potential errors with the use of continuous renal
replacement therapy (CRRT) machines is the prevention of a fluid balance error
by altering flow. Most machines continue treatment after multiple over-ridings of
the fluid balance alarm, thus creating the risk of severe injury. By analyzing the
times taken for alarm occurrence, and the threshold value for fluid balance error
after the alarm has been overridden, changes in software now prevent the accu-
mulated error from exceeding 200–250 ml before the treatment is automatically
stopped.
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Blood Pressure

Blood pressure, as a measure of volume status, is a poor and late changing indica-
tor. Since pressure and perfusion are linked in the physiologic range, a myriad of
compensatory responses hold blood pressure constant, despite wide fluctuations
in volume status. The consequences of administered medications further obscure
the relationship, as does the impact of co-existing underlying pathologies. Thus,
while an isolated blood pressure measurement in the expected range does not
exclude the possibility of volume perturbations, an abnormal blood pressure sug-
gests that the patient’s volume status is significantly disturbed, and of a severity
of sufficient magnitude to overwhelm endogenous counterbalances.

Orthostatic vital signs combine dynamic gravity-induced changes in pulse and
blood pressure that occur as a consequence of volume movement resulting from
postural change. Easily obtained, rapidly performed, commonly used, and non-
invasive, significant changes are defined as a blood pressure decrease in excess of
10 mmHg, or a heart rate increase exceeding 20 beats per minute. Unfortunately,
the results do not withstand scientific validation. In a prospective study of 132
euvolemic patients, using the standard definition of a significant change, 43 %
would have been considered ‘positive’ [5]. In another study of 502 hospitalized
geriatric patients with orthostatic vital signs obtained 3 times daily, 68 % had sig-
nificant changes documented daily [6]. Clearly, orthostatic vital signs changes are
non-specific. Conversely, in a systematic review [7] evaluating blood loss, the
most helpful findings were postural dizziness to the extent that it prevented
upright vital signs, or a postural pulse increase exceeding 30 beats/min. Unfortu-
nately, the sensitivity for moderate blood loss with either of these predictors was
only 22 %. Only when blood loss exceeded 1 liter did the sensitivity and specific-
ity improve to 97 and 98 %, respectively.

Biomarkers

There are many contenders for diagnostic and prognostic biomarker indicators of
acute and chronic injury occurring in cardiorenal syndrome type 1. The most fre-
quently used heart failure markers are the natriuretic peptides. Knowledge of the
B-type natriuretic peptide (BNP) level, a hormone produced by the myocardium
in response to pressure or volume stress, can assist in differentiating heart failure
from other causes of dyspnea [8] Natriuretic peptides are initially synthesized as
the precursor protein, pro-BNP, which is then cleaved by the enzyme, corin, into
the inactive metabolite N-terminal, proBNP (NTproBNP), and the biologically
active BNP that causes both vasodilation and natriuresis.

Natriuretic peptides can be measured clinically. If elevated (> 900 pg/ml
NTproBNP, or > 400 pg/ml BNP), early treatment may be considered as the posi-
tive predictive value for acute heart failure is in the range of 90 %. Alternatively,
a low natriuretic peptide level (< 300 pg/ml NTproBNP, or 100 pg/ml BNP) sug-
gests an alternative diagnosis, as the negative predictive values approximate 90 %.
Levels between the paired cutpoints define a gray zone (300 to 900 pg/ml for
NTproBNP, and 100 to 400 pg/ml for BNP) in which diagnostic certainty is
unclear and additional testing is suggested [9] (Fig. 2).

Natriuretic peptides have several limitations. As any myocardial stress (e.g.,
myocardial infarction) may cause elevated natriuretic peptides, it is important to
consider the clinical scenario when interpreting results. Furthermore, non-heart
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Fig. 2. B-natriuratic peptide (BNP) Consensus Guidelines. Adapted from [9]. HF: heart failure

failure elevations of natriuretic peptide occur with renal insufficiency, where lev-
els increase in proportion to the severity of renal injury [10]. Even with the
absence of heart failure, natriuretic peptide levels are 8 to 40-fold higher in
chronic kidney disease (CKD) than in normal individuals [11, 12]. Some
researchers have suggested that the BNP cut-off point for heart failure should be
doubled in the setting of renal insufficiency. Finally, another natriuretic peptide
confounder is obesity, as an inverse relationship between natriuretic peptide lev-
els and body mass exists [13]. It has been suggested that if the body mass index
(BMI) is > 35, the measured BNP should be doubled to improve the sensitivity for
heart failure.

The clinical impact of BNP testing has been evaluated in the 1586 patient pro-
spective Breathing Not Properly study [14], which found that the accuracy of clin-
ical judgment without BNP was 74 %, improving to 81.5 % if BNP results were
also considered. Similar findings have been demonstrated with NTproBNP [15].

In addition to diagnostic utility, BNP has prognostic ability to identify patients
with a heart failure mortality risk. In a 50,000 patient analysis of the Acute
Decompensated Heart Failure Registry (ADHERE), an elevated BNP was associ-
ated with a marked increase in acute mortality [16]. Acute mortality was 6 % in
patients with a BNP in the highest quartile at presentation (BNP > 1730 pg/ml)
versus 2.2 % in those in the lowest quartile (BNP < 430 pg/ml).

Kidney injury biomarkers have been clearly divided into those useful as indi-
cators for diagnosis of AKI, for cell damage, and for the diagnosis of cell death
(serum creatinine and blood urea nitrogen [BUN] increase). Unfortunately, BUN
and creatinine are extremely late indicators of renal injury. Neutrophil gelatinase–
associated lipocalin (NGAL), combined with BNP, is probably the indicator for
which there is the most evidence of successful use in the diagnosis of acute car-
dio-renal syndrome type 1. NGAL is a member of the lipocalin protein family.
Normally produced by kidney tubule cells, it is secreted into the urine and serum
at low levels. However, the synthesis of NGAL increases dramatically after ische-
mic, septic, or toxic injury of the kidneys [17–23]

Evidence from experimental and human studies indicates that urinary NGAL
is derived from increased synthesis and release from the distal nephron as a rapid
response to AKI, previously referred to as acute renal failure [4-7]. The utility of
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NGAL as a novel serum or urine biomarker of AKI has been studied in post-car-
diac surgery [7], cardiac catheterization, after contrast-induced nephropathy
(CIN) [6], hemolytic uremic syndrome, and kidney transplantation [17, 24–28],
CKD secondary to autoimmune disease [29], polycystic and proteinuric diseases
[30–32]. In these areas, NGAL has been shown to be a useful, sensitive, specific,
non-invasive, and highly predictive biomarker for AKI.

BNP levels may provide early evidence of fluid overload, followed by NGAL as
indicating renal damage. Both measurements can be performed at the bedside,
using point of care equipment.

Bioimpedance

Bioimpedance vector analysis (BIVA) is a non-invasive beside volume assessment
technique that can be performed within minutes. BIVA is based on the electrical
principle that the body is a circuit with a given resistance (opposition of current
flow through intra- and extracellular solutions) and reactance (the capacitance of
cells to store energy). With BIVA, total body water (TBW) may be measured by
placing a pair of electrodes on the dorsum of the wrist and ipsilateral ankle, then
applying a 50 kHz current to the body. BIVA is graphically displayed so that rela-
tive hydration is depicted as vector length. Shorter vectors are associated with
volume overload, while longer vectors equate to volume depletion.

BIVA is an excellent indicator of total body water. Reports indicate it has a
strong correlation with the gold standard volume assessment technique of deute-
rium dilution (r > 0.99) [33]. Clinically, BIVA has been used to determine both
volume depletion [34] and volume overload in heart failure [35], kidney failure
[36], and liver disease [37]. It is superior for diagnosing volume overload as com-
pared to anthropometric measurements, with a sensitivity of 88 % and specificity
of 87 % for detecting edema [38]. Further, BIVA is able to identify volume over-
loaded states in diverse populations. In 217 renal patients, BIVA accurately differ-
entiated edematous and normovolemic populations [39].

BIVA is not confounded by obesity, a common challenge for volume assess-
ment. In 540 obese (BMI > 31 kg/m2), 726 non-obese (BMI< 31 kg/m2) and 50
edematous renal patients, BIVA was 91 % accurate for discriminating between
edematous and obese patients [40]. Subsequent caloric restriction for 1 month
found no vector change, but volume removal was associated with vector length-
ening. Ultimately, in critical care environments, where rapid accurate and objec-
tive results are needed, BIVA’s ease and speed may provide opportunities for
improved patient care.

Clinically, BIVA has been used to diagnose and guide therapy. In one study,
BIVA was used to determine the adequacy of ultrafiltration in > 3000 hemodialy-
sis patients [41]. Short vector lengths corresponded to greater soft tissue hydra-
tion (less adequate ultrafiltration). Defining a vector length of 300–350 ohm/m as
the reference category, the risk of death was approximately 50 % and 180 %
higher for those with inadequate volume removal as reflected by BIVA vector
lengths of 200–250 and < 200 ohm/m, respectively.

Combining BIVA with a natriuretic peptide may provide both biomarker and
physical evidence concerning fluid overload. One prospective study evaluated the
diagnostic value of the use of BIVA and BNP measurements in 292 dyspneic
patients [42]. Regression analysis found that while whole body BIVA was a strong
predictor of acute decompensated heart failure (area under the receiver operating
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characteristic curve [AUROC] 0.934, SE 0.016), with similar accuracy to BNP
(AUROC 0.970, SE 0.008). The most accurate volume status determination was
with a combination of BIVA and BNP (AUROC 0.989, SE 0.005), for which the
combined accuracy exceeded that of either BNP or BIVA alone.

The combination of BNP and BIVA may assist in guiding acute heart failure
therapy. In 186 hospitalized heart failure patients [43], serial BNP and BIVA were
used to monitor diuretic induced body fluid changes. The combination of
improved BIVA parameters and a discharge BNP of < 250 pg/ml predicted suc-
cessful management. A follow-up study then demonstrated that in 166 hospital-
ized heart failure patients discharged by a BNP level and BIVA, there was
improved morbidity compared to 149 patients discharged based on clinical acu-
men alone [44]. Patients assessed with BNP and BIVA had lower 6-month read-
missions (23 % vs. 35 %, p = 0.02) and lower overall cost of care. Thus, the com-
bination of clinical acumen and objective measures may improve outcomes com-
pared to clinical impression alone.

Blood Volume

Because RRT may result in large volume changes, concomitant blood pressure
measurement during the use of convective removal techniques, in addition to
BIVA and BNP, increases safety. Reduction in blood volume with ultrafiltration
continuing at the same rate throughout the therapy results in hypotension with
the possibility of myocardial stunning and increases the potential for arrhythmia.
Continuous blood volume assessment indicates the need to slow ultrafiltration
rates to reduce marked changes in blood volume. Although there are uncertain-
ties, there is little evidence that changes in blood pressure provide the same accu-
racy of information concerning degree of fluid load as does BIVA.

Conclusion

Consideration of the 5 B approach presents a pathway for assessing the appropri-
ate degree of hydration and the determination of a neutral fluid balance in
patients with cardioenal syndromes. This approach combines clinical judgment,
biomarkers, technology, and precise nursing to achieve the best outcome for
patients in heart failure associated with fluid overload and varying degrees of
renal dysfunction.
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Introduction

In the past 25 years, various techniques have been developed to remove endo-
toxin and/or the sepsis mediators produced and released during the interaction
between the host and the infecting agent [1]. The rationale of this approach is
based on the hypothesis that a reduction in the blood concentration of these
compounds should determine a gradient favoring the elimination of these sub-
stances from the target cells [2]. All the techniques used so far are based on the
passage of the blood through an extracorporeal circuit containing one or more
filters that are supposed to exert their depurative effects either via the elimination
of these substances or by sticking them on their surface. The first approach takes
advantage of the membranes normally used during continuous renal replacement
treatment (CRRT) for the treatment of acute kidney injury (AKI), the cut-off val-
ues of which are high enough to allow elimination of medium-high molecular
weight (MW) mediators; to this aim, different blood flows (Qb) and ultrafiltrate
flows (Qf) have been and are currently used. A second approach consists of use
of plasma exchange, aimed at removing of one or more volumes of plasma, which
is replaced with colloids, albumin or fresh frozen plasma (FFP) [3]. The third
option uses some physico-chemical properties of the membranes, which can
adsorb endotoxin or other substances on their surface: A typical example is the
binding of polymixin B or other substances with elevated affinity for endotoxin to
a membrane inserted in an extracorporeal circuit [4]; the elimination of endo-
toxin from the bloodstream and from the tissues is supposed to blunt the over-
whelming inflammatory response associated with Gram -ve infections.

A more recent approach is coupled plasma filtration-adsorption (CPFA) [5],
which represents a combination of the three techniques described above, being

Box 1. Substances that are/are not adsorbed by coupled plasma filtration-adsorption (CPFA). (Source:
Bellco Laboratories, Mirandola, Italy)

Adsorbed by CPFA
Interleukin (IL)-1α, IL-5, IL-6, IL-7, IL-8, IL-10, IL-12, IL-16, IL-18, macrophage inflammatory protein
(MIP)-α, MIP-β, TNF-α, monocyte chemotactic protein-1, C-reactive protein (CRP), vascular endo-
thelial growth factor

Not Adsorbed by CPFA
Procalcitonin, heparin, citrate, endotoxin

Unknown
Drotrecogin alfa activated (DAA), immunoglobulins
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based on: (a) The removal of plasma by a plasma filter; (b) its subsequent pro-
cessing inside a cartridge containing a synthetic resin (Amberchrome®) able to
adsorb different sepsis mediators (Box 1); and (c) its final reinfusion upstream of
a CRRT filter (Figs. 1 and 2). During CPFA, the adsorptive capabilities of the resin
are time-limited, but the CRRT can continue even beyond their exhaustion with
no need to change the extracorporeal circuit. In contrast to plasma exchange, the
patient’s plasma is not discarded, thus making transfusion of FFP unnecessary
and abolishing the risk of transmissible diseases, fluid overload or transfusional
reactions. CPFA is increasingly used in many intensive care units (ICU) on the
basis of experimental and clinical evidence of its effectiveness in the treatment of
critically ill septic patients.

Fig. 1. Scheme of the coupled plasma filtration and adsorption (CPFA) system. From [5] with permission

Fig. 2. CPFA machine in use. PF: plasma filter; RC: resin cartridge; HF: hemofilter for continuous renal
replacement therapy (CRRT)
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Experimental Studies

Several experimental studies have been performed to address the effects of CPFA
in terms of types and amount of mediators removed and amelioration of sepsis-
induced changes of biological variables. A preliminary in vitro study [6], using
outdated blood challenged with Escherichia coli endotoxin, evaluated the blood
purification capabilities of different sorbents compared with ultrafiltration alone
and demonstrated that: (a) the sorbents were superior to ultrafiltration in terms of
removal of several cytokines, including tumor necrosis factor-α (TNF-α), interleu-
kin-1β (IL-1), IL-1 receptor antagonist (IL-1ra) and IL-8; (b) these effects persisted
at different Qb; and (c) the decrease in the considered cytokines was related to the
sorbent used, being better with the Amberchrome® than with the others.

As demonstrated by Tetta et at. [7], rabbits given intravenous lipopolysaccha-
ride (LPS) and treated with CPFA had better outcomes compared to animals in
whom the plasma was removed and subsequently reinfused downstream without
passing through the resin; moreover, although there were no significant differ-
ences in blood LPS levels between treated and control rabbits, survivors of both
groups had reduced peak LPS levels at 60 minutes after the infusion. This effect
appears particularly surprising, as LPS is not absorbed by the resin used in CPFA.
In the CPFA group, TNF-α bioactivity measured in the blood before and after the
cartridge decreased sharply already after one hour of treatment although this
decrease was highly variable among different animals. However, other investiga-
tors failed to demonstrate a beneficial effect of CPFA. Sykora et al. [8] randomly
assigned a group of pigs to CPFA or to control 12 hours after the onset of septic
shock caused by peritoneal injection of a feces solution: in contrast with the other
study, the authors did not observe any beneficial effect of this procedure on the
different variables considered, which included renal and intestinal mucosal
microcirculations and markers of endothelial injury and of systemic inflamma-
tion.

Clinical Experience

A small number of investigations involving a limited number of patients have
evaluated the effects of CPFA on some relevant clinical variables. In a randomized
cross-over study, a group of septic shock patients needing norepinephrine to
maintain an adequate arterial pressure were treated alternatively with CPFA or
continuous veno-venous hemodiafiltration (CVVHDF): The authors observed a
decrease in the administration of norepinephrine, which was used as a proxy of
hemodynamic improvement, during CPFA but not during CVVHD [9]. Moreover,
CPFA was associated with some immunological changes, since (a) normal mono-
cytes challenged with LPS and incubated with plasma drawn upstream of the car-
tridge produced less TNF than when they were incubated with healthy plasma,
and (b) leukocytes of patients treated with CPFA had restored immune capabili-
ties, which were severely depressed before the treatment. Lentini et al. [10] also
observed a marked reduction in vasopressor needs in a group of septic shock
patients treated with CPFA alternated with continuous pulse high-volume hemo-
filtration (CHVHF), but there were no significant changes between the two treat-
ments in terms of percentage of change in the administration of vasopressors.
Improvement in cardiovascular and respiratory functions has also been described

Coupled Plasma Filtration-adsorption 655

XVI



in a multicenter study involving 55 severe sepsis and septic shock patients treated
with CPFA [11]. Interestingly, the hemodynamic improvement seems to at least
partly vanish during CPFA off-time. In a group of 12 septic shock patients, For-
mica et al. [12] observed an improvement in the cardiac index and the PaO2/FiO2
ratio during CPFA; however, both variables tended to return to the baseline dur-
ing inter-treatment intervals, indicating that the beneficial effects of the proce-
dure tend to fade between treatments. This saw-tooth attitude was also described
by Berlot et al. [13], who, using the orthogonal polarization spectral (OPS) imag-
ing technique, observed similar changes in the sublingual microvascular network
in a septic shock patient undergoing CPFA: The improvement in blood flow in the
absence of any change in hemodynamic support was evident from the first hours
after initiation of the procedure but it declined without reaching the initial values
after its termination. This pattern of change of the sublingual microvascular
blood flow strictly resembles the picture described by De Backer et al. [14] in a
group of patients with severe sepsis treated with recombinant human activated
protein C (drotrecogin-α activated, DAA): In this study, an improvement in the
sublingual microvascular perfusion demonstrated with the OPS was present
already 4 hours after the initiation of the DAA but decreased after the end of the
infusion.

Unresolved Issues

Not dissimilar to what happened for the multiple modalities of CRRT used for
renal and non-renal indications in critically ill patients, use of CPFA raises several
relevant clinical questions. First, when should it be initiated? The guidelines of
the Surviving Sepsis Campaign (SSC) [15] cast much emphasis on the relative
narrow window of opportunity for most treatments to be maximally effective,
including the early administration of antibiotics, hemodynamic stabilization, etc.
Probably because of the lack of studies fulfilling evidence-based medicine (EBM)
criteria, in the same guidelines only a few words are dedicated to the non-renal
indications of CRRT, limiting their use to the treatment of AKI. However, despite
the relative paucity of large, randomized controlled trials, a recent meta-analysis
[16] demonstrated that early initiation of RRT in patients with AKI was associ-
ated with a better outcome. Similar considerations apply for other measures
adopted in septic patients which are not yet included in the SSC recommenda-
tions. Administration of an immunoglobulin M (IgM) preparation has been dem-
onstrated to be associated with a reduction in mortality of patients with severe
sepsis and septic shock and to be cost-effective [17, 18]; moreover, its efficacy is
maximal if given in the first hours after the occurrence of severe sepsis and septic
shock [19]. It is likely that the same consideration applies for CPFA but the num-
ber of published studies so far does not allow for an occlusive indication.

Second, how should the efficacy of CPFA be monitored? In the published clini-
cal studies, the initiation of this procedure has been associated with a reduced
need for vasopressors. This seems be an easy-to-perform practical approach,
because the measurement of other markers, including C-reactive protein (CRP)
and procalcitonin (PCT) is unreliable, as the former is removed by the sorbent
and the latter is eliminated through the CRRT filter because of its low MW [20].
To overcome this problem, in our center we measure blood PCT concentrations
immediately before the initiation of the next CPFA session, after a 12-hour treat-
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ment-free interval. The same variables may also be suited to indicate how many
sessions are required; in our practice, fast-responding patients are treated for
three days whereas five procedures are performed in those subjects whose blood
PCT values or cardiorespiratory conditions do not improve in this interval.

Third, CPFA is only a part of the multifaceted treatment of septic patients: The
above quoted negative results presented by Sykora et al. [8] who observed a detri-
mental effect of CPFA in fecal peritonitis-induced septic shock pigs must be likely
ascribed to the delay in the treatment, which was initiated as long as twelve hours
after the onset of peritonitis, and to the failure to drain the peritonitis. In other
terms, neither CPFA nor other sophisticated procedures can replace an appropri-
ate surgical approach when indicated.

Finally, how can CPFA influence other treatments commonly used in critically
ill septic patients, including the administration of DAA and IgM? Presently there
is no information concerning the binding of these substances to the sorbent used.
In our center, in which IgM preparations are part of the standard approach to the
treatment of septic patients, they are administered during the interval between
two consecutive procedures.

Conclusion

Despite the relatively few experimental and clinical studies that have been pub-
lished, CPFA is increasingly used in the treatment of patients with severe sepsis
and septic shock. Its use has been associated with the improvement of several
variables deranged by the action of sepsis mediators. Its beneficial effects can
likely be ascribed to this removal, as these changes tend to worsen during CPFA-
free intervals. Optimal timing of initiation, monitoring and the number of ses-
sions remain unclear.
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Introduction

Malnutrition is a persistent problem in hospitals and intensive care units (ICUs)
worldwide. Critically ill patients quickly develop malnutrition or aggravate a pree-
xisting malnutrition because of the inflammatory response, metabolic stress and
bed rest, which all cause catabolism [1, 2]. The persistence of this problem despite
existing guidelines, is partly explained by the absence of immediately visible conse-
quences of acute malnutrition: Deleterious consequences are not easily measurable
and become obvious only after 7–14 days, i.e., frequently after discharge from the
ICU. Nevertheless, after a week already, new infections may be attributable to incip-
ient malnutrition [3, 4]. In contrast, the biological consequences of insufficient oxy-
gen delivery are immediate, requiring the ICU team’s rapid attention. This longer
time constant between event and consequence is one of the important reasons why
nutritional therapy is so frequently forgotten early on, resulting in progression of
energy deficits, in turn associated with impaired outcome.

Confusion has arisen in recent years among ICU specialists because of the
publication of conflicting results about the respective merits of hypo- and hyper-
caloric feeding [5]. Indeed, some studies suggest that feeding the critically ill
patient is deleterious in terms of glycemic control and clinical outcome [6–8],
whereas other trials confirm that acute malnutrition causes complications and
increases mortality at levels of energy deficit that are current in clinical practice
[2, 3, 9–11].

The principal issue appears to be the need to be able to prescribe within the
first 24–48 hours an optimal and individualized energy and protein target, and to
monitor achievement of this goal.

How Do We Define Nutritional Requirements?

Prediction of the optimal energy target is relatively difficult in critically ill
patients because of the high variability in resting energy expenditure during the
course of severe illness as a result of alterations induced by shock, sedation, fever,
reduction of lean body mass, surgical procedures, etc. A reasonable prediction
requires knowledge of the accurate pre-illness weight and body height, but this
information is frequently missing. When an actual body weight is available, it is
generally inaccurate as a result of fluid accumulation following resuscitation. The
actual weight is also frequently increased by excess fat mass, which nobody wants
to feed (Fig. 1).

661

XVII



Anamnestic body

weight  before

ICU admission

Ideal  body weight 

according  to

body  height and sex

FIRST  24-48 hours  after ICU admission

20 kcal/kg body weight/day

48 hours after ICU admission

25-30  kcal/kg body weight/day

Lean, BMI: < 20

Normal, BMI: 20-25

Overweight

BMI: 20-30

Obese

BMI: > 30

Fig. 1. Actual body weight is
usually artificially increased by
the expansion of body water
(i.e., fluid administration, stress-
related water retention). There-
fore, it is recommended that
energy requirements are calcu-
lated based on the anamnestic
body weight for lean or normal
weight patients (body mass
index [BMI] = [body weight/
(body height)2]) and the ideal
body weight for overweight and
obese patients (BMI 20).

Guidelines recommend that energy expenditure be measured on an individual
basis by indirect calorimetry. The underlying physiological principle is that cal-
culation of energy expenditure from the measurement of oxygen consumption
(VO2) and carbon dioxide production (VCO2) reflects the energy needs at the cel-
lular level. The essential assumption is that under steady state conditions, respira-
tory gas exchange is in equilibrium with gas exchange within the mitochondria,
thus indirectly measuring oxidative phosphorylation. Energy requirements are
then extrapolated using the Weir equation [12]:

Total energy = 3.9 liters of O2 used + 1.1 liters CO2 produced

The limitations and obstacles to measurements in clinical settings are those
impeaching stable conditions: Change in vasoactive drugs, an inspired oxygen
fraction (FiO2)> 60 %, fever with shivering, an abnormal pH, CO2 retention,
patient movement, leaks in the system, and the use of nitric oxide (NO) [13].

This technique is relatively time-consuming and expensive. Indirect calorime-
try, despite being the gold standard for determination of energy expenditure,
remains unavailable in the vast majority of ICUs [14]. Inclusion of an indirect cal-
orimeter in modern ventilators would represent a major technical advance.
Another problem is that energy expenditure varies over time. Measurement at
one time point can be very different from total 24-hour energy expenditure; the
latter can be measured using the double-labeled water method [15–17]. This
technique is based on the assumption that ingested double-labeled water (2H2O
and H2

18O) is distributed rapidly and homogeneously within the body water pool
and more importantly that oxygen atoms in exhaled CO2 and water are in isotopic
equilibrium. By giving a dose of H2

18O, both the water and CO2 pool will be
labeled, whereas when 2H2O is given, only the water pool will be labeled. Total
energy expenditure measured by this technique is 1.4 times the energy expendi-
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ture measured by indirect calorimetry in critically ill in septic and trauma
patients [15]. This method is only applicable in research settings.

What Should We Do While Waiting For Clever ‘Metabolic’
Ventilators?

The above technical problems, along with the limited availability of indirect calo-
rimetry, have led to the development of predictive equations as surrogates, most
of which have been shown to be inaccurate [18]. The Harris & Benedict equation
(adjusted or not for ideal body weight), and equations of Owen, Mifflin, the
American College of Chest Physicians (ACCP), Ireton-Jones 1992 and 1997, Penn
State 1998 and 2003, and Swinamer 1990 are the most commonly used. These
equations have all repeatedly been shown to be poorly correlated with the results
of indirect calorimetry in critically ill patients [16, 18, 19]. Further, these equa-
tions are open to misinterpretation, as they often include a subjective ‘stress fac-
tor’ varying between 110 and 200 %.

Two equations have been developed for critically ill patients based on regres-
sion analysis of multiple variables collected during indirect calorimetry: The
Toronto equation for major burns [20] and the Faisy-Fagon equation for patients
on mechanical ventilation [21]. The latter equation calculates resting energy
expenditure on the basis of body weight, height, minute ventilation, and body
temperature and is clinically more accurate than the other predictive equations
for metabolically stable, mechanically ventilated patients [21].

Consequences of Under- and Over-feeding

Both extremes of feeding have well defined adverse effects and should be avoided
[22].

Overfeeding: More Is Worse ...

In the 1980s, the concept of parenteral hyperalimentation prevailed. This new
therapy indeed saved multiple lives, but simultaneously caused serious complica-
tions. Further the concept of counting only non-protein calories, but not includ-
ing the energy from proteins, contributed to overfeeding. This way to calculate
energy intake should definitively be banned: All energy sources should be
included in the total energy counts [23, 24]. Finally, a computerized information
system is needed to be aware of the rather important amounts of energy infused
for non-nutritional purpose, including glucose 5 % solutions and fat soluble seda-
tives [25]. Such inaccuracies have been responsible for systematic overfeeding in
several studies.

Hypercaloric feeding has well known deleterious consequences on glycemic
control, liver function, infections, and outcome. Detailed analysis of several
papers supporting the negative effects of feeding [6, 26] show that the authors
were actually overfeeding their isocaloric groups, with the expected deleterious
clinical consequences, which invalidates the interpretation of the results. In a
study including 200 ICU patients receiving parenteral nutrition, Dissanaike et al.
showed that increased parenteral caloric intake was an independent risk factor
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for blood stream infections [6]: Three groups out of four received more than 26
kcal/kg per day, with the mean energy intake in the group with blood stream
infections being 35 kcal/kg! This study should have been called the ‘effects of
overfeeding’.

An important characteristic of ICU patients, is their poor tolerance to over-
feeding. In a large multicenter study conducted in 40 Spanish ICUs and including
725 patients receiving either enteral or parenteral nutrition, Grau et al. showed
that overfeeding (> 27 kcal/kg) was one of the determinants of altered hepatic
function [22]. The problem started at values as low as 110–120 % of true require-
ments, with early increases in the liver enzymes AST and ALT after 3–4 days, fol-
lowed by increased cholestasis or a combination of both [22].

The consequence of this high liver susceptibility to overfeeding is that an accu-
mulated energy deficit cannot be recovered by giving 120–130 % of requirements
for a few days. The ‘gavage’ causes hepatic steatosis, the ‘foie gras’ of geese. In
cases of early insufficient energy delivery, the patients get a ‘double hit’: First by
the complications of underfeeding, followed by those of overfeeding. The only
strategy is, therefore, to prevent development of a relevant energy deficit by start-
ing enteral feeding early.

Underfeeding and Pseudo-underfeeding

In reaction to trials that showed the deleterious effects of overfeeding, a few
investigators hypothesized that semi-starvation might be the solution. Ahrens et
al. randomized 40 surgical patients to receive either ‘low-calorie’ parenteral nutri-
tion (20 non-protein kcal/kg/day) or standard parenteral nutrition (30 non-pro-
tein kcal/kg/day) [26]: To this, the investigators added lipid emulsions 3 times
weekly, resulting in an additional 3 × 1000 = 3000 kcal for all patients. The
authors concluded that the administration of ‘low-calorie’ parenteral nutrition
resulted in fewer (0 % versus 33 %) and less-severe hyperglycemic events, with
reduced insulin requirements. The problem is that all patients were overfed, the
pseudo-low-calorie group being less overfed than the other, so of course doing
better! As previously stated, all substrates must be included in the calculations
[24]!

After a study by Fong et al. in volunteers given endotoxin [27], parenteral
nutrition became considered a poison, because its delivery had primed a stronger
inflammatory response compared with enteral nutrition. Over the subsequent two
decades, the pendulum shifted towards predominance of enteral feeding with the
appearance of malnutrition. The earliest study to show worsening of outcome
related to growing negative energy balances came from the UK and was con-
ducted in 57 critically ill patients [28]: With targets set by calorimetry, the
authors showed that a cumulated energy deficit above -10000 kcal was associated
with increased mortality.

Negative energy balances and low feeding supply have since been shown to
prevail across diagnostic categories [2, 10, 29, 30]. Two prospective studies con-
ducted in ICUs with feeding protocols and using indirect calorimetry and the
same computerized information system customized for nutritional monitoring
(Metavision, iMDsoft, Tel Aviv) [10, 11] showed a proportionality between an
increasing energy debt and clinical complications, particularly infection rates.
Energy deficit developed in respectively 55 % and 60 % of the patients. The cut-
off for increasing complication rates in both studies was between –4000 and
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–8000 kcal of cumulated energy balance corresponding to -50 to -110 kcal/kg. The
same type of impact on infectious complications was observed in a neuro-ICU
after subarachnoid hemorrhage in which the mean cumulative energy balance
over the first 7 days was -117 kcal/kg [31].

Rubinson et al. showed in 138 patients that the incidence of bacteremia was
directly related to energy delivery with a steep increase in those patients receiving
less than 25 % of that recommended by the ACCP [3]: The difference appeared
already by day 7 after admission. Using the same ACCP recommendations,
another American study, including 187 medical ICU patients, showed that unin-
tentional hypocaloric feeding occurred on 51 % of ICU days [7]. A randomized
British study including 277 patients and testing enteral immunonutrition ended
up delivering a median intake of 14 kcal/kg/day to both groups [32], which com-
promised the interpretation of their trial. In a French study, including 38 medical
ICU consecutive adult patients intubated for at least 7 days on early exclusive
enteral feeding, the patients with a mean energy deficit of -1,200 kcal/day had a
higher ICU mortality rate than patients with lower deficit after two weeks (p =
0.01) [33]. The same authors showed recently that the level of energy deficit was
also a determinant of the type of microbial agents causing the infectious compli-
cations, Staphylococcus aureus being predominant in ventilator-associated pneu-
monia in patients with the largest energy deficits [34]. This phenomenon is
worldwide as shown by Alberda et al. in 2,772 mechanically ventilated patients
[2]: The level of energy intake averaged 14 kcal/kg/day across countries with a
mean delivery of 1,034 kcal/day and 47 g protein/day. Of note, an increase of
1,000 kcal per day was associated with a progressive mortality reduction.

Energy requirements are pathology dependent. It is, therefore, not surprising
that the level of energy intake required to prevent problems is higher in patients
with major burns as shown by a prospective Finnish study: The intake cut-off
separating patients with and without nutrition-related complications was shown
to be about 30 kcal/kg/day [35]; the lower delivery was associated with a 32.6 %
death rate versus a rate of 5.3 % (p < 0.01) in those receiving adequate feeding;
the pneumonia rate doubled, sepsis rate increased 1.8-fold (p < 0.05), and the
length of stay was prolonged by 12.6 days (p = 0.01).

A recent ICU study from the Netherlands showed that protein delivery is
another player in outcome because optimal intake further reduces mortality when
the energy target is reached: Achievement of the guideline levels (1.2 g/kg/day)
should be monitored [36].

In summary, semi-starvation may possibly be tolerated in young patients who
are not too severely ill, although nobody knows yet exactly how long fasting is
tolerable in acute illness without deleterious consequences. Data in healthy sub-
jects show that the duration is probably shorter than previously believed [37],
with mitochondrial alterations already detectable after 18 hours. But current ICU
populations are older and more severely ill than ever, and often stay for pro-
longed periods of time. Inappropriate feeding jeopardizes recovery. As long as we
have no laboratory determinations available for clinical settings, the calculation
of energy deficit probably constitutes a good surrogate for detection of complica-
tions: The cut-off for appearance of biological consequences of underfeeding is
probably somewhere between -50 and -60 kcal/kg body weight.
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Clinical Evidence from Intervention Studies

Optimizing energy delivery by individualizing and adapting it to a patient’s
daily status is a new concept [38]. Combined nutrition, with parenteral nutrition
to top up insufficient enteral nutrition is a tool to prevent a growing energy defi-
cit while using the gut. Several recent interventional trials are now delivering
results.

The TICACOS Trial

Recently, a prospective controlled randomized trial including 112 critically ill
patients, tested the clinical impact of two strategies on outcome [39] while closely
monitoring energy expenditure using indirect calorimetry. In the study group,
energy target was adapted daily to these results (TIght CAlorie COntrol Study =
TICACOS) whereas in the control group, the target was fixed at 25 kcal/kg/d. The
authors observed a significant difference in energy delivery (+ 600 kcal/day) and
in protein delivery (+13 g/day) between the groups, in favor of the calorimetry
group. As a consequence, daily and cumulated energy balances were positive in
the intervention group, versus negative in the control group. Unfortunately, non-
nutritional energy was not taken into account for feeding prescription, which led
to modest systematic overfeeding with prolonged mechanical ventilation and
more infections. This tighter energy management was nevertheless associated
with a significant reduction in post-ICU mortality. The study has weaknesses,
but is the first to show that individualized nutritional support brings clinical
benefit.

The EPaNIC Trial

This large study, Early Parenteral Nutrition to supplement insufficient enteral
nutrition in Intensive Care patients (EPaNIC), randomized patients on admission
to early (day 2) versus late (day 8) parenteral nutrition and concluded that early
hypercaloric parenteral nutrition was deleterious [40]. This is no surprise, and
confirmed what we have known for 20 years, since the Veterans’ study published
in the same journal [41].

This study has several limitations and was not at all in line with the European
Society for Clinical Nutrition and Metabolism (ESPEN) guidelines [42], which the
study claims to have followed for the early parenteral nutrition group. The
patients of the early parenteral nutrition group did not have a clear indication for
this technique. Patients were fed intravenously even though they had no clinical
indication for this therapy because of a very short stay (39.1 % of the studied
population had left the ICU by day 3, and > 50 % by day 5) or conditions that
rarely need parenteral nutrition, such as elective heart surgery (61 % of the popu-
lation). Large and numerous studies have shown the advantage of the enteral
route over the intravenous route in ICU patients. This misinterpretation raises an
ethical question as the guidelines state that no parenteral nutrition should be ini-
tiated unless enteral nutrition has been tested.

Energy delivery was elevated early on during the most acute phase of illness,
with the delivery of glucose 20 % to the parenteral nutrition group. Further there
was no confirmation of the energy targets by indirect calorimetry. Early elevated
intravenous energy delivery has been shown to result in increased morbidity. The
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study certainly included patients who merited parenteral nutrition but these were
hidden by the forest of patients without an indication. Patients with severe mal-
nutrition (body mass index [BMI] < 18.5), who may have benefited from paren-
teral nutrition, were excluded. This study confirms that parenteral nutrition
should not be considered on admission.

The SPN Trial

The latest study to investigate timing of feeding is the Supplemental Parenteral
Nutrition (SPN) trial [43]. This Swiss bi-center, randomized trial enrolled 305
patients who stayed for at least 5 days in the ICU in whom enteral nutrition was
initiated but clearly insufficient (< 60 % of energy target on day 3). Supplemental
parenteral nutrition was delivered to cover 100 % of target, measured mostly by
indirect calorimetry, from day 4 to day 8, whereas enteral feeding was pursued in
all patients, in line with ESPEN guidelines (indication for parenteral nutrition
was enteral nutrition failure)[42]. The authors applied a glucose control strategy
(target < 8 mmol/l), and glucose control was not compromised by the supplemen-
tary parenteral nutrition [44]. Isoenergetic feeding improved outcome, with a sig-
nificant reduction in new infections, an increase in antibiotic free days, and
reduced time on mechanical ventilation.

Timing and Tools

The answer to the wide persistence of malnutrition consists of a bundle of mea-
sures:

Teaching about nutrition
Application of guidelines
Systematic target calculation with insertion in the medical order sheets
Daily monitoring of nutrition delivery.

Teaching basic nutritional knowledge in medical schools is a big priority, and its
absence in curricula is a worldwide problem [5, 45]. Among the mnemotechnic
tools, the “FAST HUG” strategy [46], where “F” stands for feeding, has only par-
tially penetrated into the critical care milieu.

Guidelines provide standard targets for route, timing and energy targets. Tim-
ing is essential: Starting enteral nutrition within 24 hours in patients on mechani-
cal ventilation is a very efficient way to reduce energy deficit [47]. Early enteral
nutrition has a second advantage, which is to keep the gut working, particularly
in the sickest patients. Prokinetics may help restore motility, and acupuncture
may be even more effective than standard promotility medications [48]. Early
feeding does not mean ‘force feeding’ though [49]; the sick gut is telling us some-
thing important, that we should listen too. Persistent gastric intolerance on day 3
automatically selects patients who will require supplemental parenteral nutrition.

In the absence of calorimetry, guideline targets should be applied, with a cau-
tious initial 20–25 kcal/kg/day target increasing thereafter in the recovery phase.
Importantly, when prescribing these targets one should integrate the existence of
inadvertent non-nutritional energy intakes (see above). Monitoring energy bal-
ance to detect a growing energy debt is essential: This can be easily achieved with
some computerized systems. Computer assisted nutritional support has been
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Fig. 2. Monitoring screen customized to show nutritional information per 24 hours. The large red bars
reflect negative balances (here present the 3 first days) or over-feeding: The closer the patient is to tar-
get, the thinner the bar. The tabular data provide information about energy delivery by intravenous and
enteral routes, and about exact protein, glucose and fat delivery. The table also shows insulin require-
ments.
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show to be more efficient in achieving energy targets [25, 50]. Indeed, visualiza-
tion of real-time energy delivery is an important tool to obtain a rapid response.
Figure 2 shows the case of an elderly patient who was deemed ‘nil per os’ by the
surgeon, with parenteral nutrition started on day 3 (some energy came from glu-
cose 5 % solution and propofol). The initial target was 1700 kcal and was reset to
1350 kcal on day 4 after calorimetry control. Discussion with the surgeons then
enabled initiation of slow enteral nutrition on day 3, resulting in combined feed-
ing for 3 days. Computerized information systems (CIS), also called Patient Data
Management Systems (PDMS), are expensive, however, much more so than calo-
rimeters. As an alternative, it is easy to create an Excel file (available worldwide)
and to customize tables enabling rapid check of protein, glucose, lipid and calorie
delivery per 24 hours: The precise (ml) delivery of feeding solution and of drug
solutions should be entered, including the sedative propofol (lipid) and other glu-
cose containing solutions. Some applications for smartphones from the industry
may also be helpful. Evidence is accumulating that the development of energy
deficits > -4000 kcal should be prevented: Early enteral nutrition and the use of
combined enteral and parenteral nutrition (in case of enteral nutrition failure)
seem the best ways to achieve this target [51].

Conclusion

Nutrition is a medical therapy and basic rules need to be followed, such as
respect of indications, contraindications and dose adaptation, timing of initiation,
and monitoring. Timing has proven important in the prevention of malnutrition-
related complications. Early enteral nutrition remains the best tool to prevent
problems. We now know that combined feeding introduced around day 4 in those
patients not achieving their targets is a second-line tool. Indeed, interventional
trials that have respected these basic rules have achieved improved clinical out-
comes. It is also important to check the target: Ventilators with integrated calo-
rimeters would be a great help. Finally, as any therapy, under- and over-dosage
must be avoided, which implies monitoring nutritional delivery in order to iden-
tify a growing energy gap or excess administration.
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Introduction

Critical illness is characterized by hyperinflammation, oxidative stress, mitochon-
drial and cellular immune dysfunction. Oxidative stress is defined as a state in
which the level of toxic reactive oxygen species (ROS) overcomes the endogenous
antioxidant defenses of the host. It is recognized as a major promoter and media-
tor of the systemic inflammatory response syndrome (SIRS) and multiple organ
dysfunction syndrome (MODS), which can result from either excessive ROS pro-
duction, or depletion of antioxidant defenses. During critical illness, antioxidant
capacity is drastically decreased due to an excessive production of ROS and reac-
tive nitrogen-oxygen species (RNOS) [1].

Selenium is an essential micronutrient with antioxidant, immunological and
anti-inflammatory properties for animals and humans [2]. Evidence suggests that
selenium status affects the cell-mediated and humoral aspects of immune func-
tion, which are linked to inflammatory processes involving the production of ROS
and redox control processes. ROS production increases expression of pro-inflam-
matory cytokines through up-regulation of nuclear factor-kappa B (NF-κB) activ-
ity. Conversely, when incorporated into the various selenoenzymes, selenium acts
as an antioxidant, influencing the inflammatory signaling pathways that modulate
ROS by inhibiting activation of the NF-κB cascade and thus suppressing the pro-
duction of pro-inflammatory cytokines [3].

Severe sepsis is characterized by an increase in ROS and low endogenous anti-
oxidative capacity. Many patients with severe sepsis exhibit profound selenium
depletion, which correlates with higher mortality and morbidity. Thus, repletion
of selenium status should be able to reduce illness severity, reduce infectious
complications, improve clinical outcome, and decrease mortality [2]. In the last
two decades, several clinical trials have evaluated the role of seleno-compounds
(especially sodium selenite) as part of an antioxidant strategy for critically ill
SIRS-MODS patients. However, the results have sometimes been contradictory
and inconclusive, partly because selenium has been studied not only as a single
pharmaconutrient but frequently in combination with other antioxidants (trace
elements and vitamins) in enteral or parenteral ‘antioxidant cocktails’ [2]. Cur-
rent guidelines for nutrition therapy recommend a combination of antioxidant
vitamins and trace elements (specifically including selenium) for all critically ill
patients requiring enteral or parenteral nutrition [4,5]. However, the consensus
view is that inducing a beneficial antioxidant and/or anti-inflammatory response
necessitates a much higher ‘pharmaconutritional’ dose than the ‘normal’ require-
ment for restoration of nutrient deficiency. Notwithstanding, the optimal dose,
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the best mode of administration and the duration of this intervention for ICU
patients are still unknown [2].

Biological Role of Selenium

Selenium exerts its biological role largely through its presence in selenoproteins
where selenium is incorporated into selenocysteine, the 21st amino acid. So far,
more than 25 genes for selenoproteins have been identified in the human genome
[6]. The many selenoproteins have numerous biological functions, especially
related to redox signaling, antioxidant defense systems, thyroid hormone metabo-
lism, and immune responses [5]. The most extensively characterized selenopro-
teins are the glutathione peroxidase (GPx) family of selenoenzymes [7], consist-
ing of eight isoforms that catalyze the reduction of various hydroperoxides but
differ in their substrate specificity; namely cytosolic GPx1, gastrointestinal GPx2,
plasma GPx3, and phospholipid/cholesterol hydroperoxides GPx4. Extracellular
or plasma GPx (also named GPx3) acts as a functional parameter for selenium
status and deficiencies have been associated with cardiovascular disease, SIRS,
and severe sepsis. Selenoprotein P, produced in the liver contains up to 10 seleno-
cysteine per protein, indicative of a high antioxidant potential. A key characteris-
tic of selenoprotein P is its ability to bind to the endothelium, which may be a
mechanism for selenoprotein P recruitment to the site of inflammation. Seleno-
protein P is the major selenoenzyme, accounting for up to 60 % of selenium in
plasma and has been shown to be responsive to changes in dietary intake. A fur-
ther 30 % is measurable as GPx-3 with a normal value of 0.72 ± 0.16 U/ml and
approximately 6–10 % is bound to albumin, with less than 1 % existing as free
selenium [8].

Selenium also has an important role in thyroid hormone metabolism. Thiore-
doxin reductases (TRxR), and iodothyronine deiodinases are selenoenzymes, also
involved in redox reactions, and it has been shown that low plasma selenium lev-
els in critically ill patients correlate with low T3 levels [9]. Moreover, selenium
supplementation leads to an earlier normalization of plasma T3 levels compared
with controls but selenium repletion has no direct effect on the activity of free
and total thyroid hormones.

Selenium and Inflammation in the Critically Ill

There is considerable evidence to support anti-inflammatory effects of selenium
through different mechanisms and pathways. In critically ill patients, especially
those with severe sepsis, low plasma selenium levels have been found to be asso-
ciated with more extensive tissue damage, systemic inflammation and organ fail-
ure [10]. Decreased serum selenium levels in patients with SIRS have been associ-
ated with high levels of C-reactive protein (CRP). Recently, Valenta et al. [11]
showed that high-dose selenite supplementation was able to reduce CRP levels,
demonstrating its anti-inflammatory effect. In a very elegant review, Duntas [10]
proposed other key mechanisms of the anti-inflammatory action of selenium,
namely its effect on immune cells, particularly macrophage signal transduction
pathways, inhibition of NF-κB and the pro-inflammatory genes for tumor necro-
sis factor (TNF)-α and cyclooxygenase-2, which was demonstrated by Zamamiri-
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Davis and coworkers [12], as well as upregulation of the normal half-life of the
NF-κB inhibitor alpha (IκBα). Therefore, by inhibiting TNF-α, selenium limits
the production of adhesion molecules, such as intercellular adhesion molecule-1
(ICAM-1), vascular cell adhesion molecule-1 (VCAM-1), and endothelial leuko-
cyte adhesion molecule-1 (E-selectin) [13], which are responsible for recruiting
leukocytes across the endothelium during the inflammatory response.

Selenium Status in ICU Patients

Critical illness with systemic inflammation and organ failure is characterized by
low selenium status [14], which can be assessed by determining the selenium
concentration of whole blood, plasma, serum or erythrocytes, although plasma
selenium concentration is the parameter most frequently used to determine sele-
nium status. In a meta-analysis of 14 selenium supplementation/depletion stud-
ies, Ashton et al. [15] confirmed that plasma or serum levels were the most com-
monly used and reasonably accurate biomarkers of selenium status, responding
to short-term changes in intake. Expression of individual selenoproteins may be
a more accurate measure. Selenoprotein P responds to selenium supplementation
in a dose-dependent way, and is more sensitive to deficiency than GPx, but is still
difficult to analyze [16].

During critical illness, trace element and vitamin availability is substantially
modified. SIRS is associated with redistribution of vitamins and trace elements
from the circulating compartment to those tissues involved in protein synthesis
and immune cell proliferation, which could explain the finding of an early
decrease in selenium and selenoenzymes in SIRS patients [17]. Like other micro-
nutrients, selenium escapes to the interstitial compartment by capillary leakage,
but the causes and underlying mechanisms have yet to be elucidated. In addition,

Fig. 1. Etiology of selenium deficiency in ICU patients. Se: selenium; CRRT: continuous renal replace-
ment therapy; ICU: intensive care unit; SIRS: systemic inflammatory response syndrome; EN: enteral
nutrition; PN: parenteral nutrition
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losses through biological fluids, hemodilution, previous insufficient intake and
continuous renal replacement therapies (CRRT) contribute to selenium depletion
[18] (Fig. 1). Forceville et al. [19] investigated 134 consecutive ICU patients and
showed that plasma selenium levels were decreased by up to 40 %, especially in
septic shock. Furthermore, selenium concentrations less than 0.7 mol/l were
associated with a 4-fold increase in mortality and a 3-fold increase in new organ
failure and ventilator-associated pneumonia (VAP). More recently, the same
group reported an early 70 % decrease in selenoprotein P plasma levels in severe
sepsis and septic shock, whereas GPx-3 activity remained unchanged [20]. In
92 % (55/60) of surgical patients at ICU admission, Sakr et al. [21] showed that
plasma selenium levels were lower than in healthy controls (74 g/l), and further
decreased during the ICU stay for SIRS patients, and those with organ failure as
a result of severe sepsis. In Uruguay, we have found that selenium and GPX-3 lev-
els were significantly decreased in SIRS and MODS patients (p = 0.0001 and p =
0.002, respectively) [22] (Fig. 2). In addition, univariate analysis showed that
plasma selenium had a relatively good predictive value for ICU mortality (p =
0.034) but GPx-3 did not (p = 0.056). However, multivariate analysis of our data
shows that, independently of the Simplified Acute Physiology Score II (SAPS II),

Fig. 2. Serum selenium a and
glutathione peroxidase-3 (GPx-3)
activity b in healthy volunteer
subjects: (1) critically ill non-SIRS
patients, (2) SIRS patients, (3)
and SIRS-MODS patients (4). The
solid and broken lines represent
the mean ± SD normal serum
selenium and GPx-3 in a Urugua-
yan control group (72.8 ±
13.1 g/l and 0.72 ± 0.16 U/ml,
respectively). P values refer to
differences between groups using
the Mann–Whitney U test. For
serum selenium: p 1–2 = 0.787;
p 1–3 = 0.002; p 1–4 = 0.0001;
p 2–3 = 0.008; p 2–4 = 0.001;
p 3–4 = 0.153. For GPx-3:
p 1–3 = 0.0001; p 1–4 =
0.0001; p 2–3 = 0.014; p 2–4 =
0.0001.
MODS: multiple organ dysfunc-
tion syndrome, SIRS: systemic
inflammatory response syn-
drome. From [22] with permis-
sion
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creatinine and leukocyte count, a low serum selenium within the first 24–48 h
after admission to the ICU was not associated with mortality and was not an
independent predictor of death [22].

The selenium cut-off value of 60 g/l and the GPx-3 cut-off value of 0.5 U/ml
have high specificity for severity of critical illness. Furthermore, the areas under
the curves (AUC) of GPx-3 and selenium demonstrate that these are excellent pre-
dictors of SIRS: GPx-3 yielded the highest discriminative value, with an AUC of
0.921 (CI 95 % 0.844 to 0.999) [22]. Wereszczynska-Siemiatkowska et al. [23] simi-
larly reported significantly lower plasma selenium and GPx-3 activity in severe
acute pancreatitis and this had a high prognostic accuracy for severity. Further
confirmation is provided by a recent study showing that selenium blood levels
were significantly reduced during cardiopulmonary bypass (CPB) surgery when
compared to preoperative values (89.05 ± 12.65 to 70.84 ± 10.46 g/l) [24]. Addi-
tionally, low selenium levels at the end of surgery were independently associated
with postoperative MODS (OR 0.8479, 95 % CI 0.7617 to 0.9440, p = 0.0026). On
the basis of all these data we propose that early assessment of selenium status
should be mandatory for all patients on admission to the ICU [22].

Molecular Effects and Pharmacokinetic Profile of Selenite
in ICU Patients

In addition to the different chemical forms of selenium, the mode of administra-
tion appears to influence the pharmacokinetics of selenium therapy and hence
may account for the conflicting results of different supplementation studies. Most
intervention trials in the ICU have been performed using the parenteral route and
we lack comparative data between enteral and parenteral selenium supplementa-
tion. Inorganic selenocompounds (sodium selenite or selenious acid) are the
most effective parenteral forms of selenium supplementation for optimizing GPx-
3 activity and have been evaluated in several clinical and animal studies. Organic
selenium compounds, such as selenomethionine, are not available for intravenous
use. The following parenteral options are available: Single nutrient monotherapy;
separate infusion in combination with other micronutrients; bolus versus contin-
uous infusion; bolus plus continuous infusion; in combination with other trace
elements in a parenteral nutrition regimen [2].

The optimum safe dose and method of administration remains controversial but
the best clinical outcomes in SIRS, with no apparent adverse effects, have been
reported from very high selenium doses, administered first by bolus followed by
continuous infusion. Selenite is postulated to have a biphasic action, initially as a
pro-oxidant and then as an antioxidant. Depending on intracellular conditions,
such as peroxide tone and redox potential, it can potentially have a toxic effect at
very high dosages [25]. Nevertheless, the early transient pro-oxidant effect of sele-
nite might be a useful therapeutic strategy for some ICU patients. A loading dose
given as a bolus in the early phase of septic shock and SIRS could have the follow-
ing effects: a) Direct reversible inhibition of NF-κB binding to DNA through a rup-
ture of the disulfide bridging bond controlling gene expression and thus downregu-
lating the synthesis of pro-inflammatory cytokines (at selenium concentrations > 5
mol/l) [26, 27]; b) induction of apoptosis and cytotoxicity in activated pro-inflam-

matory circulating cells at the microcirculation level; and c) a direct virucidal and
bactericidal effect [25]. Unfortunately, this transient pro-oxidant effect of a sele-
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Fig. 3. Pharmacodynamic profile
of two high doses of selenite
assessed by glutathione peroxi-
dase (GPx-3) activity in SIRS
patients. Only the very high
dose (loading dose as an intra-
venous bolus of 2000 g in 30
min and, thereafter, an intrave-
nous infusion of 1600 g/day
during 10 days) achieved physi-
ologic levels (0.72 ± 0.16 U/ml)
from day 2. After day 7, GPx-3
decreased in both groups, but
only the very high-dose group
maintained physiologic levels
until day 10. From [29] with
permission

nium bolus loading dose has never been confirmed in SIRS patients. The antioxi-
dant action of high doses of selenium is secondary to its incorporation into sele-
nocysteine residues at the active site of the selenoenzymes. In septic shock
patients, the combined effect of an intravenous bolus followed by continuous
infusion is thought to stimulate the synthesis of selenoprotein P, which protects
against endothelial dysfunction leading to decreased organ failure. Using a sheep
model of severe peritoneal sepsis and septic shock, Wang et al. [28] investigated
the effects of a large selenium bolus (as sodium selenite 2000 g) into the right
atrium, followed by a continuous intravenous infusion of 0.06 g/kg/h for the
remainder of the study. A second group of animals received the same dose of
sodium selenite but only by continuous infusion (4 g/kg/h) without the initial
bolus. Only bolus-injected animals, but not the continuous infusion group,
reached a transient peak plasma selenium concentration (7.7 ± 2.7 mol/l,
4–14 mol/l). In addition, interleukin-6 (IL-6) decreased significantly, but only in
the bolus group (p < 0.05). These metabolic improvements were associated with
a better hemodynamic status – blood pressure, cardiac index, stroke volume
index and response to fluid replacement (p < 0.05) – suggesting that in an inflam-
matory condition, such as severe sepsis/septic shock, the pro-oxidant effect of a
large selenium bolus may be pivotal to the anti-inflammatory process and hence
outcome improvement [28].

Our own dosing study, performed in 20 critically ill SIRS patients, compared
and analyzed the pharmacokinetic profile of two high doses of selenite (as seleni-
ous acid) [29]. The first group received a bolus loading dose of 1200 g (15.18
mol) over 2 h, and thereafter 800 g/d (10.12 mol/d) as a continuous infusion

for 10 days. The second group received a loading dose of 2000 g (25.3 mol) and
thereafter 1600 g/day (20.24 mol) as a continuous infusion for the same time
period. Data analysis showed that the concentration/time curves for selenium
overlapped and were independent of dose. However, the pharmacodynamic pro-
file of GPx-3 showed that optimal GPx-3 levels were only achieved with the higher
dose of selenious acid (1600 g/day selenium) (Fig. 3). In both groups, GPx–3
decreased after day 7 of supplementation independent of the selenium dose. Clin-
ical outcomes were similar in both groups. This suggests that despite continued
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selenium supplementation, GPx-3 inhibition or saturation occurs as a result of
insufficient synthesis of precursors such as hydrogen selenide or selenocysteine,
and/or limitation of glutathione (GSH) synthesis due to lack of glutamine or cys-
teine. We, therefore, hypothesize that depleted GSH or precursor stores need to be
replenished in addition to selenium, to maintain GPx-3 intracellular levels in SIRS
[29]. Combined supplementation of high dose selenite with glutamine and/or cys-
teine could potentially avoid the observed GPx-3 decrease after day 7, thus fur-
ther optimizing the pharmacodynamic profile and efficacy of the therapy [2, 29].

Studies on Intravenous Selenium Supplementation in the Critically Ill

Selenium Monotherapy

In the 1990s, some German and Swiss trials first evaluated different doses of par-
enteral selenium, as sodium selenite, in ICU patients (Table 1). Zimmermann et
al. [30] showed that a high dose of 1000 g sodium selenite given over 30 minutes
on the first day followed by a continuous infusion of 1000 g/day for 14 days after
surgery or trauma improved multiorgan function scores with a 2.6-fold reduction
in mortality. Angstwurm et al. [31] used a novel protocol in SIRS patients with
APACHE II >15, involving an initial intravenous bolus followed by a stepwise
reduction in dosage of sodium selenite (535 g from day 1–3, 285 g from day
4–6 and 160 g from day 7–9) as continuous infusions and, thereafter, 35 g
sodium selenite in the parenteral nutrition. Selenium supplementation reduced
the severity index and need for hemodialysis, but the reduction in mortality
(52 % to 33.5 %) did not reach statistical significance (p = 0.13) [31].

The most important prospective randomized controlled trial (RCT) on sele-
nium supplementation as monotherapy so far is the ‘Selenium in Intensive Care’
(SIC) [32] study in patients with severe SIRS, sepsis and septic shock with an
APACHE III > 70. Initially, 249 patients were randomized to receive either a 1000
g bolus of sodium selenite on day 1 followed by a daily continuous infusion of

a further 1000 g for 14 days or a saline placebo. Of these, 11 patients were
excluded for various reasons, leaving 238 patients for the intention-to-treat analy-
sis. Subsequently a further 49 patients had to be excluded due to protocol devia-
tions bringing the total number of patients in the per-protocol analysis down to
189. Although the reduction in 28-day mortality for selenium-supplemented
patients failed to reach statistical significance in the intention-to-treat analysis
(50.0 % vs. 39.7 %; p = 0.109), in the per protocol analysis, mortality was signifi-
cantly lower in the selenium group (56.7 % vs. 42.6 %, p = 0.049) [32]. No toxicity
or adverse effects from the high dose of selenium were observed. It is very
encouraging that the mortality rate was significantly reduced in the subgroup of
patients with severe sepsis and disseminated intravascular coagulation (p =
0.018) and also in patients with more than three organ dysfunctions (p = 0.039)
as well as in the most severely ill (APACHE III > 102) patients (p = 0.04) [32].

A smaller, prospective RCT evaluated the effect of approximately half this sele-
nium dose on biochemical markers and clinical outcome in 40 septic ICU patients
[33]. Patients were randomized to receive intravenous sodium selenite supplemen-
tation, providing 474, 316, 158 g/day selenium, for each of 3 consecutive days, fol-
lowed by a standard infusion of 31.6 g (0.4 mol)/day for a total duration of two
weeks. Although selenium supplementation did not reduce mortality or oxidative
stress (as measured by F2 isoprostanes), there was a significant reduction in
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Table 1. Summary of the most relevant studies on parenteral pharmaconutrition using selenite as
monotherapy

Reference Patient population
and characteristics

Selenium daily dose (as
monotherapy)

Clinical outcome

Angstwurm
et al. (1999)
[31]

Sepsis
APACHE II > 15
(n = 42)

535 g/day 3 days;
285 g/day 3 days;
155 g/day 3 days, and
then 35 g/day

APACHE II was significantly lower
(day 7, p = 0.018; and day 14, p =
0.045).
CRRT was less necessary in the sele-
nite group (p = 0.035)

Angstwurm
et al. (2007)
[32]

Severe sepsis, sep-
tic shock. APACHE
III > 70 (n = 249)

Day 1: loading bolus
1000 g in 30 min and
then continuous infusion
1000 g/day for 14 days

28-day mortality was lower (39.7 vs.
50 %, p = 0.109).
In the per-protocol analysis (n = 189),
the decrease was significant
(p = 0.049)

Mishra et al.
(2007) [33]

Severe sepsis
APACHE II > 18
(n = 40)

Day 1–3: 474 g/day,
day 4–6:316 g/day,
day 7–9:158 g/day,
day 9–14: 31.6 g/day
by continuous infusion

Negative correlation between plasma
Se and SOFA (r = -0.36, p= 0.03). No
difference in 28-day mortality (p =
0.95)
CRRT requirement no different
between groups (p = 0.99)

Forceville
et al. (2007)
[34]

Severe sepsis/sep-
tic shock
APACHE II > 25
(n = 60)

Day 1: loading infusion
4000 g/24 h
and then 1000 g/day
for 9 days

No effect on clinical outcome: time
to vasopressor withdrawal, hospital
and ICU LOS, duration of mechanical
ventilation and 28-day mortality (p =
0.59)

Valenta et al.
(2011) [11]

Severe sepsis/SIRS
APACHE II > 30
(n = 150)

Day 1: loading bolus
1000 g in 30 min and
thereafter 30 min infu-
sion 500 g/day for
days 2 to 14

Negative correlations between plasma
Se: CRP (p = 0.035), PCT (p = 0.022)
and SOFA (p = 0.001) at admission
but not on days 7 or 14.

Manzanares
et al (2011)
[35]

Severe sepsis/SIRS
APACHE II > 23
(n = 35)

Day 1: loading bolus:
2000 g in 2 h and
thereafter continuous
infusion 1600 g/day
for 10 days

SOFA score decreased significantly
(1.3 ± 1.2 versus 4.6 ± 2.0, p =
0.0001).
Early VAP rate was lower (6.7 % ver-
sus 37.5 %, p = 0.04). HAP was
lower after ICU discharge (p = 0.03)

APACHE II, Acute Physiology and Chronic Health Evaluation II; CRP: C-reactive protein; CRRT: continuous
renal replacement therapy ; HAP: hospital-acquired pneumonia; ICU: intensive care unit; LOS: length of
stay; PCT: procalcitonin; RRT, renal replacement therapy; SIRS: systemic inflammatory response syn-
drome; SOFA: sequential organ failure assessment; VAP: ventilator-associated pneumonia; Se: selenium

sequential organ failure assessment (SOFA) score with a significant negative cor-
relation between plasma selenium and SOFA (r = –0.36, p = 0.03) [33].

In contrast, in a multicenter prospective RCT, Forceville et al. [34] enrolled 60
patients with septic shock and safely infused the therapeutic group (n = 31) with
a very high initial dose of sodium selenite (4000 g [50.6 mol] selenium) as a
continuous infusion in the first 24 hours (without an initial bolus loading dose),
followed by 1000 g/day for an additional 9 days (total selenium 13,000 g [156
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mol per treatment]). However, there was no improvement in clinical outcome.
Mortality rates did not differ significantly between the groups at any time point
(45 % vs. 45 % on day 28, p = 0.59; 59 % vs. 68 % at 6 months, p = 0.32, and 66 %
vs. 71 % at 1 year, p= 0.43) [34]. These findings differ from the previous achieve-
ments of these authors and the SIC study [32], leading to speculation that the
unimproved outcome results are due to the omission of the initial pro-oxidant
and anti-inflammatory intravenous bolus-loading dose of sodium selenite. Ani-
mal data from the same French group added further weight to this hypothesis
[28]. In our own phase II prospective RCT in adult SIRS patients with APACHE II

8.5 15 [35], we investigated high-dose selenious acid, administered first as a
bolus, providing 2,000 g (25.3 mol) selenium over 2 h, and thereafter 1,600 g/
day (20.24 mol) selenium as a continuous infusion. After 10 days of therapy,
SOFA scores decreased significantly in the selenite group (1.3 ± 1.2 versus 4.6 ±
2.0, p = 0.0001). The rates of early VAP (6.7 % versus 37.5 %, p = 0.04), and hospi-
tal-acquired pneumonia after ICU discharge were lower (p = 0.03) in the selenite
group [35]. Additionally, selenium was not associated with a higher incidence of
adverse events during 28 days’ follow-up. Similarly to our findings, Valenta et al.
[11] reported a decrease in whole-blood GPx from day 10 onwards. In this study,
patients received an initial selenite bolus of 1,000 g selenium on day 1 followed
by 500 g on days 2 to 14 as a 30-min rapid infusion, rather than as a prolonged
continuous infusion. Despite the late decrease in whole blood GPx, which was not
discussed by the authors, they demonstrated that this approach was able to signif-
icantly increase selenium and GPx-3 levels (p < .001) [11]. Biomarkers of systemic
inflammation decreased similarly in both groups and a negative correlation was
demonstrated between low plasma selenium and CRP (p = 0.035), procalcitonin
(PCT) (p = 0.022), and SOFA score (p = 0.001) at ICU admission, but not at day
7 or day 14. The 28-day mortality was slightly, but not significantly, lower in the
selenium group (25 % vs. 32 %), and there was no significant reduction in mor-
tality in the sub-group analysis by severity of illness either, but the authors admit-
ted that their study was not sufficiently powered to determine this. There was
however a trend towards reduced mortality in the most severely ill patients
(APACHE II > 28) [11].

Selenium in Antioxidant Cocktails

In many prospective RCTs, selenite has been combined with other trace elements
and vitamins in antioxidant cocktails. Interesting data were reported by Berger et
al. [36] who aggregated two RCTs published in 1998 and 2004 and involving 41
burned patients. The intervention groups received parenteral antioxidant cock-
tails including selenium 315–380 g/day (2.9–4.8 mol/day) plus copper 2.5–3.1
mg/day and zinc 26.2–31.4 mg/day for 8 to 21 days. In these patients, plasma
selenium and GPx levels in plasma and skin increased. Additionally, there was a
reduction in nosocomial pneumonia compared to controls (33 % vs. 80 %, p <
0.001) and fewer episodes of VAP (13 vs. 6, p = 0.023) [36]. The same group also
evaluated the effect of high dose enteral glutamine (30 g/day) plus antioxidants
(including selenium) in 86 critically ill, burned and major trauma patients [37].
Enteral selenium supplementation was 300 g/day, and burned patients received
an additional 485.5 g/day intravenous selenite for a maximum of 10 days. This
combination of enteral glutamine plus parenteral micronutrients was reportedly
safe but did not significantly improve clinical outcome. A similar parenteral anti-
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oxidant cocktail (zinc, vitamins C and B1 and selenium 270 g/day) given as a
double loading dose on the first two days to 200 patients with organ failure after
complicated cardiac surgery, major trauma and subarachnoid hemorrhage signifi-
cantly reduced the inflammatory response in the intervention group (n = 102)
[38]. In a retrospective analysis of 4294 trauma patients, half of whom had
received an antioxidant mixture of parenteral vitamin C, enteral α-tocopherol and
selenium (200 g as a bolus over 2 hours) for 7 days, Collier et al. [39] showed a
significantly shorter hospital and ICU length of stay (p < 0.001 and p = 0.001,
respectively) as well as lower mortality (6.1 % vs. 8.5 %, p = 0.001) in the antioxi-
dant group, which the authors translated into a 28 % relative risk reduction for
mortality [39]. A phase I dose-ranging study by Heyland et al. [40] demonstrated
that high dose glutamine (0.35 g/kg parenterally plus 30 g enterally daily) and par-
enteral selenium (500 g) in combination with an enteral antioxidant cocktail
including selenium 300 g was associated with an improvement in mitochondrial
function. Currently, the Reducing Deaths due to Oxidative Stress (REDOXS study)
[41], a multicenter prospective double-blind randomized trial in 1200 ICU patients
is investigating the effect of this high-dose glutamine and antioxidant combination
on mortality. A different combination of glutamine and selenium incorporated
into a standard parenteral nutrition regimen was investigated in the multicenter
Scottish Intensive care Glutamine or seleNium Evaluative Trial (SIGNET) [42].
Four groups of patients were randomized to receive: a) glutamine 0.2 g/kg/day; b)
selenium (as sodium selenite) 500 g/day; c) glutamine 0.2 g/kg/day plus selenium
500 g/day; or d) parenteral nutrition with no additional glutamine or selenium.
None of the parenteral nutrition regimens had any effect on new infections or on
mortality. However, there was a reduced incidence of new infections (odds ratio
0.53, 95 % CI 0.30 to 0.93) in the subgroup of patients who received parenteral
nutrition supplemented with high dose sodium selenite for at least 5 days [42].

Current Evidence on Selenium Supplementation

In 2005, the first meta-analysis on antioxidants in ICU patients was published
[43]. Moderate to low doses of selenium (less than 500 g/day) were not associ-
ated with a decrease in mortality (RR 1.47, 95 % CI 0.20 – 10.78, p = 0.70),
whereas studies that used doses higher than 500 g/day showed a tendency
towards a decrease in mortality (RR 0.52, 95 % CI 0.24 – 1.14, p = 0.10) [43].
More recently, the same Canadian group finished a large updated meta-analysis
on the same topic including a total of 20 RCTs, and demonstrated that, overall,
antioxidants including selenium are associated with a significant reduction in
mortality (RR = 0.81, 95 CI 0.71–0.93, p = 0.003) [44]. Of the studies included, 15
(n = 1411) have evaluated selenium alone or combined with other micronutrients
in antioxidants cocktails. Selenium, administered either by the enteral or paren-
teral route, was associated with a trend toward a reduction in mortality (RR =
0.88, 95 % CI 0.76–1.02, p = 0.10). Furthermore, when aggregated, trials using
selenium demonstrated a significant reduction in infections (RR = 0.86, 95 % CI
0.74–1.00, p = 0.05), whereas trials not using selenium manifested a non-signifi-
cant trend toward an increase in infectious complications [44]. In 9 studies
including 1120 patients, selenium was given as monotherapy, which was associ-
ated with a trend toward reduction in mortality (RR = 0.85, 95 % CI 0.72–1.01, p
= 0.06). Finally, the effect of parenteral selenium via bolus infusion on mortality
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was evaluated in 4 RCTs and showed a trend toward mortality reduction (RR =
0.63, 95 % CI 0.32–1.23, p = 0.17) [44].

Safety of Selenium Supplementation in the Critically Ill

The complex mechanisms underlying selenium toxicity in humans were investi-
gated in the 1970s and 80s but are still not fully understood. In our recent review
of selenium supplementation in the critically ill [45], we concluded from these
early published data that toxicity probably involves a pro-oxidant effect from
replacement of a sulfur with a selenium atom in key molecules, leading to neuro-
toxicity, anemia, liver dysfunction and pancreatic changes, at an oral dose of sele-
nite above 0.05 mg/kg (or 3500 g/70 kg human). This led to the establishment of
a lowest adverse events level (LOAEL) for clinical symptoms of selenosis at
900–1000 g selenium/day. No selenosis has been recorded in individuals with
blood selenium concentrations below 1000 g/l, (corresponding to an approxi-
mate daily intake of 850 g), and this has been taken as a NOAEL (no observed
adverse effect level) for clinical selenosis. In 2000, the Scientific Committee on
Food, deliberating on the Tolerable Upper Intake Level (TUIL) [46] of selenium
established an upper limit for dietary selenium of 300 g/day in adults, including
pregnant and lactating women. Selenium concentrations increase in a dose-
dependent manner and a risk of toxicity exists at the highest levels of supplemen-
tation. Nevertheless, most of the published human toxicity data relate to chronic
oral intakes and cannot necessarily be extrapolated to the situation in the ICU,
where selenium is not normally administered for more than 1 to 2 weeks to
already depleted patients.

What then is the optimum therapeutic but safe posology for critically ill
patients? It has been suggested that parenteral selenium doses greater than 400
g/day could be harmful [46] but this seems to be based on the recommended

TUIL for daily oral intake of at least three months and is actually less than half
the World Health Organization (WHO) toxic level of 900 g/day [47]. Heyland
[48] in turn suggested that doses greater than 1000 g/day could be harmful but
proposed that a dose less than 800 g/day is probably inadequate and ineffective
for selenium deficient ICU patients. On the other hand, Vincent and Forceville
[25] proposed that any dose below the TUIL may be used in the critically ill, but
doses above 800 g/day need to be researched further. However, all these sugges-
tions are speculative and not sustained by strong toxicological evidence. Taking
into account total parenteral and enteral selenium, the various protocols from
Germany and Uruguay have supplemented a total selenium dose ranging up to
19,000 g (19 mg) during 10–14 days [45]. Neither group of investigators
reported any selenium-specific adverse events due to the high acute dose sele-
nium supplementation, but demonstrated improvements in certain clinical end
points [2, 45]. This finding supports a recommended posology of 1000–1600 g/
day.

Conclusion

We currently know that SIRS is characterized by low selenium status, which is
associated with poor prognosis. The optimum safe dose and method of adminis-
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tration remains controversial but greatest efficacy in critically ill SIRS patients
has been reported from very high selenium doses, administered by bolus fol-
lowed by continuous infusion. Daily doses of sodium selenite providing between
1000–1600 g for 10 to 14 days, after an initial intravenous bolus, appear to be
safe without side effects. Selenium supplementation has been shown to improve
clinical outcomes, such as illness severity and infectious complications. Further
studies should aim to confirm the benefit of high dose intravenous selenite, alone
or in combination, on antioxidant capacity and mortality in the critically ill.
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Introduction

Exsanguination is the second commonest cause of death in trauma after central
nervous system (CNS) injury [1]. Admission coagulopathy in trauma is associated
with multiple organ failure, longer intensive care unit (ICU) stay, and mortality
[2]. If this association is causative, prevention, rapid identification and appropri-
ate management of coagulopathy may improve outcome. Until recently, the patho-
genesis of the coagulopathy of trauma was thought to be a ‘triad’ of loss and dilu-
tion of procoagulant clotting factors, hypothermia and acidemia [3, 4], perhaps
along with disseminated intravascular coagulation (DIC) [5]. However, there is
emerging evidence that tissue hypoperfusion accompanying major trauma also
causes hypo- (and later, hyper-) coagulation, as do endothelial dysfunction,
inflammation, and possibly platelet dysfunction. More specific focus on these fac-
tors may be useful therapeutic targets in trauma. Here, we review evidence for
and against the traditional model of traumatic coagulopathy and explore what is
known of the interaction between traumatic coagulopathy and hypoperfusion,
inflammation, and endothelial and platelet dysfunction. We conclude by suggest-
ing potential therapeutic avenues to exploit these relationships.

Traditional ‘Extrinsic’ Models of the Coagulopathy of Trauma

Traditional understanding of the coagulopathy of trauma rests on observed asso-
ciations between the extrinsically imposed triad of acidemia, dilution of clotting
factors and hypothermia, and abnormalities of clotting tests and greater blood
loss [3, 4, 6]. To this pathogenic triad is sometimes added DIC [5], such as occurs
in other forms of critical illness. The extent to which these associations are causa-
tive is, however, speculative.

Hypothermia

Severe hypothermia (core temperature less than 32oC) is occasionally seen in
postoperative and critically ill patients, but is rarely present in trauma cases [7].
Severe hypothermia directly interferes with hemostasis by slowing the activity of
reactions catalyzed by coagulation enzymes, and by reducing fibrinogen synthesis
[8]. However, most shocked trauma patients have only mild hypothermia (35 to
33oC), which has little effect on coagulation proteases or clinical bleeding [9, 10].
Platelet aggregation and adhesion are more sensitive to hypothermia, being
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decreased by 40 % in the moderate hypothermic range. However, these in vitro
platelet effects do not appear to contribute to clinical bleeding [10]. Lack of an
important effect of mild hypothermia is well known to cardiac surgeons, whose
patients on cardiopulmonary bypass (CPB) are often maintained at around 34 °C
without clinically significant adverse effects. Therefore, although the severity of
both coagulopathy and hypothermia increase with the severity of trauma, lack of
a causal relationship suggests attention to core temperature alone will not reduce
coagulopathic bleeding in the majority of patients.

Dilution

Initial resuscitation of hemorrhagic shock is often achieved with crystalloid or
colloid solutions containing no clotting factors. Dilution of remaining factors has
logically been assumed by many authors [11] to contribute to an acute coagulopa-
thy. This argument ignores the homeostatic balance between procoagulant and
anticoagulant factors immediately prior to trauma, and the consequent propor-
tional dilution of anticoagulant factors as well [11]. Indeed, the effect of loss of
procoagulant factors may be proportionately less important than loss of anticoag-
ulant factors, because the endothelium can release factor XIII and von Willebrand
factor in major trauma [11]. Notwithstanding this theoretical argument, dilution
does indeed appear to contribute at least a little to coagulopathy. A European
study of 8724 patients found that more than 50 % of patients who had received
more than 3 l fluid in the prehospital phase were coagulopathic, compared to only
10 % of patients who had received less than 500 ml [2]. Early administration of
plasma rather than crystalloid or colloid to patients requiring more than 10 units
of packed red cells appears [12, 13] (although not yet conclusively [14]) to
improve outcome. This is probably because dilutional coagulopathy is avoided,
although as noted elsewhere in this chapter, modulation of inflammation is
another possible explanation. Dilutional coagulopathy is, however, not the only
cause of the coagulopathy of trauma. In a seminal paper that led to re-examina-
tion of much traditional teaching, Brohi et al. [15] demonstrated that the inci-
dence of coagulopathy was determined more by severity of injury than by volume
of intravenous fluid administered. These authors showed that coagulopathy was
present on hospital admission in 25 % of trauma patients who had received mini-
mal or no prehospital fluid administration. This finding was replicated in a larger
database study of 7638 patients [16]. As with hypothermia, there must be an
explanation other than dilution for the coagulopathy of trauma.

Acidemia

Metabolic acidosis in trauma is primarily due to hyperlactatemia resulting from
tissue hypoperfusion and hypoxia. Multiple studies have demonstrated that mor-
tality and morbidity in trauma and critical illness correlate with the severity of
metabolic acidosis [17]. At least at extremes of pH, this association is plausibly
causative. Metabolic acidosis impairs cardiac contractility, is arrhythmogenic, and
precipitates vasodilatory hypotension with decreased hepatic and renal blood
flow [18]. Acidosis directly reduces the activity of the coagulation cascade prote-
ases as assayed by prothrombin time (PT) and partial thromboplastin time
(PTT), and diminishes platelet aggregation [19, 20]. However, separating the
independent effect of acidemia from that of illness severity is difficult in observa-
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tional clinical studies. Experimentally-induced severe acidosis in animals, using
infusions of hydrochloric acid to achieve pH down to 7.1, inhibits the propagation
phase of thrombin generation in a cell-based model of coagulation and acceler-
ates fibrinogen degradation by nearly two-fold [21]. With more modest manipu-
lations of pH, into the range more often encountered in trauma, however, the
effect is less marked [19]. A clinically significant effect of acidemia on coagulopa-
thy is, therefore, unlikely until the pH decreases below 7.2. Only a minority of
trauma patients become this acidemic. Moreover, hydrogen ion concentration per
se appears unlikely to be the mechanism of traumatic coagulopathy, as correction
of pH using buffer has little effect on bleeding [8]. It appears that acidemia is a
marker for cellular stress and severity of illness, rather than a quantitatively
important direct cause for coagulopathy. Therapy for the coagulopathy of trauma
should, therefore, be targeted elsewhere.

An Alternative, ‘Intrinsic’, Pathogenesis of the Coagulopathy
of Trauma?

The three proposed ‘extrinsic’ explanations for the coagulopathy of trauma
appear inadequate to explain a substantial proportion of the observed abnormali-
ties of laboratory tests and clinical bleeding in severely injured patients. At one
level this is disappointing, as normalization of body temperature, pH and clotting
factor concentration can be relatively easy to achieve in adequately equipped hos-
pitals. However, identification of an endogenous pathophysiological mechanism
would open the possibility of entirely new therapeutic approaches, and so war-
rants exploration.

Is ‘Consumption Coagulopathy’ a Feature of Major Trauma?

If the above ‘triad’ is not a major pathophysiological mechanism for trauma-
induced coagulopathy, explanations must be sought elsewhere. In other forms of
critical illness, consumption of clotting factors (DIC) with as an underlying
mechanism of coagulopathy because of shock has long been recognized [22].
However, there is debate over whether DIC commonly occurs in the acute phase
of trauma. In trauma patients with preserved systemic perfusion, Brohi et al. [23]
found that coagulation parameters, including PT and PTT, were typically not pro-
longed, regardless of the amount of thrombin generated. If consumption was the
mechanism accounting for the acute coagulopathy of hemorrhagic shock, then
increasing thrombin genesis would imply factor consumption and subsequent
derangement of measures of clotting, but this was not the case. Furthermore, this
group also showed that platelets and fibrinogen levels were within normal ranges
in patients with acute traumatic coagulopathy in the absence of hypoperfusion
[24]. The clear conclusion is that the acute coagulopathy of trauma is not caused
by disseminated consumption of clotting factors. In contrast, others have pointed
to observations of reduced fibrinogen, fibrinolysis, thrombin and plasmin activity
in trauma patients on arrival to hospital as evidence of a consumptive coagulopa-
thy and microvascular thrombosis [25]. Debate on this point would be resolved if
microvascular thrombosis could be demonstrated in patients dying in the acute
phase of trauma, which to date has not occurred. Of interest, later in this chapter
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we argue that acute trauma is a pro-inflammatory state. If the inflammation of
trauma does not cause DIC, the manner in which traumatic inflammation differs
from that of other forms of critical illness remains open to question.

The Modern Cell-based Model of Coagulation

Before exploring evidence for an endogenous or ‘intrinsic’ pathogenesis of acute
traumatic coagulopathy, it is useful to briefly review the modern understanding
of the initiation, propagation and resolution of blood clotting. The classic extrin-
sic and intrinsic coagulation cascade was proposed in 1905 by Morawitz [26],
based on four known coagulation factors, and postulated the conversion of fibrin-
ogen to fibrin by thrombin. This theory was replaced by the cascade or waterfall
model in 1964 to accommodate the discovery of additional coagulation factors
[27]. The cascade model proposed that coagulation consisted of an activating
sequence in which proenzymes were converted into active enzymes with associ-
ated amplification. Although this model is intellectually appealing, more recently
it has been understood that the major quantitative in vivo elements of coagula-
tion are not just the soluble clotting factors, but cells bearing exposed tissue fac-
tor (TF) tightly integrated with anticoagulant and fibrinolytic systems. Discovery
of cellular surface receptors and TF-bearing cells required development of a cell-
based model of coagulation [28]. The endothelium and platelets occupy central
roles as active drivers of these processes [29, 30]. This model is characterized in
three overlapping phases: Initiation, amplification and propagation [31].

Initiation

Endothelial disruption through illness or injury exposes TF to the circulation. TF
is a receptor for circulating factor (F) VII, which on binding undergoes a confor-
mational change to become enzymatically active (FVIIa). The TF/FVIIa complex
catalyzes conversion of prothrombin to thrombin. During this phase the TF/FVIIa
complex also activates FIX and FX. FIXa migrates and binds to platelet surfaces,
whereas FXa remains bound to the TF-bearing cell. The small quantity of throm-
bin generated during this phase is critical to subsequent thrombin and fibrin pro-
duction [28, 31].

Amplification

Thrombin generated during the initiation phase activates platelets, FV, FVIII and
FXI. The amplification phase predominantly occurs on the platelet surface.
Thrombin activates FVIII by cleaving and liberating it from von Willebrand fac-
tor (vWF) [28] and also activates FV, FVIII and FXI allowing for the generation
of large quantities of thrombin in the propagation phase. The amplification phase
terminates with FVa and activated FVIII (FVIIIa) bound to the surface of the acti-
vated platelets.[31]

Propagation

In the propagation phase, tenase (FVIIIa/FIXa) and prothrombinase (FVa/FXa)
complexes are generated on the platelet surface. The tenase complex then acti-
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vates FX, which binds its cofactor, FVa. The platelet bound prothrombinase initi-
ates a burst of thrombin resulting in the conversion of fibrinogen to fibrin.
Thrombin produced in this phase also activates factor XIII, which stabilizes the
fibrin clot by catalyzing covalent crosslinkages [28].

The coagulation response is tightly modulated to ensure timely thrombus for-
mation without an overshoot of fibrin formation. Once the injured or diseased
endothelium is isolated, fibrin formation not only ceases but is subsequently
removed by fibrinolysis. This process involves the breakdown of fibrin clots by
plasmin to D-dimer fragments, so named because they contain two linked ‘D’
fragments of fibrinogen protein. Plasmin is formed from plasminogen by tissue
plasminogen activator. The principle inhibitor of plasminogen activator is plas-
minogen activator inhibitor (PAI)-1, which is produced by the endothelium. The
protein C system is a second important regulator of both hemostasis and inflam-
mation. Protein C is synthesized in the liver and is turned into activated protein
C (APC) by thrombin bound to the endothelial cell membrane. APC then serves
as an anticoagulant by inhibiting activated coagulation factors VIII and V
(together with a cofactor, protein S). APC also exhibits profibrinolytic function by
inhibiting PAI-1 [32].

Mechanisms of ‘Intrinsic’ Trauma-induced Coagulopathy (‘Acute
Traumatic Coagulopathy’[33] Or ‘Endogenous Acute Coagulopathy’ [34])

Two recent studies of 1088 and 7638 patients have found acute coagulopathy is
already present on arrival to the emergency department in around 25 % of
patients with major trauma [15, 16]. This observation cannot be explained solely
on the basis of acidemia, hypothermia or dilutional coagulopathy. There are only
two possible logical explanations for this finding: Either the cell-based procoagu-
lant processes referred to above have become dysfunctional; or the counter-regu-
latory anti-inflammatory processes have become abnormally amplified. There is
little evidence that procoagulant factors become acutely deficient. In contrast,
there is emerging evidence that the thrombomodulin-protein C pathway is
responsible for the activation of anticoagulant and fibrinolytic pathways [24].

Tissue Hypoperfusion as an Initiator of Acute Traumatic
Coagulopathy via Activated Protein C

Tissue hypoperfusion in hemorrhagic shock due to trauma is a likely mechanism
for the development of acute traumatic coagulopathy (Fig. 1). In the presence of
tissue hypoperfusion, the endothelium expresses thrombomodulin which com-
plexes with thrombin. The thrombin-thrombomudulin complex activates protein
C to APC [34]. APC subsequently deactivates cofactors V and VIII potentiating
the anticoagulated state. Interestingly, APC in excess can effectively consume PAI-
1 and thus lead to a ‘de-repression’ of fibrinolytic activity and systemic hyperfi-
brinolysis [35]. In binding to thrombomodulin, less thrombin is available to cata-
lyze the conversion of fibrinogen to fibrin. Similarly activation of fibrinolysis may
occur as tissue plasminogen activator (tPA) is released from the endothelium fol-
lowing injury or ischemia in the setting of hypoperfusion. In a prospective cohort
study of 208 patients, an increasing base deficit (indicative of tissue hypoperfu-

A New Understanding of Coagulopathy in Trauma 693

XVIII



sion) was associated with high soluble thrombomodulin, low protein C levels
[23], and reduced fibrinogen utilization [24]. Reduced (quiescent) protein C was
taken to indicate an increase of APC, and therefore inhibition of coagulation, a
hypothesis confirmed by preliminary data [34].

Fig. 1. Hypoperfusion as the initiator of coagulopathy
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Inflammation as a Modulator of Hypercoaguability Following
on From Acute Traumatic Coagulopathy

Even before the 2001 demonstration of improved mortality with pharmacologi-
cally administered recombinant APC in patients with severe sepsis [36], the inter-
action between inflammation and coagulopathy was widely appreciated [37].
Inflammation is a clear consequence of major tissue trauma [38]. In other forms
of critical illness, such as sepsis, inflammatory mediators downregulate protein C
and antithrombin [39], leading to a procoagulant state [34]. Major trauma
patients are particularly prone to developing venous thromboembolic disease
during the subacute phase of their illness [40]. Depletion of APC is a possible
mechanism for this effect, along with downregulation of thrombomodulin expres-
sion [34, 41], but the full explanation has not yet been characterized.

Platelet Dysfunction

In the cell-based coagulation model described above, amplification of clotting
takes place on the platelet membrane. Despite this central place in coagulation,
whether or not platelet dysfunction contributes to acute traumatic coagulopathy
is unclear [42]. Platelet counts are usually normal despite the initial presence of
acute traumatic coagulopathy, in part due to their release from the spleen and
lungs [11], suggesting any major defect must be with their function. In vivo plate-
let function is difficult to assess, but what evidence there is suggests increased
platelet activation (characterized by circulating platelet microparticles, P-selectin
and activated platelet receptor glycoprotein IIb–IIIa expression) and function
(measured using collagen/epinephrine closure time) in the early response to
trauma [43]. However, patients who did not survive had significantly lower plate-
let function, suggesting a defect in platelet function is a pathological response in
the most unwell patients. Whether transfused platelets, or activators of platelet
adhesion, such as desmopressin [44], might improve coagulation (and perhaps
outcome) in such patients remains speculative.

Tests of Coagulopathy Inadequate in Trauma

As is the case with derangements in many physiological parameters, initial abnor-
mal PT and PTT were significantly independently associated with an increased
risk of death in 7638 patients in a trauma registry [16]. PT is the more greatly
affected. However, these two tests of coagulation in common clinical use poorly
reflect in vivo hemostasis [45], principally because they do not assess the in vivo
interactions with platelets and endothelium. They also remain prolonged even if
coagulation is improved by reductions in antithrombin or APC, and give no mea-
sure of clot stability. Lastly, they take 45–60 minutes to assay, which may be too
long to guide therapy in an exsanguinating patient. Therefore, they are not the
optimal measures of the efficacy of coagulation therapy in trauma. Alternative
point-of-care tests still establishing their place in clinical practice, thromboelasto-
graphy (TEG) and thromboelastometry (ROTEM), rely on the viscoelastic proper-
ties of a clot formed in vitro in the presence of activators and inhibitors. Deficien-
cies in platelet function and fibrinogen are identified by maximal clot strength
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(and distinguished from one another by additional testing in the presence of
cytochalasin D to inhibit platelet adhesion), and in coagulation factors by the
clotting time. Fibrinolysis (and therefore the indication for anti-fibrinolytic ther-
apy) is indicated by the premature lysis of the clot. The ROTEM system is cur-
rently used to guide coagulation therapy in massive transfusion in military [46]
and civilian hospitals, albeit without convincing data demonstrating an impact on
patient outcome.

Therapeutic Implications of a Unified Model of Endothelial
Hypoperfusion, Coagulopathy and Inflammation

There are a number of therapeutic implications to the pathophysiological mecha-
nisms proposed above that go beyond the simple (but still most likely useful)
conventional strategies to avoid hypothermia, tissue hypoperfusion and dilution
of clotting factors. First, aggressive resuscitation with plasma as well as red blood
cells is theoretically warranted not only to replace lost (or perhaps consumed)
clotting factors, but to restore peripheral perfusion and so reduce the endothelial
contribution to coagulopathy. Second, whether augmentation of peripheral perfu-
sion using vasodilators can improve acute traumatic coagulopathy is an attractive
question; conversely it is not surprising that use of vasopressors in traumatic
shock is associated with higher mortality [47]. Third, a normal platelet count is
not sufficient reassurance that a platelet function defect does not exist. Whether
the best response to platelet dysfunction is platelet transfusion or a medication to
‘activate’ platelets is not yet known. Fourth, as inflammation and coagulation are
tightly linked, therapy that impacts on one of these may have beneficial or detri-
mental effects on the other. The effect of hypoperfusion on the development of
acidosis in trauma might be improved by strategies that reduce metabolism and
inflammation [48, 49], but such strategies may (or may not) worsen acute coagu-
lopathy by increasing APC. Fifth, the transition between hypo- and hyper-coagu-
able state in trauma is neither well characterized nor clinically readily detected.
Better understanding of this transition may allow more specific and better timed
thromboprophylaxis. Last and most importantly, it is clear that the pathophysio-
logical mechanisms at play are only just starting to be understood, and that acute
traumatic coagulopathy (including clinical methods for its characterization) is a
promising field of acute care research.

Conclusion

It is increasingly apparent that whereas acidemia, hypothermia and dilution are
common ‘extrinsic’ accompaniments to severe trauma, they cannot explain all the
coagulopathy observed. Equally valid if not better therapeutic targets are, there-
fore, the increasingly understood ‘intrinsic’ drivers of acute traumatic coagulopa-
thy: Hypoperfusion-induced endothelial dysfunction, inflammation, and the acti-
vation of protein C. At least some of these factors will plausibly be targeted in
clinical trials in the next few years. With its beginnings in the renewed interest in
trauma-induced coagulopathy resulting from systematic observations in military
hospitals during the wars in Iraq and Afghanistan, improvement in medical sci-
ence may be one of the few positive legacies of these armed conflicts.
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Introduction

Traumatic injury is the most prevalent cause of death among persons aged 5–44
years and accounts for 10 % of all deaths worldwide [1]. Approximately, one third
of trauma-related deaths are the result of uncontrolled bleeding, which may occur
early after hospital admission [2]. Massive hemorrhage may be associated with
either severe hypovolemia, in which blood volume decreases with no changes in
hemoglobin concentration, or isovolemic anemia, in which extreme decreases in
hemoglobin concentration occur with normal or even increased blood volume [3].

Massive bleeding after blunt trauma is often preventable by timely interven-
tion. A challenge to the clinician is presented by the fact that shock may be
masked by compensatory mechanisms, particularly in young otherwise healthy
subjects. In addition, even small increments in intravascular volume, as in the
case when crystalloid fluid boluses are given, may results in a near normal sys-
tolic blood pressure (SBP) despite continued hemorrhage. All the above may lead
to delayed diagnosis and treatment with increased morbidity and mortality [4].
Currently, most emergency practitioners continue to rely on mental status, pulse
character, and hypotension (SBP < 90 mmHg) as indicators of the need for life-
saving interventions.

Parameters suggested for the initial assessment of blood loss in otherwise
hemodynamically stable patients include the mechanism of injury, focused-assess-
ment sonography for trauma (FAST), computed tomography (CT) scan, advanced
trauma life support (ATLS) grading system [5], hematocrit level [6], markers of
hypoperfusion (e.g., serum lactate level and base deficits), central venous oxygen
saturation (ScvO2), central venous pressure (CVP), and inferior vena cava (IVC)
diameter. The major limitation of all these suggested markers of early hemor-
rhagic shock is that they have shown poor sensitivity and specificity [6–9].

In the present chapter, we will discuss: a) methods to diagnose the source and
extent of bleeding; b) markers of tissue hypoperfusion and hypovolemia; c) possi-
ble new methods for early detection of occult bleeding and cryptic shock in
hemodynamically stable polytrauma patients.

Diagnosing the Source of Bleeding

The ‘high-risk’ mechanism of injury is defined, according to the American Col-
lege of Surgeons’ (ACS) classification, as a fall from a height > 6 m, blunt trauma
mechanism, or high-energy deceleration impact [5]. Together with the site of
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injury (e.g., unstable pelvic fractures), this definition represents an important
screening method, enabling those patients who are potentially at risk for major
post-traumatic bleeding to be identified. However, only a few studies have
addressed the relationship between mechanism and type of injury and the risk of
bleeding, and none of them was a randomized prospective trial with a high level
of evidence. In blunt trauma with high-energy injury, several organs are involved
but pelvis and abdominal organs are the most frequently damaged. None of these
studies demonstrated greater effectiveness of one mechanism of injury over
another as a useful early screening method for bleeding. Among sites of injury,
unstable pelvic fractures are associated with massive hemorrhage [10], which is
the leading cause of death in these patients who therefore require more transfu-
sion units [11] and for this reason require closer monitoring and follow-up, even
if apparently stable at admission [12].

Sonography

FAST has been defined by consensus conference as designating an expeditious,
focused screening of the pericardial and peritoneal space looking for free fluid as
a marker of injury [13]. Early FAST has been established as the primary screening
examination for blunt trauma patients in the emergency department (ED) [14,
15] and its use is therefore recommended for patients with suspected torso
trauma [16]. However, FAST is less reliable for localization of visceral injury com-
pared to CT scan [12, 17, 18] and rarely shows rupture of hollow viscera [19, 20].
Regardless of FAST findings, hemodynamically stable polytrauma patients with-
out free intra-abdominal fluid will almost always undergo CT scanning before
they are transferred to the intensive care unit (ICU) [21]. This approach is rea-
sonable because negative sonography does not decrease a high pre-test probabil-
ity of intra-abdominal injury.

Some polytrauma patients who present with free intra-abdominal fluid on FAST
can safely wait for CT scanning provided they are hemodynamically stable [22].

CT Scan

Regardless of sonography and clinical findings, all hemodynamically stable
patients with suspected bleeding after high-energy injuries undergo CT scanning
[16, 23], the role of which in imaging of acute trauma patients is well documented
[24, 25]. Immediate CT scanning of polytrauma patients allows for faster diagno-
sis, thus shortening ED, operating room and ICU stays [25]. Compared with CT,
all traditional diagnostic criteria, including imaging techniques, have limitations.
In contrast with FAST, contrast-enhanced CT evaluation can yield information
regarding organ-specific injury, intraperitoneal, intrathoracic or intraparenchy-
mal pooling of blood, as well as the presence of retroperitoneal injury. But CT
cannot provide information on the amount of blood already lost or the speed of
ongoing hemorrhage.

Therefore, FAST is the primary screening examination for all blunt polytrauma
patients with a major mechanism of injury and is always followed by CT scan
regardless of whether or not there is intra-abdominal free fluid in the presence of
stable hemodynamics. CT scan remains the gold standard but its main limitation
is the need to move the patient to the radiology rooms with consequent waste of
time and the risks of moving patients with potentially unstable fractures.
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Monitoring the Extent of Bleeding

ATLS Grading System

On admission to the ED, the extent of traumatic hemorrhage should be clinically
assessed by a grading system, such as the classification established by the ACS
[5], which may be useful in the initial assessment of bleeding. To better assess the
optimal amount of volume replacement, hemorrhage can be divided into four
classes ranging from Class I, which represents a non-shock state (such as the case
of blood donors of 1 unit of blood), to Class IV, representing a pre-terminal state
requiring immediate therapy. However, this tool has been proposed to quantify
the magnitude of shock and is, therefore, not very useful in hemodynamically
stable patients, because of the low sensitivity of the parameters on which it is
based (pulse rate, SBP, respiratory rate, urine output, mental status).

Hematocrit

Single hematocrit (Hct) measurements are not recommended as a sole marker of
bleeding [15], because their diagnostic value is very poor for detecting occult
bleeding sources [26] probably due to the confounding influence of resuscitative
measures, such as fluid administration [27].

Markers of Tissue Hypoperfusion

Uncorrected microcirculatory alterations that occur after polytrauma may result
in inadequate oxygen transport to achieve sufficient oxidative phosphorylation
and ultimately cause tissue hypoxia and organ dysfunction [28]. Tissue hypoxia
after injury is largely responsible for subsequent respiratory complications and
multiple organ failure [29]. In this section, we discuss serum lactate, base deficit
and ScvO2 as potential markers of increased anaerobic metabolism and tissue
hypoxia.

Serum lactate
Initial serum lactate is a reliable indicator of morbidity and mortality following
trauma [9]. Changes in serial lactate measurements provide an early and objec-
tive evaluation of a patient’s response to therapy and represent a reliable prognos-
tic index for patients with circulatory shock [30]. In general, lactate levels have
proved to be useful in predicting mortality and operative intervention rates, but
not bleeding or transfusion requirements [31]. Moreover, most of these studies
did not stratify patients based on hemodynamic stability and for this reason con-
clusions cannot be generalized.

Base deficit
Base deficit values provide an indirect estimation of global tissue acidosis due to
impaired perfusion [32], and initial base deficit was an independent single pre-
dictor of post-traumatic mortality and transfusion requirements within the first
24 h [33]. As in the case of lactate, neither of these studies stratified patients
based on their hemodynamic stability at admittance; thus their effectiveness in
hemodynamically stable patients cannot be evaluated. Furthermore, elevated ini-
tial lactate levels and base deficit are not direct reflections of tissue hypoxia and
are affected by numerous non-hypoxic causes of metabolic acidosis, such as infu-
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sions of saline solutions or lactate Ringer’s solution, hypothermia, agitation with
polypnea, stress-increased glycolysis, catecholamine response to trauma, drug
toxicity (e.g., cocaine and ethanol consumption), liver/renal dysfunction and eth-
anol intoxication, which often co-exist during critical illness, thus limiting the
utility of these measures.

Neither base deficit nor lactate measurements give an indication of acute hypo-
volemia in hemodynamically stable patients. Current theories emphasize the gut
as the first target to suffer from hypoperfusion during acute hypovolemia [34]. If
lactate production or localized acidosis occurs in this region, it will be subjected
to a large dilution factor when distributed in the body volume during measure-
ments of whole body arterial lactate or base deficit. Also lactate is metabolized
largely by the liver; thus, as long as perfusion to this organ is preserved, local
changes in gut lactate production will be masked until production outweighs
hepatic metabolism.

Central venous oxygenation
In a study of initially hemodynamically stable patients after trauma, an
ScvO2< 65 % enabled patients who suffered from blood loss and required blood
transfusion to be identified [35]. This finding suggests that low ScvO2 in hemo-
dynamically stable patients is associated with a poor outcome and may repre-
sent a potential endpoint of resuscitation in trauma patients [36]. However, in a
similar study, only lactate and arterial base deficit but not ScvO2 were able to
differentiate between patients with or without delayed occult bleeding prior to
surgery [37].

Markers of Hypovolemia

Potential markers for hypovolemia, easily obtained at the bedside in the ED are
CVP and sonographic assessment of IVC diameter as well as the collapsibility
index.

Central venous pressure
Central venous pressure monitoring has already been demonstrated to be unreli-
able as an indicator of volume status in conditions of increased vascular tone,
such as under high catecholamine stimulation [38]. In addition to this, central
catheter placement is not avoid of morbidity and is time consuming.

Inferior vena cava diameter and collapsibility index
Previous studies have shown that, in patients treated for trauma, IVC diameter
and collapsibility index are good indicators of blood loss despite normal vital
signs on ED admission. These findings suggest that IVC diameter is better corre-
lated to circulating blood volume than blood pressure. In retrospective studies, a
collapsed IVC [39], or a flattened IVC (< 9 mm) [40] indicated hypovolemia
attributable to a major blood in trauma patients. It has also been reported that
CT evidence of a flat IVC is an accurate predictor of incipient hemodynamic
instability in polytrauma patients with blunt solid organ injuries [41]. Similar
results have been reported with ultrasonography [42, 43]. The main limitations of
these studies that reported a high accuracy of IVC to detect occult bleeding early,
were the lack of stratification at ED admission based on hemodynamic status and
levels of hemoglobin as well as the CVP. Moreover, in most studies values of lac-
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tate and base deficit were not reported. We were not able to confirm these results
in a selected population of patients who were initially hemodynamically stable
and without biochemical signs of hypoperfusion at ED admission [44]. In fact, no
significant differences in IVC diameter or collapsibility index have been found
between patients with active bleeding and incipient hemodynamic instability and
patients with persistent hemodynamic stability.

A Future Perspective: Renal and Splenic Doppler Resistive Indexes

Renal Doppler Resistive Index

Marked increments of renal vascular resistance have been demonstrated in ani-
mal models of hemorrhagic shock [45], mainly owing to cortical vasoconstriction
[46]. In humans, renal blood flow can be reduced by > 1 l/min during initial hem-
orrhagic shock, thereby acting as a reservoir against severe hypoperfusion of
other vital organs [45]. Various quantitative and semi-quantitative Doppler
parameters have been proposed to quantify renal blood flow. Among these, the
Doppler resistive index of an intrarenal artery is the most frequently used for
clinical investigations, because it does not require estimations of Doppler angle or
vessel cross-sectional area [47]. In a series of studies in this area, we have shown
that in multitrauma patients, the renal Doppler resistive index was closely related
to arterial lactate as a marker of organ hypoperfusion [48, 49] (Fig. 1) and had a
better diagnostic accuracy than either base deficit or serum lactate (Fig. 2). Fur-
thermore, renal Doppler resistive index was clinically useful, as it was identified
by multivariate analysis as the only independent predictor of hemorrhagic shock
in the first 24 h of hospitalization [44].

In this study, we also showed that more than half the polytrauma patients
who were hemodynamically stable at ED admission developed complications
because of early unrecognized occult bleeding during the first 24 h. In addition,
renal Doppler resistive index at ED admission was lower in patients who did not
develop hemorrhagic shock. Therefore, renal Doppler resistive index showed
that early changes in renal cortical blood flow even in normotensive patients
may represent a clinically useful non-invasive method for the early detection of

Fig. 1. Correlation between renal
Doppler resistive index (RI) and
arterial lactate on admission to
the emergency department.
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Fig. 2. Sensitivity and specificity expressed as receiver operating characteristic (ROC) curve of renal
Doppler resistive index to detect occult hemorrhagic shock early of: Serum lactate (Panel a); standard
base excess (Panel b); and renal Doppler resistive index (Panel c). Data from [44].

occult hemorrhagic shock and occult hypoperfusion in polytrauma patients
(Fig. 3).

Splenic Doppler Resistive Index

Over the past several years, our understanding of the role of the spleen in phys-
iology and pathophysiology has expanded to include regulation of intravascu-
lar volume and arterial pressure. This regulation may occur through microvas-
cular control of intrasplenic fluid extravasation, or reflex modulation of the
renal and splanchnic microvascular beds, or both [50]. In humans, a reduction
in splenic size has been reported to occur within individuals after trauma,
probably reflecting reduced vascularization due to marked adrenergic stimula-
tion [51].

Preliminary data from our laboratory show that acute adjustments in splenic
perfusion also occur after trauma. Thus, splenic Doppler resistive index may be
a valid alternative to renal resistive index for the detection of occult bleeding,
with the advantage of being easier to measure and less time consuming [52].

In Table 1, the advantages and disadvantages of different methods that have
been proposed to predict occult hemorrhage are shown.
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Fig. 3. Doppler resistive
index (RI) of an intra-
renal artery does not
require estimations of
Doppler angle or vessel
cross-sectional area and
is dependent on the per-
fusion (diastolic) pres-
sure. The figure repre-
sents the three principal
patterns of parenchymal
perfusion with the corre-
sponding pulsed Doppler
traces. Pattern a = per-
fused with a well repre-
sented diastolic phase
and low Doppler RI
value; pattern b = hypo-
perfused with a reduced
diastolic phase between
systolic peaks and higher
Doppler RI value; pattern
c = vascularized but not
perfused in the absence
of the diastolic phase
within systolic peaks.
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Hemodynamically Stable 

FAST (-)

FAST (+)

CT-scan

Surgery

ICU

CT-scan

Doppler RI (+) Doppler RI (-)

Angiography

ICU

Invasive monitoring
Non-invasive

monitoring

Emergency medicine

Surgery

Orthopedics

Trauma

Table 1. Advantages and disadvantages of methods to predict occult hemorrhage

Available
at bed-
side

Operator
depen-
dent

Time
consum-
ing

Predictor
of
bleeding

Predictor of
transfusion
require-
ments

Predictor
of occult
hypoper-
fusion

Predictor
of hospital
mortality

FAST + + – – – – –
CT scan – + + – – – –
ATLS GS § + – – – + – –
Hematocrit + – – – – – –
Serum lactate § + – – + – + +
Base deficit § + – – – + + –
ScvO2

# + – + – + + –
CVP + – + – – – –
IVC # + – + – – – –
RDRI + + + + + + +
SDRI + + + + + + +

FAST: focused assessment with sonography for trauma; CT: computed tomography; ATLS GS: advanced
trauma life support grading system; ScvO2: central venous oxygen saturation; CVP: central venous pres-
sure; IVC: inferior vena cava diameter or collapsibility index; RDRI: renal Doppler resistive index; SDRI:
splenic Doppler resistive index; §: not validated in hemodynamically stable patients; #: conflicting results

Stepwise Approach to Early Detect Occult Bleeding: A Proposal

Based on these observations, we propose a new stepwise approach to detect
occult bleeding early in trauma patients (Fig. 4). This approach includes a CT
scan in all hemodynamically stable patients regardless of the outcome of FAST, if
the CT is within the emergency department and readily available. In cases with a

Fig. 4. A proposed stepwise approach to the diagnosis of occult bleeding in hemodynamically stable
blunt polytrauma patients.
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positive FAST, the patient should be transported to the operating room immedi-
ately after the CT. In cases with a negative FAST, subsequent management will be
based on the assessment of the presence or absence of organ hypoperfusion by
renal or splenic Doppler resistive index of the highly vascularized parenchyma-
tous organs, such as kidney and spleen, or biochemical parameters, such as pH,
lactic acid, base deficit. When signs of organ hypoperfusion are present, we pro-
pose invasive monitoring and possibly angiography targeted on the basis of CT
results. In the absence of signs of splanchnic hypoperfusion, data in our posses-
sion seem to suggest less aggressive monitoring by non-invasive parameters, such
as urine output, systolic blood pressure, hemoglobin, and lactacidemia in medi-
cal, orthopedic or traumatology wards.

Conclusion

Occult hemorrhagic shock if not promptly diagnosed can be associated with high
morbidity and mortality in trauma patients. Different methods are available for
early detection of occult bleeding but none of them is sufficiently sensitive and
specific. The use of renal and splenic Doppler resistive indexes might be included
in physiologically-based resuscitative protocols. Prospective randomized con-
trolled trials are warranted to better define the role of sonography in the emer-
gency setting.
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“The lessons to be learnt, in both science and the law,
are to question your assumptions, to be open to new evidence,

and not to accept statements from witnesses
until their reliability has been verified”

(Ekert and Vaux, 2005) [1]
Introduction

Traumatic brain injury (TBI) is the leading cause of death and disability in the
world’s population under 45 years of age. About 10 % of cases of TBI are severe
(Glasgow Coma Scale [GCS] score 8 points); in this subgroup, the incidence of
poor neurological outcome (severe disability, vegetative state or death) still
exceeds 55 % in many centers [2]. The endpoints in the early treatment of TBI are
adequate and aggressive resuscitation and patient management in the neuro-
intensive care unit is focused on the avoidance and treatment of high intracranial
pressure (ICP). To date, no neuroprotective therapy has proven effective in con-
trolled clinical trials involving severe TBI and the International Mission for Prog-
nosis and Analysis of Clinical Trials inTBI (IMPACT) study showed that despite a
significant reduction in mortality, neurological sequelae in TBI survivors have
not changed significantly in the last 25 years [3].

Significant advances in the treatment of TBI have been limited, at least in part,
by a lack of knowledge of the biochemical, cellular and molecular changes
involved in its pathophysiology. These obstacles have been overcome to a certain
degree by new monitoring tools – cerebral microdialysis and monitoring of par-
tial pressure of oxygen in the brain (PbtO2) – that have allowed clinicians to
explore the metabolic disturbances of the injured brain with unprecedented
detail. The data gathered by these monitoring tools in the past two decades have
provided an opportunity to take a second look at the pathophysiology of TBI,
motivating clinical researchers to redefine some of the unchallenged traditional
concepts. The hypothesis that mitochondrial dysfunction is at the core of many
acute metabolic disorders observed in acute TBI is one of the old concepts that
deserves a second look and is the focus of this chapter.

Cerebral Ischemia: An Overvalued Factor in the Pathophysiology
of TBI?

In the past two decades, cerebral ischemia has been, for clinicians and research-
ers, the protagonist of most secondary lesions occurring after TBI. The clinical
relevance of ischemia was based on the influential neuropathological studies of
the Glasgow group. In the 1970s, these investigators reported a high frequency of
ischemic lesions in patients who died of TBI, and in the late 1980s, they observed
that ischemic lesions remained highly prevalent in these patients [4, 5]. These
studies were later supported by clinical research published in the 1990s showing
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that cerebral blood flow (CBF) was significantly reduced very early after TBI and
that this finding was an independent predictor of poor neurological outcome.
This evidence fueled the now commonly accepted idea that modulation of CBF is
an important therapeutic target [6, 7]. In addition, the consequences of early
extracranial systemic insults (hypotension, hypoxemia, anemia, etc.) are widely
believed to have devastating effects on the damaged and already vulnerable brain.

Modern neuromonitoring has focused on designing systems capable of quickly
detecting early reductions in CBF and oxygen supply to allow clinicians time to
reverse them. New neuromonitoring techniques, including PbtO2 and microdialy-
sis monitoring, are widely used in neurocritical care units, allowing for the quasi-
continuous profiling of brain oxygen supply and brain metabolism [8, 9]. Data
provided by these tools have cast doubt on the predominant role of ischemia in

Fig. 1. Microdialysis and partial pressure of oxygen in the brain (PbtO2) monitoring of a 31-year-old
male injured in a bike accident. The Glasgow Coma Scale score upon admission to our center was 8.
The initial computed tomography (CT) scan (right inset) showed a left frontal hematoma open to the
ventricles. An intraparenchymal intracranial pressure probe (2), a microdialysis catheter (1) and a Licox
PbtO2 probe (3) were inserted in the patient. Both probes were placed in the penumbral brain, the tips
being 18 mm from the highest part of the hematoma. In this figure (lower panel), an episode of high
lactate/pyruvate ratio is observed, starting at 9 hours after injury and reaching levels above 100. PbtO2

is markedly increased during this period, reflecting an adequate brain tissue oxygenation (84.1 ±
9.7 mmHg). Mean intracranial pressure (ICP) during the same period was 12.5 ± 2.7 mmHg and mean
cerebral perfusion pressure (CPP) 71.7 ± 4.9 mmHg. This episode lasted 21 hours and spontaneously
reverted 30 hours after injury. During the same period (upper panel) lactate was very high (7.0 ±
0.8 mmol/l), whereas glucose and pyruvate were low. This episode would have been considered a typi-
cal pattern of ischemia were the information regarding PbtO2 not available. This case is a good example
of the shortcomings of interpreting microdialysis data with no additional information on the state of
oxygenation in the brain.
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the pathophysiology of TBI. Many studies have found that the injured brain may
experience severe alterations in energy metabolism in the presence of CBF and
oxygen supply well above the ischemic range [10–12]. Vespa et al. found that
ischemia (reduced CBF uncoupled with cerebral metabolic rate of oxygen
[CMRO2]) was uncommon in positron emission tomography (PET) and microdi-
alysis measurements taken during the early period after injury [12]. In a cohort
of 19 severe TBI patients monitored using strict criteria – defined by microdialy-
sis and PET studies – the frequency of ischemia was found to be only 2.4 % by
microdialysis criteria and less than 1 % when using PET criteria [12]. The same
scenario was observed by our group in a cohort of patients in whom both micro-
dialysis and PbtO2 were monitored. We observed that patients with an adequate
oxygen supply may present severe metabolic disturbances with an increase in lac-
tate and in the lactate/pyruvate ratio [13] (Fig. 1). Several lines of evidence sup-
port the idea that cellular energetics are deranged in TBI not because of an inade-
quate brain oxygen supply, but rather on the basis of impaired mitochondrial res-
piration, either in isolation or in combination with other causes of brain hypoxia.

Non-Ischemic Causes of Brain Metabolic Dysfunction

As noted by Vespa et al. in their seminal paper, TBI results in “...primary cellular
death in a limited region of the brain directly involved in the insult, while creat-
ing a more widespread state of metabolic dysfunction in remote areas of the
brain” [12]. Both clinical and experimental studies show that aerobic metabolism
is consistently impaired in many patients shortly after TBI [12–14]. Some authors
have reported that macroscopically normal brain tissue with normal or high
PbtO2 in patients with no detectable intracranial or systemic insults may have
severe metabolic alterations. Vilalta et al. described a cohort of severe and mod-
erate TBI patients of whom 45 % had brain lactate levels above 3 mmol/l, even
when the probe was placed in macroscopically non-injured brain tissue [13]. Fur-
thermore, the largest single-center retrospective study published so far showed
that a lactate/pyruvate ratio above 25 was a significant independent predictor of
unfavorable outcome in TBI [15].

Accumulating evidence in recent years shows that brain metabolism is
impaired not only because the delivery of oxygen is impaired, but also because
the cells are unable to use the available oxygen. The term ‘cytopathic hypoxia’ was
coined in 1997 to define these changes in mitochondrial respiratory function [16],
a type of disorder equivalent to the ‘histotoxic hypoxia’ defined previously by Sig-
gäard-Andersen et al. [17]. New experimental and clinical data support this early
hypothesis and indicate that metabolic failure in the brain is not necessarily
mediated by ischemia but may often represent the consequence of mitochondrial
damage and disruption in the electron transport chain [13, 14].

Nelson et al. found a high incidence of perturbed energetic metabolism in TBI
using machine-learning algorithms and time-series analysis applied to datamin-
ing microdialysis data. However, the relationships between microdialysis, ICP
and/or cerebral perfusion pressure (CPP) were found to be weak and did not
explain the metabolic disturbances observed, suggesting that factors other than
pressure and/or flow variables were the main cause of the metabolic dysfunction
[18].
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The Siggäard-Andersen Classification of Tissue Hypoxia Revisited

Connett et al. stated in 1990 that in the discussion of oxygen-limited function it
was important that “...both the vocabulary used to discuss the adequacy of oxygen
supply and the criteria used to detect an inadequate supply be unambiguous and
consistent” [19]. The previously discussed evidence reflects an urgent need for a
consensus-based classification system that includes all types of brain tissue hyp-
oxia, including failures in the mitochondrial respiratory chain or even more com-
plex situations, such as mitochondrial dysfunction characterized by the uncoupl-
ing of the respiratory chain with the production of ATP through the ATPase com-
plex.

Such a comprehensive and unambiguous classification system has been avail-
able since Siggäard-Andersen et al. first described it in 1995 [17, 20]. These
authors described and mathematically modeled all the possible causes of tissue
hypoxia and their corresponding pathophysiology, including histotoxic, hyper-
metabolic and uncoupling hypoxia [17, 20]. A disappointing paradox is that this
pivotal classification system has not received enough attention in intensive care
literature or in the framework of brain hypoxia; to date, this seminal paper has
received only 44 citations, amounting to 2.59 citations per year, according to Har-
zing’s Publish and Perish citation software [21]. The different types of tissue hyp-
oxia described provide the theoretical framework for the characterization of all
types of brain hypoxia found in the clinical setting.

The Siggäard-Andersen classification system stratifies tissue hypoxia into 7
basic types: 1) Ischemic hypoxia; 2) low extractivity hypoxia; 3) shunt hypoxia; 4)
dysperfusion hypoxia; 5) histotoxic hypoxia; 6) uncoupling hypoxia; and 7)
hypermetabolic hypoxia [17, 20]. It is beyond the scope of this review to examine
this classification in detail, but some elements should be highlighted. Low extrac-
tivity hypoxia was a new concept introduced by the authors, who defined a new
variable, the oxygen extraction tension (Px), which allows the detection of the
three potential causes of low extractivity: Hypoxemia, anemia, and low half-satu-
ration tension (high-affinity hypoxia). The use of measured variables (hemoglo-
bin content, PaO2, mixed venous oxygen tension, etc.) and calculated variables
(P50 and Px) simplify the differential diagnosis of the different types of hypoxia
and facilitate a pathophysiologically based approach to their management.

An additional contribution of this system was the non-intuitive concept that
modest alterations in more than one of the variables involved in oxygen transport
and delivery can contribute to tissue hypoxia. This is especially relevant in what
was described as “low extractivity hypoxia”; mathematical modeling shows that
moderate respiratory alkalosis combined with hypothermia and moderate anemia
– a frequent scenario in the acute phase of TBI – can contribute significantly to
the impairment of oxygen delivery to the brain [17, 20, 22, 23].

According to Connett et al., energy production by mitochondria has three
stages of control: 1) The phosphorylation state; 2) the redox state; and 3) the con-
centration of dissolved oxygen [O2] [19]. The phosphorylation state, the concen-
tration of ATP, ADP, AMP, PCr and inorganic phosphate (Pi), is believed to be the
main regulated variable in most circumstances [19]. Modern neuromonitoring
tools, such as microdialysis and PbtO2 monitoring and direct or indirect mea-
surements of global and regional CBF, already allow the implementation of diag-
nostic algorithms to establish a step-by-step approach to the diagnosis of brain
metabolic disturbances and hypoxia [24–26]. Microdialysis allows clinicians to
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Table 1. Proposal to adapt the Siggäard-Andersen classification of brain tissue hypoxia using microdial-
ysis and partial pressure of oxygen in the brain (PbtO2)

Cause PbtO2 Glucose Lactate Pyruvate Lactate/
pyruvate
ratio

Pattern I Normal metabolism 20 Normal Normal Normal Normal

Pattern II Ischemic/low extractivity
hypoxia/shunt/dysperfusion

< 20 Low High Low High

Pattern III Hyperglycolysis 20 Normal/Low High High Normal

Pattern IV Mitochondrial dysfunction 20 Normal/Low High Low High

estimate the redox state of the cytosol though the lactate/pyruvate ratio, whereas
Clark-type polarographic electrodes, which measure the dissolved oxygen in the
brain interstitium (PbtO2), can allow them to accurately measure brain oxygen
levels.

A potential adaptation of the system using both PbtO2 and microdialysis data
is shown in Table 1. The use of global measurements of brain oxygen extraction,
such as the arteriojugular differences of oxygen in the measurement of oxyhemo-
globin saturation in the jugular bulb (SjO2), may increase the accuracy of the
diagnosis. This idea has been discussed previously [24–26].

Mitochondrial Dysfunction after TBI: An Elusive Target

Mitochondria may be at the core of some alterations found in TBI, in addition to
initiating the major pathways implicated in secondary cell death, especially in
injury-induced apoptosis. TBI is characterized by a gamut of complex temporal
events evolving over hours or even days. Autoregulation impairment, reductions
in CBF, low ATP levels and energy stores, severe ionic shifts, alterations in the
permeability of the blood-brain barrier, and metabolic impairment frequently co-
exist in the early phases after injury. Experimental models have shown that mit-
ochondria sustain considerable structural and functional damage at this time and
that brain survival is closely linked to mitochondrial homeostasis [27]. Clausen et
al. have reported some lines of evidence to support the theory regarding the
mitochondrion’s crucial involvement in the pathophysiology of severe TBI. Some
of the most relevant points are discussed below [28].

1. The CMRO2 is consistently low after severe TBI. In the 1980s, Obrist et al.
showed that oxidative metabolism, and therefore CMRO2, was reduced to
half normal levels in severe TBI and that the degree of depression was
related to the depth of coma, and therefore to the GCS score [29]. It has
been proposed that the origin of this metabolic depression could be an
injury-induced mitochondrial inhibition. In cardiac ischemia, it has been
shown that a reversible shutdown inhibition of mitochondrial metabolism is
a physiological mechanism of cardioprotection [30]. It has been established
experimentally that the reversible inhibition of the proximal respiratory
chain by blocking mitochondrial complex I – NADH ubiquinone oxidoreduc-
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tase, a regulator of NADH/NAD+ redox balance – is a very effective strategy
for cardioprotection [30].

2. Increased levels of the cerebral extracellular lactate concentrations and in the
lactate/pyruvate ratio have been observed in severe TBI, even when both
CBF and PbtO2 are within the normal range (Fig. 1). This suggests that even
in the absence of brain ischemia, the brain might experience a “metabolic
crisis”, a term coined by Vespa et al. These authors identified mitochondrial
dysfunction as the probable cause of this crisis [12, 31]. Experimental evi-
dence has confirmed that mitochondria have a pivotal role in metabolic dys-
function after TBI and contribute to post-traumatic neuronal death [10, 11].

3. Mitochondrial swelling has been observed in the early stages of TBI, both in
experimental models and in brain specimens explanted from human TBI
patients [32]. Both oxidative stress and Ca2+ overload of the mitochondrial
matrix causes permeabilization of the mitochondrial membranes. This phe-
nomenon, termed the mitochondrial permeability transition (MPT), dissi-
pates the proton electrochemical gradient that drives many mitochondrial
functions, leading to ATP depletion, further production of reactive oxygen
species (ROS), and, ultimately, swelling and mitochondrial rupture.

4. Significantly decreased respiratory rates and ATP production have been
observed in mitochondria isolated from both experimental models and TBI
patients [33, 34].

The above mentioned evidence indicates that mitochondria are an important eti-
ological factor involved in the alterations in brain energy substrate metabolism
and in the apoptotic cell death occurring after TBI. However, the causes and con-
sequences of these abnormalities remain poorly understood and require clarifica-
tion.

What are the Causes of Mitochondrial Failure?

The causes of mitochondrial dysfunction underlying histotoxic hypoxia may be
numerous, although blockage of the respiratory chain and reduced delivery of
pyruvate into the Krebs cycle are the most established mechanisms. How these
abnormalities occur is not yet evident, although Ca2+ overload is known to be an
indiscriminate killer of brain cells in ischemia, brain injury, and hypoglycemia.
The main buffer for cytosolic Ca2+ is mitochondria, but membrane permeability
is significantly increased by changes in what is known as the MPT pore (MPTP),
a protein complex antagonized by cyclosporin-A [48]. The opening of the MPTP
uncouples respiration from ATP synthesis (uncoupling hypoxia), induces mito-
chondrial swelling, disrupts the outer membrane and allows the release of differ-
ent pro-apoptotic factors into the cytosol, such as cytochrome-c, apoptosis-
inducing factors (AIF), and pro-caspases [48]. Some of the most well identified
mechanisms involved in mitochondrial dysfunction are discussed below.

Inhibition of Mitochondrial Enzymes of the Respiratory Chain

Accidental exposure to cyanide – from inhalation of fire smoke, ingestion of tox-
ins, etc – prevents cells from using oxygen and induces a rapid shift from aerobic
to anaerobic metabolism, with a rapid increase in plasma lactate levels to above
8 mmol/l [35]. Cytochrome c oxidase is the primary intracellular target of cyanide
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poisoning. In an experimental model in cats, Clausen et al. were able to repro-
duce selective mitochondrial block in the brain through the local application of a
cyanide solution via a microdialysis probe [28]. In this model, the local CMRO2
was moderately reduced and a consistent metabolic pattern of increased PbtO2, a
five-fold increase in the extracellular levels of lactate, and no changes in pyruvate
were observed [28]. A similar pattern has been frequently observed in the acute
phase of TBI. The causes of respiratory chain inhibition are highly speculative
and based on data from experimental models, but many authors believe nitric
oxide (NO) to be the main suspect.

TBI is associated with an increase in inducible NO synthase (iNOS) and a conse-
quent increased production of NO, a pluripotent signaling and effector molecule,
and an endogenous free radical formed in many cell types by the enzymatic oxida-
tion of L-arginine. In addition to its function as a signal-transducing molecule, NO
is implicated in cytotoxic processes due to its ability to interfere in cell energy
metabolism by reversible inhibition of the enzymatic activity of the terminal com-
plex of the mitochondrial electron transport chain – complex IV or cytochrome
a,a3 – [36]. NO-mediated inhibition of mitochondria is the result of competition
with oxygen for the same binding site on complex IV. In addition, NO reacts rap-
idly with superoxide radicals to form peroxynitrite, a very powerful oxidizing and
nitrosating agent that causes irreversible inhibition of mitochondrial respiration by
blocking complexes I, III and V[36]. NO may also lower cellular ATP via the poly-
ADP-ribose polymerase (PARP)-1 route in neurons as discussed below [37].

Inhibition of Pyruvate Dehydrogenase (PDH)

Pyruvate is the end-product of glycolysis and is reduced to lactate or enters the
Krebs cycle inside the mithocondrion to be oxidized to CO2 and H2O. PDH cata-
lyzes the reaction in which pyruvate is converted to acetyl-coenzyme A. This
enzyme is tightly regulated by both end-product inhibition and reversible phos-
phorylation. Inactivation of PDH, even with sufficient oxygen, limits the flux of
the substrate through the Krebs cycle and causes pyruvate to accumulate, leading
to an increased production of lactate.

Activation of the Enzyme PARP-1

PARP-1 is a nuclear enzyme that participates in the repair of breaks in nuclear
DNA [36]. ROS can induce breaks in nuclear DNA, thus activating PARP-1. PARP-
1 activation depletes NAD+/NADH stores and impairs the utilization of oxygen to
support ATP synthesis, producing a form of histotoxic hypoxia. The exposure of
cultured cells to physiologically relevant concentrations of peroxynitrite-activated
PARP-1 results in impaired mitochondrial respiration [38]. In vitro studies sup-
port the importance of PARP-1-dependent NAD+/NADH depletion as a mecha-
nism of histotoxic hypoxia caused by inflammatory mediators. The incubation of
cells with cytomix (a cocktail of three pro-inflammatory cytokines: tumor necro-
sis factor [TNF]-α, interleukin [IL]-1β, and interferon [IFN]γ) was associated
with a more than 50 % decrease in cellular oxygen consumption. This phenome-
non was reversible if the cells were washed free of the cytokines and incubated in
normal culture medium, indicating that the cytokine-induced decrease in oxygen
consumption is not caused by cell death, but rather a sublethal process that
impairs normal cellular respiration.
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It is important to emphasize that many other mechanisms apart from the three
described above may be involved in the metabolic disturbances and mitochon-
drial dysfunction observed after TBI, but to discuss them in detail is beyond the
scope of this review.

The MPTP: The Common Etiopathogenic Factor

Many of the cascades that damage mitochondria converge into the already
described MPTP, a non-specific channel formed by a complex of proteins, the
architecture of which is still poorly understood [10, 39]. Mitochondria are made
up of a matrix surrounded by a folded inner membrane, an outer membrane and
the intermembrane space. ATP is produced by the ATPase complex using a proton
gradient created by the electron transport chain across the inner mitochondrial
membrane. This produces an electrochemical potential known as the transmem-
brane mitochondrial potential (Δψ) [10, 39]. Under physiological conditions, the
inner membrane is almost impermeable to solutes except for transient increases
in permeability to selected ions and metabolites with a molecular weight less than
1.5 kDa [40].

It was thought that the MPTP, having low conductance under physiological
conditions, spanned both mitochondrial membranes communicating the mito-
chondrial matrix with the cytosol. In experimental models, it has been shown
that a reduction in Δψ is an early step in apoptosis [1]. Recent evidence suggests
that the MPTP is located only in the inner membrane, although its components
have yet to be clarified and are the topic of intense debate [39]. The molecular
identity of the MPTP has been reviewed by Halestrap and may be described as a
structure formed by four types of proteins: 1) Cyclophilin-D (CyP-D); 2) adenine
nucleotide translocase (ANT); 3) mitochondrial phosphate carrier (PiC); and 4)
other structural or regulatory proteins. The best characterized protein is CyP-D,
which was purified by Halestrap and Davidson in 1990 and is the known target
for the cyclosporin-inhibited pore [41].

The MPTP controls the permeability of the mitochondrial membranes to ions,
metabolites and proteins. The MPTP is regulated by the redox state of the cell, by
oxidative stress, Ca2+, voltage, phosphorylation status, and pH [1–3]. After TBI,
numerous processes, such as oxidative stress and Ca2+ accumulation, induce an
increase in the permeability and structural integrity of the MPTP, resulting in an
influx of water and electrolytes with dissipation of the Δψ, loss of mitochondrial
functions, and outer membrane disruption. Once the outer membrane is dis-
rupted, mitochondrial pro-apoptotic proteins are passed to the cytosol – cyto-
chrome c, Smac/DIABLO, and endonuclease-G – and activate caspase-dependent
and caspase-independent aptoptosis [10, 39].

Independent of its molecular architecture, the opening of the MPTP in isolated
mitochondria produces a population of mitochondria that are either ‘normal’ or
massively swollen, but never in an intermediate state [41]. In experiments con-
ducted in vitro, the pore is opened by adding calcium and rapidly closed by cal-
cium chelators [41]. The calcium paradox is such that high cytosolic Ca2+ induces
mitochondrial swelling, while at the same time mitochondria function as a Ca2+

buffer for the cell.
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Making Translational Research Work: Defining New Therapeutic
Targets

The absence of suitable biomarkers to act as surrogates for drug efficacy in
human TBI is a fundamental research problem. The validation of new biomarkers
for histotoxic hypoxia detectable by microdialysis would dramatically improve the
early detection, diagnosis, and treatment of some metabolic disorders in TBI
patients.

The early diagnosis of mitochondrial dysfunction is crucial to design thera-
peutic strategies to target mitochondria within an as-yet-unknown window of
opportunity. Potential therapies for this situation have recently been tested. One
strategy already tested in a variety of models of TBI and in pilot clinical trials is
normobaric or hyperbaric hyperoxia. Normobaric hyperoxia is easily achieved in
mechanically ventilated patients and could be used as a potential treatment to
improve brain oxygenation and the metabolic disorders resulting from TBI. How-
ever, there is significant controversy regarding this treatment due to contradic-
tory clinical results [42, 43]. In a recent study by our group, normobaric hypero-
xia significantly increased PbtO2 and decreased the lactate/pyruvate ratio in
patients in whom baseline brain lactate levels were increased, suggesting that nor-
mobaric hyperoxia improved the brain redox state. In patients with normal brain
lactate levels, we did not find any significant change in the metabolic variables
after normobaric hyperoxia. This suggests that the baseline metabolic state
should be taken into account when applying normobaric hyperoxia [13].

An additional therapeutic strategy would be to enhance substrate delivery to the
tissue by enhancing the diffusion of substrates through the plasma boundary layer
and the brain tissue. Recently, trans-sodium crocetinate (TSC), a synthetic caroten-
oid, has been developed as a treatment for enhancing the oxygenation of hypoxic
tissue [44]. TSC can facilitate the diffusivity of other small molecules, including
glucose [45]. Manabe et al. showed that the administration of TSC in a permanent
murine ischemia model reduced infarct volume in a dose-dependent manner.
Indeed, several drugs have been shown to improve mitochondrial bioenergetics in
many respiratory chain diseases, with the MPTP being one of the most attractive
targets for neuroprotection. There are drugs that inhibit the MPTP directly, such as
sanglifehrin A, cyclosporine, and its non-immunosuppressive analogues –6-MeAla-
CsA, NIM811 and Debio-025 – , some of which show preliminary evidence of effi-
cacy in cardioprotection [41]. Another drug that works well in experimental mod-
els of TBI is Ro5–4864. This drug has been shown to be effective not only in reduc-
ing the loss of mitochondrial transmembrane potential, but also in reducing mito-
chondrial ultrastructure alterations, improving cerebral metabolism (lactate and
lactate/pyruvate ratio), and significantly reducing the amount of brain edema.
Ro5–4864 also has a robust effect on ICP and neurological recovery [14].

Although some drugs have a promising profile in experimental models, they
may only be effective for use in TBI if the target population is clearly defined and
the drugs are tested in vitro and in experimental models before proceeding to
clinical trials. The therapeutic window for mitochondrial dysfunction has not
been defined yet, although it is most likely narrow after TBI. Once tissues are
damaged beyond a critical point, cell death is inevitable despite the restoration of
ATP levels [46]. Future research with new experimental models, such as organoty-
pic cultures of the adult human brain, should help to analyze and clarify some of
these important issues.
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Conclusion

There is increasing evidence that the classical ‘ischemic’ interpretation of micro-
dialysis values in TBI is partially flawed; the metabolic derangements found in
the early phases of TBI often reflect metabolic states unrelated to ischemia or an
inadequate oxygen supply. Accumulating evidence shows that brain metabolism is
impaired, not only because the delivery of oxygen is impaired but also because
the cells are unable to use the available oxygen. Mitochondrial dysfunction is at
the core of many metabolic disorders and needs to be incorporated into the dif-
ferential diagnosis of metabolic impairment. Although the site of ATP generation
is known to be in the mitochondria, the way in which energy requirements and
mitochondrial oxidative phosphorylation are regulated in the cell is not yet fully
understood. In the clinical setting, microdialysis can be used to monitor the met-
abolic effects of reduced oxygen delivery and identify the frequent histotoxic hyp-
oxia profiles, thus allowing the early diagnosis of this type of metabolic dysfunc-
tion, a necessary preliminary step before designing new therapeutic strategies.
With modern neuromonitoring systems and an adequate classification of brain
hypoxia, it is already possible to define the various metabolic patterns in TBI and
search for potential therapeutic strategies. We suggest the Siggäard-Andersen
classification as the theoretical framework for implementing clinical diagnostic
algorithms. It can be implemented at the bedside using already-available moni-
toring tools, such as microdialysis and PbtO2 monitoring. The mitochondrion is
a pathophysiological target with therapeutic potential. It is our hope that new
clinical and experimental findings about the crucial role of mitochondria in TBI
will spur new research and insight into the important role for this organelle in the
pathophysiology of TBI.
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38. Szabó C, Zingarelli B, O’Connor M, Salzman AL (1996) DNA strand breakage, activation

of poly (ADP-ribose) synthetase, and cellular energy depletion are involved in the cyto-
toxicity of macrophages and smooth muscle cells exposed to peroxynitrite. Proc Natl Acad
Sci USA 93: 1753–1758

39. Baines CP (2009) The molecular composition of the mitochondrial permeability transi-
tion pore. J Mol Cell Cardiol 46: 850–857

40. Kroemer G, Reed JC (2000) Mitochondrial control of cell death. Nat Med 6: 513–519
41. Halestrap AP (2009) What is the mitochondrial permeability transition pore? J Mol Cell

Cardiology 46: 821–831
42. Magnoni S, Ghisoni L, Locatelli M, et al (2003) Lack of improvement in cerebral metabo-

lism after hyperoxia in severe head injury: a microdialysis study. J Neurosurgery 98:
952–958

43. Menzel M, Doppenberg EM, Zauner A, et al (1999) Increased inspired oxygen concentra-
tion as a factor in improved brain tissue oxygenation and tissue lactate levels after severe
human head injury. J Neurosurgery 91: 1–10

44. Manabe H, Okonkwo DO, Gainer JL, Clarke RH, Lee KS (2010) Protection against focal
ischemic injury to the brain by trans-sodium crocetinate. Laboratory investigation. J Neu-
rosurg 113: 802–809

45. Stennett AK, Dempsey GL, Gainer JL (2006) Trans-Sodium crocetinate and diffusion
enhancement. J Phys Chem B 110: 18078–18080

46. Lo EH, Dalkara T, Moskowitz MA (2003) Mechanisms, challenges and opportunities in
stroke. Nat Rev Neurosci 4: 399–415

Mitochondrial Dysfunction after Traumatic Brain Injury 721

XVIII



The First 24 Hours after Severe Head Trauma
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“One gram of first-hour treatment can avoid kilograms of treatment,
later, in the intensive care unit”

Paul E. Pepe, Oral presentation, ISICEM, 2011

Introduction

Severe traumatic brain injury (TBI) is defined by a Glasgow Coma Scale (GCS)
score of 8 or less during the first post-trauma day. It is recognized as a devastat-
ing pathology in terms of mortality and morbidity. Long-term recovery is poor
with only 10 to 20 % patients returning to work after 1 year [1, 2]. If all severe
TBI patients are taken into account (including those deceased before arrival at
hospital), one-year mortality ranges between 35 to 45 % [3–6]. Mortality is dra-
matic in the first days with more than 40 % of all deaths occurring within the first
24 hours [1, 6].

Numbers of studies have demonstrated the importance of the initial hours
after severe head trauma. After trauma, physiologic mechanisms against ischemia
in cerebral tissue are impaired and traumatized brain highly vulnerable to ische-
mic injuries [7]. And the more recent the trauma, the more the brain is vulnera-
ble [8]. Moreover, ischemic injuries are frequent during the first post-traumatic
hours, notably in cases of multiple trauma. These ischemic injuries, even for a few
minutes, have a dramatic negative impact on long-term outcomes. Thus, amelio-
ration of initial care should greatly improve outcome.

Control of Arterial Pressure before Hospital Admission

Hypoxia and arterial hypotension, the “lethal duo” [9], decreasing oxygen and
glucose transport, have been identified as major prognosis factors since the early
nineties [10, 11]. Just one episode of arterial hypotension during the pre-hospital
period increases mortality rates two- to four-fold [5, 10]. Ventilation and circula-
tion control should thus be the two central axes of immediate management.

Whereas pre-hospital intubation decreases mortality when performed by
trained teams [4, 5], the frequency of pre-hospital arterial hypotension, observed
in about one third of patients, has not decreased since the early nineties, even
with pre-hospital medical teams [5, 12–14]. Given the dramatic effect of hypoten-
sion during this period, control of arterial pressure must be a major goal of pre-
hospital medical teams. Causes of hypotension are multiple and interconnected:
Hypovolemia related to extra cerebral hemorrhages, decreased venous return
because of positive intrathoracic pressure during controlled ventilation [15], but
also deep sedation [14, 16].

During the pre-hospital period, mechanical ventilation of severe TBI patients
is recommended to prevent inhalation and hypoxic events, and to control PCO2.
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Sedation is needed to limit causes of increased intrathoracic pressure, such as
pain, cuff and ventilator asynchrony. All of these recommendations are aimed to
limit risks of increased intracranial pressure (ICP). But if induction of anesthesia
for tracheal intubation and sedation induce arterial hypotension, the net benefit
on cerebral perfusion pressure (CPP) is lost (Fig. 1). Control of arterial pressure
requires first efficient monitoring, which is not available during the pre-hospital
period. Non-invasive techniques should be used to measure arterial pressure
every 2 minutes, with particular attention during dangerous phases, such as the
induction of anesthesia and sedation. Second, sedation must be cautiously
titrated. Norepinephrine infusion (or phenylephrine bolus) should be used liber-
ally, notably during induction of anesthesia to prevent hypotension.

Fig. 1. Example of a patient with severe TBI (GCS = 7) with a moderate scalp hemorrhage during the
pre-hospital period. Induction of anesthesia, sedation and controlled ventilation induced a prolonged
decrease in systolic arterial pressure (< 90 mmHg) for nearly one hour despite fluid resuscitation and
norepinephrine (NORADRE) infusion.
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Immediate Care at Hospital Admission

As for the pre-hospital period, the most important goal on arrival at the hospital
is control of peripheral events, such as hypoxia and hypotension [17]. Severe TBI
patients must be admitted to a dedicated area by a team trained in polytrauma
care. As for all multiple trauma patients, admission to hospital has therapeutic
and diagnostic periods that allow ventilation and pressure control [18]. All poly-
trauma patients are managed following the same rules (Fig. 2):

Respiratory control with SaO2 and end-tidal CO2 (EtCO2) monitoring, bed-
side chest x-ray and sonography; chest tube insertion if necessary.
Arterial and 3-line venous femoral catheters for arterial monitoring, blood
samples, fluid resuscitation and norepinephrine infusion.
Circulation control: Close monitoring of invasive arterial pressure, fluid
resuscitation and transfusion (with particular attention to coagulation abnor-
malities), search for occult blood loss, bedside chest and pelvis x-rays, and
FAST (focused assessment with sonography for trauma). Surgical control of
massive hemorrhage is, of course, an absolute priority [19]. Coagulation
abnormalities are a major cause of worsening of even minor cerebral lesions.
In cases of severe TBI, mean arterial pressure (MAP) should ideally be
adjusted using transcranial Doppler (TCD) measurements to normalize cere-
bral blood flow (CBF) as soon as possible [20] (please see below).
Information and coordination of surgical and radiological teams.

Many patients with severe TBI now benefit from standardized care in specialized
trauma centers [21] and this is most probably related to the strong prognostic
influence of hypotension and hypoxia events.

Early Transcranial Doppler

The first step in the resuscitation of a patient with severe TBI is, thus, the stan-
dardized protocol of care for all multiple trauma patients; however severe TBI
patients also require control of CBF. CBF is maintained in normal ranges by vari-
ations in cerebrovascular resistance above 50 mmHg of CPP (CPP = MAP – ICP).
After trauma, autoregulatory responses are depressed and higher CPP levels are
needed to maintain CBF in normal ranges (Fig. 3). Thus, most experts recom-
mend maintaining MAP at 80 mmHg. But, even with a mean MAP at 80 mmHg,
up to 40 % of severe TBI patients have ischemic injuries at the time of implemen-
tation of invasive monitoring (CPP < 60 mmHg or jugular venous oxygen satura-
tion [SjO2] < 55 %) [20, 22]. Given that the mean reported delay before availabil-
ity of invasive cerebral monitoring is about 7 hours after trauma [22, 23], we need
other ways to evaluate and correct CBF earlier.

TCD permits rapid and non-invasive estimation of CBF and is particularly
accurate at detecting low CBF [24]. Temporal windows are used for insonation of
mean cerebral arteries that account for 70 % of the homolateral internal carotid
flow. Peak systolic (Vs), end-diastolic (Vd) and time-averaged mean (Vm) veloci-
ties are measured and the pulsatility index (PI) calculated as: PI = (Vs – Vd)/Vm.
It has been shown, in experimental and clinical studies, that below the autoregu-
lation range (i.e., when CBF decreases), Vd decreases with CPP more rapidly than
Vm and Vs, with the strongest correlation observed between CPP and PI [24]
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Fig. 2. Admission of a multiple trauma patient at our institution: A junior physician is responsible for
arterial and venous catheterization, while, at the same time, the trauma leader performs FAST includ-
ing, systematically, transcranial Doppler.
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Fig. 3. Cerebral autoregulation:
In normal conditions, cerebral
blood flow (CBF) is maintained
over a wide range of CPP (from
50 to 150 mmHg) by changes in
cerebral vascular resistance. After
traumatic head injury, autoregu-
latory responses are depressed
and the autoregulation curve
shifted to the right. This partially
explains the importance of hypo-
tension after TBI and the vulner-

ability of brain tissue. The state of vascular tonicity is symbolized by blue circles at the top of the fig-
ure. Small arteries are empty at low pressure and dilated when autoregulation begins. They then con-
strict progressively to maintain CBF constant. Vessels are stretched for high CPP after the plateau.

Fig. 4. Successive transcranial Doppler measurements during a progressive decrease in cerebral blood
flow (CBF). A: normal. B: The pulsatility index (PI) is abnormally high (> 1.2), indicating decreased CBF.
C: Oscillating flow, cessation of cerebral perfusion has been reached when forward and reverse flow are
nearly equal. Note that end-diastolic velocity (Vd) decreases far more than the peak systolic velocity
(Vs) when CBF decreases, i.e., pulsatility increases.

(Fig. 4). Thus, an increase in PI (> 1.4) is the first sign of decreased CBF, whatever
the cause: Hypocapnia [25] or low CPP (because of high ICP and/or low MAP)
[24]. The thresholds of PI and Vd have not yet been fully elucidated. It has been
shown that, in severe TBI patients, a PI > 1.4 coupled with a Vd < 20cm/sec iden-
tifies patients with the highest ICP and lowest SjO2 at admission [20] and is sig-
nificantly correlated with poor outcome [26].

When CBF is impaired as diagnosed on TCD measurements, PaCO2 must first
be controlled because hypocapnia decreases CBF by a direct vasoconstrictive
effect. Cerebral perfusion may then be restored by increasing MAP and/or use of
osmotherapy [20]. Osmotherapy usually increases CBF in 15 minutes [24] for 4
hours. If necessary, it provides time for a computed tomography (CT) scan to be
performed, then other indicated therapies (such as hypothermia or surgery) with
restored cerebral perfusion.

Given the ease of use of TCD, it may even be considered before hospital admis-
sion to further reduce the duration of cerebral ischemic injuries. The feasibility of
TCD measurements in pre-hospital settings has been demonstrated [27, 28].
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Computed Tomography Scans

CT scans are central to diagnosis of surgical situations. About 10 % of patients
with severe TBI need neurosurgery [3, 6, 13]. The timing of a CT scan is impor-
tant, because hemorrhagic lesions increase in the first post-trauma hours. When
the CT scan is done in the first 2 hours after trauma, Oertel et al. observed grow-
ing lesions in 50 % of cases with neurosurgery indicated in 30 % [29] (Fig. 5).
Major factors of progressive lesions were age and coagulation abnormalities.
Some studies have also shown that the second CT scan is more predictive of out-
come than the first [30]. Nevertheless, a CT scan does not give us a real view of
ischemic risks. Although CT scan classification from a “trauma data bank” was
related to cerebral hypertension [31], ICP cannot be estimated based on CT scan
results [32].

Fig. 5. Example of a 32-year old man with head trauma after a traffic accident. One hour after trauma,
he was conscious with a normal transcranial Doppler (pulsatility index [PI] = 0.72). CT scan showed a
minor subdural hematoma. After 3 hours, the patient became unconscious (Glasgow Coma Scale [GCS]
= 5) with an abnormal transcranial Doppler (PI = 1.45, end-diastolic velocity [Vd] = 19 cm/s). Osmo-
therapy was performed before a second CT scan, which demonstrated an urgent surgical situation.

The First 24 Hours after Severe Head Trauma 727

XVIII



Intracranial Monitoring

Guidelines for ICP monitoring are clear [17]. Insertion of an intracranial moni-
toring device for continuous ICP is recommended for severe TBI (GCS 8) in all
cases when the CT scan is abnormal, and also when the vulnerability of the brain
is suspected (age more than 40, hypotension or local signs) even with a normal
CT scan [17]. ICP monitoring is urgent for rapid control of ischemic risks. How-
ever, it is first important to have a real evaluation of the GCS without any seda-
tion or intoxication (alcohol can be present in 60 % of TBI patient [33]). More-
over, insertion of an intracranial monitoring device also requires hemostasis cor-
rection (international normalized ratio [INR] 1.5 [34], platelet count 100000).
Therefore, intraparenchymal ICP monitoring, implemented by neurosurgeons or
intensivists at the bedside, is not available until several hours after trauma [6, 23].
Intraventricular catheters must be placed in the operating room by neurosur-
geons and are at risk of becoming infected.

A jugular catheter has been proposed to measure SjO2 on admission [22] but
insertion load and technical difficulties have limited expansion of this method.
Brain tissue oxygen monitoring (PbtO2) could be an elegant additional monitor-
ing technique. PbtO2 probes can be inserted through the same burr-hole as an
ICP probe and secured with a multiple-lumen bolt. PbtO2-guided management
seems to be more informative than CPP monitoring alone [35] with some promis-
ing results on outcome [36].

Discussion about Intracranial Monitoring

Several studies have shown that use of invasive monitoring greatly reduces mor-
tality and morbidity of severe TBI patients using historical comparisons [37] or
invasive versus non-invasive centers comparisons [38]. However, these results
have been debated because of the lack of randomized studies and the conflicting
results observed these last ten years [39]. Some publications, excluding patients
who died during the first 48 hours, found a better outcome and shorter ICU stay
without ICP monitoring [40].

We conducted an observational study including all patients with severe TBI in the
Paris area during a 22-month period, and following them from field to hospital dis-
charge (Paris-TBI study). An ICP device was placed in 51 % of the 504 severe TBI
patients included. This rate is similar to or higher than that published in other coun-
tries (28 % [3] to 45 % [13]). We observed that ICP was less often inserted in patients
older than 45 years or those with a GCS score of 3. Multivariate analysis with a propen-
sity score analysis of ICP monitoring at admission showed a two-fold increase in early
mortality (one week) for patients without ICP monitoring [6]. Other parameters inde-
pendently associated with increased early mortality, with or without ICP monitoring,
were: At least one episode of areactive mydriasis (odds ratio [OR]=2.8 [1.9–4.2]) or
hypotension (OR = 2.8 [1.9–4.1], hemorrhagic shock (OR = 1.9 [1.1–3.1]), age more
than 75 years (OR = 2.9 [1.5–5.2]) and GCS score less than 6 (OR = 2.1 [1.3–4.0]).
Admission to a specialized center was an independent factor for favorable outcome
(OR = 0.6 [0.4–0.9]). Early mortality was significantly increased in patients aged
more than 45 years or with GCS at 3 only in the absence of ICP monitoring.

These results show that patients with some factors of poor prognosis benefit
less from invasive monitoring and that the decision to use ICP monitoring inde-
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pendently increases their early mortality two-fold. This problem, also known as
‘self-fulfilling prophecies’, has been extensively described in neurological situa-
tions. For example, an early ‘do not resuscitate (DNR) in case of cardiac arrest’
decision after intracerebral hemorrhage is associated with a two-fold increase in
mortality rate when adjusted for other factors of bad outcome [41]. How statisti-
cal analyses are biased after early DNR orders has been studied, and showed that
the induced bias is so strong that an accurate evaluation of a treatment effect is
not really possible [42]. This and exclusion of early deaths (i.e., more than 50 %
of all deaths) may explain the negative outcome in patients with ICP monitoring
compared to patients without [40]. This aspect is one of the causes for uncer-
tainty and debate about ICP monitoring and, perhaps, one of the reasons for the
stagnation in mortality rates of patients with TBI.

Conclusion

The first post-trauma hours are crucial for the long-term outcome of patients
with severe TBI. As in all acute pathologies, quality of care depends to a great
extent on the determination to treat. Organization of transport to specialized cen-
ters should be reinforced and guidelines respected. Ethical issues are important
but should be discussed only after a few days of care and dialogue with relatives
[43, 44]. These facets are the conditions needed for progress and to organize clin-
ical studies free of prejudice and, perhaps, ameliorate the immediate critical sur-
vival and long-term outcomes.
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730 B. Vigué B, C. Ract, and K. Tazarourte

XVIII



35. Chang JJ, Youn TS, Benson D, et al (2009) Physiologic and functional outcome correlates
of brain tissue hypoxia in traumatic brain injury. Crit Care Med 37: 283–290

36. Spiotta AM, Stiefel MF, Gracias VH, et al (2010) Brain tissue oxygen–directed manage-
ment and outcome in patients with severe traumatic brain injury. J Neurosurg 113:
571–580

37. Tilford JM, Aitken ME, Anand KJ, et al (2005) Hospitalizations for critically ill children
with traumatic brain injuries: a longitudinal analysis. Crit Care Med 33: 2074–2081

38. Bulger EM, Nathens AB, Rivara FP, et al (2002) Brain Trauma Foundation. Management of
severe head injury: institutional variations in care and effect on outcome. Crit Care Med
30: 1870–1876

39. Lavinio A, Menon DK (2011) Intracranial pressure: why we monitor it, how to monitor it,
what to do with the number and what’s the future? Curr Opin Anaesthesiol 24: 117–123

40. Shafi S, Diaz-Arrastia R, Madden C, Gentilello L (2008) Intracranial pressure monitoring
in brain-injured patients is associated with worsening of survival. J Trauma 64: 335–340

41. Zahuranec DB, Brown DL, Lisabeth LD, et al (2007) Early care limitations independently
predict mortality after intracerebral hemorrhage. Neurology 68: 1651–1657

42. Creutzfeldt CJ, Becker KJ, Weinstein JR, et al (2011) Do-not-attempt-resuscitation orders
and prognostic models for intraparenchymal hemorrhage. Crit Care Med 39: 158–162

43. Finley Caulfield A, Gabler L, Lansberg MG, et al (2010) Outcome prediction in mechani-
cally ventilated neurologic patients by junior neurointensivists Neurology 74: 1096–1101

44. Rabinstein AA, Hemphill JC III (2010) Prognosticating after severe acute brain disease.
Science, art and biases. Neurology 74: 1086–1087

The First 24 Hours after Severe Head Trauma 731

XVIII



XIX Neurological Aspects

Section XIX 733

XIX



Brain Tissue Oxygen Monitoring in Neuro-
critical Care

P. Geukens and M. Oddo

J.-L. Vincent (ed.), Annual Update in Intensive Care and Emergency Medicine 2012
DOI 10.1007/978-3-642-25716-2 Springer-Verlag Berlin Heidelberg 2012

Introduction

Avoidance of secondary cerebral hypoxia/ischemia is a mainstay of therapy in
neurocritical care. On-line monitoring of brain tissue oxygen tension (PbtO2)
enables detection of secondary brain hypoxic/ischemic insults and targeting of
therapeutic interventions, such as intracranial pressure (ICP) control, cerebral
perfusion pressure (CPP) augmentation, blood transfusion, and ventilation.
Emerging evidence shows that compared to standard ICP/CPP management,
PbtO2-directed therapy may improve outcomes of selected populations of brain-
injured patients. Larger prospective multicenter trials are underway to further
evaluate the potential benefit of PbtO2-directed therapy.

In light of recent important advances in this topic, the aim of this review is to
summarize the physiology underlying PbtO2 monitoring, its main indications and
clinical utility, and the potential benefit of PbtO2-directed therapy on outcome.

The Physiology Underlying PbtO2 Monitoring

Definition

PbtO2 is defined as the partial pressure of oxygen in the interstitial space of the
brain and reflects the availability of oxygen for oxidative energy production.
PbtO2 represents the balance between oxygen delivery and oxygen consumption,
and is influenced by changes in cerebral capillary perfusion.

Technology

The technique involves the insertion of a fine catheter (approximately 0.5 mm in
diameter) into the brain parenchyma for the continuous monitoring of PbtO2 at
the bedside (Fig. 1). Catheters can be inserted through a single or multiple lumen
bolt via a burr hole or by tunneling, and can be placed in the operating room or
at the beside in the intensive care unit (ICU). Probes are generally placed in the
sub-cortical white matter adjacent to an ICP catheter and measure PbtO2 locally,
in an area of about 15–20 mm2 around the probe. Two devices for PbtO2 monitor-
ing are available (the Licox® system from Integra and the Neurovent® system
from Raumedic), which utilize polarographic Clark-type cell with reversible elec-
trochemical electrodes. Post-insertion non-contrast head computed tomography
(CT) confirmation of probe position in the brain parenchyma is important for
interpretation of readings. A ‘run-in’ or equilibration time of up to one hour is
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Licox system (Integra Lifesciences) Neurovent (Raumedic)

Triple-lumen bolt for probe 

Location of PbtO2 probe

insertion

on head CT scan

Fig. 1. Figure illustrating the technology underlying brain tissue oxygen tension (PbtO2) monitoring.
Insertion of PbtO2 probes into sub-cortical white matter is generally realized via a single or multiple
(triple in the example illustrated here) lumen bolt, that can be inserted in the ICU or operating room.
Correct catheter placement is controlled with a non-contrast head CT scan. For additional details see
text.

required before readings are stable. At the beginning of monitoring, and daily
thereafter, an ‘oxygen challenge’ is performed to evaluate the function and the
responsiveness of the PbtO2 probe. The oxygen challenge involves increasing the
FiO2 from baseline to 1.0 for approximately 20 minutes in order to evaluate the
probe’s responsiveness (defined by an increase of about 2 times of baseline
PbtO2). PbtO2 monitoring is safe, causing a small iatrogenic hematoma in less
than 2 % of patients, this number comparing favorably with the rate reported
with intraparenchymal ICP monitoring, and being much smaller than that associ-
ated with external ventricular drains [1]. No catheter-related infections have been
reported [2]; technical complication (dislocation or defect) rates may reach
13.6 %, with the greatest PbtO2 display errors measured in the first 4 days [1].

Probe Location

The PbtO2 value is highly dependent on oxygen diffusion from the vasculature to
a small amount of tissue [3, 4]. Location of the probe is of critical importance for
the interpretation of PbtO2. Most centers have measured PbtO2 in the right ‘nor-
mal appearing’ frontal sub-cortical white matter, particularly in conditions of dif-
fuse brain injury. PbtO2 probes can be placed around focal injuries (e.g., hemor-
rhagic contusions or hematomas in patients with head trauma, and areas per-
fused by the artery where the ruptured aneurysm has been secured and are at
higher risk of delayed ischemia in patients with subarachnoid hemorrhage
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[SAH]). In such areas surrounding brain lesions, PbtO2 values may be lower than
those measured in normal appearing tissue [5]. Although considered as regional
monitoring, PbtO2 has been shown to be a good indicator of global brain oxygen-
ation, particularly in conditions of diffuse injury [6].

Interpretation of Measured Values

In agreement with recent data indicating that the venous fraction within the cor-
tical microvasculature exceeds 70 %, it is suggested that PbtO2 predominantly
reflects venous PO2 [7]. Among the factors affecting PbtO2, the effects of
decreased CPP and cerebral blood flow (CBF) have been studied most [8]. PbtO2
appears to correlate well with regional CBF and the relationship follows the auto-
regulation curve regulating CBF along a wide range of mean arterial pressures
(MAPs) [9]. CPP and MAP augmentation might significantly increase PbtO2 [10]
further supporting the notion that PbtO2 can be a good marker of CBF and cere-
bral ischemia in certain conditions.

PbtO2 is, however, more than a marker of ischemia. Rosenthal and colleagues,
using parenchymal thermal diffusion CBF and PbtO2 monitoring, showed that
PbtO2 more appropriately reflects the product of CBF and arterio-venous oxygen
tension difference (AVTO2) [4]:

PbtO2 = CBF · AVTO2

where AVTO2 ≈ CaO2 – CvO2 ≈ [(SaO2 · 1.34 · [hemoglobin] + (0.003 · PaO2)] –
[(SvO2 · 1.34 · [hemoglobin]) + (0.003 · PvO2)].

The very close association of PbtO2 with the product of CBF and AVTO2
implies a relationship between the amount of dissolved plasma oxygen passing
through a given volume of brain per unit time and the steady-state oxygen con-
centration in brain tissue. Based on the formula PbtO2 = CBF · AVTO2, reduced
PbtO2 occurs frequently because of low CBF. However, PaO2 is also an important
determinant of PbtO2 [11] and additional pathological events (e.g., impaired lung
function [12] or reduced oxygen extraction due to increased gradients for oxygen
diffusion in injured brain tissue [3]) might decrease PbtO2, in the absence of
reduced CBF. PbtO2 is therefore more a marker of cellular function than simply
an ‘ischemia monitor’, which suggests that it may be an appropriate target for
therapy.

PbtO2 Thresholds for Therapy

In stable conditions, PbtO2 averages 35–50 mmHg, with lower values observed
after acute brain injury (25–35 mmHg). There has been intense debate about the
thresholds for physiologic abnormality that should guide therapeutic interven-
tions (Table 1). A PbtO2 < 20 mmHg has been generally accepted as the threshold
for compromised brain oxygen or moderate brain hypoxia [5, 13, 14]. Severe brain
hypoxia has been defined as a PbtO2 < 10 mmHg [2]. Recently the Brain Trauma
Foundation defined the threshold for critical brain hypoxia as a PbtO2
< 15 mmHg, representing the lower threshold to initiate therapy [15]. Trends over
time and the duration and the magnitude of brain hypoxia are of outmost impor-
tance from the clinical standpoint since they have a great influence on prognosis
[2, 13, 14].
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Table 1. Physiological and pathological brain tissue oxygen tension (PbtO2) thresholds in humans.

Condition Values

PbtO2 ranges:
Neurosurgical patients, stable conditions
Neurosurgical patients, acute injury (SAH, TBI)

35–50 mmHg
25–35 mmHg

PbtO2 thresholds of brain hypoxia:
Moderate brain hypoxia (compromised brain oxygen)
Critical brain hypoxia
Severe brain hypoxia

20 mmHg
15 mmHg*
10 mmHg

* PbtO2 threshold to initiate therapy according to Brain Trauma Foundation guidelines (2007).
SAH: subarachnoid hemorrhage; TBI: traumatic brain injury.

Indications for PbtO2 Monitoring

The two major conditions in which PbtO2 monitoring has been applied and might
have clinical utility are severe traumatic brain injury (TBI) and poor-grade SAH
(Table 2).

Table 2. Indications for brain tissue oxygen tension (PbtO2) monitoring

Pathology Therapeutic interventions that may be targeted to PbtO2

Traumatic brain injury (TBI)
Severe TBI Management of CPP

Identification of optimal CPP threshold
ICP control

Evaluate the efficacy of osmotherapy
Aggressive management of ICP (e.g., decompressive craniectomy) if high ICP/
low PbtO2 pattern

Blood transfusion
Lung-protective strategy

Subarachnoid hemorrhage (SAH)
Poor grade/
comatose SAH

Prevention of DCI
Identify patients at high risk of DCI

Treatment of DCI
Optimal MAP/CPP threshold for medical therapy of DCI (induced hypertension)

Blood transfusion

CPP: cerebral perfusion pressure; DCI: delayed cerebral ischemia; ICP: intracranial pressure; MAP: mean
arterial pressure

Traumatic Brain Injury

Low PbtO2 is associated with poor outcome after severe TBI [2]. Importantly, it
has been demonstrated that secondary brain hypoxic insults may go unnoticed
when therapy is guided by ICP/CPP alone and that brain hypoxia can occur
despite ICP and CPP being within normal thresholds [13, 14]. Monitoring and
management of PbtO2 has been included in international guidelines to comple-
ment ICP/CPP guided care of patients with severe TBI [15].
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Subarachnoid Hemorrhage

Recent international consensus guidelines have included PbtO2 monitoring as a
useful tool to detect delayed cerebral ischemia in comatose/poor-grade SAH
patients [16]. In this setting, PbtO2 monitoring might identify patients at high
risk for delayed cerebral ischemia [17] and is a valid complement to transcranial
Doppler (TCD) and radiographic monitoring. Results from PbtO2 monitoring
after SAH also led to questions about the efficacy of triple H therapy in the treat-
ment of delayed cerebral ischemia [18] (see below). In SAH patients, an associa-
tion between low PbtO2 and outcome has been reported by some [19] but not all
[20, 21] authors.

PbtO2-directed therapy

PbtO2 monitoring and management is a good complement to ICP/CPP standard
care. Referring to the equation PbtO2 = CBF · AVTO2 provides valuable informa-
tion about how to integrate PbtO2 in clinical practice and to direct therapy of
brain hypoxia.

Management of Cerebral Perfusion Pressure

The most studied role of PbtO2 in guiding therapy, and possibly the one with
greatest clinical utility, is in CPP management. Increased CPP is often associated
with increased PbtO2, thereby allowing a CPP threshold to be set to prevent brain
hypoxia [10].

The response of PbtO2 to changes in MAP/CPP has been explored in patients
with severe TBI [22] and poor-grade SAH [17], in whom the aim was to identify
the optimal CPP level above which secondary brain ischemia could be prevented.
Interestingly, when using this approach in selected populations of patients with
severe TBI, the CPP threshold needed to avoid brain hypoxia was variable
(60–100 mmHg) across subjects and on average lay between 70–75 mmHg, sug-
gesting that optimal CPP may be higher in some TBI patients [23]. Use of PbtO2
monitoring is of value for the continuous surveillance and detection of delayed
cerebral ischemia in patients with SAH [17, 20].

In patients with SAH, PbtO2 monitoring has proved helpful to tailor the so-
called triple H therapy. Based on evidence showing that the first component of
triple H (induced hypertension) improves CBF and PbtO2, whereas the other two
components (hemodilution and hypervolemia) have no or even a negative effect
on both physiological endpoints [18], induced hypertension alone is now pre-
ferred to triple H therapy for the treatment of delayed cerebral ischemia [16].

Control of Intracranial Pressure

Sustained pathological elevations of ICP may translate into reduced CPP and sec-
ondary brain hypoxia/ischemia. A recent study showed that when elevated ICP
occurs together with low PbtO2, outcome is worse than when ICP is elevated but
PbtO2 is normal [14]. Recent studies have shown that PbtO2 monitoring has the
potential to improve management of intracranial hypertension. First, the simulta-
neous occurrence of a pattern of high ICP/low PbtO2 may direct therapy towards
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more aggressive management of brain edema, e.g., decompressive craniectomy
[24]. Second, recent studies found that hypertonic saline was superior to manni-
tol in achieving effective and long-lasting reduction of ICP while at the same time
improving PbtO2 [25, 26]; thus, PbtO2 may help monitor the efficacy of osmothe-
rapy. Third, since moderate hyperventilation might reduce PbtO2 substantially
[27], brain oxygen monitoring can help target optimal PaCO2 during ICP control
and prevent further cerebral ischemia.

Additional Interventions

Anemia-induced brain hypoxia has been observed in brain-injured patients and
can be corrected by blood transfusion [28, 29]. Monitoring of PbtO2 can thus be
used to guide transfusions in patients at risk for brain hypoxia.

Impaired lung function with subsequent reduction in SaO2, PaO2 and PaO2/
FiO2 ratio correlates strongly with brain hypoxia [12]. This argues in favor of
lung-protective strategies (positive end-expiratory pressure [PEEP], lung recruit-
ment) guided by PbtO2 in order to improve brain oxygenation and at the same
time reduce secondary brain hypoxic insults.

Standardized Algorithm for PbtO2-directed Therapy

A proposed algorithm for PbtO2-directed therapy is illustrated in Figure 2. As with
all ICU monitoring tools, verification and interpretation of measured values is of
outmost importance. Also, despite its potential utility, monitoring of PbtO2
should not be used alone to direct therapy, but rather as part of a multimodal
approach. Over-interpretation or aggressive treatment may result in treatment-
related complications, which will negate potential outcome benefits [30]. Thus,
the importance of monitoring PbtO2 trends over time and examining on-line
response to therapeutic trials must be emphasized. For example, in some
patients, CPP augmentation [23] or blood transfusion [29] may fail to improve
PbtO2, which should then lead to discontinuation of such therapies.

How to treat low PbtO2 is still debated. As for ICP therapy, a stepwise manage-
ment approach has been proposed, starting when PbtO2 is < 20 mmHg [31]. This
strategy includes: (1) give an ‘oxygen challenge’ (FiO2 100 % for 2 minutes, to
restore PbtO2 temporarily, check functioning of the probe and ensure adequate
control of elevated ICP (> 20 mmHg) if necessary; (2) test PbtO2 response to
MAP/CPP increase with vasopressors; (3) improve pulmonary function (increase
FiO2 up to 60 %, add PEEP if needed, aspirate pulmonary secretions); (4) reduce
excessive metabolic demand (analgesia, sedation, temperature < 37 °C, rule out
non-convulsive seizures); (5) administer blood transfusion if hemoglobin concen-
tration is < 9 g/dl. In a recent retrospective study by Bohman and colleagues, the
most frequently employed interventions were respiratory manipulations, CPP
augmentation and sedation, with an improvement of compromised PbtO2 in
about two-thirds of treated episodes and a better outcome in PbtO2 responders
[31].
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CEREBRAL PERFUSION PRESSURE

test PbtO2 response to MAP augmentation
• MAP by > 10 mmHg (norepinephrine, phenylephrine)

if ICP > 20-25 mmHg
• treat elevated ICP

OXYGEN CONSUMPTION

sedation and analgesia

body temperature if > 37°C

rule out seizures

VENTILATION/OXYGENATION

FiOFiO22 to 100% transiently (2 min) to 100% transiently (2 min) 

check  CXR for atelectasis, pulmonary infiltrate, ALI/ARDScheck  CXR for atelectasis, pulmonary infiltrate, ALI/ARDS

• physiotherapy

• PEEP by steps of 2-4 cmH2O (under strict ICP control)

• FiO2 60%

check PaCOcheck PaCO22

• if PaCO2 30-35 mmHg, and ICP < 20 mmHg, PaCO2 35-40 mmHg

OXYGEN TRANSPORT

check Hb

• test response of PbtO2 to blood transfusion

optimize cardiac output, hemodynamic status

Fig. 2. Stepwise algorithm for brain tissue oxygen tension (PbtO2)-directed therapy (threshold to start
therapy: PbtO2 < 15–20 mmHg). As with all ICU monitoring tools, verification and interpretation of mea-
sured values is of utmost importance. In addition to target thresholds, the importance of monitoring PbtO2

trends over time and carefully evaluating PbtO2 response to therapeutic interventions must be emphasized.
Monitoring of PbtO2 should not be used alone to direct therapy, but rather as part of a multimodal
approach. CXR: chest x-ray; ALI: acute lung injury; ARDS: acute respiratory distress syndrome; PEEP: positive
end-expiratory pressure; ICP: intracranial pressure; MAP: mean arterial pressure; Hb: hemoglobin

PbtO2-directed Therapy and Outcome

A large body of evidence shows that reduced PbtO2 is associated with worse out-
come after severe TBI [2, 13, 14]. In particular, longer duration of brain hypoxia,
irrespective of ICP and CPP levels, is a strong and independent outcome predic-
tor after severe TBI [14]. Given that PbtO2 is an important physiological predictor
of outcome it is reasonable to test the hypothesis that PbtO2-directed therapy –
aimed to prevent/treat brain hypoxia – might translate into better outcome. This
issue has been examined by several studies, all performed in patients with severe
TBI, and comparing the effect of PbtO2-directed therapy versus ICP/CPP standard
care on patient outcome (Table 3). Stiefel and colleagues, in a small retrospective
historical control study (n = 53 patients; 27 PbtO2 vs. 26 ICP/CPP therapy),
showed that PbtO2-directed therapy (with a threshold of 25 mmHg) reduced mor-
tality from 44 % to 25 % [32]. Meixensberger and colleagues, in a similar histori-

Brain Tissue Oxygen Monitoring in Neurocritical Care 741

XIX



Table 3. Studies comparing the effect of brain tissue oxygen tension (PbtO2)-directed therapy vs. stan-
dard intracranial pressure/cerebral perfusion pressure (ICP/CPP) care on the outcome of patients with
severe traumatic brain injury.

First author
[ref]

Study
type

PbtO2

therapy
ICP/CPP
therapy

PbtO2

threshold
for therapy

Outcome
endpoint

Effect on outcome
of PbtO2 vs. ICP/CPP therapy

Meixensber-
ger et al.
2003 [33]

R,
histori-
cal
control

n = 52 n = 39 10 mmHg 6-month
GOS

Trend towards better out-
come (65 % vs. 54 %,
p = 0.27)

Stiefel et al.
2005 [32]

R,
histori-
cal
control

n = 28 n = 25 25 mmHg Mortality
at hospital
discharge

Reduced mortality (25 % vs.
44 %, p< 0.05)

Martini
et al. 2009
[30]

R,
cohort

n = 123 n = 506 20 mmHg FIM at
hospital
discharge

Worse outcome (FIM 7.6 ±
3.0 vs. 8.6 ± 2.8, p< 0.01).
After adjustment for injury
severity, – 0.75 point differ-
ence (95 % CI – 1.41 to –
0.09) in mean FIM score with
PbtO2 vs. ICP/CPP therapy

McCarthy
et al. 2009
[34]

P n = 63 n = 48 20 mmHg 3-month
GOS

Trend towards better out-
come
(79 % vs. 61 %, p = 0.09)

Narotam
et al. 2009
[35]

R,
histori-
cal
control

n = 127 n = 39 20 mmHg 6-month
GOS

Better outcome (GOS score
3.55 ± 1.75 vs. 2.71 ± 1.65,
p < 0.01; OR of good out-
come 2.09, 95 % CI
1.03–4.24)
Reduced mortality (26 % vs.
41.5 %; RR reduction 37 %)

Spiotta
et al. 2010
[36]

R,
histori-
cal
control

n = 70 n = 53 20 mmHg 3-month
GOS

Better outcome (64 % vs.
40 %, p = 0.01)

FIM: Functional Independence Measure; GOS: Glasgow Outcome Score; MAP: mean arterial pressure; OR:
odds ratio; P: prospective; R: retrospective; RR: relative risk

cal control study (n = 93 patients; 52 PbtO2 vs. 39 ICP/CPP therapy, using a much
lower PbtO2 threshold for intervention of 10 mmHg) found that more patients
assigned to PbtO2-directed therapy achieved favorable neurological outcome at 6
months than those treated with ICP/CPP care, although this difference was not
statistically significant [33]. More recently, four additional studies have measured
the benefit of PbtO2-directed therapy in severe TBI patients [30, 34–36], and the
findings of these studies were conflicting (Table 3). McCarthy et al. (n = 145
patients, 81 PbtO2 vs. 64 ICP/CPP therapy) found a trend towards better 6-month
outcome with PbtO2-directed therapy (PbtO2 threshold 25 mmHg) versus ICP/
CPP care (p = 0.08) [34]. Importantly, although not randomized, this was the only
true prospective study. In a historical control study (n = 180 patients; 139 PbtO2
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vs. 41 ICP/CPP care, PbtO2 threshold for therapy 20 mmHg), Narotam and col-
leagues observed similar benefits of PbtO2-directed therapy, in terms of both a
significant reduction in mortality rate and a higher proportion of good neurolog-
ical recovery at 6 months [35]. Similar to their previous study [32], the Philadel-
phia group more recently reported better 3-month outcome with PbtO2-directed
therapy compared to ICP/CPP care [36].

In contrast to these studies however, using a large cohort of 629 severe TBI
patients, Martini et al. found worse neurological outcome in the PbtO2-treated
group (n = 123 patients, PbtO2 threshold for therapy 20 mmHg) versus the ICP/
CPP-treated group (n = 506 patients), and more complications and greater
resource consumption [30]. Although patients assigned to PbtO2-directed therapy
were more severely injured, these associations remained significant after adjust-
ing for initial cerebral and systemic injury severity, thus questioning the validity
and potential outcome benefit of PbtO2-directed therapy. These conflicting results
also underline the complexity of such therapy, which furthermore concerns a het-
erogeneous group of patients, such as those suffering from TBI. In addition, all
studies reported until now and summarized in Table 3 were single-center, most of
them (except one [34]) were retrospective historical control or case-matched
series, and they used variable PbtO2 thresholds for intervention. Finally, few
reported a standardized approach for PbtO2-directed therapy. Given these limita-
tions, a multicenter randomized study comparing PbtO2-directed therapy to ICP/
CPP standard care may be of value to test the potential benefit on outcome of this
intervention.

Conclusion

The increasing use of PbtO2 monitoring has contributed to ameliorate our under-
standing of the pathophysiology of acute cerebral conditions, such as TBI and
SAH. The integration of PbtO2 as an additional physiological target for therapy
has the potential to improve the management of brain-injured patients and to
optimize several interventions routinely employed in neurocritical care, such as
the management of CPP. As for ICP control, PbtO2-directed therapy is a stepwise
multi-interventional approach that needs further standardization and consensus
guidelines. Careful management of PbtO2-directed therapy is mandatory to avoid
treatment-related complications and to optimize its potential benefit on out-
come.
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Introduction

Monitoring in most intensive care units (ICUs) is limited to continuous assessments
of cardiopulmonary function, whereas brain monitoring has traditionally been lim-
ited to serial neurological examinations and infrequent imaging studies. Increas-
ingly it is becoming clear that secondary neurological complications, such as sei-
zures and brain ischemia, are also seen in the medical-surgical ICU population and
are not limited to patients with primarily neurological injury. Electroencephalogra-
phy (EEG) offers a continuous, real-time, non-invasive measure of brain function.
Originally developed for the characterization of seizures and epilepsy, continuous
EEG monitoring (cEEG) has been used for seizure detection in the ICU. Addition-
ally, cEEG has been used as a method of identifying subclinical brain injury during
neurosurgical procedures, such as carotid endarterectomy, and for ischemia detec-
tion, global function assessment, medication titration, and prognostication [1].

In the ICU, ischemia detection in particular has been under-utilized, but the
potential to diagnose ischemia as it occurs is tremendous (e.g., monitoring after
high risk vascular or cardiac surgery, during refractory hypotension, or in the
context of sepsis-associated encephalopathy). When cerebral blood flow (CBF)
becomes compromised, changes occur in both the metabolic and electrical activ-
ity of cortical neurons, with associated EEG changes [2]. In the operating room,
EEG has an established role in identifying ischemia prior to the development of
infarction during carotid endarterectomy [3]. In acute ischemic stroke, the pri-
mary injury has typically occurred prior to presentation, but EEG may be able to
detect patterns to suggest severity, prognosis, and secondary injury (e.g., reocclu-
sion, edema, or hemorrhagic transformation) [4]. Delayed cerebral ischemia from
vasospasm after subarachnoid hemorrhage (SAH) illustrates an application in
which early detection may prevent the development of permanent damage by trig-
gering appropriate interventions such as angioplasty or intra-arterial administra-
tion of vasodilator therapy [5, 6]. Serial neurological exams and imaging are only
capable of detecting delayed cerebral ischemia once the damage becomes clinically
or radiographically apparent. In this case, EEG may be a useful way to detect and
subsequently treat ischemia before the injury becomes irreversible [7–10].

EEG Changes in Ischemia

Brain function is represented on EEG by oscillations of certain frequencies.
Slower frequencies (typically delta [0.5–3 Hz] or theta [4–7 Hz]) are generated
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Fig. 1. The relationship of cerebral blood flow to electroencephalogram (EEG) and pathophysiology.
ATP: adenosine triphosphate (CBF). Data from [2, 4]

by the thalamus and by cells in layers II-VI of the cortex. Faster frequencies (or
alpha, typically 8–12 Hz) derive from cells in layers IV and V of the cortex [11]. All
frequencies are modulated by the reticular activating system, which corresponds to
the observation of reactivity on the EEG [12]. Pyramidal neurons found in layers III,
V, and VI are exquisitely sensitive to conditions of low oxygen, such as ischemia,
thus leading to many of the abnormal changes in the patterns seen on EEG [4].

EEG changes are closely tied to CBF (Fig. 1) [3]. When normal CBF declines to
approximately 25–35 ml/100 g/min, the EEG first loses faster frequencies, then as
the CBF decreases to approximately 17–18 ml/100 g/min, slower frequencies
gradually increase. This represents a crucial ischemic threshold at which neurons
begin to lose their transmembrane gradients, leading to cell death (infarction). In
the setting of carotid clamping, CBF that decreases instantaneously to the ische-
mic threshold leads to rapid and reversible changes in the EEG (within 20 sec-
onds) [3]. Infarction may not occur for hours at this degree of flow limitation [2]
and some electrical activity (mostly delta frequencies) may be seen, but as the
CBF continues to decrease toward the infarction threshold (10–12 ml/100 g/min
and below), the EEG becomes silent and cellular damage becomes irreversible
[2–4]. Some EEG patterns, such as regional attenuation of faster frequencies
without delta (RAWOD), may reflect early severe loss of CBF (mean 8.6 ml/100 g/
min) as seen during large occlusive infarcts, leading to complications such as
edema and herniation [13].

Studies of CBF and cerebral rate of oxygen metabolism (CMRO2) using Xenon
computed tomography (CT) and positron emission tomography (PET) in ische-
mic stroke have demonstrated that regional EEG changes also reflect the coupling
of CBF and metabolism [14]. In early subacute ischemic stroke, the EEG corre-
lates well with CBF as the oxygen extraction fraction increases to preserve
CMRO2, a period termed “misery perfusion” or stage 2 hemodynamic failure [14,
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15]. Later, the EEG appears to correlate less well with CBF and instead begins to
correlate with CMRO2 during a period of “luxury perfusion” or stage 3 hemody-
namic failure [14, 15]. Early in this dynamic relationship, the threshold for cellu-
lar damage is shifted such that neuronal loss and decreased protein metabolism
may in fact precede changes related to critical CBF, particularly in peri-infarct
areas [2]. These areas are also complicated by abnormal glutamate release
(between 20–30 ml/100 g/min) or peri-infarct depolarizations [2, 16].

The transition from ischemia to infarct occurs over a range of CBF, potentially
providing a window of opportunity to treat and reverse impending neuronal cell
death. Diffusion-weighted magnetic resonance images (DWI MRI) are capable of
detecting changes at CBF 35–40 ml/100 g/min within 30 minutes [17]. In con-
trast, EEG detects changes at the same CBF within seconds and allows for contin-
uous monitoring of these changes over time. This can be crucial to detect evolv-
ing ischemic changes after treatment with tissue plasminogen activator (tPA),
when the CT is negative during early infarction, or when there is a mismatch
between DWI MRI and the clinical examination. Additionally, EEG may assist in
guiding treatment, to rapidly reverse the region at risk if it has not reached the
infarction threshold. Examples include shunt placement in carotid endarterec-
tomy [3], tPA in acute ischemic stroke [18, 19], and augmentation of blood pres-
sure or CBF after acute ischemic stroke [20].

There are some data suggesting that EEG may help with prognostication in
patients with acute ischemic stroke. Because cortical changes are modulated by
brainstem reticular formations, global changes, such as loss of reactivity [21] and
lack of sleep-wake cycles [22], may portend poor prognosis (and indicate possible
brainstem involvement). Regional changes, including a lack of delta or the pres-
ence of faster frequencies within 24 hours, correlate with a good outcome [23]
while the persistence of unilateral prominent, continuous delta slowing or
decreased alpha adds significantly to clinical predictions of poor outcome [24].
Other specific patterns may also indicate poor prognosis, such as RAWOD (with
up to 67 % mortality) [13] or periodic lateralized epileptiform discharges
(PLEDs) [25].

A Need for Quantitative EEG

Despite the potential to detect ischemia, there are a number of limitations that
need to be overcome before using this technique for automated event detection in
ICU practice. Early obstacles, such as data acquisition, remote access, and data
storage have been largely overcome by technological advances. Nonetheless, raw
EEG requires interpretation by trained experts, ideally with experience in contin-
uous monitoring for critically ill patients. Subtle changes over time (hours to
days) may be missed and visual analysis can be extraordinarily time-consuming.
To achieve the goal of real-time detection of critical brain events, raw EEG would
require continuous expert review. Although telemedicine has become a promi-
nent tool in acute stroke, centralized EEG monitoring with access to around-the-
clock neurophysiology experts is not currently available and would be extremely
expensive.

The most pressing limitation to cEEG remains its interpretation, which is ulti-
mately subjective. By applying a Fourier transformation, EEG can be quantified
in terms of its amplitude, power, frequency, and rhythmicity in order to generate
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numerical values, ratios, or percentages; graphically display arrays or trends; and
set thresholds for alarms. A variety of quantitative EEG (qEEG) measures have
been used clinically to quantify slowing or attenuation of faster frequencies in the
EEG, specifically: The calculation of power within different frequency bands (i.e.,
delta, theta, alpha, and beta); ratios or percentages of power in specific frequency
bands; and spectral edge frequencies (based on the frequency under which x% of
the EEG resides). These discrete values can then be compared between different
regions (between hemispheres, for instance, or between electrode-pair channels).
Time-compressed spectral arrays were developed to incorporate both power and
frequency spectrum data and are reconstructed using color to represent power at
different frequencies (a so-called ‘spectrogram’). These spectrograms have the
highest pixel-to-data ratio, yielding easy-to-digest color representations of large
amounts of data within a single screen (compared with the raw EEG) [26]. Addi-
tional measures include amplitude integrated EEG, which was developed to con-
tinuously monitor comatose patients via average ranges of peak-to-peak ampli-
tudes displayed using a logarithmic scale, and the commercial Bispectral Index,
often used to monitor the depth of anesthesia (Aspect Medical Systems, Inc.,
Newton, MA). Other nonparametric methods exist beyond Fourier transforma-
tion, including interval or period analysis and alternative transformation tech-
niques. Parametric, mimetic, and spatiotemporal analyses are also available using
a variety of computational methods that are beyond the scope of this review [27].
For now, fast Fourier transformation appears to be the most suitable for quantify-
ing the EEG [28] but future algorithms may also incorporate ICU-specific EEG
feature recognition and waveform analysis based on machine learning approaches
trained on ICU EEG recordings.

It is important to emphasize that there are a large number of confounders to
be considered when evaluating EEG signals. Both raw EEG and qEEG can be
altered in response to the presence of seizures or periodic discharges, changes in
intracranial pressure (ICP, e.g., acute hydrocephalus), or in the setting of systemic
illness such as ventilator-acquired pneumonia (VAP). In addition, sedatives, nar-
cotics, antipsychotics, and other medications may have varying effects on the
EEG. Even normal state changes, such as slow wave sleep, appear similar to
changes seen during ischemia. Moreover, the ICU is contaminated with a variety
of artifacts: Chest percussion, bed movement, condensation in ventilator tubing,
and electrical (50Hz or 60Hz) artifact from other monitoring devices. Ultimately,
the raw EEG remains the gold standard for the assessment of brain function. Any
algorithm based on qEEG should include raw EEG for review by staff familiar
with EEG – either on site or remotely [9, 26].

Quantitative EEG in Ischemia

Like raw EEG, qEEG is capable of reflecting changes in blood flow and metabo-
lism in as little as 28–104 seconds [29]. However, different quantitative parame-
ters may have their own strengths for a given clinical situation. Intraoperative
spectral edge frequencies, for example, detect ischemic changes in carotid endar-
terectomy patients receiving isoflurane anesthesia, whereas changes in the relative
delta percentage (that is, delta power/total power) are accurate in patients receiv-
ing propofol [29]. In acute ischemic stroke, hemispheric relative delta percentage,
spectral edge frequencies 25 % and 75 %, and the overall mean frequency corre-
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lated well with CBF [28]. Cerebral perfusion pressure (CPP), related to CBF and
to ICP, correlates with decreases in mean frequency as CPP falls below 60 mmHg,
even in comatose or sedated patients [30]. Finally, increased power in slower fre-
quency bands (delta and theta) and decreased power in faster frequency bands
(alpha and beta) are seen with reductions in brain metabolism (CMRO2) [14].
Overall, the relative delta percentage appears to provide the most robust correla-
tion with CBF and metabolism during focal ischemia.

Clinically, qEEG correlates with stroke severity, radiographic findings, and
response to treatment. Several parameters correlate with initial stroke severity as
measured by the National Institutes of Health Stroke Scale (NIHSS) in both the
acute (brain symmetry index [BSI]) [19, 31] and subacute periods (relative alpha
percentage, relative alpha-beta percentage, relative delta-theta percentage, delta/
alpha ratio, delta-theta/alpha-beta ratio, and global pairwise derived BSI [pdBSI])
[32–34]. qEEG parameters correlate with the volume of infarction on MRI, such
as the acute delta change index [35], global pdBSI [32], relative alpha percentage,
relative alpha-beta percentage, relative delta-theta percentage, delta/alpha ratio,
and delta-theta/alpha-beta ratio [36]. In the case of subcortical infarcts, both the
delta-theta/alpha-beta ratio and the pdBSI correlate surprisingly well with infarct
volumes, possibly related to the consequences of diaschisis on CBF in lacunar
brainstem infarcts [33, 36]. qEEG may be more sensitive than raw EEG to subtle
changes [37, 38], and some parameters may even detect improvement prior to
improvement in the clinical exam. For example, after tPA, a decrease in delta
power was documented 100 minutes prior to the start of functional improvement
[18] and in a series of 16 patients with moderate stroke, one patient had an
improvement in BSI a few minutes prior to clinical improvement after the admin-
istration of tPA [19].

qEEG may also provide a method of quantifying short-term and long-term
prognosis. At one year, functional outcome after stroke in one series was pre-
dicted correctly by clinical criteria 60 % of the time. The addition of EEG data
improved the predictive value to 85 % (for both raw and quantitative EEG) [24].
The acute delta change index correlates with 30-day NIHSS as accurately as initial
mean transit time on MRI and actually better than initial DWI volume (empha-
sizing the link between qEEG parameters and blood flow) [35]; other parameters
such as the delta/alpha ratio and the relative alpha percentage also correlate with
the 30-day NIHSS [34]. As early as 6 hours after stroke, the pdBSI correlates with
the 1-week NIHSS. Subacute abnormalities in pdBSI and, particularly, the delta-
theta/alpha-beta ratio are associated with the 6-month modified Rankin score
[39]. For deeper infarcts, pdBSI and the delta-theta/alpha-beta ratio correspond
to 1-week outcome [33]. Extremely elevated pdBSI may even predict early neuro-
deterioration from other complications at 1 week [36].

The ability to infer CBF patterns, quantify the severity of brain ischemia, and
objectively monitor the response to treatment may be useful across critically ill
patient populations. Ischemia detection could alert intensivists to acute ischemia
after cardiac valve replacement, for example, and could prompt intra-arterial
thrombectomy and prevention of stroke. Titration of vasopressors may be influ-
enced by the detection of ischemic changes despite an otherwise appropriate
mean arterial pressure (MAP) goal. Although recent studies of EEG in patients
with sepsis have focused on seizure detection and other abnormal epileptiform
patterns [40], quantification of cerebral perfusion in these patients could be an
invaluable measure of end-organ perfusion to guide pressor management, partic-
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ularly in patients with sepsis-associated encephalopathy, which may be related to
impaired perfusion of the small vessels [41]. SAH provides a useful example to
illustrate the need for and potential of existing data related to qEEG techniques in
the ICU.

Clinical Scenario: Delayed Cerebral Ischemia after Subarachnoid
Hemorrhage

SAH has an incidence of 6–15/100,000 and is associated with high morbidity and
mortality [42]. Much of the outcome is determined by secondary complications
many of which are treatable if diagnosed in a timely fashion. Between 20–40 % of
SAH patients either clinically deteriorate or have evidence of new ischemia on
repeat brain imaging from vasospasm, together termed delayed cerebral ischemia
[5, 42, 43]. Delayed cerebral ischemia is associated with worse outcome [5], but
may be particularly challenging to diagnose in the comatose patient [6].

The effects of vasospasm-mediated delayed cerebral ischemia can be mitigated
with pressure and volume augmentation (so-called triple-H therapy), intra-arte-
rial vasodilators, such as verapamil, or angioplasty. The benefit of these measures
relies on the earliest possible detection – before neuronal damage becomes irre-
versible. Serial neurological exams and radiological confirmation of ischemia
offer post hoc diagnosis, but do not adequately detect pre-clinical events. Cur-
rently, the only serial detection method in routine use is transcranial Doppler
ultrasonography (TCD). Although mean blood flow velocities of > 120 cm/s are
around 60–70 % sensitive to changes in the proximal middle cerebral artery
(MCA), this cut-off is less reliable (and less well studied) for other territories and
does not include the distal vasculature [42]. When used daily, TCDs have been
60–70 % sensitive for delayed cerebral ischemia with limited predictive value;
they also exhibit frequent false negatives or false positives [44].

EEG Changes in Subarachnoid Hemorrhage

SAH produces a wide variety of abnormalities on EEG. Even before the onset of
vasospasm, EEG may detect disorganization or slowing, disruption of the normal
posterior dominant rhythm, seizures (6 %), periodic discharges (16 %), a lack of
reactivity (14 %), or a lack of sleep transients (in up to 85 %) [45, 46]. In a serial
EEG study of 151 patients with SAH, the authors found that even on day 1, cer-
tain patterns predicted later vasospasm, including the presence of very brief fron-
tally predominant biphasic delta waves (‘axial bursts’), focal polymorphic delta
overlying an area of clot, or a predominance of unreactive delta frequency slow-
ing. By day 5, the development of continuous polymorphic, rhythmic, or unreac-
tive delta predicted vasospasm 100 % of the time. These patterns correlated well
with CT grades of SAH severity and 40 % of patients with abnormal EEG on day
5 had neurodeterioration [47]. As predicted by the EEG’s close correlation with
CBF and metabolism, raw EEG was capable of detecting developing ischemia up
to 78 % of the time in one study of poor-grade SAH patients [9].

The use of qEEG for ischemia detection in SAH has been examined systemati-
cally in a total of 89 patients over 4 studies since 1991 (Table 1). In the first of
these studies, EEG was found to detect ischemia earlier and better than clinical
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Table 1. Clinical summary of quantitative EEG in subarachnoid hemorrhage

First
author
[ref]

N SAH
Grade

Clinical Criteria Outcome qEEG Results

Labar [7] 11 HH I: 2
HH III: 8
HH IV: 1

1) Focal neurological
deficit
2) Global cortical dys-
function
3) Encephalopathy

Ischemic
events
(n = 18)

5 silent infarcts detected by
qEEG alone
4 qEEG changes prior to clinical
changes

Vespa [8] 32 Awake
(HH I-III)

1) Angiographic vaso-
spasm
2) TCD vasospasm
(> 120 cm/s or Linde-
gaard ratio > 3)

Vasospasm
(n = 19)

All vasospasm with qEEG
changes.
10/19 qEEG changed mean
2.9 days prior to vasospasm
confirmation.

Claassen
[9]

34 Comatose
(HH IV-V)

DCI
1) Clinical deterioration
2) New infarct on CT

DCI (n = 9) Raw EEG changed in 78 %;
qEEG sensitive to a 10 %
change in 6 post-stimulation
minutes or 50 % change in
only 1 post-stimulation minute.

Ratha-
krishnan
[10]

12 mF 3–4
HH I: 1
HH II: 5
HH III: 2
HH IV: 3
HH V: 1

DCI
1) Clinical deterioration
2) New infarct on CT

DCI (n = 8) qEEG sensitivity with clinical
data is 67 %.
3/8 qEEG changed more than
24 hours prior to clinical
change.

DCI: delayed cerebral ischemia; HH: Hunt-Hess Grade; mF: Modified Fisher Grade; qEEG: quantitative
EEG; SAH: subarachnoid hemorrhage; TCD: transcranial Doppler ultrasonography

exam alone [7] in 11 patients, most of whom were Hunt-Hess grade 3. Total
power, the alpha/delta-theta ratio, and the relative delta percentage were per-
formed in only six patients, but were in aggregate 100 % sensitive to detect
infarcts if the changes were sustained over a 24-hour period. Total power specifi-
cally detected 100 % of the silent infarcts seen on CT; compressed spectral array
on the other hand, was 67 % sensitive for ischemia. Four ischemic events had
qEEG changes prior to the development of clinical deficits and five ischemic
events had changes in total power that predicted silent infarcts when the clinical
exam did not. There were only two false positives reported during 62 days of
monitoring.

qEEG and xenon CT measures of CBF were used simultaneously in 32 awake
SAH patients (Hunt-Hess 1–3) to detect vasospasm, which was confirmed by
angiography or TCD [8]. The relative alpha percentage, defined uniquely as
6–14Hz frequency power divided by the total power (1–20Hz), was calculated
over 2 minute windows to generate a histogram periodically throughout the day.
The variability of this histogram was then qualitatively scored from 1 to 4.
Decreased variability trended toward decreased CBF. Overall, 19 of 32 patients
developed vasospasm, all of whom had decreased variability of the relative alpha
percentage. Seven patients without vasospasm had decreased variability, largely
due to stroke or increased ICP. Changes in variability occurred in 4 or more of
the 6 electrode channels monitored, suggesting this measure reflects a more
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global change. Importantly, decreased variability occurred a mean of 2.9 days
prior to the development of TCD or angiographic vasospasm.

Using a standard electrode array divided into vascular distributions (anterior
circulation and posterior circulation), 34 comatose SAH patients (Hunt-Hess
4–5) were evaluated to detect delayed cerebral ischemia; angiography and TCD
data were not required to confirm the clinical or radiological diagnosis [9].
Rather than utilizing continuously generated data, 10 sixty-second clips were
obtained both at baseline and between days 4 and 6. The strength of this particu-
lar analysis is that each clip was obtained after stimulation – thereby eliminating
the variability associated with state changes or sleep. Total power and power in
each frequency band were measured in addition to relative alpha, relative delta,
the alpha/delta ratio, and the alpha-beta/delta ratio. The coherence of each hemi-
sphere was calculated for both alpha and delta frequencies and a total average fre-
quency was also determined. Different cut-offs were used to determine whether a
change was significant: 10, 20, or 50 % changes from baseline. In predicting the 9
of 34 patients with delayed cerebral ischemia, the post-stimulation alpha/delta
ratio correlated best when anterior and posterior regions were considered
together, followed by relative delta, alpha-beta/delta ratio, and relative alpha
(Fig. 2). For region specific parameters, only the relative delta percentage and the
alpha/delta ratio correlated with delayed cerebral ischemia and only in the ante-
rior derivations; however, only one patient had a posterior circulation event.
When six minutes of EEG were used, a 10 % change in the alpha/delta ratio was
100 % sensitive and 76 % specific for delayed cerebral ischemia. When just one
minute was used, a 50 % or more change from baseline yielded a sensitivity of
89 % and specificity of 84 %. Overall, relative rather than absolute parameters
appeared to be more sensitive to changes. Despite indications that hemispheric
indices are predictive of clinical events in acute ischemic stroke, coherence per-
formed only modestly well in this study, perhaps because of the background
changes associated with SAH in general. Similarly, although spectral edge fre-
quencies correlate with ischemia in acute ischemic stroke [28] and carotid endar-
terectomy [29] and mean frequency changes correlate with improvements in CBF
[20], frequency measures were not predictive of delayed cerebral ischemia in
poor-grade SAH, potentially because of lower overall frequencies at baseline.
These parameters have not been adequately studied in better grade SAH, and
may still hold some promise.

A recent study used a standard electrode array, excluding the posterior deriva-
tions to avoid the impact of the frequent (albeit normal) asymmetry of the poste-
rior dominant rhythm on qEEG values [10]. Twelve patients with modified Fisher
grades 3–4, corresponding to highest risk for vasospasm [43], were evaluated
using the total power of the alpha frequency band (defined as 8–15Hz). Each
30 seconds, an alpha frequency value was calculated and averaged over 30 min-
utes. The standard deviation and the mean alpha power were then multiplied to
create a ‘composite alpha index’. Overall, 8 of 12 patients developed delayed cere-
bral ischemia. Three patients with delayed cerebral ischemia developed worsening
trends in the composite alpha index more than 24 hours prior to neurodeteriora-
tion. Predictions of neurodeterioration made exclusively on clinical data were
40 % sensitive, whereas the addition of qEEG data increased this to 67 % with a
specificity of 73 %.
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Fig. 2. Alpha/delta ratio (ADR)
calculated every 15 min and
Glasgow Coma Score (GCS),
shown for days 6–8 of continu-
ous EEG (cEEG) monitoring
(Fig. 2a). A 57-year old woman
admitted for acute subarachnoid
hemorrhage (admission Hunt-
Hess grade 4) from a right pos-
terior communicating aneurysm.
Admission angiography did not
show vasospasm. The aneurysm
was clipped on SAH day 2. No
infarcts were seen on postopera-
tive computed tomography (CT)
scan (Fig. 2b). Postoperatively
she had a GCS of 14. cEEG mon-
itoring was performed from SAH
days 3 to 8. The ADR progres-
sively decreased after day 6,
particularly in the right anterior
region (blue arrow), to settle
into a steady trough level later
that night, reflecting loss of fast
frequencies and increased slow-
ing over the right hemisphere in
the raw cEEG (Fig. 2c, EEG2
compared with EEG1). On SAH
day 6, flow velocities in the
right MCA were marginally ele-
vated (144 cm/s), but the
patient remained clinically stable
with hypertensive, hypervolemic
therapy (systolic blood pressure
>180 mmHg). On day 7, the
GCS dropped from 14 to 12 and
a CT scan showed a right inter-
nal capsule and hypothalamic
infarction (Fig. 2b, Day 7). Angi-
ography demonstrated severe
distal right MCA and left verte-
bral artery spasm; however, due
to the marked tortuosity of the
parent vessels and the location
of vasospasm, a decision was

made not to perform angioplasty, but to infuse verapamil and papaverine. This resulted in a marked,
but transient increase of the right anterior and posterior alpha/delta ratios (blue shaded area). Later
that day the patient further deteriorated clinically to a GCS of 7, with a new onset left hemiparesis,
and died on SAH day 9 from widespread infarction due to vasospasm. From [9] with permission
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Fig. 2c

Future Directions

Both the relative alpha variability and the composite alpha indices were derived
in an effort to generate a discrete trending value accessible to other members of
the patient care team. Unfortunately, both measures require artifact detection
based on visual inspection by electroencephalographers. While post-stimulation
clips can be easily evaluated for artifact at the time of the stimulation, this may
be labor intensive and does not provide a continuous measure. Future studies of
ischemia detection should focus on discrete and easily interpretable values gener-
ated in real-time, accessible to the neurophysiologist, intensivists, and the nursing
staff.

Based on qEEG data in ischemia, it appears that regional power values may be
more specific to the nature and size of the underlying lesion and, therefore, corre-
late with later functional outcome; however, they may not be sensitive enough to
use alone in ischemia detection [9]. Hemispheric power differences highlight
acute ischemic changes, but correlate less well with the subtle, multifocal, and
more gradual changes seen in SAH. qEEG frequency values (such as spectral edge
frequencies) may be useful to detect changes in relatively healthy brain [29], but
it is not clear that these are helpful in more widespread pathology such as SAH.
Some values (such as global increases in theta range frequency) may have a rela-
tionship to the penumbra and, therefore, be useful in the pre-infarct stage of
ischemia in good-grade SAH [36] but this has not been adequately studied. To
develop a rational approach to the detection of ischemia, a combination of
regional, hemispheric, and total measures of both power and frequency may be
needed.

An attempt should be made to integrate qEEG parameters into the multimodal
monitoring infrastructure available in some ICUs. Electrophysiological changes
should be interpreted in the context of blood pressure, systemic oxygenation,
intracranial or cerebral perfusion pressures, cerebral measures of oxygen tension,
or microdialysis. More recently, intra-cortical electroencephalography has pro-
vided valuable information on both seizure and ischemia detection: In a series of
5 patients who had intra-cortical electroencephalography, a change in the alpha/
delta ratio of 25 % sustained over 4 hours was the most accurate parameter in
detecting vasospasm between 1 and 3 days prior to confirmation with angiogra-
phy [48]. Subdural electrodes have detected peri-infarct depolarizations and cor-
tical spreading depression [16], phenomena invisible to scalp EEG but that might
play a role in delayed cerebral ischemia after SAH. Interestingly, using subdural
electrodes these researchers were also able to detect an abnormal hemodynamic
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response when analyzing the cortical spreading depression signal in relation to
ischemia from vasospasm [16].

Ultimately, ischemia detection requires real-world validation. Software cur-
rently exists that allows real-time quantification of qEEG parameters. The numer-
ical values generated by qEEG can be used to set threshold alarms such that when
a specified value is reached for more than a specified period of time (e.g., to avoid
confusion with artifact), an alert is sent to a treating member of the ICU team.
This should be done in the context of a prospective and randomized trial that
compares integrating qEEG into a novel algorithm versus best clinical practice,
for example comparing different triggers to obtain established confirmatory
assessments of vasospasm-associated delayed cerebral ischemia, such as CT angi-
ography, CT perfusion, or conventional angiography.

Conclusion

EEG is a very promising tool for monitoring brain function in real-time in the
ICU. There are characteristic changes that occur on EEG in response to brain
ischemia, correlating with CBF and brain metabolism. Although raw EEG evalua-
tions are time consuming, quantification of EEG features in real-time has been
incorporated into many of the standard EEG software packages. Some of these
quantitative parameters have also been found to correspond to physiologic
changes associated with ischemia. Sensitive techniques are needed to detect cere-
bral ischemia, for example, in vasospasm-associated delayed cerebral ischemia
after SAH. Early evidence suggests that qEEG may be sensitive enough to allow
pre-clinical detection of delayed cerebral ischemia from vasospasm. This
approach may be utilized to widen the window of opportunity in order to prevent
permanent neuronal damage in a variety of clinic scenarios.
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Introduction

Since the invention of the artificial respirator in the 1950s, many patients who
previously did not survive their severe traumatic or hypoxic-ischemic brain dam-
age and coma can now be artificially ventilated and their cardiac circulation sus-
tained. This has led to the redefinition of death based on neurological criteria
(i.e., brain death) and the notion of therapeutic obstinacy (i.e., continuation or
start of treatment in the absence of any hope of recovery). It has also led to an
increasing number of patients who have awakened from coma (i.e., showed eye
opening, incompatible with the diagnosis of coma) yet remain unresponsive (i.e.,
showed reflex movements with no sign of voluntary interaction with the environ-
ment – also observed in coma). In Europe, this clinical syndrome was initially
termed “apallic syndrome” [1] or “coma vigil” [2] but is currently known in the
medical community as “vegetative state (VS)”, a term first coined by Jennett and
Plum in 1972 [3]. The name ‘vegetative state’ was chosen in reference to the pre-
served vegetative nervous functioning – meaning that these patients have (vari-
ably) preserved sleep-wake cycles, respiration, digestion or thermoregulation.
The term ‘persistent’ was added to denote that the condition remained for at least
one month after insult. In 1994, a Multi-Society Task Force on Persistent Vegeta-
tive State defined the temporal criteria for irreversibility (i.e., more than one year
for traumatic and three months for non-traumatic (anoxic) etiology) and intro-
duced the notion of “permanent vegetative state” [4]. Over the last three decades,
it appears, however, that some healthcare workers, members of the media and lay
public continue to feel some unease regarding the unintended denigrating ‘vege-
table-like’ connotation seemingly intrinsic to the term ‘vegetative state’ [5–7],
resulting in a number of papers reiterating the intellectual justification of the ori-
gins and choice of the term [8]. Recently the European Task Force on Disorders
of Consciousness has proposed a more descriptive and neutral term for VS:
“Unresponsive Wakefulness Syndrome” (UWS) [9]. ‘Unresponsive’ was chosen to
illustrate that these patients only show reflex movements without response to
commands; ‘wakefulness’ refers to the presence of eye opening – spontaneous or
stimulation induced – never observed in coma; ‘syndrome’ stresses that we are
assessing a series of clinical signs. In contrast to coma, which is an acute condi-
tion lasting no more than a few days or weeks, VS/UWS is often considered as a
chronic condition and is generally viewed as a poor clinical state with limited
recovery potential. However, VS/UWS is a disorder of consciousness that can be
acute and reversible. The aim of the present chapter is to provide a description of
VS/UWS patients at the acute stage by analyzing data collected in intensive care
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units (ICUs) at Liège University Hospital, Belgium, and to examine the available
literature concerning the prognosis of these patients. We will show that VS/UWS
is not only a chronic or even permanent condition but may also be encountered
in the acute or subacute setting as a transitional state on the way to recovery.

Prognosis for Recovery and Survival: A Five-year Follow-Up

A patient’s recovery can be considered in three dimensions: Survival/mortality,
recovery of consciousness, and functional recovery. The mortality of patients with
disorders of consciousness is conditioned by several factors: i) a Glasgow motor
score less than or equal to 2 [10]; ii) an absence of pupillary and/or corneal
reflexes; iii) status epilepticus; iv) a flat or an isoelectric electroencephalogram
(EEG); v) absence of somatosensory evoked potentials (N20); and vi) serum neu-
ron-specific enolase (NSE) concentration of > 33 g/l [11]. Medical complications
such as hypotension, hyperthermia, hyperglycemia, infection or prolonged
mechanical ventilation also decrease the chances of survival [11–13]. The most
common causes of mortality for patients with VS/UWS in the ICU and rehabilita-
tion center are urinary and pulmonary infections, heart failure and cachexia, sud-
den death and organ failure [4, 14]. Once a patient’s medical condition is stabilized,
physicians need to estimate the chances of recovery of consciousness and/or of use-
ful function. Recovery of consciousness is reflected by the presence of clear-cut
signs of self- or environmental awareness (fluctuating voluntary responses to an
oral and/or a written request, visual tracking, context-specific emotional responses,
etc., – i.e., criteria of the minimally conscious state [MCS]) [15]. Functional recov-
ery is characterized by the reappearance of functional communication and/or a
functional use of objects and an ability to learn and perform new tasks as well as
to participate in personal, professional or recreational activities (emergence from
MCS) [15, 16]. Sometimes, restoration of consciousness can occur without func-
tional recovery. VS/UWS patients may recover consciousness and evolve into a MCS
and then may present functional recovery reflecting emergence from the MCS with
or without physical, psychological or neuropsychological disorders (Fig. 1).

Fig. 1. Behaviorally progressive transitions from coma, to vegetative state/unresponsive wakefulness
syndrome, to minimally conscious state, to emergence from the minimally conscious state
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Table 1. Hospital outcome assessed separately for traumatic (TBI) and non-traumatic (NTBI) brain injuries

Total admissions 5908 Traumatic Non-traumatic p-value

Impaired consciousness on day 1 631 (11 %) 203 (32 %) 428 (68 %)

Vegetative state during stay in
ICU (sustained or transient)

356 (56 %) 129 (36 %) 227 (64 %)

ICU outcome Died in ICU 99 (28 %) 16 (12 % of TBI) 83 (37 % of NTBI) < 0.001

Remained VS on
ICU discharge

60 (17 %) 23 (18 % of TBI) 37 (16 % of NTBI) 0.7694

Conscious on ICU
discharge

195 (55 %) 90 (70 % of TBI) 105 (47 % of NTBI) < 0.0001

Missing data 2 (0.6 %)

Over a 5-year period, we prospectively collected and analyzed data on all consec-
utive admissions in 26 ICU beds at the University Hospital of Liège. During that
period of time, the best Glasgow Coma Score (GCS) [10] was recorded daily.
Patients with a GCS < 15 during the first 24-hours of ICU stay were included for
further analysis. Among these patients, VS/UWS was defined according to the
Multi Society Task Force criteria: Eye opening (spontaneously or induced by
intense auditory or noxious stimulation); no verbal response or incomprehensible
sounds or groaning or not assessable; ventilated and no motor response or ste-
reotyped response or normal flexion in response to painful stimulus [4]. We
looked at ICU outcome separating traumatic from non-traumatic etiologies. Over
the 5-year period, 5908 patients were admitted to the ICU. Among them, 11 % (n
= 631) suffered from impaired consciousness on admission. During their ICU
stay, 56 % (n = 356) of the studied patients with impaired consciousness were
diagnosed as VS/UWS of whom 129 (36 %) were of traumatic etiology and 227
(64 %) were non-traumatic. Out of the 356 VS/UWS patients, 99 (28 %) patients
died in the ICU, 60 (17 %) remained VS/UWS on ICU discharge and 195 (55 %)
patients left the ICU having recovered consciousness or minimal consciousness (2
missing data [1 %]). On ICU discharge, 90 (70 %) of the trauma patients as com-
pared to 105 (47 %) non-trauma patients recovered some level of consciousness
(p< 0.001). Median ICU stay was 10 days – IQR 5–18 days. Data were analyzed
using Stata 10.0 (Stata, 2007) (Table 1). Our study is the first to assess the outcome
during ICU hospitalization. These data were thus compared to the available litera-
ture on prognosis of traumatic (TBI) and non-traumatic brain injury VS/UWS
patients.

Mortality Rates

Among 356 VS/UWS patients, 28 % (n = 99) died in the ICU. Sixteen patients had
TBI (12 % of the TBI group) and 83 patients had non-TBI (37 % of the non-
trauma group). The mortality rate on ICU discharge was higher in the non-
trauma group than in the TBI group. Previous studies, showing rates ranging
from 10 % to 20 % in TBI VS/UWS patients 1 year post-onset, are in line with our
results [17, 18]. However, others showed rates ranging from 30 to 50 % [16,
19–21]. In 1980, Bricolo and colleagues studied the prognosis of 135 patients who
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Table 2. Mortality and recovery rates of traumatic vegetative state/unresponsive wakefulness syndrome
(VS/UWS) patients

First author
[ref]

n Delay
post-onset

Follow-
up

Results

Hygashi
[14, 25]

38 3 months 1–5
years

3-year cumulative mortality rate: 55 %, 5-year: 66 %

Bricolo [21] 135 2 weeks 1 year 30 % dead, 8 % VS/UWS, 31 % severe disability, 18 %
moderate recovery, 13 % good recovery

Braakman
[20]

140 1 month 1 year 51 % dead, 11 % VS/UWS, 26 % severe disability, 10 %
moderate disability or recovery, 2 % unknown. Mortality
rate: 30 % of after 3 months, 40 % after 6 months. Dura-
tion of unconsciousness was negatively correlated with
the functional recovery.

Sazbon [32] 55 1 month 1 year 51 % recovery of consciousness

Sazbon [12] 134 1 month 1 year 54 % recovery of consciousness, 46 % VS/UWS (69 % of
them did not survive the 1st year)

Sazbon [19] 134 1 month 1 year 3, 6 and 12 month cumulative mortality rate: 7 %, 19 %
and 32 %.
5-year cumulative mortality rate: 68 %

Multi Soci-
ety Task
Force [16]

434 1 month 1 year 33 % dead, 15 % VS/UWS, 52 % recovery of conscious-
ness: 28 % severe disability, 17 % moderate disability, 7 %
good recovery.

Danze [17] 522 1 month 1 year 19 % dead, 20 % VS/UWS, 61 % recovery of conscious-
ness: 47 % severe disability, 12 % moderate disability, 2 %
good recovery.

Dubroja [31] 19 1 month 2 years 68 % recovery of consciousness (58 % after 1 year, 5 %
after 2 years): 58 % moderate disability, 42 % severe dis-
ability.

Giacino [18] 30 11±5
weeks

1 year 10 % dead, 60 % extremely severe disability or VS/UWS,
30 % moderate to severe disability, 0 % partial or good
recovery.

Estraneo
[23]

18 11
months

28 ± 12
months

39 % dead, 17 % VS/UWS, 44 % recovery of consciousness
and functional recovery (17 % MCS).

stayed in a “non-responsive state” for at least 2 weeks post-onset and showed a
mortality rate of 30 % after 1 year [21]. Braakman and colleagues followed 140
VS/UWS patients and observed a mortality rate of 51 % [20]. Finally, the Multi
Society Task Force on Persistent VS studied 434 patients and reported a mortality
rate of 33 % 1 year post-TBI [16] (Table 2).

Regarding the mortality rate of non-trauma VS/UWS patients, we reported a
rate of 37 % whereas previous studies showed rates ranging from 50 to 70 %.
Whereas in 1978, Levy and colleagues reported a mortality rate of more than
70 % 1 year post-onset (n = 25) [22], the Multi Society Task Force [16], Estraneo
and colleagues [23] and Sazbon and colleagues [24] showed mortality rates of
53 % (n = 169), 43 % (n = 32) and 46 % (n = 100), respectively (Table 3). Such dif-
ferences in results could be explained by the limited number of patients included
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Table 3. Mortality and recovery rates of non-traumatic vegetative state/unresponsive wakefulness syn-
drome (VS/UWS) patients

First
author
[ref]

N Etiology Delay
since
onset

Follow-
up

Results

Levy [22] 25 Non-
traumatic

1 month 1 year 72 % dead, 8 % intelligible words but no com-
mand following, 12 % visual pursuit or localiza-
tion to sounds. None of the patients can live
independently

Sazbon
[32]

118 Non-
traumatic

1 month 1 year 21 % recovery of consciousness

Sazbon
[24]

100 Anoxic 1 month 1–5
years

1 year post-onset: 46 % dead, 20 % conscious
(13 % after 3 months, 20 % after 6 months,
17 % tetraparetic, 19 % cognitive disability,
15 % dysphasic and 13 % psychological disabil-
ity), 33 % unconscious, 1 % unknown.
5 years post-onset: 68 % dead, 20 % conscious,
7 % unconscious, 5 % unknown.
Cumulative mortality rate: 15 % at 3 months,
31 % at 6 months.
After 5 months of VS/UWS, no recovery of con-
sciousness.

Multi So-
ciety Task
Force [16]

169 Non-
traumatic

1 month 1 year 53 % dead, 32 % VS/UWS, 11 % severe disabil-
ity, 3 % moderate disability, 1 % good recovery.

Giacino
[18]

34 Non-
traumatic

11 ± 5
weeks

1 year 7 % dead, 87 % extremely severe disability or
VS, 6 % severe to moderate disability, 0 % par-
tial or total recovery

Estraneo
[23]

50 Hemor-
ragic
Anoxic

12 months
9 months

26 ± 13
months
23 ± 12
months

4 % dead, 50 % VS, 6 % recovery of conscious-
ness (6 % MCS).
43 % dead, 36 %VS/UWS, 20 % recovery of con-
sciousness and functional recovery (7 % MCS).

in these studies [22, 23], the inclusion criteria (delay post-onset, ranging from 1
month [22] to 1 year [23]) and the time elapsed to follow-up (ICU discharge or 1
year follow-up). Finally, as showed by our results and previous studies, non-
trauma patients had higher mortality rates than TBI patients [12, 14, 16, 23–26]
(Tables 2 and 3).

VS/UWS as a Chronic Condition

Of our 356 VS/UWS patients studied, 60 (17 %) remained VS/UWS at ICU dis-
charge; 23 had TBI (18 % of the TBI group) and 37 were non-trauma (16 % of the
non-trauma group). Similar results are available from previous studies. Bricolo
and colleagues studied 134 TBI VS/UWS patients and showed that 8 % (n= 11)
remained in a “non-responsive state” 1 year post-onset [21]. Similarly, Braakman
and colleagues followed 140 VS/UWS patients and observed that 11 % remained
unconscious after 1 year [20]. The Multi Society Task Force [16] and Danze and
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collaborators [17] showed that 15 % (n = 434) and 20 % (n = 522) of their studied
VS/UWS patients remained unconscious 1 year post-TBI, respectively. Estraneo
and colleagues, who followed, over a period of 2 years, 18 TBI VS/UWS patients
who had been in that state for 11 months, noted that 17 % of their studied popu-
lation remained in a VS/UWS [23] (Table 2). Concerning prolonged VS/UWS in
non-trauma patients, our results are in contradiction to previous studies. We
observed that only 16 % of our patients were still unconscious on ICU discharge,
whereas Sazbon and colleagues observed that, 1 year post-onset, 33 % of their
patients were unconscious [24]. Similar results were reported by the Multi Society
Task Force (34 % of unconscious patients) (Table 3).

The question of long-term survival in VS/UWS has been studied by several
authors. Usually, once the first year is survived, many VS/UWS patients become
quite stable. A review of the available literature showed that mean survival after
acute brain damage ranged from 2 to more than 10 years [16, 26]. Walshe and
Leonard observed 21 institutionalized VS/UWS patients and showed mean sur-
vival rates of 3.5 to 7 years, with some surviving 16 years [27]. Occasional reports
appear of exceptionally long survivals, e.g., 18 years [28], 37 years [29] and 41
years [30]. Predictions of long-term survival are of most interest in those who
have already survived a year or more in a VS/UWS state.

Recovery of Consciousness

Recovery of consciousness and functional recovery in VS/UWS patients could be
considered as a single category (as in our study). We then use the general term
“recovery”. We showed that 55 % of our 356 VS/UWS patients recovered conscious-
ness by ICU discharge based on the CGS assessment (VS/UWS patients progressing
to or emerging from a MCS; i.e., GCS subscores showing spontaneous or stimula-
tion-induced eye opening E 1; presence of verbalization V 3; and presence of
localization of pain M 5). Ninety patients were TBI (70 % of the TBI group) and
105 patients were non-TBI (47 % of the non-trauma group). For the TBI patients,
our study agrees with the literature showing recovery rates ranging from 40 to
60 %. Results obtained by Braakman and colleagues (n = 140) [20] and Estraneo
and colleagues (n = 18) [23] showed recovery rates of 36 % and 44 %, respectively.
Sazbon and colleagues showed a rate of 54 % 1 year post-TBI (n = 134) [12], the
Multi Society Task Force a rate of 52 % (n = 434) [16], Giacino and Kalmar of 56 %
(n = 30) [18], Dubroja and colleagues of 58 % after 2 years (n = 19) [31] and Bri-
colo and colleagues observed a recovery rate of 62 % 1 year post-onset (n = 135)
[21]. Our results on non-trauma VS/UWS patients showed higher recovery rates
compared to previous studies (47 % versus rates ranging from 0 to 21 % 1 year
post-onset) [16, 22, 24, 32]. The variability observed between our results and the
literature could be explained by the inclusion criteria (Table 2 and 3).

Functional Recovery

Previous results on TBI VS/UWS patients (n = 135) showed, 1 year post-TBI,
severe disability in 31 %, moderate recovery in 18 %, and good recovery in 13 %
[21]. This study is line with that by Braakman and colleagues showing, 1 year
post-onset, 26 % severe disability and 10 % moderate or complete recovery
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(patients able to live independently) (n = 140). In 1994, out of 522 patients, Danze
and colleagues reported that 14 % of their patients recovered cognitive and motor
capacities allowing them to live independently [17]. Giacino and Kalmar [18]
noted a recovery rate of 30 % (n = 30) and the Multi Society Task Force found
that 28 % of their studied patients presented severe deficits, 17 % moderate defi-
cits and 7 % had good recovery 1 year post-onset (n = 434) [16].

Regarding non-trauma VS/UWS patients, out of their 25 studied patients,
Levy and colleagues [22] observed that no patient recovered a functional state
permitting independent living. The Multi-Society Task Force showed that out of
the 169 studied patients, 3 % presented moderate deficits, and only 1 % showed
a good recovery [16]. Also note that late recovery (more than a year post-
injury) is always possible, occurring more frequently for traumatic patients [14,
16, 33–35].

The results of these studies are difficult to compare because of the different cri-
teria and/or different scales used to assess the functional recovery of patients.
Indeed, some studies estimated recovery using the Glasgow Outcome Scale (GOS)
[36] whereas others used the Disability Rating Scale (DRS) [37]. The GOS
includes five categories: A score of 5 corresponds to a good recovery (indepen-
dent daily life with or without neurological deficit), a score of 4 to 5 is given to
patients with moderate disability (independent daily life with moderate neurolog-
ical and/or intellectual deficit), a score of 3 corresponds to severe disability (con-
scious patient but totally dependent in daily living activities), a score of 2 charac-
terizes VS/UWS patients and finally a score of 1 is assigned to dead patients. The
DRS assesses the level of functioning of patients by scoring their level of ability.
A total score of 30 is assigned to dead patients, a score between 25 and 29 corre-
sponds to patients who are “extremely vegetative”, 22–24 for VS/UWS patients,
17–21 characterizes patients with extreme severe deficits, 12–16 characterizes
patients with severe deficits, 7–11 moderate to severe deficits, 4–6 moderate def-
icits, 2–3 partial or light deficits, and finally a score of 0 is given to patients with
no deficit. Note that for these two scales, patients with an MCS and patients who
have emerged from MCS are classified in the same category (total score of 3 at the
GOS, total score between 17 and 21 at the DRS). This obviously raises many prob-
lems in the quantification, interpretation and generalization of functional recov-
ery rate. Although these results are difficult to generalize, we can conclude that
the rate of functional recovery of TBI VS/UWS patients ranges from 10 to 30 %
and that the proportion of patients who live independently is very limited rang-
ing from 0 to 14 %. Note also that functional recovery occurs more frequently in
TBI patients compared to patients with non-TBI.

Conclusion

Regarding the negative connotation inherent in the term ‘vegetative state’ and its
possible effect on vulnerable patients awakening from coma, who sometimes
never recover any voluntary responsiveness but may (probably more often than
initially believed) recover minimal signs of consciousness, the European Task
Force on Disorders of Consciousness has passed a proposal to change the name
to “Unresponsive Wakefulness Syndrome” or UWS. Physicians can now use this
neutral descriptive term to refer to patients who, as the name indicates, show a
number of clinical signs (hence the use of ‘syndrome’) of unresponsiveness
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(meaning they fail to show non-reflex behavior or command following) in the pres-
ence of wakefulness (meaning they open their eyes spontaneously or upon stimula-
tion). Our study showed that acute VS/UWS is far from being a rare clinical entity
in the ICU. The prognosis of patients who are or transit through an acute VS/UWS
depends greatly on the nature of the brain damage (with higher rates of recovery
in patients with traumatic as compared to non-traumatic etiologies). Reliable prog-
nostication in patients with an altered state of consciousness is a fundamental
aspect of care, from the ICU to the long-term life institution. Surgical, medical or
ethical decisions will depend on this information. Although scientific advances
allow a better understanding of the mortality rates and the degree of recovery of
VS/UWS patients, great caution should be taken concerning ethical decisions by
medical staff and families because of the heterogeneity of the results obtained in
the literature. Studies must be undertaken to better characterize the functional
recovery of patients who have emerged from an MCS and quantify the cognitive
impairment with specific neuropsychological testing. The challenge is now to iden-
tify paraclinical prognostic markers for these devastating neurological conditions.
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Introduction

Sedative agents are commonly used to manage adults in the intensive care unit
(ICU) with severe traumatic brain injury (TBI) [1–3]. These drugs prevent or
treat agitation, permit manipulation of artificial ventilation, and induce and
maintain anxiolysis and amnesia [1–3]. Moreover, sedative agents may diminish
cerebral metabolic rate and, through flow-metabolism coupling, reduce brain
blood flow, intracranial blood volume, and ultimately intracranial pressure (ICP)
[4]. Boluses or infusions of sedatives possibly also reduce the prolonged and
marked increases in ICP produced by endotracheal suctioning or bronchoscopy
[3, 5]. Unfortunately, however, sedative agents may also lower mean arterial pres-
sure (MAP), hinder the neurological examination, and prolong the length of ven-
tilatory support or ICU stay [3]. This chapter reviews regulation of brain blood
flow and metabolic rate in TBI, relevant sedative neuropharmacology, and the
comparative efficacy and safety of propofol, ketamine, etomidate, and agents
from the opioid, benzodiazepine, α2-agonist (i.e., clonidine and dexmedetomi-
dine), and antipsychotic drug classes for management of adults in the ICU with
severe TBI.

Brain Blood Flow and Metabolic Rate in TBI

Brain blood flow is determined by cerebral perfusion pressure (CPP), cerebrovas-
cular resistance, and blood viscosity [6]. CPP is approximately the difference
between MAP and ICP (CPP = MAP – ICP) while cerebrovascular resistance is
directly proportional to the length of cerebral arterioles and inversely propor-
tional to their radius to the fourth power [6]. Cerebral arteriolar radius is
increased by heightened arterial partial pressures of carbon dioxide (PaCO2) and
possibly by arterial partial pressures of oxygen (PaO2) below 60 mmHg [6]. In
patients without TBI, cerebral arterioles vasoconstrict or vasodilate in response
to increases or decreases in CPP through a process known as cerebral autoregula-
tion [6]. A second regulatory process, known as flow-metabolism coupling,
increases regional brain blood flow in response to concomitant increases in brain
function and metabolic rate [6].

Cerebral autoregulation is significantly impaired or abolished and brain blood
flow and cerebral metabolic rate are frequently reduced following TBI [4, 7]. With
cerebral autoregulatory impairment, alterations in MAP produce proportionate
and possibly detrimental changes in CPP [6]. Although severe brain blood flow
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restrictions often occur throughout the brain following TBI, injured brain regions
exhibit lower brain blood flow than non-injured regions, and a gradual return to
baseline flow occurs hours to days after injury [4, 7]. Cerebral oxidative rate and
metabolism are also reduced in patients with TBI, although not always in propor-
tion to brain blood flow as variable degrees of flow-metabolism uncoupling may
occur [4, 7].

Neuropharmacology of Sedative Agents in Severe TBI

Sedative agents exert several potentially beneficial pharmacodynamic effects in
adults with severe TBI. These drugs may produce metabolic suppression by
reducing cerebral oxygen demand and metabolic rate [4, 8]. This action is largely
dependent on the post-head injury cerebral metabolic rate and would be unex-
pected in a patient with an already isoelectric or burst-suppressed elentroence-
phalogram (EEG) [4]. Sedative-induced reductions in cerebral metabolic rate
may, in turn, result in cerebral vasoconstriction and lowered brain blood flow if
flow-metabolism coupling is intact [4, 8, 9]. Ultimately, lowered brain blood flow
may decrease overall intracranial blood volume and, therefore, ICP, which will
increase CPP as long as MAP remains constant [4]. However, this mechanism
appears variably effective as propofol-induced metabolic suppression resulted in
a decrease in ICP of more than 20 % in only 48.8 % of critically ill adults with
moderate or severe TBI in one case series [9].

Other potentially beneficial sedative effects in adults with TBI include their
ability to curb agitation and increase seizure threshold [8]. Agitation alone may
increase intrathoracic pressure through a reduction in jugular venous outflow
from the intracranial compartment and a consequent rise in ICP [8]. Although
benzodiazepines increase and propofol has mixed effects on seizure threshold [8],
the influence of sedative agents on seizure incidence in patients with TBI are
complex and beyond the scope of this review.

Comparative Sedative Agent Efficacy and Safety

In order to compare the relative efficacy and safety of available sedative agents for
management of adults with severe TBI, we expanded upon our recent systematic
review of randomized controlled trials (RCTs) [3]. The 158 full-text citations that
had been retrieved for this systematic review were re-examined and observational
studies and previously excluded RCTs relevant to this article were included
herein. We excluded one RCT as few (16 %) of the included participants had
severe TBI [10] and 82 observational studies as three addressed a different inter-
vention [11–13], three investigated an outcome irrelevant to this review [14–16],
and 76 studied a patient population that did not comprise adults in the ICU with
severe TBI. A total of 16 interventional trials, including 15 RCTs [17–31] and one
‘pseudo-randomized’ trial [3, 32], as well as 15 observational studies were ulti-
mately included in this review [5, 33–46]. Outcomes of the 16 interventional tri-
als are summarized in Table 1 while those of the 15 observational studies are dis-
played in Table 2. Notable limitations of the findings in many of these trials
included inadequate descriptions of relevant baseline TBI prognostic factors and
frequent and unregulated use of co-sedatives and ICP-lowering co-interventions
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[3]. Many trials also enrolled small patient samples and, therefore, may have been
underpowered to detect differences in mortality and neurological outcome [3].

Effect of Sedative Agents on Clinical Outcomes:

Seven RCTs [22, 24, 26, 27, 29, 31, 32] and one cohort study [39] examined the
effects of prolonged sedative infusions on mortality, neurological outcome, or
length of hospital or ICU stay amongst adults with predominantly severe TBI.
Two RCTs comparing propofol and midazolam [22, 26] found no difference in
length of ICU stay while another [29] reported no difference in neurological out-
come [3]. Moreover, our recent systematic review found no difference in mortal-
ity between propofol and midazolam when mortality estimates from two RCTs
[22, 29] were combined in meta-analysis (relative risk [RR], 1.07; 95 % confidence
interval [CI], 0.51 to 2.3) [3]. A similar mortality rate and neurological outcome
were also observed in a prospective cohort study comparing propofol to midazo-
lam and morphine [39]. In the only available multicenter RCT, no difference in
mortality or subsequent neurological outcome was observed amongst patients
randomized to propofol or morphine [24]. Although authors of this study
reported that high ( 100 mg/kg for 24 hours and beginning within 48-hours of
injury) versus low dose propofol resulted in a significantly higher rate of favor-
able neurological outcomes at 6-months, a recalculation of this finding in our
recent systematic review revealed a RR of 1.82 and a 95 % CI that included one
(0.81 to 4.05) [3]. Ketamine and either fentanyl or sufentanil were compared in
three of the seven RCTs [27, 28, 31] and the one ‘pseudo-randomized’ trial
(Table 2) [32]. Two of these four trials reported no change in mortality [27, 32],
and three found no difference in neurological outcome [27, 31, 32].

Effect of Sedative Agents on ICP, CPP, and MAP

Opioids Alone or Versus Opioid(s), Other Drugs, or Placebo

As opioids confer analgesia, they are commonly administered in conjunction with
propofol or midazolam and afford additive sedation for adults with severe head
injury [2, 4]. The influence of a bolus dose or short infusion of an opioid on cere-
bral and systemic hemodynamics in patients with severe TBI has been investi-
gated by five RCTs [3], four before-and-after case series [33–36], and one pro-
spective cohort study [5].

Three of the four RCTs that administered an often large bolus dose (up to 3 g/
kg of fentanyl) (Table 1) or short infusion of an opioid agent [19, 23, 25], as well
as one of the three case series [33], observed an increase in ICP ranging from 5.5
to 9 mmHg above baseline following morphine, fentanyl, and sufentanil [3]. Only
one of these four RCTs [21] and two of the three case series [34, 36] found no
change or a small decrease in ICP (by 5 mmHg) versus baseline after morphine,
fentanyl, sufentanil, or remifentanyl. Moreover, the one RCT that found no effect
on ICP administered an opioid dose predetermined by the investigators to pro-
duce a maximum 5 % decrease in MAP, potentially limiting generalizability of
this study’s findings [3, 21]. ICP increases in two RCTs [19, 23] and one observa-
tional study [33] were transient and returned to baseline after approximately 15
to 25 minutes. One RCT [17] and two observational studies [5, 35] found that ICP
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increases produced by endotracheal suctioning were limited by a dose or short
infusion of either fentanyl or remifentanyl.

MAP decreased in all four RCTs [19, 21, 23, 25] that administered a bolus or
short infusion of morphine, fentanyl, sufentanil, or alfentanil and two of four
observational investigations [33, 34] after sufentanil (combined range across all
opioid studies, 5 to 26 mmHg). This translated into a decrease in CPP in three of
four RCTs [19, 23, 25] and one case series [33], which altogether collectively
ranged from 10 to 34 mmHg. Although decreases in MAP and CPP were transient
in one RCT [19] and another case series [33], one investigation found that
although there was a gradual increase in CPP toward baseline after the initial
reduction, CPP values remained somewhat depressed throughout the study [3,
23].

In sum, the above evidence suggests that opioids, in large bolus doses, may
result in transient (approximately 15 to 25 minutes), yet clinically significant,
increases in ICP and decreases in MAP and CPP amongst adults with severe TBI
[3]. Increases in ICP may occur through central opioid accumulation following
acute neurological injury [47] with decreased cerebral arteriolar resistance or
MAP, increased PaCO2, or disturbed cerebral autoregulation [3], and possibly may
be avoided by several measures. These include slow and cautious opioid adminis-
tration, prevention of hypotension through volume resuscitation or vasopressors,
and ventilatory titration to prevent hypercarbia [3]. However, we support that cli-
nicians should closely monitor ICP, MAP, and CPP following an opioid bolus or
rapid infusion in a patient with severe TBI for deleterious cerebral and systemic
hemodynamic changes and treat these appropriately [3].

Propofol Alone or Versus Midazolam or Midazolam and Morphine

Propofol and midazolam are two of the most commonly used sedative agents
among critically ill adults with severe TBI given their rapid onset and often short
duration of action, which permits serial neurological examination [3]. The effect
of propofol on cerebral and systemic hemodynamics in patients with predomi-
nantly severe TBI has been examined by four RCTs [22, 26, 29, 30], two before-
and-after case series [37, 38], and one cohort study [39].

Two of the four RCTs, which also included multisystem trauma patients without
head injury [22, 26], allocated patients to propofol or midazolam and found no dif-
ference in ICP, MAP, or CPP between agents or versus baseline. No difference in
ICP was found in an additional RCT comparing propofol to midazolam [29] or in
an RCT [30] or cohort study [39] that compared propofol to midazolam and mor-
phine. Propofol decreased ICP in two case series (range, 2 to 14 mmHg) [37, 38]
and improved CPP in one [38]. However, a large respective decrease in MAP and
CPP of 40 and 42 mmHg was noted after propofol in another case series [37].

Aside from the more reliable rapid on-off pharmacokinetic profile associated
with propofol versus midazolam [3, 8], preferential use of propofol for manage-
ment of critically ill adults with TBI may be supported by the findings of a multi-
center trial [24]. This investigation observed a reduced requirement for neuro-
muscular blocking agents, benzodiazepines, and pentobarbital as well as reduced
ventriculostomy cerebrospinal fluid (CSF) drainage amongst patients with severe
TBI versus morphine [3, 24]. However, no randomized evidence exists to support
a significant benefit for any of these three therapies for improving patient-cen-
tered outcomes, ICP, or CPP [48]. Moreover, this trial was limited by its compari-
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son of propofol with morphine (rather than midazolam), an agent which, as men-
tioned above, has been observed to have untoward effects on ICP and CPP.

Ketamine Alone or Versus Opioids

As ketamine has historically been linked with increases in ICP, this agent is
uncommonly used in hemodynamically stable patients with severe TBI [1–3].
Two RCTs [27, 31] and one ‘pseudo-randomized’ trial [32] allocated patients with
moderate or severe TBI and subarachnoid hemorrhage (SAH) to infusions or
bolus doses of ketamine, sufentanil, or fentanyl. An additional RCT studied the
effect of a transient doubling of the plasma concentration of ketamine or sufenta-
nil [28]. Although one [27] of the four trials noted an increase in heart rate and
another [32] observed an increase in ICP and MAP for ketamine versus fentanyl,
three [27, 28, 31] found no difference in ICP, MAP, or CPP between agents or ver-
sus baseline. In the only identified case series, boluses of varying ketamine dos-
age produced a biphasic cerebral hemodynamic response with ICP decreasing
slightly at 2 minutes and then increasing between 5 and 30 minutes [45].

Etomidate Alone or Versus Althesin or Pentobarbital

Etomidate and althesin or pentobarbital infusions of varying length were com-
pared in two RCTs of patients with severe TBI and vascular or ischemic brain
injury [18, 20]. Although statistics were not given for one of the RCTs [20], both
trials reported a decrease in ICP and no change in CPP or consistent alteration in
MAP [3]. An etomidate infusion was also examined by two case series and one
retrospective cohort study of patients with severe TBI and vascular- or tumor-
related brain injury [40–42]. In both of these series, the increase in ICP (and
MAP in one trial) produced by endotracheal suctioning was diminished by a
bolus or infusion of etomidate [40, 41]. The retrospective cohort study further
demonstrated that larger decreases in ICP occurred in severe TBI patients with-
out a dramatic reduction in cortical electrical activity, and that these decreases
were often linked with increases in CPP [42].

Midazolam, Clonidine, and Loxapine Alone

A bolus of midazolam or clonidine resulted in a decrease in MAP and CPP without
a change in ICP in two case series of adults with severe TBI [43, 44]. In the only
series involving antipsychotics in patients with moderate or severe TBI, a bolus of
loxapine resulted in a marginal 1 mmHg ICP reduction with no change in MAP [46].

Non-Hemodynamic Adverse Drug Events of Sedative Agents

Apart from the untoward changes in ICP, MAP, and CPP observed following cer-
tain sedative agents that were described above, several additional adverse effects
were noted in identified RCTs and observational studies. In the multicenter RCT
comparing propofol and morphine, a trend towards an increased rate of uncon-
trollable intracranial hypertension was observed for the morphine group [24].
Moreover, although no cases of propofol infusion syndrome occurred, hypertrig-
lyceridemia developed following use of propofol in two RCTs [3, 22, 26]. Propofol
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infusion syndrome, originally reported in children and later in adults with head
injury receiving prolonged, high dose intravenous propofol infusions (> 5 mg/kg/
hour for > 58 hours), is characterized by metabolic acidosis, rhabdomyolysis,
hyperkalemia, lipemia, and cardiac dysrhythmias and failure [4, 49]. The odds of
developing propofol infusion syndrome in adults with head injury have been
observed to be 1.93 times greater for every mg/kg/hour increase in mean propofol
dose above 5 mg/kg/hour [49]. Propylene glycol toxicity, characterized by
increased serum osmolality and renal failure, occurred in all seven patients with
acute neurological injury treated with etomidate versus pentobarbital in another
RCT [20, 3]. Several other sedative-related adverse events, including etomidate-
induced adrenal suppression, were not reported in interventional trials [3], but
should be recognized as possible outcomes of certain sedative agents.

Conclusion

Although no sedative agent is associated with an improvement in mortality, neu-
rological outcome, or length of hospital or ICU stay, existing agents vary in their
effects on ICP, CPP, and MAP [3]. Large bolus doses of opioids have been
observed to result in transient (approximately 15 to 25 minutes), yet clinically sig-
nificant, increases in ICP and decreases in MAP and CPP in both RCTs and obser-
vational studies [3]. In contrast, infusions of propofol and midazolam have been
demonstrated to have neutral and equal effects on ICP, MAP, and CPP [3].
Although ketamine may increase heart rate and MAP [3], most evidence from
randomized trials suggests that this agent also has neutral effects on ICP, MAP,
and CPP in the severe TBI population. While etomidate and pentobarbital may
have similar effects on ICP, MAP, and CPP [3], clonidine, dexmedetomidine, and
antipsychotics have a largely unknown effect on cerebral hemodynamics. As sed-
atives are commonly used to manage adults in the ICU with severe TBI, appropri-
ately designed and adequately-powered RCTs addressing the comparative efficacy
and safety of these agents are urgently required [3].
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Introduction

Common indications for sedation in the intensive care unit (ICU) include patient
comfort, management of agitation, pain, ventilator dysynchrony, and intracranial
hypertension. Current trends in ICU care, however, have shifted towards sedation
strategies that provide the minimally effective amount of sedation, to improve
patient autonomy and preserve both the neurological exam and neurocognitive
function.

Long Term Cognitive Effects of Critical Illness

Perhaps the earliest investigations to realize severe cognitive deficits following
ICU care were studies that evaluated patients post-coronary artery bypass graft
(CABG) surgery [1]. The investigators of one study found that 53 % of such
patients demonstrated cognitive dysfunction at hospital discharge, and 42 %
exhibited continued cognitive dysfunction at the five-year follow-up visit [2].
Patients with acute respiratory distress syndrome (ARDS) have also received sig-
nificant attention as relates long-term outcomes following ICU discharge and,
notably, such patients have not had a surgical intervention that may have inde-
pendently resulted in neurological sequelae. One study reported that 100 % of
ARDS patients had cognitive impairments at hospital discharge and, at the one-
year follow-up visit, 78 % had at least one persistent impairment relating to cog-
nition [3]. Other reported data support that patients with general medical prob-
lems often experience cognitive impairments following ICU discharge [1].
Although clinical review suggests that the mechanism of cerebral dysfunction fol-
lowing critical illness may most often be related to hypoxia and hypoperfusion,
other factors, such as metabolic encephalopathy, delirium, and embolic phenom-
ena, have also been implicated [1, 3]. Regardless of the etiology of neurocognitive
deficits, strategies that target a lighter, ‘cooperative’ depth of sedation would allow
the primary team to identify changes in mental status and cognition in the early
phase of critical illness when the condition may still be reversible.

Daily Awakenings

The initial therapeutic intervention that evaluated the benefit of reducing the
depth or interval of sedation was in the context of introducing daily prescribed
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awakenings or brief ‘off-periods’ for sedative medications. The hypothesis enter-
tained was that such interval off-periods, even if for only a brief period, would
enhance the ability of the ICU team to assess and accelerate ventilator weaning,
and thus may lead to a reduction in mean duration of mechanical ventilation and
a shorter ICU length of stay (LOS). Hence, the primary outcome measure has typ-
ically been time to extubation as compared to a controlled ICU ventilated popula-
tion.

The first trial evaluating the daily interruption of sedation was performed as a
single center study by Kress and colleagues [4]. The investigators of this impor-
tant study randomized patients to either a daily interruption of sedation (n = 68)
or standard practice (n = 60). In both groups, sedative agents were titrated by
nurses based on standard protocols to achieve a Ramsey Score of 3–4 (responsive
to commands or wake briskly to the sound of a loud noise). In the intervention
group, sedation was stopped daily, beginning on the 3rd ventilated day, until the
patient could perform at least three of the following activities: Open eyes in
response to voice, track the investigator with eyes, squeeze hand or stick out
tongue upon request. Kress and colleagues found that this practice of daily seda-
tion interruption led to fewer days requiring mechanical ventilation and shorter
LOS in the ICU. In addition, as a secondary outcome measure, patients in the
intervention group required fewer imaging studies to investigate poor neurologic
function. Despite the positive findings, the study was too small and not suffi-
ciently powered to rigorously assess the effect on patient safety. In addition,
patients in this study were managed solely in the medical ICU, so the role of daily
interruption of sedation in other ICU populations remained unclear. [4]

A second study was published in 2008 that coupled spontaneous awakening tri-
als to a spontaneous breathing trial (SBT) [5]. All patients in the trial were
screened for SBT, but only the intervention group paired the latter with the spon-
taneous awakening trials. This trial also demonstrated the positive effects of daily
interruption of sedation, which included increased ventilator-free days and
reduced ICU and hospital LOS. Although there were more self-extubations in the
intervention group compared to the control group, the rate of re-intubation was
similar between groups. In addition, this study demonstrated a statistically signif-
icant 32 % reduction in deaths at one year [5].

In 2010, a group of investigators took the concept of daily awakenings one step
further, in fact challenging the need to routinely offer continuous sedation [6].
One hundred and twenty-eight patients were randomized to receive either seda-
tion with a combination of propofol and midazolam or no sedation at all. In the
sedation group, patients participated in daily awakening trials similar to those
described in a previous study [4]. The group receiving no sedation required sig-
nificantly fewer days of mechanical ventilation, in addition to shorter ICU and
hospital LOS [6].

One concern for limiting sedation is the psychological impact it may have on
the survivors of intensive care. The development of post-traumatic stress disorder
(PTSD) has been reported to varying degrees after discharge from an ICU [7]. In
order to evaluate the effect of daily awakenings on the development of PTSD,
patients were evaluated for the presence of PTSD by a clinical psychologist [8].
Some of the patients included were in the trial evaluating the daily interruption
of sedation mentioned earlier in this chapter [4]. Alhough chronic anxiety and
mild depression were found in both the control and daily interruption groups,
PTSD was identified in 6 of 19 patients in the control group. None of the 13
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patients in the daily interruption group developed PTSD. Interestingly, no patient
in the daily interruption group even recalled any of the awakened periods [8].
These data suggest that daily interruption of sedation does not have a detrimental
effect on the long-term psychological outcome of patients and may even have a
protective effect, though that could not be determined solely based on this report.

Early Mobilization

In addition to the long-term neurocognitive effects, it is well known that critical
illness can cause a variety of neuromuscular sequelae, including muscle wasting
from inactivity, critical illness myopathy and polyneuropathy [9]. These disorders
contribute to prolonged functional disability after ICU discharge [9]. In one study
of 87 survivors of ARDS who were evaluated at the one-year mark [10], only 49 %
had returned to work, and patients reported muscle weakness and chronic fatigue
as reasons for unemployment. In addition, at one year, patients were only able to
walk 66 % of the predicted distance during a 6-minute walk test [10], further sup-
porting the long lasting impact of critical illness.

Prolonged inactivity is thought to be a contributor to neuromuscular illness in
the intensive care unit. In order to refute the concept that immobility is required
for mechanically ventilated patients, a group in Salt Lake City conducted a feasi-
bility trial for early mobility in 103 ventilated patients [11]. Early mobility was
measured by the ability of the patient to sit on the edge of the bed, sit in a chair,
and ambulate with or without assistance. The investigators demonstrated that
69.4 % of patients were able to walk a minimum of 200 feet, with less than 3 %
being incapable of activity during their ICU admission. This impressive level of
mobilization was achieved at the expense of very few adverse events; a total of 14
occurred over 1,449 activity events, including falls to the knees without injury,
acute desaturation, changes in systolic blood pressure, and removal of feeding
tube [11].

After the feasibility study had been conducted, other studies followed provid-
ing further evidence in support of early patient mobilization prior to liberation
from mechanical ventilators [12–14]. One randomized controlled trial demon-
strated that early mobilization was associated with more frequent return to inde-
pendent functional status at hospital discharge and more frequent discharge
home [14]. In addition, mobility was associated with a reduction in the duration
of delirium during hospitalization.

In each of the above studies, the intervention involved a multidisciplinary
team. Members included respiratory, physical, and occupational therapists, a
nurse and a critical care technician [11–14]. In addition to the team, it was con-
cluded that a coordinated sedation strategy was important to the success of the
early mobilization intervention. One of the clinical studies specifically combined
the intervention of early mobilization with daily interruption of sedation [14],
although clearly such effort placed to coordinate such activities may not be read-
ily translated to usual ICU practice. In all these trials, it was noted that lower
depth of sedation was a significant predictor for success. Hence, minimizing the
use of sedation, or eliminating it completely may increase the ability to success-
fully involve an interdisciplinary team in mobilizing mechanically ventilated
patients.
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Neurological Monitoring

As more patients are admitted to the ICU and survive the experience, more atten-
tion is being given to the neurologic complications of critical illness, especially
persistent neurocognitive dysfunction as it may occur even following admission
for a non-neurological condition. Despite the brain being widely recognized as
the most important organ, it often receives little attention during critical care
management. This is likely due to several factors. One, the primary admission
diagnosis to the ICU is non-neurologic, thus the primary focus lies initially else-
where. Second, often the true neurologic status of the patient is unclear, as it may
be masked by desirable or necessary sedation, alone or together with the addition
of pharmacological paralysis, rendering neurological evaluation difficult or
impossible.

Fortunately, the common-held belief in ICU practice that patient sedation de
facto leads to an un-examinable patient is now fully in jeopardy. Previously cited
studies have confirmed both the capability and safety of reducing the depth of
sedation for the benefits of systemic physiology. There is also evidence that seda-
tion need not be incompatible with preservation of intellectual capacity. Mirski
and colleagues demonstrated in the Acute Neurological ICU Sedation Trial
(ANIST) that anxious or agitated ventilator-dependent patients tolerated well a
light plane of continuous sedation – ‘cooperative sedation’ – and were able to par-
ticipate in neurocognitive evaluations [15]. Important to this fundamental
acknowledgement, it was observed that neurocognitive capacity could be main-
tained or even improved during active continuous sedation as the disruptive
influences of anxiety and agitation on concentration were eliminated. Dexmede-
tomidine, specifically, was shown not to reduce intellectual capacity during peri-
ods of cooperative sedation in contrast to low-dose infusion of propofol [15].
Other sedatives may also be effective in low doses.

The use of minimal to no sedation may have many benefits that have yet to be
discovered. In addition to reduction in days requiring mechanical ventilation,
shorter durations of stay, fewer diagnostic scans, and less PTSD, awake and coop-
erative patients should be able to be more engaged in their own care and decision
making, and play a more significant role in their own recovery.

Monitoring Sedation

Sedation scales play an enormous role in the evaluation and communication of
sedating therapies in the ICU. For patients requiring sedation, there are many val-
idated scales available to assess the levels of consciousness and arousal. Perhaps
the most widely used scale is the Richmond Agitation-Sedation Scale (RASS) [16,
17]. Other scales available include the Riker Sedation-Agitation Scale (SAS) [18],
the Motor Activity Assessment Scale [19], the Adaptation to the Intensive Care
Environment (ATICE) [20], and the Nursing Instrument for the Communication
of Sedation (NICS) [21]. Although each scale is unique, the over-all objective of
the sedation scales is to allow for the assessment of goal-directed sedation for
each patient. Although phrased differently, each scale has a value that represents
calm and alert. Whereas the optimum level of sedation may be ‘awake and coop-
erative’, needs may vary greatly among ICU patients. Sedatives are often adminis-
tered for therapeutic reasons other than sedation. Examples include reduction of
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cerebral metabolic rate of oxygen consumption and subsequent lowering of intra-
cranial pressure (ICP), ventilator dysynchrony, or withdrawal syndromes. Thus, it
is imperative to use a scale that can represent many levels of sedation, as targets
may differ depending on the therapeutic intent.

Other objective tools have been studied for the assessment of sedation in criti-
cally ill patients. One that has perhaps received the most attention is the bispec-
tral index, a cerebral function monitor that uses data based on the raw electroen-
cephalograph (EEG) to quantify a patient’s level of arousal. The bispectral index
allows for continuous monitoring of sedation with the benefit of assigning an
ordinal score to relative EEG wave form activity that lacks the subjectivity of the
sedation scales. This technology has been used to assess depth of anesthesia in
the operating room and has been shown, in that arena, to have reduced the num-
ber of episodes of intraoperative awareness [22]. The bispectral index has also
been studied in the ICU in several populations of patients including medical,
brain-injured and cardiac surgery patients and has been tested against several
different sedation scales, including the visual analog scales, the Ramsey scale,
RASS and SAS [23–26]. Although the bispectral index correlates to varying
degrees with validated sedation scales, the wide-spread use of bispectral index for
ICU sedation has not been adopted for monitoring in the ICU, predominantly
because of motor artifacts in non-paralyzed patients, and the lack of data demon-
strating improved outcomes when bispectral index technology is used over stan-
dard sedation scales. Bispectral index monitors have found a unique niche in
patients requiring sedation with concurrent neuromuscular blockers, in whom
other validated sedation scales would not apply.

Monitoring Cognition

Because of increased awareness of the neurocognitive complications of critical ill-
ness, evaluating and maintaining cognition in the ICU has also received consider-
able recent attention. Cognitive dysfunction can occur as a result of primary neu-
rological disorders (e.g., stroke, head injury), or secondary neurologic complica-
tions resulting from critical illness (e.g., delirium, encephalopathy, hypoxia).
Delirium, perhaps the best studied etiology of ICU-related neurocognitive dys-
function, is defined by the Diagnostic and Statistical Manual for Mental Disorders
as the following: A disturbance of consciousness with reduced ability to focus,
sustain or shift attention; a change in cognition or the development of a percep-
tual disturbance; a disturbance with a rapid onset and fluctuating nature; evi-
dence that the disruption is caused by either a general medical condition, intoxi-
cation or drug-withdrawal [27]. The Confusion Assessment Method for the ICU
(CAM-ICU) is a validated tool developed to screen patients for delirium, includ-
ing patients who are unable to communicate verbally because of intubation [27,
28]. CAM-ICU uses the following to identify delirium: Acute onset or fluctuating
mental status, inattention, disorganized thinking, and an altered level of con-
sciousness [27, 28]. Not only is CAM-ICU a validated assessment of delirium, but
it has also been shown to be a predictor of outcomes in ventilated and non-venti-
lated patients [29, 30]. Other validated delirium screening tools include the Inten-
sive Care Delirium Screening Checklist (ICDSC) [31]. One potential advantage of
the ICDSC compared to the CAM-ICU is that it permits a continuous or graded
assessment of delirium (score 0 to 8), as opposed to a categorical assignment,
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thus offering the advantage of identifying patients with subsyndromal delirium,
who are also at risk of poor neurocognitive outcomes. Although studies have
shown that delirium is a predictor of poor outcome, it remains unknown whether
prevention or appropriate treatment will result in improved outcomes, and this
important issue is worthy of further research. Whereas validated tools exist to
detect the presence or absence of delirium in the ICU (one potential cause of cog-
nitive dysfunction), limited tools are available at present outside of a formal neu-
rological exam to monitor or quantify cognition itself in the critically ill.

One standard tool that offers a rapid assessment of cognition over a period of
5 to 10 minutes is the Mini Mental State Exam (MMSE), which divides cognition
into 5 domains: Orientation, registration, attention and calculation, recall and
language [32]. This scale was developed primarily as a screening tool for the pres-
ence of dementia in outpatients, and application of this instrument in the ICU is
difficult given the requirement for verbal responses. The Adapted Cognitive Exam
(ACE) is a scale that has recently been developed and validated to evaluate cogni-
tion in the critically ill [33]. It was modeled on the MMSE using the same five
domains, but tailored to critically ill patients in such a way that it could be per-
formed in patients who were non-verbal. Like the MMSE, it evaluates cognition
on a numerical scale. The ACE has many potential clinical applications, and is an
important measurement tool that can be applied to help better understand the
continuum of neurocognitive sequelae starting at entry to the ICU through recov-
ery and long-term follow up. This scale was utilized in the ANIST study to assess
the differential effects on cognition of two different sedatives (dexmedetomidine
and propofol) administered to achieve the same level of sedation. [15].

Sedative Agents

Many agents have been used for sedation, analgesia, and anxiolysis in the ICU.
The most frequently used agents include members of the following drug or drug
classes: Opioid, benzodiazepines, propofol and dexmedetomidine. When choos-
ing an agent for ICU sedation, multiple factors must be taken into consideration.
Typical considerations include indication for sedation, onset of action, duration
of action, route of elimination, drug interactions, and adverse effects. We submit
that another (perhaps less commonly considered) criteria be considered: The
potential impact of the sedative on cognition and neurological sequelae, and the
likelihood of the agent (appropriately dosed) to achieve a state of ‘cooperative
sedation’. A comprehensive review of the pharmacokinetics and dynamics of
these medications is beyond the scope of this review; however, details for individ-
ual agents can be found in Table 1 [34].

Comparative Trials

Despite the many options for sedative agents, no one agent has been identified as
superior in all cases. There are, however, several important trials comparing
agents. The Maximizing Efficacy of Targeted Sedation and Reducing Neurological
Dysfunction (MENDS) trial was the first randomized, double-blind trial evaluat-
ing the effect of sedative agents on delirium-free and coma-free days [35]. The
two agents compared in this trail were lorazepam and dexmedetomidine. For the
primary outcome, use of dexmedetomidine was associated with a greater number
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Table 1. Key characteristics of agents commonly used for sedation in intensive care unit (ICU) patients

Drug Type of
medication

Seda-
tion

Anal-
gesia

Mechanism of
action

Advantages Adverse effects

Fentanyl Opioid + +++ Mu receptor
agonist

Reversible,
rapid onset,
short dura-
tion

Respiratory depression,
chest wall rigidity, gastric
dysmotility, hypotension

Remi-
fentanil

Opioid + +++ Mu receptor
agonist

Reversible,
rapid onset,
short dura-
tion

Respiratory depression,
chest wall rigidity, gastric
dysmotility, hypotension

Morphine
sulfate

Opioid + +++ Mu receptor
agonist

Reversible Respiratory depression,
gastric dysmotility, hypo-
tension, hallucinations

Diazepam Benzodiaz-
epine

+++ + GABAa recep-
tor agonist

Reversible Respiratory depression,
hypotension, confusion

Lorazepam Benzodia-
zepine

+++ – GABAa recep-
tor agonist

Reversible Respiratory depression,
hypotension, confusion

Midazolam Benzodiaz-
epine

+++ – GABAa recep-
tor agonist

Reversible,
shorter dura-
tion, and
titratable

Respiratory depression,
hypotension, confusion

Dexmede-
tomidine

Alpha-2
agonist

++ ++ Alpha-2 recep-
tor agonist
(pre- and
post-synaptic

Maintains
cognitive
function

Dry mouth, bradycardia,
hypotension, adrenal sup-
pression, atrial fibrillation

Propofol +++ – Unclear Very short
duration,
easy to
titrate

Hypotension, respiratory
depression, metabolic aci-
dosis, rhabdomyolysis,
anaphylaxis, sepsis, pain
at injection site

of delirium-free and coma-free days; however, this difference was driven by the
number of coma-free days, as the number of delirium-free days was similar
between groups. No differences in outcomes, including duration of mechanical
ventilation, ICU LOS, or 28-day mortality were seen. One major limitation of the
trial was the depth of sedation, which was chosen by the primary team. Baseline
RASS scores for the dexmedetomidine and lorazepam groups were -3 and -4
respectively [35]. Had lighter or ‘cooperative’ sedation goals been achieved (closer
to 0 to -1), the incidence of drug-induced coma would likely have been less (par-
ticularly with lorazepam), and results may have differed. Another recent random-
ized, double-blind trial, the Safety and Efficacy of Dexmedetomidine Compared
with Midazolam (SEDCOM) trial, compared midazolam to dexmedetomidine
[36], requiring daily awakening trials and a targeted RASS score of -2 to +1. The
primary outcome was percent time within RASS goal and secondary outcomes
included assessment of delirium, duration of mechanical ventilation and ICU
LOS. Whereas there was no difference in the primary outcome, patients in the
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dexmedetomidine group had a lower prevalence of delirium and a larger number
of delirium-free days. In addition, patients sedated with dexmedetomidine had a
shorter time to extubation [36].

A final study that further highlights the additional cognitive benefits of dex-
medetomidine was conducted as a double blind, cross-over trial that compared
dexmedetomidine to propofol [15]. The primary endpoint of the ANIST trial was
the change in cognition (as measured by the 100-point ACE test) with dexmedeto-
midine as compared to propofol. Patients were randomized to either dexmedeto-
midine or propofol to start, and after an appropriate washout period, switched to
the other agent. Cognitive assessments were performed at baseline, after the
washout phase, and on each drug (RASS = 0 to -1) [15]. Sedation with propofol
diminished ACE scores on average by 12.4 points, whereas dexmedetomidine
improved patient cognition by 6.8 points (difference in cognitive score = 19.2
[95 % CI 12.3–26.1, p < 0.001]). These results are important, and illustrate the
differential impact of two different sedative agents (titrated to the same level of
sedation) on cognition.

In general, benzodiazepines are thought to be the most closely associated with
delirium, as supported by the SEDCOM trial [36], although other data have
linked benzodiazepines and opioids to the onset and increased duration of delir-
ium [37]. Although propofol is not associated with delirium, it does affect cogni-
tion as shown in the ANIST study [15]. Dexmedetomidine is superior to the alter-
natives when preservation of cognition and avoidance of delirium is necessary.
Low dose opioid infusions may also be able to achieve this in certain patients.

Practical Considerations

Despite recommendations for daily interruption of sedation and protocol-driven
sedation, survey data suggest that clinical practice lags behind the evidence. The
use of daily interruption for patients receiving continuous infusions occurs
inconsistently, with surveys reporting 40 to 62 % rates of compliance [38–41]. In
addition, despite the perception that sedation scales are beneficial, only 47 – 60 %
of ICUs had implemented sedation protocols at the time of the survey [39–41],
and 85.6 % of physicians in a Brazilian survey indeed believed their patients were
usually over-sedated [41]. The same survey reported sedation levels being
assessed 2 times or less per day in over 50 % of patients.

Nursing support of sedation strategies is crucial since they are the providers
implementing the sedation plan. According to a survey, most critical care nurses
believe that sedation is necessary when patients are intubated, and some reported
feeling influenced by family members of patients as it relates to sedation practices
[42]. The impact of staffing and the pressure of performing other nursing func-
tions were identified as influences for one-third of nurses [42]. Nurses are at the
patient end of a caring and compassionate group of health care providers, so the
reason behind light sedation, and the likely greater nursing effort involved, must
be appropriately communicated at the time the plan is made.

Although light or ‘cooperative’ sedation necessitates an increased level of vigi-
lance, the heightened awareness and intellectual capacity promotes patient auton-
omy. Despite the potential need for restraints in some circumstances, reduction in
sedation may permit patients to be more involved in decision-making as it relates
to their own healthcare. Some patients in fact may be appropriate candidates for
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the no-sedation strategies that showed improved outcome in one study [6]; but it
is important to evaluate the safety measures of that group before implementing
such a protocol. For example, Strom and colleagues [6] implemented the protocol
of no-sedation in a unit where all patients had 1:1 nursing care, plus an additional
person in the ICU to ‘calm patients’. Some units may have to increase staffing in
order to accommodate this practice; however, it may yet be a cost effective strat-
egy considering the improved outcomes observed. Another intervention, early
mobilization, requires a multidisciplinary team to execute safely and effectively,
yet some investigators have found that implementing strategies for early mobili-
zation is feasible without increase ICU staffing [11].

As far as which sedatives to consider, dexmedetomidine has been shown to be
beneficial for general cognition, as measured by the ACE, and for minimizing
delirium, although more costly than other sedative agents. As with any agent,
careful consideration of a drug usage policy must consider cost-effectiveness,
ensuring optimal use of the drug to maximize drug-related outcomes.

Conclusion

Despite data suggesting significant improvements with daily awakening trials and
early mobilization, these practices are far from being universally adopted in criti-
cal care units. Implementation of these interventions into standard practice in
individual ICUs takes the effort of a multidisciplinary team and in some cases
increases expenditures for institutions. However, with the potential improvement
in outcomes, these interventions have the potential to be cost-effective and have
a positive impact on patient outcomes above and beyond ICU survival. The neu-
rocognitive effects of critical illness continue to gain recognition and represent an
area ripe for continued research. Existing data suggest that the choice of sedative
and sedation strategy can have an impact on cognition, duration of ventilation,
and outcomes in acute illness. Further research is needed to identify whether
active strategies to minimize or treat cognitive abnormalities during the ICU stay
will translate to better neurocognitive outcomes in the long term.
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Introduction

The pre-hospital emergency medical service (EMS) is often the first to intervene
in life-threatening events in elderly persons. Elderly persons are defined by the
World Health Organization (WHO) as patients aged > 75 years. However, emer-
gency calls for patients aged 80 years or greater are very common in Western
countries. This patient subpopulation is a high-risk one and requires particularly
close attention in healthcare management. These patients are characterized by a
decrease in functional organ reserve and a higher susceptibility to insult, which
make them at particularly high risk of mortality or disability. A particularly
important point that should be taken into account at the very early stage of resus-
citation is the ability of these patients not only to survive, but also to achieve a
sufficient level of autonomy after recovery which enables an acceptable quality of
life. This fact raises complex and interesting issues related to ethics, economy,
medical and social environments. Therefore, the possibility of limitation of
aggressive therapy should be kept in mind during all EMS medical interventions
for geriatric critically ill patients. In this brief review, we will discuss the manage-
ment and the elements of decision-making that enable appropriate pre-hospital
and in-hospital orientation of critically ill patients. We will pay particular atten-
tion to frequent situations encountered with elderly patients, i.e., cardiac arrest,
coronary artery disease and trauma.

A Physician-based Pre-hospital EMS for Critically Ill Geriatric Persons

Unlike the situation in the US, French EMSs are characterized by the presence of
physicians on scene at the early stage of resuscitation. This organization allows
intensive care strategies (tracheal intubation, non-invasive or invasive mechanical
ventilation, central venous access, administration of vasoactive agents...) to be
delivered on-scene. However, whether this medical organization of pre-hospital
emergency care has a positive impact on patient outcome (elderly patients or not)
compared to a paramedic-based one remains to be established.

There is general agreement in the French emergency medical community that
medicalized mobile intensive care units (ICUs) should be the first response to a
life-threatening situation in the pre-hospital setting, and that age should not be a
limitation to this strategy [1]. One of the main reasons for this accord is the diffi-
culty in rapidly obtaining sufficient information during emergency calls to deter-
mine whether or not an emergency physician is required on scene. This task is
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assigned on scene to the medical emergency team. Sometimes, the pathological
context of the patient is available (e.g., an elderly patient being handled in a palli-
ative care network), which should theoretically facilitate a decision not to under-
take resuscitation maneuvers. Except in these specific situations, the presence of
the EMS on scene allows both a medical evaluation of the context and an immedi-
ate therapeutic response to the life-threatening event [2]. Telemedicine offers a
promising approach for the future in this regard.

These considerations support and justify a principle of early and full involve-
ment of the EMS in out-of-hospital life-threatening situations, independent of
age. A growing body of recent work suggests that on-scene medical intervention
by the EMS in patients > 80 years presenting with a life-threatening situation
(except cardiac arrest) has a positive impact on outcome. Three-month mortality
in such patients was not significantly different from a control elderly patient pop-
ulation. Moreover, rapid return to the place of residence and recovery of satisfac-
tory autonomy were observed in those patients who survived the initial episode
[3, 4]. Of note, autonomy and functional capacity represent the cornerstones of
quality of life in elderly subjects [5]. Interestingly, medical intervention by the
EMS was found to be a predictor of survival at 3 months, which supports the role
of medicalized pre-hospital emergency care in older persons [3, 4]. In some spe-
cific acute diseases, such as acute pulmonary edema, the in-hospital mortality
rate in patients having undergone pre-hospital emergency tracheal intubation
and mechanical ventilation was not increased in patients aged 75 years or more
in comparison with younger patients (26 %) [6]. Interestingly, in this study, not
only survival, but also functional recovery, was found to be satisfactory at dis-
tance from the acute event [6].

Chest pain related to coronary artery disease is a major cause of EMS calls in
the elderly. However, elderly patients are frequently excluded from randomized
controlled trials (RCTs) and specific data in this area can be obtained from pro-
spective cohorts only. The higher mortality rates from acute coronary artery dis-
ease in older patients is related in part to poor access to reperfusion techniques
[7]. Nevertheless, after adjustment for the delay in reperfusion, age remains a pre-
dictor of mortality in patients undergoing early coronary revascularization (3.5 %
< 65 years, 9.2 % from 65 to 74 years, 15.2 % from 75 to 84 years, 28.9 % 85
years; p < 0.0001) [8]. Early management of out-of-hospital elderly persons
requiring coronary revascularization by the EMS improves access to reperfusion
techniques within the delays recommended by the guidelines [9]. This reasoning
applies to the situation of acute stroke as well. Age is no longer an absolute con-
traindication to reperfusion, at least until 3-hours post-stroke onset [10]. In
patients who are not eligible for early reperfusion, a positive impact on outcome
has been demonstrated from specialized care at the early stage of stroke [11].

In-hospital Orientation of Elderly Critically Ill Patients

There is no reason to believe that geriatric patients requiring emergency admis-
sion into a specialized unit should be oriented differently simply because of their
age. Further supporting this statement, it has been recently demonstrated that in
selected patients aged > 80 years with good functional status who were directly
admitted to an emergency cardiology unit for acute heart disease, the mortality
rate remained remarkably low (13 %) [12]. Interestingly, no decrease in autonomy
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was observed in this study [12]. The real life situation, however, remains some-
what different. In many cases, intensivists remain reluctant to admit elderly
patients into the ICU immediately after management by the pre-hospital EMS,
simply because of their age [13]. This is noticeable for patients aged 70 years or
more, particularly when ICU beds are overbooked [14]. The main argument sup-
porting this behavior is that elderly patients exhibit a higher in-ICU mortality
rate than younger ones [15]. It should be acknowledged that not all elderly per-
sons presenting with life-threatening organ failure should be admitted to an ICU.
The role of the EMS in evaluating the patient’s previous functional status and
autonomy, cognitive functions and comorbidities is crucial, because it may help
to make the ‘correct’ decision whether or not to admit the patient to an ICU [16].
This goal can be achieved only when clear information on the patient’s autonomy
and previous health status is delivered to the EMS.

The ADL (Activity of Daily Living) index consists of simple items of daily life,
which are generally easily available (Table 1) [17]. Use of the ADL index has become
increasingly popular in the context of pre-hospital emergency medicine because it
appears to be highly reproducible [4]. In contrast, reliable evaluation of a patient’s
cognitive status in the context of an out-of-hospital emergency intervention is par-
ticularly difficult. Most of the usual cognitive tasks used for this purpose in the geri-
atric population are simply not usable in the context of a life-threatening emergency
situation. Therefore, the only available information is generally a binary yes/no
response to the question “Did the patient exhibit alterations of his/her cognitive
functions before?” [12]. It is important that the decision to admit to an ICU should
be considered with caution in elderly patients in whom a complete ICU process
appears unreasonable. Such patient subpopulations are those patients in whom
cumulative comorbidities markedly increase the risk of ICU mortality, patients with
early signs of pejorative outcome, or patients (such as those with end-stage cancer)
in whom initiation of invasive critical care can be considered as unreasonable
according to the French law of April 22, 2005 [18]. Contact with the attending physi-
cian in charge of the patient may be helpful in collecting reliable information on the
patient’s previous health status. In some cases, patients themselves may have clearly
stated whether or not they would be willing to undergo invasive critical care.

Similar to a decision of limitation of care in the ICU, the decision whether or
not to admit a geriatric critically ill patient to the ICU should never be taken on
a single physician’s opinion. This is a challenging issue in the context of out-of-
hospital emergency situations, particularly when the patient’s physician cannot

Table 1. The items of the Activity of Daily Living (ADL) scale [17].

Item No autonomy
(0 point)

Partial dependency
(0.5 point)

Total dependency
(1 point)

Body care

Dressing

Go to the bathroom

Transfer

Continence

Eating

The maximum score is 6 (full autonomy), the minimum is zero (no autonomy).

Pre-hospital Care and Orientation of Critically Ill Geriatric Patients 799

XXI



be reached at the moment of decision. The senior physician responsible for the
regulation of emergency medical calls, or the intensivist contacted to manage the
patient once admitted into the ICU, represent valuable alternatives for this pur-
pose [19]. In cases where there is a consensus not to undertake resuscitation
maneuvers or not to admit the patient to the ICU, active limitation of healthcare
may be acceptable in the pre-hospital setting. Nevertheless, when such a decision
remains unclear, an interesting strategy consists of using non-invasive, reversible
maneuvers by the EMS, such as non-invasive ventilation, which can help maintain
vital functions during transportation to the hospital where a collective discussion
of cessation of these life-sustaining treatments can be initiated with more avail-
able information, including response to the first resuscitation maneuvers [20].

Specific Situations

Acute Cardiac Failure

It is remarkable that in elderly patients with good prior autonomy and health sta-
tus who are directly admitted to an ICU for an acute life-threatening disease of
cardiac origin, survival rate and functional outcome are excellent [12]. This
observation provides strong support for these patients to receive optimal cardio-
logic intensive care at the early stage of their disease. We, therefore, share the
view that no difference in the pre-hospital orientation of these patients should be
made on the basis of age. This strategy seems to have gained popularity among
physicians of French EMSs. In a recent study, patients aged 80 and more with pre-
hospital acute coronary syndrome had similar reperfusion delays and treatments
to younger patients [9].

Severe Trauma

Severe trauma represents an increasing cause of transfer to the ICU in elderly
persons. Unlike the younger population, fall is the main cause of trauma in
elderly patients (84 % of accidents after 65 years of age) [21]. Several lines of evi-
dence support that mortality and functional outcome are worse in elderly trauma
patients than in younger ones, after adjustment for the mechanisms of injury
[22–27]. There are several explanations for this detrimental impact of aging on
outcome in the context of trauma: Pre-existing comorbidities have been shown to
significantly contribute to increased mortality rates in this patient subpopulation.
In addition, aging is associated with a decrease in physiological organ reserve and
compensatory mechanisms involved in stress situations: A decrease in heart rate,
cardiac output and sympathetic reactivity as well as an increase in baseline vascu-
lar resistances and altered oxygen delivery account for poor compensation to
acute hemorrhage [28–30]. This effect emphasizes the importance of maintaining
normovolemia and optimal tissue oxygen delivery at the early stage of trauma
hemorrhagic shock [31]. Moreover, elderly patients often receive polymedication,
and their liver metabolism and glomerular filtration are decreased. This factor
makes elderly patients more prone than younger subjects to develop drug toxicity.
When management of severe trauma at the early stage is successful, a precise
evaluation of the former autonomy and ability to walk of the patient (number of
falls/month) is needed to optimize healthcare of rehabilitation.
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Cardiac Arrest

The prognosis of out-of-hospital cardiac arrest in elderly patients is poor, as is
the case in younger patient populations. Of note, however, the increase in the
mortality rate of cardiac arrest attributable to aging is not of major importance.
The main predictors of survival are, as in younger populations, rapidity of initia-
tion of resuscitation maneuvers, quality of chest compression, and the nature of
the initial rhythm [32, 33]. In a previous study conducted in elderly patients with
cardiac arrest, age > 80 was a reason for not undertaking resuscitation maneu-
vers. However, when resuscitation was undertaken, results were encouraging,
because recovery of spontaneous cardiac activity was obtained in 39 % of the
patients, and 6 % of these patients survived without sequelae [34].

Conclusion

Older persons represent a growing patient subpopulation. There is no justifica-
tion that age per se should be a cut-off for limitation of healthcare, and particu-
larly critical care. A large body of recent work supports that older patients should
benefit from the same standard of care as younger ones. The key issue of correct
patient selection is particularly complex in the context of pre-hospital emergency
medicine, because the decision to admit to an ICU for a life-threatening acute dis-
order or to limit active therapeutics requires a large panel of information, which
is often not available in such a short period of time. Such decisions should not be
based on an individual physician’s opinion.

References
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Introduction

Total rehabilitation of critically ill patients requires a strategy in which the goal is
to help recover the lives of patients and to return their well-being to the best that
is possible [1]. The key lesson over the last 25 years, supported by the testimony
of patients and their carers, is that the strategy must appreciate the myriad fac-
tors that impact physically, psychologically, emotionally and socially on the path-
way back to health. Rehabilitation must start early within the intensive care unit
(ICU) and involve the family and carers, because the effects of a critical illness are
not merely experienced by the patient but have a deep impact on the family and
the environment to which they will return. This underlines the fundamental dif-
ference between rehabilitation versus follow-up (Table 1); the latter is an inclusive
but passive observational process of information gathering that may inform gen-
eral outcome. Experience during and after an ICU stay shows that to recover lives
one needs a distinct early active and selective decision-making process with a
therapeutic strategy that starts within the ICU to optimize the recovery of the
patient and the family following what most likely has been their most challenging
life experience [2].

Table 1. Rehabilitation is not follow-up

ICU rehabilitation ICU follow-up

Starts early within the ICU Starts after the ICU stay
Primarily for individual patient benefit For the benefit of future patients
Involves family and carers Rarely involves families
Assessment for risk avoidance Assessment of complications
Highly selective and specific Inclusive and general
Screens to filter out and exclude Screens to include
Highly pathology dictated Generally pathology independent
Step-wise longitudinally Cross-sectional and serial
Patient dictated, no set time points Set time points, patient independent
Involves specific therapies as required No therapy role, primarily observational

Recognizing the Need

Within the ICU, processes should be in place that can identify those most at risk
of later problems and so allow planning to help and support recovery. It is not
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difficult to recognize prolonged critical illness, major systemic sepsis, severe pul-
monary dysfunction, profound weakness, coma and confusion. Similarly, patients
who have required prolonged and heavy use of sedative drugs and those in whom
early physiotherapy and mobilization have proved impractical and their illness
has been characterized by immobility are easily identified. The same assessment
process must also recognize that many ICU patients, especially those only having
a brief stay in the ICU, are likely to need no additional rehabilitation support.
Therefore, awareness and a clinical screening process within the ICU that recog-
nizes those with persistent delirium (and other acute brain dysfunction), drug
dependency or drug withdrawal issues or a history of anxiety or prior psychiatric
illness and those lacking family or social support can be helpful. The full clinical
assessment of depression and anxiety within the ICU can only be made once
patients can verbalize again and obviously only once delirium is excluded. In con-
trast it is not difficult to recognize stress in their relatives; this can manifest in
many patterns including avoidance, withdrawal and depression, sleep disturbance
or overt anxiety and anger. Importantly, this assessment indicates whether rela-
tives are coping or not with a devastating life experience. UK clinical guidelines
suggest a clinical risk assessment and screening process should be maintained
during an ICU stay and be formalized on leaving the ICU to plan for the physi-
cally immediately apparent (e.g., muscle weakness) and start screening for later
developments (e.g., acute anxiety state) [3].

Acting Early

Prevention is always preferable and therapeutic measures shown to have pro-
found effects on long-term recovery should start during the ICU stay. The imme-
diacy of critical illness and its complex management has tended to obscure the
perspective of critical care practitioners and marginalize those factors that
impinge on long term well-being. Fortunately, there is an increasing emphasis on
new sedation paradigms, drug avoidance, and reduced sedation, waking and
weaning protocols, and early mobilization and delirium management.

Acting early by anticipating rehabilitation needs prepares the ground to which
the patient will return. This means early handling of a relative’s stress and the
delivery of coping support to bring them into a ‘culture of recovery and rehabili-
tation therapy’. The experienced ICU nurse both recognizes and can deliver val-
ued coping support but must also promote this rehabilitation culture. Such a cul-
ture helps the family to understand, and even where appropriate, assist with
physical, psychological and emotional support at all stages of recovery. As dis-
cussed later even when the patient is ventilated and unaware involvement of rela-
tives or carers using a patient diary record not only delivers a tool that can be
used later but may in itself be of benefit to relatives as something they can con-
tribute to.

Strategic Management Within and After Intensive Care

The fundamental cultural change over the last 25 years has been the move to
avoid immobility and an active program of mobilization within and after inten-
sive care. The traditional model that a critically ill patient was ventilated, para-
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lyzed and sedated and, therefore, immobilized until they left the ICU to then
recover with ‘bed rest’ is fortunately now in the past. This change has come about
by a better understanding of the harmful consequences of immobility and bed
rest and benefits of maintaining activity. Sadly, also, the legacy of profound weak-
ness and debility was not seen by ICU practitioners unless it directly impacted on
weaning from the ventilator; rather it was left to ill-informed general ward staff
and distressed relatives to cope with. With no discussion or strategy to assess its
severity or any idea of the timescales of recovery, the patient and family had
unrealistic expectations and disappointment ensued. Fortunately, understanding
of ICU-acquired weakness [4] has matured with the recognition that muscle wast-
ing can be ameliorated by passive [5] and active movement [6] and that preserva-
tion of neuromuscular activity and mobility has wider benefits on metabolism,
immune function and cognitive function.

With the average age of the general population increasing, so the proportion of
patients admitted to ICUs who are elderly and suffering from significant cardio-
respiratory co-morbidity is also increasing [7]. Elderly patients will typically have
less physical reserve and reduced muscle mass before ICU admission, and are
subsequently more functionally debilitated by critical illness and immobility than
younger patients. Although there is growing evidence that early mobilization and
physical therapy within the intensive care setting is beneficial, there are few data
supporting specific methods and these currently vary significantly between and
even within countries [8]. Other evidence supporting post-ICU rehabilitation has
tended to focus on pulmonary function and exercise capacity. Safety of mobiliza-
tion and physical therapy strategies in ICU patients has thus far concentrated on
the effects on hemodynamic and respiratory function [9].

The profound loss of muscle mass these patients experience is a major risk fac-
tor for subsequent falls [10], but there is currently a lack of physiological data
demonstrating how these patients regain balance and gait control. The risk of
falls occurring and their potential for significant morbidity is further increased
by factors including neurocognitive disturbance, drug side effects and immobi-
lized bone loss. If we are going to continue to improve our understanding of how
to help patients regain mobility and function after critical illness as effectively
and safely as possible, we need further research examining the relationship
between intensive care-associated weakness and gait and balance recovery.

The culture of new sedation and waking protocols in ICU should be combined
with early and active physiotherapy that continues as the patient leaves the ICU.
This culture of rehabilitation therapy must transfer and be seen as important to
the subsequent carers and relatives over the whole course of their recovery. To give
a patient and relatives a realistic timescale of recovery, experience suggests, and in
keeping with how muscle recovers, that a simple aid memoir on the time scale of
recovery is that for a young patient each day in the ICU will need 1 week of recov-
ery and for the older patient 2 weeks is needed for every day spent ill in the ICU.

Why Amnesia and Memory Matter

When planned, short-term amnesia for an unpleasant event is appropriate for
elective surgery during which the recipient has a desire to be pain free, not dis-
tressed and holds an understanding of why and how long the duration will be,
even if for 24 h. However, for the majority of emergency ICU patients, in particu-
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lar sicker and longer-stay patients, memory disturbance and amnesia present a
serious and under-appreciated problem. The impact of brain dysfunction during
intensive care means that the intensive care experience is a mixture of amnesia or
profound distortion in time, place and content, where even the reason for admis-
sion is not remembered. There are some patients who, despite having apparently
been awake and aware while on the ICU, in later stages subsequently fail to main-
tain any memory of intensive care. Patients have been known to vigorously deny
ever being in the ICU despite the assertion of their relatives. Any significant peri-
ods of amnesia have consequences later and are associated with an impact on
well-being during recovery [11]. The most direct consequence of simple amnesia
is the loss of the patient’s own ability to place the changes that have occurred to
them (e.g., wasting and weakness) into context and allow them to have an under-
standing of why it has happened and how they will recover [12]. Whereas this
lack of understanding can be addressed by information and timescale discussion,
poor memory retention in patients and stress in the relatives means it must be
repeated many times.

The impact of the memory and experiences of the ICU stay are not merely aca-
demic but have an impact on subsequent recovery. Patient memories are highly
abnormal because of acute brain dysfunction, most commonly manifesting as
delirium and, apart from amnesia for real early ICU events, some patients have
an experience dominated by frank delusions and later by highly distorted inter-
pretations of events. It had been assumed that unpleasant ICU experiences may
trigger acute stress reactions and lead to post-traumatic stress disorder (PTSD);
however research has suggested that frightening delusional experiences, particu-
larly associated with early amnesia are a strong predictor of PTSD and the rela-
tionship with real ICU experiences as a responsible factor is less distinct [13].
Earlier retrospective studies had associated unpleasant ICU experiences as a fac-
tor but subsequent prospective studies confirmed that the strongest direct associ-
ations with the development of PTSD were frightening delusional experiences fol-
lowed by heavy sedation use [14]. Delusions are an important manifestation of
acute brain dysfunction and result in an incidence of new PTSD in patients who
stay more than a few days of about 10 %. For all patients, delusional experiences
are vivid and strongly retained in memory over real events. To appreciate the sig-
nificance of delusions, it is important to understand that for some they are not
troubling but for others they are life-threatening in nature and where amnesic
may be the only memory consistently retained of the critical illness.

General Principles

At its simplest level, the ‘culture of recovery and rehabilitation therapy’ needs to
be continued as the patient progresses through intensive care, the hospital ward
and home. A patient specific program that focuses on personal needs and goals
should be established and incorporate review processes to recognize any evolving
need using a combination of information, setting realistic goals and timescales,
positive reinforcement, normalizing issues of distress and supporting effective
coping mechanisms, and encouraging physical rehabilitation.

To allow patients to regain control psychologically, an initial watch and wait
approach allied to reassurance is advocated for psychological issues using review
and screening to identify those not coping (e.g., screen for acute anxiety/PTSD
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symptoms). For practical purposes, it is best to assume memory is impaired ini-
tially in most patients and that memory processing and decision making is poor
or abnormal. This impacts directly on how information is given, patient decisions
made and patient autonomy protected. This is why a patient-centered, multi-
modality self-help program provides support to rehabilitation and allows the
patient, and importantly the relative, to engage with and regain ownership of
their recovery.

Evidence and Challenges for Specific Approaches

In longer stay patients (e.g., median ICU stay 14 days) a six-week multi-modal
program delivered as a patient-centered and self-guided rehabilitation manual
(ICU Recovery Manual) started while in hospital has been shown to aid physical
recovery [15]. Directed at physical, psychological and social aspects it combines
information on recovery from critical illness, weekly exercise diaries and a self-
directed exercise program. Based on educational principles, the design allows
patients to tailor the program to their individual needs with the information
available to share with their family and so returns control of recovery back to the
patient and their family. Although also having a short-term positive impact on
psychological recovery when assessed at 8 weeks after ICU discharge, this benefit
was not consistently sustained to the end of the study at six months for all
patients. Subsequent post hoc analysis suggested this was because the program
had not adequately treated those patients with unpleasant delusional experiences
nor prevented the development of PTSD. The ‘diary study’ discussed below is an
attempt to address this particularly challenging issue.

Continuing physiotherapy into outpatient based rehabilitation programs once
the patient has returned home has been adapted from that used in pulmonary
rehabilitation programs. At the Manchester Royal Infirmary (UK) the program
design follows on after early ICU mobilization and intensive in-patient exercise
physiotherapy [16] with a subsequent two hours of supervised outpatient exercise
and education sessions each week and two unsupervised home exercise sessions
each week for 6 weeks. After six weeks, the distance patients walked in 6 minutes
improved by 160 meters (p < 0.001), and there were significant improvements in
anxiety (p = 0.001) and depression (p = 0.001) scores [17].

The wide heterogeneity of ICU patients means the timescales and rates of
recovery are highly variable in the first six months. Younger and shorter stay
patients will make a rapid recovery in a few weeks whereas older and longer stay
patients may take many months. Being able to detect the efficacy of any interven-
tion will require a sufficiently large enough functional deficit to exist, which is
also able to respond to therapy and show recovery rates during the observation
period significantly beyond the normal recovery rate that occurs naturally. This
is a tall order and it is not surprising, therefore, that some studies have been
unable to demonstrate a benefit if they recruited patients too late following inten-
sive care and, especially, included many short-stay patients. A large study cen-
tered on a nurse-led three month follow-up clinic recruited patients with a
median ICU stay of only 2.9 days [18]. With so many staying such a short time,
it is unlikely that the added benefit of any therapy could be detected by the out-
come measures employed. Similarly, in another study involving relatively shorter-
stay patients (median 6 days) in whom therapy was started only after hospital
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once the patients were at home was unable to show any benefits [19]. The piloting
of other models of multi-component rehabilitation with a focus on physical, func-
tional and cognitive training is occurring and includes using new communication
technologies but will suffer from these problems of interpreting change from a
highly variable recovery baseline if efficacy has any chance of being established
[20].

Our experience suggests that any recovery program will likely fail if it does not
address in some patients the lack of autographical memory for the period of criti-
cal illness coupled with the presence of frightening delusional memories. For the
patient, these problems can make it difficult to make sense of what has happened
to them when they were at their sickest. The use of an ICU diary is becoming
increasingly popular to address this challenge. The diary is a daily account of the
stay in ICU, written in everyday language, which the relatives are encouraged to
contribute to and is complimented with appropriate photographs at points of
change in the patients’ treatment or condition. It can be used by the patient later
to fill in gaps in their memory and put any delusional memories into context [21,
22]. Two recent randomized, controlled trials have also demonstrated that the
provision of an ICU diary can have an impact on anxiety and depression [23]
and, in a large multicenter European study, it reduced by half the incidence of
new onset PTSD [24]. Because this approach is a therapy for the family, it is
encouraging that in addition to benefiting the patient there was an associated
reduction in the level of PTSD-related symptoms in family members of patients
who had an ICU diary [25].

Specific Psychological Support and Practical Observations

It is recognized that following critical illness, early and milder reactive psycholog-
ical distress may resolve spontaneously in the first month without any interven-
tion. However, in some patients, high levels of early anxiety, depression or PTSD
symptoms may not resolve without formal therapy. The key is to recognize at an
early stage, including within the ICU, those patients and/or families who are not
coping with their symptoms and then offer appropriate and timely help, without
interfering unnecessarily [26]. In some carefully identified patients, counseling/
therapy services following critical illness may be needed for severe anxiety,
depression and PTSD and are effective in helping both patients and their relatives
get back to normal functioning [27]. Cognitive behavioral therapy and eye move-
ment desensitization and reprocessing (EDMR) are recommended effective treat-
ments for significant psychological distress. Cognitive behavioral therapy uses a
goal-oriented, systematic procedure to change individuals’ feelings and thoughts
about their present difficulties [28]. EMDR was developed to resolve traumatic
disorders [29] caused, for example, by exposure to the distressing events of rape.
A traumatic experience may overwhelm the individual’s normal coping mecha-
nisms and the inadequately processed memories. EMDR aims to help process
these distressing memories, allowing individuals to develop more adaptive coping
mechanisms.

Feedback from patients and their families reports various tricks that they
develop to help them cope with memory problems and other issues. To help a
patient not to forget or muddle a large number of hospital appointments, the
habit of sticking the appointment cards onto the front of the fridge in date order
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was adopted and on making her breakfast coffee she would check if she had an
appointment that day. The habit of routinely filling a diary with anything patients
need to remember, including lists of questions they need to ask their doctor, is a
helpful tip. UK hospitals, to improve outpatient attendance, send a text to the
patient the day before an appointment as a helpful reminder, but this has to be
done consistently as patients become reliant on them and when the text is missed
the patient may not attend having believed they must have confused the date!

Conclusion

Do not confuse follow-up with rehabilitation. The former is the observation of
patients to inform future care and by definition occurs after the event whereas
the latter is an early active process to avoid anticipated problems. The heteroge-
neity of our ICU population in diagnosis, severity and biological age means that
recovery pathways and timescales are highly individual and varied. Although
there are some common aspects to recovery (physical and behavioral) there is no
unique post-ICU pattern of pathology so the approach needs to be measured,
selective and appropriate to each patient and hence it is a mistake to treat every-
one the same and expect the same trajectory of recovery. It is reassuring that only
a proportion of patients need rehabilitation and hence it is a burdensome mistake
to assume all patients need rehabilitation when there are many short-stay
patients who have well developed coping mechanisms, family support and per-
sonal motivation that comfortably exceed any external provision.

Over the last few decades, we have learnt much by listening to patients and rel-
atives, so failing to include either of them in the recovery process is a serious mis-
take. Not listening to your patients and using a preformed questionnaire
approach used in ‘follow-up’ dangerously assumes that problems are understood
and much may be missed. Our experience suggests that the greatest contribution
to improve rehabilitation care and understanding of the unexpected (for example
the impact of delusions) has come through frequent enquiring dialog with
patients and relatives. The development of rehabilitation of the critically ill
requires a caring attitude and an early ‘culture of recovery and rehabilitation
therapy’ combined with an open minded diagnostic problem-solving approach.
Remember, we are merely the interim guardians; ultimate recovery involves
rejoining the patient with their family and social network.
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“In a culture where work is a religion,
burnout is its crisis of faith” [1]

Introduction

In 1964, during an obscenity trial, US Supreme Court Justice, Potter Stewart,
famously opined that although he could not define pornography, he “knew it
when he saw it” [2]. ‘Burnout’ is, no doubt, a less titillating topic, but the refer-
ence to Justice Potter is useful. For example, ‘burnout’ may also be difficult to
define, but with a little insight, we can learn to recognize it (Box 1). This should
not be surprising; after all, studies suggest that physicians (and other healthcare
workers) have amongst the highest percentage of self-reported burnout [3–9].
Because of its prevalence and its consequences (see below), it is reasonable to
expect the modern physician-leader to appreciate the basics of burnout, to screen
for burnout, and to be a non-judgmental resource (Box 2). Fortunately, practical
strategies do exist and a few are outlined. The goal is to build up resilience, retain
staff, and protect patients. Regardless, efforts must be deliberate and sustained.
After all, a medical career- while privileged and rewarding- can also be exhaust-
ing and stressful.

Just What Is Burnout and Why Should I Care?

‘Burnout’ as a term in psychology appears to have originated in the 1970s [7]. It
is usually attributed to Freudenberger, Maslach and Leiter [10, 11], and before
that to the 1960 novel “A Burnt-Out Case” by Graham Greene [7]. Burnout is com-
monly described as an emotional condition encompassing mental fatigue and
physical fatigue, frustration and aggravation, and a reduced sense of personal
accomplishment (Box 1) [3–11]. It typically results when dedication to a cause
fails to produce the hoped-for results. Studies typically rely upon self-reporting
and, therefore, the incidence may be underestimated. Regardless, over 30 % of
American surgeons were found to be burned out [3]; as were greater than 40 % of

Box 1. What is burnout?

Mental and physical fatigue
Loss of ideals; cynicism
Sense of purposeless (“what’s the point”)
Insensitivity towards others
Sense that you are underappreciated
Loss of respect/concern for others
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Dutch general practitioners [4], and approximately 50 % of all types of Canadian
physicians [5, 6].

Some ideas are best described by what they are not. For example, burnout is
not just ‘tiredness’. Instead, it has been described as an erosion of ideals and
commitment [12]. Burnout is also not just depression, even if there is overlap.
Sufferers of burnout report not just decreased energy and effort, but also a loss of
concern or respect for others. This can manifest as insensitivity and scorn [1].
Burnout is also more than just boredom, and more than just a ‘mid-life crisis’
[13]. Burnout has been described in all levels of medical practitioners (including
trainees) [3, 9]. The aforementioned study of burnout in American surgeons
actually suggested a higher incidence in younger rather than older practitioners,
a finding attributed to unrealistic expectations amongst the young [3]. Burnout is
also not clearly associated with particular specialties, or solely with physically
taxing work. However, there is a strong correlation with whether the work is val-
ued, both by others and personally [14].

Burnout can deteriorate to the point of derogatory or dehumanizing views
about both colleagues and patients [3–11]. In fact, physicians can ultimately
‘loathe’ the very people they set out to help [1]. Burnout can also cause resent-
ment, hopelessness and powerlessness (“what’s the point... I can’t change the sys-
tem”) [1]. For those seeking a simple mnemonic, four Cs of burnout commonly
occur. These include callousness, the tendency to cut corners, intense cynicism,
and even contempt. Regardless, for a profession that relies upon dedication, inno-
vation, volunteerism and empathy, burnout should not be ignored.

It is difficult to accurately quantify the cost of burnout to employers. However,
a New York Times article of 2004 suggested $300 billion is expended each year in
stress-related healthcare and missed work [1, 15]. It is also difficult to measure its
effect upon patient safety. However, physician burnout may be the nexus at which
a deficient hospital culture and insufficient resources are most likely to affect
quality of care [8]. Overall, mounting evidence suggests that professional burnout
is probably associated with lower productivity, less caring practitioners, and
lower retention. On a system level, burnout probably stifles progress while ent-
renching old habits. On a personal level burnout can impair relationships, and
contribute to substance abuse and suicidal ideation [3–11].

Why do Doctors Burnout?

Many professions are apt to burnout, especially given the accelerated pace of the
modern workplace [1]. In fact, Boudreau et al. estimated that approximately 40 %
of all Canadian workers were burned out [6]. Therefore, this is certainly not an
affliction unique to physicians. However, we might be (to use a medical analogy)
the “poster children” [16], and the best group to bring attention to the problem.
Burnout is common in the ‘caring professions’, and in individuals who are edu-
cated, self-motivated and attracted to demanding jobs where risks and rewards
are high [3–11]. Burnout sufferers are also the types of person who originally
enjoy promoting change, and prior to their burnout added significantly to the
productivity and morale of the workplace [7]. Interestingly, it has also been
argued that burnout does not happen to ‘wimps’ because it requires individuals
who are initially eager, engaged and concerned; before, that is, they deteriorate to
the point of disillusionment [11].
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We should accept a few ‘inconvenient truths’ about medical practice (and medical
practitioners). First, even the most challenging cases become routine over time.
As such, it is unreasonable to expect every day to be fascinating. Once the novelty
has gone, we risk simply being left with the stress and long-hours. In addition,
medical science has changed more rapidly than medical culture. In other words,
although we may still expect a single physician to know and do ‘everything’, the
complexity of medicine makes this impossible [17]. For example, it has been esti-
mated that intensive care necessitates approximately 180 steps per patient, per
day [17]. In addition, there are now over 13,000 listed diseases and syndromes,
over 6,000 drugs and over 4,000 procedures [17]. There are also over 5500 medi-
cal journals indexed by Medline alone [18]. In short, physicians need to accept
that it is impossible to be up to date in all areas.

The same personality traits that may be well suited to the clinical arena can
become vulnerabilities when it comes to interpersonal and domestic relationships
[19]. For example, physicians are known for our need for control; our competi-
tiveness; our dedication; and our emotional remoteness. We are also quite used to
postponing gratification [20] (“graduate on a Sunday; begin work on a Monday”)
[21]. This trait may have maintained us through the years of long-hours and low
pay. However, assuming that we can also postpone attending to our personal rela-
tionships may be dangerous. After all, interpersonal relationships can be a prime
source of happiness and resilience. If taken for granted, or mismanaged, they can
also be an additional source of frustration and despondency [20].

Although physicians are lauded for their perfectionism, this is often accompa-
nied by an intense need for external validation [22]. Too often we buy into the
‘myth of invincibility’ (“my patients get sick... I don’t get sick”) [23]. This attitude
discourages physicians from seeking help. In addition, we rarely say ‘no’, and, just
as importantly, we rarely encourage others to say ‘no’. In fact, medicine com-
monly follows the ethos of ‘the better we do, the better we are expected to do’ [24,
25]. For example, high performing clinicians are expected to teach (also a high
burnout pursuit), and then to research, and then to administer... and frequently
all at the same time. We also share the ‘myth of the imposter’, believing that
whereas others have got their lives under control, we are underperforming or we
are not intelligent enough... and that we will soon be ‘found out’ [26]. Most peo-
ple react to this fear by trying still harder and striving to achieve still more; this
can in turn result in further exhaustion and resentment.

We often compare our insides (i.e., how we really feel) with our colleagues’
outsides (i.e., how they appear). We also have a profession where overwork is the
norm, and where our identity or definition of self, comes primarily from being a
physician (rather than, say, a parent or spouse). Many of us may feel ‘out of place’
when outside of work. We are also used to carrying pagers and being on-call and,
therefore, used to blurring the lines between work-life and home-life. In short, we
live with an unfortunate combination of compulsiveness, self-doubt, guilt, and an
exaggerated sense of responsibility [19, 20]. Add to this the increasing pace of life,
and the advent of email and blackberries (aka ‘crackberries’). This means that we
are always ‘on’, and always aware that we could ‘do more’ [1]. Perhaps it is sur-
prising that rates of burnout are not higher.
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Can Burnout Be Measured?

Some ideas are also best described, and measured, by their opposite. For example,
Maslach and Leiter described burnout as the opposite of “engagement” [11].
Therefore, if engagement equals ‘energy’, ‘involvement’ and ‘efficacy’, then burn-
out can be measured in terms of ‘emotional exhaustion’, ‘depersonalization’ and
‘lack of personal accomplishment’ [27]. These dimensions are captured in the
Maslach Burnout Inventory [27]. There is also a non-validated but shorter test for
“compassion fatigue” (typically described as a gradual lessening of compassion
over time) [28]. Excellent internet links exist for those concerned enough to
screen others... or brave enough to self-test [29, 30].

In order to recognize the natural history of burnout, Freudenberger and Richel-
son suggested 12 phases [10]. These include: 1) Compulsion to prove oneself; 2)
efforts to work harder; 3) neglect of one’s own needs; 4) displacement of conflict
(i.e., the person does not realize the root cause of his/her distress); 5) alteration of
values (friends, family and hobbies are neglected); 6) denial of emerging problems
(for example, cynicism and aggression); 7) withdrawal (reduction in social con-
tacts); 8) behavioral changes (which may include substance abuse); 9) depersonal-
ization (life becomes ‘mechanical’ or routine); 10) inner emptiness; 11) depression;
and 12) frank ‘burnout’ syndrome. All 12 steps are not experienced by all sufferers,
and they do not always occur sequentially. However, this construct allows individu-
als to see how far along they are, or what might happen without corrective action.

Burnout develops gradually. However, its speed and severity is likely worsened
by stress; inadequate support; insufficient respect; long and irregular hours; sleep
deprivation, a sense of overwhelming responsibility, and disillusionment resulting
from the difference between the realities and expectations of the job (‘love the
work; hate the job!’) [3–12]. Accordingly, Maslach and colleagues postulated that
burnout results from a ‘disconnect’ between an individual and an organization in
one or more of six areas: Workload, control, reward, community, fairness, and
values [11, 27]. As a result, efforts to combat burnout should focus on these areas.
These efforts should also include the individual and the organization within
which they work (Box 2).

Box 2. Strategies to reduce burnout

Organizational Strategies
Stress management/counseling
Increase work-place socializing
Time-off/sabbaticals
Programs in self-awareness/mindfulness

Individual Strategies
Setting deliberate/realistic goals
Dividing career into thirds (learning; earning; returning)
Accept your limitations (“you can’t know everything”)
Strive for balance/“purposeful imbalance” [21]

Organizational Strategies to Reduce Burnout

Maslach has stated that burnout says as much about the employer as about the
employee, and reportedly went as far as to write: “Imagine investigating the per-
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sonality of cucumbers to discover why they had turned into sour pickles, without
analyzing the vinegar barrels in which they’d been submerged!” [1]. Bakker et al.
also argued that burnout can be become contagious if ignored [31]. Accordingly,
those that wish to become the best organizations (and retain the best staff)
should have the best burnout strategies.

Chronic stress is intrinsic to burnout [1–11]. As such, non-discriminatory
stress management classes, confidential counseling, life-coaches, and time-off
might help. Physician-leaders can also trial no-meeting weeks and no email week-
ends. After all, getting the most out of staff does not always mean getting the best
out of the staff [1]. Many physicians work alone, or feel either isolated or in com-
petition to those in close proximity. Therefore, bolstering social support is one of
the best ways to reduce stress and burnout. Unfortunately, nowadays, where
workplace socializing does occur it is often ‘sanitized’. Perhaps this is in an effort
to be inclusive, but it ends up diminishing spontaneity. When socializing is forced
it risks becoming another chore rather than much-needed stress relief.

An intensive program of self-awareness, communication and mindfulness can
be associated with both short- and long-term improvements in burnout, well-
being, psychological distress, conscientiousness and empathy [9]. Burnout also
appears to be lessened whenever employees and employers share common values,
and where leadership is seen to be supportive and collegial. The concept of ‘fair-
ness’ is particularly important, as is the chance to resolve perceived inequities,
and a sense that management is ‘sharing the load’. [1, 9–11]

Sabbatical (whether from the Greek ‘sabbatikos’, the Latin ‘sabbaticus’, or the
Hebrew ‘shabbat/sabbath’) [32] refers to taking a break from work or altering work’s
focus (‘a change is as good as a rest’). Traditionally, sabbaticals last no less than two
months and more commonly a year. Although these authors claim no authority in
religious matters, multiple biblical references to sabbaticals exist (including Genesis,
Leviticus, Exodus and Deuteronomy...for those that wish to check!) [32]. This obser-
vation illustrates that the idea has existed for thousands of years and is, therefore,
well established. Therefore, those that apply for time off should be supported rather
than being made to feel inferior, lazy or guilty. However, we might go further. After
all, the Sabbath was universal: Jew and Gentile, slaves and free men, even ‘beasts of
burden’ [32]. Therefore, the sabbatical could be usual rather than exceptional, and,
given our poor insight, it could simply be mandated. Regardless, if we can schedule
parental leave then we can do the same for sabbatical leave.

Individual Strategies to Reduce Burnout

If, as stated by Sylvia Boorstein “happiness truly is an inside job” [33] then we
also need to focus on internal strategies. We need self-awareness and self-care. In
a similar vein, Alden Cass argued “happiness is reality divided by expectations”
[1]. This means we also need to set realistic goals. If expectations are unrealistic
then we leave no room for failure, and this encourages burnout. Physicians are
often quick to admonish patients for having unrealistic goals. Presumably this is
one area where we should heal ourselves first. In addition, we need to set deliber-
ate goals. After all, how can we be surprised if we are not where we wanted to be
if we never planned where we wanted to go.

We often pursue “money rather than memories”, and “professional growth
rather than personal growth” [21]. We often neglect what we enjoy or what is
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meaningful and devote our limited energy into being noticed- rather than being ful-
filled [19]. Solutions include learning to set limits (e.g., “if I must take work home
then it has to be enjoyable work”) [34] or simply saying ‘no’. We could also try
‘reframing’ [35], namely trying to see things in a different light (“that patient was
rude to me, but he’s probably more scared than angry”). Perhaps it sounds trite, but
physicians can also simply decide each morning that they are going to be happy that
day. If this is too fanciful, then when faced with negative triggers, we can at least
take a moment to modify our response, even if we cannot completely step away.

‘Maslow’s Hierarchy’ is a useful psychological construct for combating burn-
out. It argues that after we secure our basic needs, and then satisfy our material
wants, we also need to pursue greater meaning in our lives [21]. Similarly, Carl
Jung wrote of the need to address all parts of our personalities: The need to
achieve, but also to find meaning [1]. If these ideas fail to resonate with physi-
cians, then we can still convey the same idea by dividing our careers into thirds:
Learning, earning and returning [36, 37] (where the last third represents ‘giving
back’). Many other professions accept that career changes are typical, and per-
haps even desirable. Instead, we often stay in the same jobs because of money or
prestige, a fear of the unknown, or even an exaggerated sense of our importance
[21]. When we do contemplate career change, there is a tendency to pick another
altruistic (or high stress) pursuit. Of course, this is laudable, but is the same
approach that led to burnout in the first place [1].

Managing Burnout

It may be better to conceptualize burnout as a chronic rather than an acute condi-
tion. This construct is useful as it means that we should not be looking for a
quick fix. As healthcare workers well know, chronic conditions require a multidi-
mensional approach and substantial life-change. This chronic construct also
emphasizes that the goal is often long-term symptom management- or prevention
of ‘flare-ups’- rather than outright cure. This aspect is important for those physi-
cians used to solving problems rapidly, or by ‘buckling down’ and simply ‘trying
harder’ [24–26]. Unfortunately, burnout is rarely that simple. This is also why the
relief gained from a short vacation (for example) is unlikely to last after we return
to the same old stresses and triggers. If this is not understood then the sufferer
merely amplifies their unhappiness with additional shame (i.e., disappointment
that they cannot easily shake their burnout) or with resignation (i.e., that this is
how they will feel for the rest of their career). In addition, when we do take a
break, we paradoxically multitask: Taking work on vacation; running on a tread-
mill while listening to podcasts; cooking while watching the news; or walking
while making calls [1]. If leisure is to be restorative, then we need to learn that
doing less really can achieve more.

‘Work/life balance’ [21] offers a key strategy to revitalize, to rediscover joy, to
maintain perspective, and to ‘blow-off steam’. This can mitigate burnout, build up
resilience, and extend our working life. However, ‘balance’ is difficult to define and,
therefore, easier to ignore (at least in the short-term). The analogy of the tightrope
(as presented by Todd Duncan in “Life on the Wire”) may be useful [21]. After all,
we all feel the pressure to perform, do not always have an adequate safety net, and
rarely feel completely in balance. However, perfect balance may be elusive. Instead
we could strive for “purposeful imbalance” [21]. Like a tightrope walker, we are con-
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stantly making back and forth adjustments. Furthermore, it is actually those adjust-
ments that keep you balanced, whereas standing still is when you risk falling [21]. In
medicine, there are times when work will dominate; this means that we must disci-
pline ourselves in order that later on family can also (unashamedly) dominate. As
Duncan emphasizes this “purposeful imbalance” [21] might be the best chance of
achieving a satisfying career without sacrificing family, and a happy family without
giving up on career. The analogy also reminds us that balance requires effort and
deliberate strategies: You rarely achieve it by accident... or on the first try.

Conclusion

It may seem ironic to add burnout as an issue for the busy physician. After all, he
or she is already overtaxed. However, the field of physician-health has expanded
and, therefore, this topic now falls within our bailiwick. For example, we might
once have trivialized burnout as a ‘noble infliction’, and only intervened in obvi-
ous substance-abuse or mental illness. Recently, physician-health has expanded to
include collegiality, disruptive behavior, and our personal relationships [22].
Therefore, screening for burnout and being a non-judgmental resource is a natu-
ral evolution. As outlined, practical strategies are available at both the organiza-
tion and individual level. In addition, we may have to accept that burnout is bet-
ter ‘managed’ rather than ‘cured’. Either way, dedicated resources and dedicated
time are needed. If not, then efforts will be little more than an additional imposi-
tion on our limited time and patience. It remains to be seen if we truly have the
insight and humility to heal ourselves. However, burnout is not a problem that we
should continue to ignore.
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Introduction

The purpose of this article is to introduce the discipline of human factors as it
can be applied to critical care medicine and designing a safer intensive care unit
(ICU). Organizations including ICUs have recently been challenged with reducing
the incidence and severity of adverse events and improving the quality and safety
of care. We will illustrate how critical care medicine has begun to adopt human
factor methods such as standardization of communication, checklists, and inci-
dent analysis from high-risk industries outside of healthcare.

Patient Safety

Healthcare appears to be far behind other high-risk industries in ensuring basic
safety. Awareness of patient safety problems in medicine has been growing since
1991 with publication of the Harvard Medical Practice Study [1, 2]. This retro-
spective review of 30,000 medical records studied the incidence and nature of
adverse events in hospitalized patients in New York State. It revealed that about
4 % of the patients experienced an adverse event, and that two-thirds of these
events were deemed preventable. Subsequent publication of the Institute of Medi-
cine report, To Err is Human [3], turned patient safety into a general public con-
cern, stimulating broad research and discussion [3, 4]. The report stated that
errors caused between 44,000 and 98,000 deaths every year in American hospitals,
and over one million injuries. Studies from around the world have corroborated
these findings [5, 6].

An adverse event is defined as an unintended injury or complication resulting
in a prolonged hospital stay, disability or death as a result of health care manage-
ment rather than the patient’s underlying disease process [1, 5]. Error, as defined
by James Reason, is a generic term to encompass occasions in which a planned
sequence of mental or physical actions fails to be completed as intended, either
because planning or execution were inadequate [7]. Both definitions are widely
accepted, do not ascribe provider intent and highlight a subtle yet important dif-
ference between failure and consequence.

The Institute of Medicine report highlighted that adverse events are rarely the
result of careless, undertrained and incompetent providers, but rather a conse-
quence of complex interactions of system failures with the individual provider
and patient at the sharp-end of the organizational process [3, 8]. Despite consid-
erable efforts in recent years, many institutions still react to adverse events with
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a person-based approach, identifying the most responsible individual, determin-
ing their culpability, scheduling retraining and advertising a corrective disciplin-
ary action. New operational procedures are then implemented with a reassurance
to society that workers will be better trained and more careful in the future. Such
a reaction fits the medical analogy of treating only the symptoms while failing to
address the underlying disease process. Adverse events are not the disease, but
symptoms of the disease [9]. Understanding this principle allows healthcare orga-
nizations to adopt the systems-based management approach successfully used by
other high-risk industries.

Human Factors

Most healthcare providers have experienced situations of suboptimal individual
or collective performance. If human capabilities and limitations are not taken
into account in the design process, behaviors, devices and work environments
can be unsafe. Human factors is a discipline of applied research that describes,
and seeks to optimize, the interaction of people, devices and environments [10].
Also called cognitive ergonomics, it applies concepts from a diverse range of
sciences including psychology, management, anatomy, physiology, industrial
engineering and social sciences. Human factors activities in healthcare have
expanded considerably since the publication of To Err is Human (Table 1).
Applications of human factors in healthcare are frequently reported as an exten-
sion of aviation principles and practices, and include standardization of inter-
faces and communication, checklists for complex processes, and simplification
of information [11].

Table 1. Sample human factors interventions for common patient safety targets in the ICU.

ICU Safety Target Human Factors Interventions

Communication Failure

1. Clinical rounds Standardized structure: location, duration, composition [38, 39]
Standardized process: Daily goals sheet [18]

2. Patient Handover Standardized structures and process [17, 19]
Tool assisted [19, 20]

3. Teamwork Explicit team member roles [17, 36, 37]

Complex Task Completion

4. Complex procedures Central line insertion checklist [24]
Surgical checklist and time-out [25, 26]

Learning from Failure

5. Incident reporting systems Confidential, voluntary, independent [28, 33]
Local and multicenter [28, 31, 32, 33]
Performance feedback to providers [28, 33]
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Framework

James Reason’s “Swiss cheese” model is a well-recognized human factors concep-
tual framework in healthcare. Reason’s model is routinely used to approach
human error and provides an explanation for the apparent random nature of
adverse events (Fig. 1) [12, 13]. It proposes two root causes for errors: Active fail-
ures and latent conditions.

Active failures are unsafe acts committed by people who are in direct contact
with the patient. They can be classified as slips, lapses, mistakes, and procedural
violations [13, 14]. Active failures have a direct and usually short-lived impact on
the integrity of system defenses [13]. Traditionally, healthcare has ascribed
adverse events to active failures. For example, aspiration pneumonitis may be
attributed to provider failure to identify an incorrectly placed feeding tube on
chest x-ray. However, Reason’s model demonstrates that virtually all active fail-
ures have a causal history that extends back in time and through the various lev-
els of the process [13]. It also explains the many intrinsic defensive layers (e.g.,
alarms, protocols, skilled workers) of most systems, each represented by a slice of
Swiss cheese with the holes corresponding to latent conditions. The model illus-
trates that an adverse event is a consequence of multiple active failures and latent
conditions aligned through the successive layers of system defense (Fig. 1).

Latent conditions are resident pathogens within the system that affect the rate
providers execute active failures and potentiate the associated risks. They can
include provider staffing, communication methods, adherence to procedures,
equipment choices and room design, amongst others. Latent conditions occur
when individuals make decisions that have unintended consequences in the
future – they lie in wait. For example, organizations that use staffing models that
depend on providers to routinely perform clinical duties above and beyond their
regular responsibilities may introduce time pressures, fatigue and distractions
that increase the risk of active failures.

We will discuss the application of human factors to three interconnected
domains of patient safety in the ICU: Human interactions (communication), com-
pletion of complex tasks (checklists), and incident reporting (learning from fail-
ure) (Table 1).

Fig. 1. James Reason’s Swiss
cheese model for multi-layered
defenses. Reproduced from [13]
with permission from BMJ Pub-
lishing Group Ltd
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Application of Human Factors To ICU Design

ICUs receive vulnerable patients with high illness severity and little physiological
reserve into a complex, tightly coupled system comprised of multiple providers,
sophisticated technologies and frequent time-sensitive interventions. The average
ICU patient experiences over 100 healthcare related activities (e.g., laboratory
tests, medications, procedures, etc) per day, one to two errors per day [15], and
one serious adverse event during their stay [16]. Although human factor methods
may be applied in any healthcare setting, the ICU offers many potential opportu-
nities.

Designing Standardized Communication

Healthcare providers may be well trained and highly skilled in their individual
roles, but are not necessarily trained in teamwork. Communication failure is the
number one human error resulting in airplane crashes. Evidence suggests that
communication failures are similarly important in critical care medicine [15, 17].

The deadliest accident in aviation history happened at Tenerife North Airport
in 1977, when Pan Am and KLM Jumbo jets collided on the runway causing 583
fatalities. The initial investigation identified the active failure responsible for the
crash to be one of the pilots initiating takeoff without clearance from the control
tower. However, further analysis also revealed latent conditions related to com-
munication within the cockpit team and between the cockpit and the control
tower. In response, the aviation industry implemented measures directed at
improving cockpit teamwork. This package of interventions evolved into crew
resource management, a tool to foster leadership, mutual support, and situation
awareness skills as well as development of shared mental models and achievement
of task coordination so as to make full use of the cognitive resources available [8].
The Tenerife disaster exemplifies how a high-risk industry redesigned human
interactions to improve communication and team management by using the
strengths of the team (cockpit crew) and addressing the limitations of human
performance.

Peter Pronovost applied the principles of crew resource management in devel-
oping a “Daily Goals Sheet” to improve communication and team performance
during ICU rounds [18]. The “Daily Goals Sheet” was designed to prompt and
document explicit review of the day’s planned tasks and care goals prior to com-
pletion of each patient’s bedside discussion. The main objectives of the exercise
were to create an explicit care plan for each patient and to ensure all team mem-
bers understood the plan. Pronovost et al. demonstrated in a single surgical ICU
that before “Daily Goals Sheet” implementation, residents and nurses understood
less than 10 % of the daily goals for patients, but this increased to more than 95 %
after the 16 week study. Although more research on the adoption of ICU tools
based on crew resource management principles is needed, the results highlight
the potential for designing human interactions in the ICU.

Formula One racing provides an illustrative example of multi-professional
human interaction in a time-constrained fashion. At least once during a race,
drivers are required to pit stop. Soon after the car enters the pit lane, the ‘lollipop
man’ directs the driver with a paddle sign (situation awareness), while mechanics
execute a pre-established sequence of actions to change tires and refuel the car
(task allocation and standardized verbal and non-verbal language). Formula One
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teams practice pit stop routines to ensure maximum safety and efficiency. A Brit-
ish healthcare team applied the pit stop model along with crew resource manage-
ment principles to standardize handover of pediatric cardiac surgery patients to
the ICU [19]. The team’s objective was to promote seamless transfer of care
(monitors, support devices, clinical knowledge about the patient gained in the
operation room) by standardizing human interactions previously documented as
being unstructured, inconsistent, and frequently resulting in incomplete transfer
of information. These problems are widely recognized as root causes of commu-
nication failures during handover [20]. Formula One racing and crew resource
management provide potential guides for developing interventions to address
similar communication failures in critical care medicine.

Designing Checklists For Complex Tasks

Classical studies of human memory have found that most individuals can only
recall about seven pieces of information accurately (hence the common use of
seven digit telephone numbers). Our memory becomes increasingly unreliable
with complex tasks, stress, and fatigue [21]. Checklists are cognitive tools
designed to standardize processes by facilitating the systematic execution of
multi-step procedures in error-prone contexts [21, 22].

In 1935, the United States Army Air Corps sponsored an airplane demonstra-
tion at Wright Air Field in Dayton, Ohio, to choose the next generation of long-
range bombers. A Boeing prototype, Model 299, was the favorite. However, within
seconds of takeoff the airplane crashed. The subsequent investigation identified
no mechanical problems, but highlighted pilot error in a brand new complex air-
plane. The American press described the prototype as “too much airplane for one
man to fly”. The United States Army Air Corps response to the crash changed the
course of aviation safety. They developed a checklist containing step-by-step
checks for taxiing, takeoff, flight and landing procedures. B-17 Flying Fortresses
(model 299) subsequently flew 1.8 million miles without accident, providing a
strategic weapon for American operations in World War II [23].

The first large study to investigate checklists in the ICU was the Keystone ICU
project [24]. The objective was to evaluate the effect of a multilayered interven-
tion to reduce catheter-related blood stream infections in patients admitted to
ICUs in Michigan. The authors included five evidence-based procedures for cen-
tral line insertion recommended by the Centers for Disease Control: Hand wash-
ing, use of chlorhexidine, full-barrier precautions, avoiding femoral sites, and
removing unnecessary catheters. To ensure clinician adherence to these safety
procedures, a checklist was developed and applied. The bedside nurse managing
the checklist was empowered to abort a procedure if the physician inserting the
catheter was not adhering to the proposed safety measures. The median rate of
catheter-related blood stream infections decreased from 2.7 per 1000 catheter-
days at baseline to zero cases three months and 18 months after implementation
of the checklist [24]. Subsequently, the Safe Surgery Checklist was developed to
reduce perioperative adverse events from non-cardiac surgery [25]. The checklist
was designed to facilitate operating room communication and ensure that all
steps in the complex operative process were successfully performed to the satis-
faction of all providers. The World Health Organization (WHO) sponsored an
evaluation of the checklist in a multinational, randomized controlled trial of more
than 3000 patients in eight centers representing diverse global populations and
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economic circumstances [25]. The checklist was used before anesthesia induction,
incision, and patient transfer to the recovery room. It included a patient verifica-
tion section (name, procedure, site and allergies), a team preparedness section
(availability of necessary equipment, imaging tests required, etc) and a debriefing
section (review of case upon completion). Following implementation of the Safe
Surgery Checklist, complications decreased from 11 % to 7 % and in-hospital
mortality from 1.5 % to 0.8 %. Implementation of a surgery checklist in hospitals
in the Netherlands yielded significant reductions in complications and morbidity
[26]. These studies have stimulated increased implementation of healthcare
checklists, although opportunities exist for further evaluation and implementa-
tion.

Designing Incident Reporting Systems (Learning From Failure)

Reprimand and punishment for failure are commonly practiced in many socie-
ties. Blaming individuals is easier and emotionally more satisfying than changing
systems [13]. Paradoxically, this tradition hinders efforts to prevent similar fail-
ures in the future. It is widely accepted that successful organizations learn from
failure.

Up to the mid 1970s, the Federal Aviation Administration (FAA) office oper-
ated both the reporting system of near misses and the regulatory and enforce-
ment system for individuals and organizations that had experienced failures. As
a result, reporting rates for near misses were very low, since individuals and orga-
nizations were afraid of being punished for their mistakes. In 1976, an indepen-
dent agency called Aviation Safety Reporting System (ASRS) was created to pro-
spectively collect confidential and voluntary reports of near misses from airline
personnel and air traffic controllers. This resulted in a large increase in reporting
rates and greatly facilitated safety efforts by the aviation industry [27].

Reporting critical incidents has been increasingly implemented in healthcare
with mixed results. Critical incidents are any events that could have reduced, or
did reduce, the patient safety margin [16, 28]. Therefore, they encompass adverse
events and near misses. Near misses are particularly important, since they are
defined as lower level incidents that may not be otherwise identified, and can
provide invaluable insight into human behavior and error prevention strategies.

The Australian Incident Monitoring Study in Intensive Care (AIMS-ICU) and
the ICU Safety Reporting System (ICUSRS) represent two national multicenter
critical incident reporting systems for ICUs [29, 30]. Both systems were designed
to improve the quality and number of incident reports by encouraging staff
engagement through anonymous, voluntary, and nonpunitive reporting.
Increased safety climate and safety culture have been demonstrated to increase
reporting rates, whereas lack of regular feedback of incident reports to providers
has been demonstrated to be one of the greatest deterrents to reporting [31–33].
It is unknown whether electronic or paper-based reporting mechanisms impact
reporting rates, but many institutions incorporate incident reporting within their
computer systems

Transforming incident reports into safer care is not straightforward. Reporting
of itself does not improve patient safety or outcomes. Rather, incident reporting
can only bring substantial improvement if coupled with comprehensive analysis
of active failures and latent conditions. One approach that has been successfully
used is based on a ‘critical incident technique’. This approach comprises a set of
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principles to guide human behavior observation and interviews so as to find
common causes to a cluster of incidents, or provide in-depth information about
a single event [34]. For example, in 1978 a Harvard based group performed one
of the first published evaluations of patient safety by interviewing 47 anesthesi-
ologists to identify and analyze near misses and adverse events. The authors
demonstrated the feasibility of using a modified critical incident technique to
identify incidents (e.g., medication syringe swaps resulting in administration of
the incorrect medication), describe factors associated with incidents (e.g., haste,
distraction, fatigue etc.) and propose potential interventions to prevent future
incidents (e.g., standardized color coded labeling of syringes) [35]. Many tools,
such as the critical incident technique, have been incorporated into reporting
systems, but the gap between knowledge and action remains large in many
institutions.

Conclusion

Patient safety is an important healthcare issue because of the consequences of iat-
rogenic injuries. Adverse events in critical care are frequent, serious, and predict-
able. Until recently, the healthcare industry has applied a person-based approach
to patient safety, ascribing errors and adverse events as individual provider fail-
ures. Human factors offers a different perspective, attributing adverse events to a
combination of active failures and latent conditions. Evidence from high-risk
industries, including healthcare, suggests that demanding greater vigilance from
healthcare providers will not result in meaningful safety improvement. Instead,
incorporating human factors principles and methods to learn from failure and to
develop simple, focused, and evidence-based interventions that can be locally
adapted to revise faulty systems is more promising.
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Introduction

Medical knowledge increases rapidly, making it difficult for clinicians to update
their practice to allow the incorporation of new advances in care. Arguably the
largest deficiency in modern health care is the frequent failure to adhere to evi-
dence-based best practices [1]. These are practices related to the prevention, diag-
nosis and treatment of disease that have been demonstrated to improve clinically
relevant outcomes. Effective interventions fostering best practices are particularly
important in critical care services. Progress in most areas of healthcare is leading
to a large number of patients living longer and with increasingly complex combi-
nations of diseases and new treatments. Within hospitals, intensive care units
(ICUs) are one of the most costly types of care offered, with medical-surgical
ICUs accounting for 45 % of admissions to special care units [2].

However, both the government [3] and the healthcare industry allocate the
majority of their resources towards the discovery of new interventions. In the
United States, the annual budget of the Agency for Healthcare Research and Qual-
ity, the federal agency responsible for research devoted to improve fidelity, is 1 %
of the budget for the National Institutes of Health [4], where the majority of
money is allocated to research towards the discovery of new and more effective
interventions. The assumption that new interventions are effectively adopted by
healthcare systems may partially explain this disparity. However, studies have
shown that as many as 30–50 % of patients do not get recommended evidence-
based care and 20–30 % of patients receive unnecessary interventions [1, 5]. The
consistent and reliable translation of knowledge into practice has eluded clinical
practice to date. Recent trials and meta-analyses demonstrate only modest, or
even a lack of improvement, in evidence-based practices through the use of mul-
tifaceted programs to improve quality, including educational efforts, ‘bundle’
tools, and audit and feedback [6–10]. Filling this gap in the implementation of
evidence that is already known can be a better opportunity to improve care than
investigating for more effective interventions [11].

Challenges abound when it comes to the timely adoption of, and ongoing
adherence to, evidence-based practices known to improve care for critically ill
patients. This has resulted in inappropriate use of drugs and devices; and in some
situations, an increased risk of morbidity and mortality among these vulnerable
patients, and inappropriate healthcare resource utilization. For example, acute
lung injury (ALI) is one of the most common syndromes observed in critically ill
patients [12]. The use of lung-protective ventilation, which consists of applying
lower tidal volumes, leads to an impressive 9 % absolute reduction in mortality
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[13]. It is a simple and free intervention, with a large effect size, which we would
expect to be rapidly and largely adopted. However, in an observational cohort in
the US, only 6 % of patients with ALI were being treated with this intervention,
and there was more than two-fold variation in its use by center [14]. Clearly, we
have not met the expectation that evidence-based interventions will be easily
incorporated into clinical practice.

Factors that Modulate Adoption of a New Intervention

The science of implementation involves changing behavior of patients, clinicians
and organizations. Changing behavior of clinicians involves a framework of fac-
tors related to the intervention, the clinicians and the healthcare organizations
(Table 1):

Table 1. Factors influencing adoption of evidence-based processes

Factor Barriers Solutions Examples

Intervention

Level of
evidence

Guidelines or protocols that
are not based on evidence
are less likely to be fol-
lowed

Focus on implement-
ing processes that
are evidence-based

DVT prophylaxis
Sedation vacation
Spontaneous breathing trials

Simplicity Complex interventions are
more likely to fail

Simplifying processes ‘Default’ orders for 6 ml/kg
in mechanical ventilation
‘Shock bags’ with 1 dose of
broad-spectrum antibiotics
for initial resuscitation

Frequency In situations that occur
infrequently, clinicians are
less likely to learn new
processes

Assembling teams for
special situations

Cardiac and post-cardiac
arrest teams
Massive bleeding teams

Persons

Time Time-consuming processes
are less likely to be fol-
lowed

Simplifying processes Alarm clock to prompt re-
assessments in the initial
6-hours of sepsis

Knowl-
edge

Lack of awareness and
familiarity with guidelines

Using protocols and
pre-printed orders
Using multiple forms
of education

Protocolized care
Internet-based education
Education at the point-of-
care

Inertia Clinicians have to overcome
inertia to acquire a new
behavior

Using protocols and
pre-printed orders

Protocolized care

Social
Structure

Larger groups have com-
plex social networks. If
influential stakeholders do
not adhere to the interven-
tion, it is more likely to fail

Mapping the social
network

Providing a more in-depth
training to influential nodes
in a network
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Table 1. (continued)

Factor Barriers Solutions Examples

Memory The multitude of problems
in a single patient may
lead clinicians to forget
routine processes

Memory aids Use of checklists
Electronic reminders

Organization

Resources Unavailability of required
resources

Involving decision
makers in the imple-
mentation

Acquisition of electronic
medical record
Budget for physiotherapists
to implement early mobility

Culture Some organizations may
not have cultures that are
conducive to the adoption
of new behaviors

Mapping the social
network

Using the existing social
network to influence behav-
ior change
Changing the current social
network by adding or
removing influential mem-
bers

Leadership Style and involvement of
leaders influences the
adoption of new behaviors

Recruiting leaders
who support continu-
ous improvement

Quality walk rounds

Nature of the Intervention

Evidence-based. Not unexpectedly, interventions based on sound scientific
evidence are more likely to be accepted [15]. Evidence-based guidelines have
compliance rates that are 14 % higher than those lacking evidence (71 % vs
57 %) [16], whereas controversial guidelines are associated with a 23 % lower
compliance (68 % vs 35 %) [16].
Simplicity. Simpler interventions have a lower threshold for adoption. Sim-
pler interventions allow clinicians to easily understand their meaning and
the rationale behind them. Also, clinicians perceive simple interventions to
reduce their workload, which clinicians identify as an important barrier for
implementation [17]. Almost 40 % of physicians classified specific guidelines
as ‘inconvenient’ or difficult to use [18]. A systematic review identified
guideline complexity, defined as when the average clinician perceives the
guideline to be difficult to understand or to acquire the necessary skills, as
responsible for 30 % of the variation in compliance [19].
Although simplicity is desired, medical interventions are often complex in
their nature. For example, some medical interventions require a stepwise
approach, where the patient’s response to one intervention changes the deci-
sion in the next step. For example, deep-venous thrombosis (DVT) prophy-
laxis is an example of an evidence-based intervention that can be considered
simple: There are few steps in the decision to provide it or not and, once
decided that a patient has no contraindications, the intervention requires
minimal or no customization to the individual patient. On the other hand,
achieving high rates of compliance with early antibiotics for patients who are
in septic shock is more complex as it involves a timely decision and a cogni-
tive task to decide whether a patient has septic shock or not. One of the
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ways to improve time to antibiotic delivery is to promote a program with clini-
cian education, pre-printed order sets, and early lactate measurements. A sim-
pler intervention would simply rely on ‘shock-bags’ in which the first liter of
fluid resuscitation for hypotensive patients already includes one dose of a
broad-spectrum antibiotic. It is likely that the latter would be more effective in
reducing time to antibiotic delivery.
Frequency. Interventions can also be classified on how frequently they occur.
Interventions that are more frequent increase the clinician’s opportunity to
experiment with the intervention. Some tasks can be performed daily in the
ICU, such as daily interruption of sedation [20], whereas others are less fre-
quent and require specific training, such as hypothermia after cardiac arrest.
Variations in frequency of the intervention were responsible for 14 % of the
variation in compliance with guidelines [19]. Implementation of strategies
that are infrequent may be successful by using teams assembled and trained
to these specific situations. Training smaller groups may be more effective,
and these teams will benefit from a greater exposure to the procedure.

Persons

Time. Clinicians dedicate the majority of their practice time to patient care.
Although empiric evidence does not support the hypothesis that clinicians
with a higher workload have lower compliance with guidelines [21] (e.g.,
physicians with high workload do not provide less evidence-based medicine
than physicians with a lower workload), the perceived effect of a guideline
on workload does: When a clinician perceives that a new process may lead
to increased workload the likelihood of adoption is lower. Some evidence-
based recommendations may save time, whereas others may increase the
time required for completion of activities during usual care. Not surprisingly,
interventions that reduce the amount of patient care time are more easily
adopted [21]. For example, guiding hemodynamic resuscitation in the early
phase of septic shock by either central venous oxygen saturation (ScvO2) [22]
or serial lactate measurements [23] may lead to reduced mortality. However,
inserting a central venous catheter quickly may not always be feasible to
measure ScvO2 and drawing blood for lactate measurement every 2 hours
may also be time-consuming. Interestingly, in the lactate study [23], there
was no difference in serial lactate levels between the two-groups. Could the
difference in outcomes be simply related to frequent physician re-assessment
rather than specific guidance by lactate levels? If that is the case, an alarm-
clock that prompts frequent clinical reassessments may be a simpler, less
time-consuming strategy than frequent laboratory tests, to deliver better care
[24].
Knowledge. Different clinician characteristics, such as type of practice, age,
time devoted to continuing medical education, may influence learning.
Indeed, lack of awareness of clinical guidelines is reported by 54 % of clini-
cians [18], and lack of familiarity with recommendations may be an even
greater problem. The use of protocols or pre-printed order sets may help
because they provide a practical summary of the evidence-based interven-
tion. Clinicians may choose to read this summary when they do not have
time to read the complete guideline. Therefore, clinicians can at least become
aware of the guideline, removing knowledge as a barrier. Targeting the type
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of knowledge delivery to the type of learner is a key strategy to overcome these
barriers.
Inertia. The inertia of previous practice may influence adoption, even when
there is knowledge and awareness of the new evidence. A survey of physi-
cians on cancer screening demonstrated that more than half of them were in
a “pre-contemplative” phase and not ready to change their practice, even
though they were aware and in agreement with the guidelines [25]. The use
of protocols may be helpful when there is inertia. In the treatment of dyslipi-
demia, therapeutic inertia was defined as failure to modify treatment based
on high cholesterol levels. The presence of protocols for clinical management
was associated with a reduction in inertia of 40 % [26].
Social structure. The types of relationships – or social networks – among
healthcare workers may also influence adoption of evidence-based practice.
For example, if an intervention is adopted by a clinician who is a ‘role
model’ for others, the intervention may be more quickly adopted [27]. In
more ‘competitive’ networks, clinicians may adopt practices that their peers
are already using to avoid being perceived as outdated [28]. In the near
future, one of the strategies to facilitate implementation may be the map-
ping of the social networks of an ICU and targeting specific individuals
who function as nodes in a network when starting a process, as opposed to
the whole team, therefore simplifying the implementation and possibly
gaining time.
Memory. Even when all resources are in place and clinicians are aware of
recommendations, they may forget to provide evidence-based interventions.
A good example of this is the use of DVT prophylaxis. This is an interven-
tion where there is robust evidence, with no disagreement. It is simple, not
time consuming, and clinicians are aware of its importance and willing to
use it. However, they may still forget to prescribe it. A randomized-con-
trolled trial of electronic reminders demonstrated a greater than two-fold
increase in the use of DVT prophylaxis in hospitalized patients [29].

Organization

Resources. Organizations play a significant role as they provide the resources
necessary for the intervention, such as personnel, equipment, and structure
[30]. For example, unavailability of physiotherapists in an ICU may interfere
with ability to provide early mobilization [31]. Also, the lack of a computer-
ized system with automatic reminders may decrease compliance with DVT
prophylaxis [29].
Culture. The values and attitudes shared amongst the members of an organi-
zation may facilitate the adoption and implementation of new practices, with
some organizations having cultures that are more conducive to innovation
[32]. When culture is a barrier for implementation, most other efforts may
be doomed to fail. Despite extensive research, effective cultural change is
seen in only a minority of corporations and it may take a decade to be
accomplished [33]. Since culture comes from the members of the organiza-
tion, effective cultural change can only occur by changing the members (by
either removing personnel that work against the expected culture, or intro-
ducing new personnel that may act positively towards the expected culture)
or by providing opportunity for members to change their behavior.
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Leadership. Both the style [34] and involvement [15] of the leaders in the
organization influence the adoption of a new practice. Outside healthcare,
successful implementation of quality programs will occur in settings where
the leadership perceives the program as relevant and needed [35]. In ICUs,
involvement of the leadership is perceived by clinicians as a key-component
of successful implementation [15]. An example on how leaders can help sup-
port the adoption of new behavior is the use of quality rounds. Having the
ICU director or quality improvement officer discuss new processes of care
directly with the clinicians at the bedside is a strategy that shows commit-
ment to the implementation. It may also help these decision-makers to learn
about what is working or not in an informal way that may disclose problems
in implementation.

The Evidence for Implementing Evidence-Based Interventions

Promoting behavior change in such a complex environment is not simple, and a
multitude of tools and theories are available [36], including the formation of
teams to lead implementation [37], education [38], audit and feedback tools [15],
informatics [39], reminders [29], interventions aimed at changing culture [40]
and leadership [41]. However, there is insufficient evidence to support these tools
and theories. A large meta-analysis across all fields in healthcare looked at the
evidence on the type and number of interventions used for guideline implemen-
tation. The author observed modest effects (close to 10 % improvement in pro-
cess of care) for the majority of single interventions, such as educational efforts,
audit and feedback, reminders, or for multiple interventions [8]. A more recent
meta-analysis, focusing specifically on complex quality improvement interven-
tions for glycemic control for type 2 diabetes, synthesized data from 66 different
trials in the outpatient setting and failed to demonstrate significant improve-
ments [38].

In critical care, there is a paucity of data to support strategies that effectively
lead to successful implementation. A large multicenter educational program was
targeted to decrease mortality in sepsis by improving compliance with the Surviv-
ing Sepsis Campaign guidelines in 59 Spanish ICUs [7]. Although institution of
the program was associated with an increased compliance with both the 6-hour
and the 24-hour sepsis bundles, caution must be exerted when interpreting these
results because there were no contemporary controls in this study, therefore we
cannot exclude the possibility of a secular trend in compliance with the guide-
lines [42] and, most strikingly, although a statistically significant association was
observed, the effect size of the intervention was minimal – compliance increased
from 5 to 10 % in the 6-hour bundle and from 10 to 15 % in the 24-hour bundle
[7]. In particular, the components of the bundle for which there is better evidence
for improved outcomes had minimal changes – A 2 % increase in early antibiot-
ics, a 3 % decrease in maintaining plateau pressures below 30 cmH2O, a 1 %
decrease in the administration of activated protein C, and a 5 % increase in ScvO2
above 70 %. Clearly, there is still an enormous opportunity to improve compli-
ance.
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Conclusion

Research has focused in past decades on the generation of new knowledge to
improve quality of care. However, a significant number of evidence-based inter-
ventions are not applied to the majority of critically ill patients. Several factors
are responsible for the lack of success in translating this evidence into practice.
Organizations, clinicians and the nature of the intervention all act to facilitate or
hinder the widespread adoption of practices and to date there is no evidence to
guide intensivists on how to safely and quickly adopt new processes of care. A
local strategy may be to adopt clinicians devoted to implementation and quality
improvement [43], but even these individuals will need more information on how
to focus their efforts as the current practice of education, although necessary, is
not enough. Future research will need to focus on alternative strategies to facili-
tate implementation and, to support this research, funding agencies will need to
change the current allocation of resources, which is mainly directed to the gener-
ation of new knowledge, and increase resources to implementation science.
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