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Preface 

The University of Manchester hosted the 28th International Symposium on Shock 
Waves between 17 and 22 July 2011. The University of Manchester was created by 
bringing together The Victoria University of Manchester (VUM) and UMIST, two 
of Britain's most distinguished universities, to create a powerful new force in British 
Higher Education. Manchester has a long tradition of excellence in Higher 
Education. UMIST can trace its roots back to 1824 and the formation of the 
Manchester Mechanics' Institute, whilst The Victoria University of Manchester was 
founded as Owen's College in 1851. 

Among the twenty-six Nobel Prize winners associated with the University are 
Rutherford, W.L. Bragg, A.V. Hill, P.M.S. Blackett, L. Pauling, R. Robinson and 
A. Todd. In addition to Rutherford's work on nuclear theory and the splitting of the 
atom, the University of Manchester led the world in the development of digital 
computing (with Alan Turing) and radio-astronomy (with Bernard Lovell). Recent 
outstanding successes include the Millennium Technology award to Prof. Steve 
Furber in Computer Science and the Nobel Prize for Physics in 2010. 

In the field of Fluid Mechanics, Osborne Reynolds, FRS, the first professor of 
engineering in England, spent his whole professional life at Manchester, during 
which (among his astonishingly wide-ranging contributions) he shaped the 
direction of turbulence research for the century which followed. In 1946, Sydney 
Goldstein was instrumental in establishing the Fluid Motion Laboratory linking 
mathematical analyses of fluid flows with appropriate experimental work. The 
Laboratory acquired a supersonic tunnel fitted with liners to provide flow Mach 
number of 1.96 and 3.0. In the late 1950s the Laboratory had acquired an 
experimental facility which was to prove highly productive over a number of years. 
This was the 31ft (9 4m) long, 1ft (0 305m) diameter shock tube, named the Mark II 
shock tube by the Department, which had been built originally at the Atomic 
Energy Research Establishment, Harwell.  

Manchester is the academic, commercial and financial capital of the UK's largest 
economic region outside London. It has a population of 2.6 million people and is 
renowned world-wide as a leading trade centre. The region's universities are a 
source of world-class research and development, and form a 'Supercampus' which is 
the largest student campus in Europe. Located nearby are a number of UNESCO  
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designated World Heritage Sites, all relating to industrialisation. The success of 
modern Manchester is founded on scientific, industrial and social innovation; for 
historians, it is one of the world's key sites. Its early modern scientific connections 
date as far back as the 1600s, but it is from the late 1700s that Manchester 
establishes itself as a mercantile and industrial capital where sciences thrive. The 
key figures included John Dalton, the Quaker teacher who became famous for the 
atomic theory in chemistry; his friend William Henry (Henry's law); and his pupil 
James Prescott Joule, the brewer who established the mechanical equivalent of heat. 

The University of Manchester has recognised the importance of running 
international conferences as a way of promoting international cooperation in the 
dissemination of research and building collaborations between scholars across the 
world. The International Symposia on Shock Waves are the definitive meetings of 
the scientific community devoted to the study and use of the shock-wave 
phenomena, of all kinds. Started in 1957, they take place every two years, at places 
close to centres of activity in the field. After 1971 and 1999 in London, it was an 
honour for us to host the Symposium again in the United Kingdom. 

The call for abstract submission resulted in a total number of 486 abstracts. Each 
abstract was reviewed by two members of the ISSW28 Scientific Review 
Committee which consisted of 109 experts in the field of shock wave research. The 
final programme of the symposium contained 9 plenary lectures and 341 oral and 
poster contributions. The posters were presented in a dedicated session without 
overlapping oral presentations. The student papers competing for the International 
Shock Wave Institute (ISWI) Best Student Paper Award were also presented in 
dedicated sessions. The mission of ISWI, which was founded in 2005, is to promote 
international and interdisciplinary collaboration in all areas of shock wave research 
through the organization of conferences, awards and honours and to facilitate 
liaison with other organizations with similar interests and activities. 

Three hundred and seventy eight participants, of which 82 were students, from 
25 countries registered. The nations from which the participants originated were: 
United Kingdom (57), Japan (55), USA (40), China (34), Germany (30), Russia 
(30), France (29), India (18), Canada (15), Israel (12), Australia (10), Brazil (8), 
South Korea (6), The Netherlands (6), South Africa (5), Sweden (4), Singapore (4), 
Taiwan (4), Chech Republic (3), Nigeria (2), Mexico (2), Norway (2), Austria (1), 
Belarus (1), and Poland (1). In addition, 34 partners enrolled for the companions 
programme of ISSW28. 

Following the opening ceremony, the symposium was started with the Paul 
Vieille Lecture, given by Prof. Kazuyoshi Takayama, Tohoku University, Japan, 
providing an exciting presentation on: ‘Shock Wave Beyond’. 

The ISWI Student Award, which was endowed with $1,000 US each, was 
presented during the ISSW28 Dinner Banquet by Prof. Kazuyoshi Takayama and 
Prof KPG Reddy, President of the International Shock Wave Institute. The winners 
are: 
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- Raffaello Mariani, University of Manchester, United Kingdom for his 
presentation on: ‘Head on Collisions of Compressible Vortex Loops on a 
Solid Wall’ (together with K. Kontis) and 

- Randall Paton, University of Witwatersrand, South Africa for his 
presentation on: ‘Imploding Conical Shock Waves’ (together with B. 
Skews) 

The scientific programme was complemented by a number of social events. The 
reception on Monday evening was hosted by Professor Luke Georghiou, 
Vice-President Research and Innovation of the University of Manchester. On 
Wednesday, the excursion was to Chatsworth House, Derbyshire. On Thursday, the 
ISSW28 banquet was held in Runway Visitor Park at Manchester International 
Airport under the historic Concorde aircraft. British Airways received government 
approval for the production of the G-BOAC in December 1969. Concorde GBOAC 
(affectionately known as ‘Alpha Charlie') became the second aircraft to join the 
Concorde fleet when she was delivered to British Airways on 13 February 1976. 
Two extra excursions for accompanying persons were organised to Quarry Bank 
Mill on Tuesday 19th July, and the Imperial War Museum North and the Lowry on 
Thursday 21st July. 

During the meeting of the International Advisory Committee of ISSW28, the 
venue for ISSW29 which will be held in 2013, was selected. Five excellent 
proposals were presented to the IAC which shows that there is a continuing interest 
in ISSW. The 29th International Symposium on Shock Waves will be held in 
Madison, Wisconsin, USA and will be chaired by Professor Riccardo Bonazza of 
University of Wisconsin-Madison. 

ISSW28 could not have been realised without the support of the University of 
Manchester, and this is gratefully acknowledged. Further, ISSW28 was generously 
sponsored by the European Office of Aerospace Research and Development 
(EOARD). The companies Vision Research, Specialised Imaging, Photron High 
Speed Cameras, CD-Adapco, TSI, LaVision, National Instruments and Photon 
Lines were the Symposium exhibitors. 

On behalf of the Local Organizing Committee of ISSW28, I would like to thank 
all participants who came to Manchester to support the Symposium with their 
attendance and oral or poster contributions. I would like to express my gratitude to 
the members of the International Advisory Committee and Scientific Review 
Committee for their continuous support during the preparation and running of the 
conference. I would like to thank those colleagues who served as session 
chairpersons and who guaranteed an accurate performance of the parallel sessions. 

The support of the ConferCare (STARS) team, the University of Manchester 
Aerospace Research Institute (UMARI), and members of staff of the School of 
Mechanical, Aerospace and Civil Engineering is also acknowledged. The 
dedication, enthusiasm and team spirit of my PhD students and post-docs 
(Aero-Physics Laboratory Group) was the basis of the realisation of ISSW28. 
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With all the resources and support at our disposal, I am confident that the 2011 
International Symposium on Shock Waves in Manchester has made a significant 
contribution to the international development of our field. 
 
 
Manchester, July 2011 Professor Konstantinos Kontis 
 Chairman of the 28th ISSW 
 Chair in Aerodynamics and Shock Physics 
 Deputy Director of UMARI 
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Session 
Chair: 

A. Sakurai, Tokyo Denki University, Japan 

Time 0940 hrs 1000 hrs 1020 hrs   
Paper 
number 

2441  2480 2514   

Paper title A DSMC-MD 
investigation of wall 
effects in a shock 
tube operating at 
high Knudsen 
numbers 

Generation of 
shock wave by 
temperature 
change at wall 

Numerical 
simulations of 
nonequilibrium and 
diffusive effects in 
spherical shock 
waves 

  
  

Presenting 
author 

U. Bhandarkar, 
Indian Institute of 
Technology, India 

A. Sakurai, 
Tokyo Denki 
University, Japan 

 V. Riabov, River 
College, USA 

  
  

 
 

Monday, 18 July 2011 

 Student Competition I Renold E7 

Session 
Chair: 

G. Jagadeesh, India Institute of Science, Banagalore, India 

Time 0940 hrs 1000 hrs 1020 hrs 1040 
Paper 
number 

2448  2414 2467 2723 

Paper title Hypersonic flow past 
spiked bodies 

Head on 
collisions of 
compressible 
vortex loops on a 
solid wall. 
Effects of wall 
distance 
variation 

Experimental 
study on 
inactivation of 
marine bacteria 
using 
electrodischarge 
shock waves 

Micro-blast 
waves using 
detonation 
transmission 
tubing 
 

Presenting 
author 

R. Fernandes, 
Cranfield University, 
UK 

R. Mariani, 
University of 
Manchester, UK 

 N. Tsujii, Kobe 
University, Japan 

O. Isaac, Indian 
institute of 
Science, India 

 

Monday, 18 July 2011 
 Renold Concourse 

1040-1100 
Coffee / Tea 

 



XXII Conference Program
 

Monday, 18 July 2011 AM Session B 

Monday, 18 July 2011 

 Hypersonic Flows II Renold C2 

Session 
Chair: 

T. Mizukaki, Tokai University, Japan 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper 
number 

2521 2532 2568 2569 

Paper title An investigation 
of base flow of a 
circular cylinder 
at hypersonic 
speeds 

On the numerical 
solution method 
of the 2D 
Oswatitsch 
equations for 
hypersonic flow 

Modelling the 
complete 
operation of a 
free-piston shock 
tunnel for a low 
enthalpy 
condition 

Shock tube 
experiments on 
heat transfer at 
generic re-entry 
bodies 
  

Presenting 
author 

S. Gai, University 
of New South 
Wales, Australia 

V. Lorenz, 
University of the 
German Federal 
Forces, Germany 

A. Dann, 
Loughborough 
University, UK 

J. Srulijes, 
French-German 
Research Institute 
of Saint-Louis, 
France 

 

Monday, 18 July 2011 

 Propulsion II Renold D7 

Session 
Chair: 

C. Mundt, Universität der Bundeswehr München, Germany 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper 
number 

2761  2771 2633 2801 

Paper title Particle-impact 
ignition 
measurements in 
a high-pressure 
oxygen shock 
tube 

Limiting 
contractions  
for starting a 
Prandtl-Meyer-type 
scramjet intake with 
overboard spillage 

High Mach 
number and total 
pressure flow 
conditions for 
scramjet testing 
 

Interaction 
between 
combustion and 
shock wave in 
supersonic 
combustor 

Presenting 
author 

M. Crofton, The 
Aerospace 
Corporation, 
USA 

N. Moradian, 
McGill University, 
Canada 

D. Gildfind, 
University of 
Queensland, 
Australia 

L. Chen, Chinese 
Academy of 
Sciences, China 

 
 
 
 
 



Conference Program XXIII
 

Monday, 18 July 2011 

 Shock Wave Propagation and Reflection II Renold C16 

Session Chair: I. Krassovskaya, Ioffe Institute, Russia 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2457  2484 2486 2698 
Paper title Study of  

shock-wave 
mitigation 
through solid 
obstacles 

Guderley reflection  
for higher Mach 
numbers in a 
standard shock tube 

Wave processes 
in transonic 
airfoil flows 

Effect of solution 
conductivity on 
shock wave 
pressure generated 
by multichannel 
electrical discharge 
in water 
  

Presenting 
author 

A. 
Chaudhuri, 
CORIA, 
France 

A. Cachucho, 
Witwatersrand 
University, South 
Africa 

J. Nies, RWTH 
Aachen 
University, 
Germany 

V. Stelmashuk, 
Institute of Plasma 
Physics AS CR, 
Czech Republic 
  

 

Monday, 18 July 2011 

 Multiphase Flows II Renold C9 

Session Chair: J. Yang, University of Science and Technology of China, China 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2515  2528 2584 2601  
Paper title Explosive 

eruptions of 
volcanoes: 
hydrodynamic 
shock tubes  as 
lab method of  
simulation 
 

Investigation of 
bubble collapse 
and water jet 
induced by 
underwater 
explosion in a 
rectangular tube 

Study of the 
interaction 
between a shock 
wave and a cloud 
of droplets 

Motion of  
non-spherical 
particles 
following shock 
passage 
  

Presenting 
author 

V. Kedrinskiy, 
Lavrentyev 
Institute of 
Hydrodynamics, 
Russia 

T. Koita, 
Tohoku 
University, 
Japan 

A. Chauvin, Aix-
Marseille 
Université, 
France 

D. Murray, 
DSTL, UK 
  

 
 
 
 
 
 
 
 
 
 
 
 



XXIV Conference Program
 

Monday, 18 July 2011 

 Shock Waves in Rarefied Flows II Renold F14 

Session Chair: A. Sakurai, Tokyo Denki University, Japan 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2561  2566 2680 2679 

Paper title Numerical study 
of hypersonic 
rarefied flows 
about leading 
edges of small 
bluntness 

High-energy 
molecular beam 
source using a 
non-diaphragm 
type small shock 
tube  

Flow 
phenomena in 
microscale 
shock tubes 
 

Propagating wave 
in binary gas 
mixture from 
boundary of 
variable 
temperature and 
velocity 
  

Presenting 
author 

G. Shoev, 
Khristianovich 
Institute of 
Theoretical and 
Applied 
Mechanics, 
Russia 

Y. Yoshimoto, 
University of 
Tokyo, Japan 

M. Brouillette, 
Université de 
Sherbrooke, 
Canada 

K. Yoshimura, 
Mathematical 
Science and 
Information 
Technology 
Research Centre, 
Japan 
  

 

Monday, 18 July 2011 

 Student Competition II Renold E7 

Session Chair: G. Jagadeesh, India Institute of Science, Banagalore, India 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 

Paper number 2549  2751 2575 2597 

Paper title Numerical 
simulation of 
a shock-
accelerated 
multiphase 
fluid interface 

Supersonic 
combustion 
flow 
visualization at 
hypersonic 
flow 
 

Characteristics 
of shock wave 
propagating 
over particulate 
foam 

Triple-shock-wave 
configurations: 
comparison of 
different 
thermodynamic models 
for diatomic gases 
  

Presenting 
author 

M. Anderson, 
Applied 
Research 
Associates, 
USA 

T. Marcos, 
Institute for 
Advanced 
Studies, Brazil 

M. Liverts, Ben 
Gurion 
University, 
Israel 

P. Mostovykh, Baltic 
State Technical 
University, Russia 
 

 

Monday, 18 July 2011 
 Barnes Wallis 

1220-1330 

Lunch 



Conference Program XXV
 

Monday, 18 July 2011 PM Session A 

Monday, 18 July 2011 
 Keynote Lecture 1 Renold C16 

1330-1410 
Reflection and Diffraction of Shock Waves and Shock Wave Configurations 

Prof. Irina Krassovskava 
Ioffe Institute, Russia 

Session Chair: K. Takayama, Tohoku University, Japan 

 
 

Monday, 18 July 2011 

 Blast Waves I Renold F14 

Session Chair: N. Apazidis, KTH, Sweden 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2862 2498 2604 2524 
Paper title Numerical 

investigation of 
shock-wave 
load 
attenuation by 
barriers 
 

Numerical 
analysis of weak-
shock attenuation 
resulting from 
molecular 
vibrational 
relaxation 

The influence of 
water saturation 
in soil on blast 
effect 

Numerical 
investigations on 
muzzle flow 
under 
approaching real 
shooting 
conditions 

Presenting 
author 

S. Berger,  
Ben-Gurion 
University, 
Israel 

K. Hatanaka, 
Muroran Institute 
of Technology, 
Japan 

I. Kuchuk-
Katalan, Plasan 
Sasa Ltd., Israel 

X. Jiang, Nanjing 
University of 
Science and 
Technology, 
China 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



XXVI Conference Program
 

Monday, 18 July 2011 

 Chemically Reacting Flows I Renold D7 

Session Chair: C. Needham, Applied Research Associates, USA 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2722 2798 2825 2583 
Paper title Prediction 

of 
heatshield 
material 
performance 
in an arcjet 
 

Experimental 
investigation of 
interaction of 
shock heated test 
gases with 7.25μm 
carbon fibres in a 
shock tube 

A shock-tube with 
high-repetition 
time-of-flight mass 
spectrometry for 
the study of 
complex reaction 
systems 

Reactions in 
H2+He+CH4 in 
strong shock 
waves: a review 
  

Presenting 
author 

S. 
McDowell, 
DSTL, UK 

V. Jayaram, Indian 
Institute of 
Science, India 

M. Fikri, 
University of 
Duisburg-Essen, 
Germany 

C. Park, Korea 
Advanced 
Institute of 
Science and 
Technology, 
Korea 

 

Monday, 18 July 2011 

 Flow Visualisation I Renold C2 

Session Chair: H. Kleine, University of New South Wales, Australia 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2495  2523 2614 2522 
Paper title Time-resolved 

Mach-Zehnder 
interferometry of 
shock waves 

Study of normal 
shock behaviour 
near second 
throat 

A temperature-
cancellation 
method for 
motion-capturing 
PSP system and 
its application to 
a hypersonic 
wind tunnel 

Surface pressure 
measurements 
on a 
supercritical 
airfoil 
employing 
pressure-
sensitive paint 

Presenting 
author 

H. Kleine, 
University of 
New South 
Wales, Australia 

A. Pateria,  
IIT-Madras, 
India 

T. Okabe, 
University of 
Electro 
Communications, 
Japan 

Q. Zhou, China 
Aerodynamics 
R&D Centre, 
China 

 
 
 
 
 
 
 



Conference Program XXVII
 

Monday, 18 July 2011 

 Shock Wave Propagation and Reflection III Renold C16 

Session Chair: S. Kobayashi, Saitama Institute of Technology, Japan 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2509  2661 2539 2622 
Paper title Analytical theory 

for planar shock 
focusing through 
perfect gas lens: 
high compression 
designs 
 

Area change 
effects on shock 
wave 
propagation 

Nonlinear 
analysis of 
stability of plane 
shock waves in 
media with 
arbitrary 
thermodynamic 
properties 
 

Studies on 
shock wave 
attenuation in 
small tubes 
 

Presenting 
author 

M. 
Vandenboomgaerde, 
CEA/DAM, France 

J. Dowse, 
University of 
the 
Witwatersrand, 
South Africa 

A. Likhachev, 
Joint Institute for 
High 
Temperatures, 
Russia 

J. Subburaj, 
Indian 
Institute of 
Science, India 

 

Monday, 18 July 2011 

 Multiphase Flows III Renold C9 

Session Chair: O. Igra, Ben Gurion University, Israel 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2692 2642 2653 2621  
Paper title The behaviors 

of a drop in 
ambient 
liquid under a 
sudden 
impact 
  

Anti-diffusion 
interface 
sharpening 
technique for  
two-phase 
compressible flow 
simulations 

Numerical 
simulation of a 
transonic  
gas-droplet  
two-phase flow 
over an airfoil with 
a droplet breakup 
model 
 

Shocked 
fluid/fluid and 
fluid/solid 
interactions 
using a 
conservative 
level-set 
method 

Presenting 
author 

J. Yang, 
University of 
Science and 
Technology 
of China, 
China 
  

K. K. So, 
Technical 
University of 
Munich, Germany 

K-S. Chang, Korea 
Advanced Institute 
of Science and 
Technology, Korea 

B. Obadia, 
Cranfield 
University, 
UK 

 

 
 
 



XXVIII Conference Program
 

Monday, 18 July 2011 

 Student Competition III Renold E7 

Session Chair: N. Qin, University of Sheffield, UK 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2605 2466 2606 2677 
Paper title Numerical study 

on the evolution 
of the shock-
accelerated 
interface: 
influence of the 
interfacial shape 

Analytical 
estimation of 
microbubble 
motion exposed 
to discontinuous 
pressure change 
 

Imploding 
conical shock 
waves 

Micro-shock 
wave assisted 
bacterial 
transformation 
 

Presenting 
author 

M. Fan, 
University of 
Sciences and 
Technology of 
China, China 

S. Fukuda, Kobe 
University, Japan

R. Paton, 
University of 
Witwatersrand, 
South Africa 

D. P. Gnanadhas, 
Indian Institute 
of Science, India 

 

Monday, 18 July 2011 
 Renold Concourse 

1540-1600 
Tea/Coffee 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Conference Program XXIX
 

Monday, 18 July 2011 PM Session B 

Monday, 18 July 2011 

 Blast Waves II Renold F14 

Session Chair: N. Apazidis, KTH, Sweden 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2641  2726 2759 2714 
Paper title Blast waves from 

cylindrical charges
 

High energy 
concentration 
by symmetric 
shock focusing 

 A novel 
experimental 
system for blast 
structure 
interaction 
research 
  

Blast wave 
attenuation by 
dry aqueous 
foams 
 

Presenting 
author 

C. Knock, 
Cranfield 
University, UK 

N. Apazidis, 
KTH, Sweden 

O. Ram, Ben 
Gurion 
University, Israel 
  

E. del Prete, 
CEA/DAM 
France 

 

Monday, 18 July 2011 

 Chemically Reacting Flows II Renold D7 

Session Chair: C. Park, Korea Advanced Institute of Science and Technology, 
Korea 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2513  2576 2590 2750 
Paper title Shock tube 

investigation of 
molecular 
oxygen 
dissociation at 
temperatures of 
4000 to 10800 K
 

A numeric 
study of the 
effects of 
turbulent flow 

Thermo-chemistry 
modelling in an 
open source 
DSMC code 

Computations  
of radiation of 
high-temperature 
gases in shock 
layers 
  

Presenting 
author 

L. Ibraguimova, 
Lomonosov 
Moscow State 
University, 
Russia 

C. Needham, 
Applied 
Research 
Associates, 
USA 

T. Scanlon, 
University of 
Strathclyde, UK 

M-C. Druguet, 
Aix-Marseille 
Université, 
France 
  

 

 
 
 
 
 



XXX Conference Program
 

Monday, 18 July 2011 

 Flow Visualisation II Renold C2 

Session Chair: H. Kleine, University of New South Wales, Australia 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2724 2701 2716 2732 
Paper title Application of 

NPLS 
technique to 
hypersonic 
shock-wave 
and boundary 
layer 
interactions 
 

Density field 
reconstructing  
in the supersonic 
wind tunnel using 
OCT technology 

Experimental 
exploration of an 
underexpanded 
supersonic jet 
 

Quantitative 
measurement and 
reconstruction of 
3D density field 
by CGBOS 
(colored grid 
background 
oriented 
Schlieren) 
technique 
  

Presenting 
author 

M. Li, China 
Aerodynamics 
Research and 
development 
Center, China 

G. Longde, 
CARDC, China 

B. André, Ecole 
Centrale de 
Lyon, France 

 M. Ota, Chiba 
University, Japan 
  

 

Monday, 18 July 2011 

 Shock Wave Propagation and Reflection IV Renold C16 

Session Chair: S. Kobayashi, Saitama Institute of Technology, Japan 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2555 2577 2684 2551 
Paper title Supersonic 

patches in 
steady irregular 
reflection of 
weak shock 
waves 
 

Shear layer 
evolution in 
shock wave 
diffraction 
 

Shock 
detachment from 
curved surfaces 
 

Shock and blast 
wave propagation 
through a porous 
barrier 
  

Presenting 
author 

G. Shoev, 
Khristianovich 
Institute of 
Theoretical and 
Applied 
Mechanics, 
Russia 

B. Skews, 
University of 
Witwatersrand, 
South Africa 

S. Mölder, 
McGill 
University, 
Canada 

D. Epstein, ITAM 
SB RAS, Russia 
  

 



Conference Program XXXI
 

 

Monday, 18 July 2011 

 Student Competition IV Renold E7 

Session Chair: N. Qin, University of Sheffield, UK 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2634  2618 2613 2610 
Paper title Free-piston 

driver 
optimisation 
for simulation 
of high Mach 
number 
scramjet flow 
conditions 
 

Experimental 
investigations on 
the effect of 
dielectric barrier 
discharge on the 
hypersonic flow 
around a flat plate
 

On the evolution 
of spherical gas 
interface 
accelerated by 
planar shock 
wave 
 

Experimental 
studies on mixing 
in supersonic 
ejector 
  

Presenting 
author 

D. Gildfind, 
University of 
Queensland, 
Australia 

 S. Rengarajan, 
Indian Institute of 
Science, India 

Z. Zhai, 
University of 
Science and 
Technology of 
China, China 

S. Rao, Indian 
Institute of 
Science, India 
  

 

Monday, 18 July 2011 
 Sackville Entrance Hall 

1900-2100 
Reception 

Hosted by Prof. Luke Georghiou 
Vice-President Research and Innovation, The University of Manchester, UK 

 

Monday, 18 July 2011 

 Multiphase Flows IV Renold C9 

Session Chair: O. Igra, Ben Gurion University, Israel 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2654  2699 2763 2791 
Paper title Numerical 

investigation of 
cavitation 
bubble 
dynamics near 
walls 

Application of 
laser holography 
and PDPA 
technology in 
spray fuel 
particle field 
measurement 
 

Dense particle 
cloud dispersion by 
a shock wave 
 

Dynamic jet 
formation from 
mitigation 
materials 
  

Presenting 
author 

E. Lauer, TU 
München, 
Germany 

Z. Long, 
CARDC, China 

M. Kellenberger , 
Queen’s University, 
Canada 

C. Parrish, 
AWE, UK 
  



XXXII Conference Program
 

Tuesday, 19 July 2011 AM Session A 

Tuesday, 19 July 2011 
 Keynote Lecture 2 Renold C16 

0830-0910 
Shock Induced Chemical Decomposition in Condensed Energetic Materials: 

(Molecular Mechanisms) 
Prof.  Yogendra M. Gupta 

Institute for Shock Physics, Washington State University, USA 
Session Chair: K. P. J. Reddy, Indian Institute of Science, India 

 

Tuesday, 19 July 2011 

 Detonation and Combustion I Renold C16 

Session Chair: K. Hayashi, Aoyama Gakuin University, Japan 

Time 0920 hrs 0940 hrs 1000 hrs  1020 hrs 
Paper number 2479 2442 2450 2438 
Paper title Interaction of 

laser pulse 
with liquid 
droplet 
 

Expansion of the 
detonation 
products of a 
TATB 
based high 
explosive: 
Experimental 
characterization 
by Photon 
Doppler 
Velocimetry and 
high-speed 
digital 
shadowgraphy 

Gas detonation 
simulation in the 
channel by 
instant heating of 
one Its flat end 
for the case of 
real chemical 
reaction 

Front structure of 
detonation and 
the stability of 
detonation 
 

Presenting 
author 

K. Volkov, 
Kingston 
University, 
UK 

A. Sollier, CEA, 
France 

S. Kulikov, 
Institute of 
Problems of 
chemical Physics 
RAS, Russia 

H-S. Dou, 
National 
University of 
Singapore, 
Singapore 

 
 
 
 
 
 
 
 



Conference Program XXXIII
 

Tuesday, 19 July 2011 

 Shock Vortex Interactions I Renold C2 

Session Chair: F. Seiler, French-German Research Institute of Saint-Louis, France 

Time 0920 hrs 0940 hrs 1000 hrs  1020 hrs 
Paper number 2624 2507 2591 2469 
Paper title Complex 

conservative 
difference 
schemes in 
modeling of  
instabilities 
and contact 
structures 

Vortex induced 
Mach waves in 
supersonic jets 
 

Numerical 
investigation of 
2D/3D blade-
vortex 
interactions 
 

Shock wave in 
turbulent flow 
field 

Presenting 
author 

O. Azarova,  
Institution of 
Russian 
Academy of 
Sciences 
RAS, Russia 

F. Seiler, French-
German Research 
Institute of Saint-
Louis, France 

E. Yildirim, 
Imperial College 
London, UK 

M. Tsukamoto, 
Tokyo Denki 
University, Japan 

 

Tuesday, 19 July 2011 

 Shock Boundary Layer Interactions I Renold C9 

Session Chair: J. L. Stollery, Cranfield University, UK 

Time 0920 hrs 0940 hrs 1000 hrs  1020 hrs 
Paper number 2792 2510 2470 2729 
Paper title Boundary 

layer effects 
behind 
incident and 
reflected 
shock waves 
in a shock 
tube 

Flow topology of 
symmetric 
crossing shock 
wave boundary 
layer interactions 
 

PIV investigation 
of the 3D 
instantaneous 
flow organization 
behind a micro-
ramp in a 
supersonic 
boundary layer 

Effect of a 
counterflow 
plasma jet on 
aerodynamics 
characteristic of a 
blunted cone 

Presenting 
author 

R. Hanson, 
Stanford 
University, 
USA 

A. Salin, 
Kingston 
University, UK 

Z. Sun, Delft 
University of 
Technology, 
Netherlands 

J. Li, China 
Aerodynamics 
Research & 
Nagoya 
University, Japan 

 
 
 
 
 
 
 



XXXIV Conference Program
 

Tuesday, 19 July 2011 

 Special Session – Medical / Biological Applications I Renold D7 

Session Chair: S. H. R. Hosseini, Kumamoto University, Japan 

Time 0920 hrs 0940 hrs 1000 hrs  1020 hrs 
Paper number 2845 2849 2846 2627 
Paper title Applications 

of underwater 
shock wave 
research to 
therapeutic 
device 
developments 
 

Focused tandem 
shock waves in 
water and their 
potential 
application in 
cancer treatment 
 

High repetitive 
pulsed streamer 
discharges in 
water, their 
induced shock 
waves and 
medical 
applications 
 

Improved shock 
wave-assisted 
bacteria 
transformation 
 

Presenting 
author 

K. Takayama, 
Tohoku 
University, 
Japan 

P. Lukes, 
Institute of 
Plasma Physics 
AS CR, Czech 
Republic 

S. H. R. Hosseini, 
Kumamoto 
University, Japan 

A. Loske, 
Universidad 
Nacional 
Autonoma de 
Mexico, Mexico 

 

Tuesday, 19 July 2011 

 Student Competition V Renold E7 

Session Chair: L. Houas, IUSTI-CNRS Aix Marseille Université, France 

Time 0920 hrs 0940 hrs 1000 hrs  1020 hrs 
Paper number 2752 2783 2652 2658 
Paper title Supersonic 

combustion 
experimental 
investigation 
at T2 
hypersonic 
shock tunnel 
 

Model 
experiment of 
Munroe jet 
formation using 
gelatine driven by 
a moderate speed 
impactor 
 

Reflection 
transition of 
converging 
cylindrical shock 
wave segments 
 

Development of 
blast-wave 
mediated vaccine 
delivery device 
 

Presenting 
author 

D. Pinto, 
Institute for 
Advanced 
Studies, Brazil 

K. Suzuki, 
Nagoya 
University, Japan 

B. Gray, 
University of 
Witwatersrand, 
South Africa 

D. P. Gnanadhas, 
Indian Institute of 
Science, India 

 

Tuesday, 19 July 2011 
 Renold Concourse 

1040-1100 
Coffee / Tea 

 
 



Conference Program XXXV
 

Tuesday, 19 July 2011 AM Session B 

Tuesday, 19 July 2011 

 Detonation and Combustion II Renold C16 

Session Chair: K. Hayashi, Aoyama Gakuin University, Japan 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2500 2512 2581 2562 
Paper title Flame-

acoustic 
interaction 
 

Effects of 
vortical and 
entropic forcing  
on detonation 
dynamics 
 

Deflagration-to-
detonation 
transition in 
highly reactive 
combustible 
mixtures 
 

Numerical 
simulations of 
afterburning 
during 
explosions 
 

Presenting 
author 

V. Golub, 
Joint Institute 
for High 
Temperatures 
RAS, Russia 

F. Lu, University 
of Texas at 
Arlington, USA 

M. Liberman, 
Uppsala 
University/ 
Moscow State 
University, 
Russia 

E. Fedina, 
Swedish 
Defence 
Research 
Agency – FOI, 
Sweden 

 

Tuesday, 19 July 2011 

 Shock Vortex Interactions II Renold C2 

Session Chair: F. Seiler, French-German Research Institute of Saint-Louis, France 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2563 2787 2565 2710 
Paper title Post-shock 

pressure 
modulation 
through grid 
turbulence 
 

Hypersonic 
interaction of a 
vortex wake with 
a bow shock 
wave 
 

Aerodynamic 
vibrations caused 
by vortex ahead 
of hemisphere in 
supersonic flow 
 

Bluntness effects 
in hypersonic 
flow over slender 
cones and wedges  
 

Presenting 
author 

A. Sasoh, 
Nagoya 
University, 
Japan 

A. Shevchenko, 
ITAM SB RAS, 
Russia 

T. Kawamura, 
Tokai University, 
Japan 

S. Karl,  
Caltech, USA 

 
 
 
 
 
 
 



XXXVI Conference Program
 

Tuesday, 19 July 2011 

 Shock Wave Boundary Layer Interactions II Renold C9 

Session Chair: J. L. Stollery, Cranfield University, UK 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2436 2552 2796 2693 
Paper title Numerical 

discovery and 
experimental 
validation of 
vortex ring 
generation by 
microramp 
vortex 
generator 
 

Numerical 
simulation of 
conical and 
spherical shock 
interaction : 
hysteresis 
investigations 
 

Simulation of a 
practical scramjet 
inlet using shock-
unsteadiness 
model 
 

Inviscid-viscous 
interactions of 
compressible 
convex corner 
flows 
 

Presenting 
author 

C. Liu, 
University of 
Texas at 
Arlington, 
USA 

D. Zeitoun, 
Université de 
Provence, France 

K. Sinha, Indian 
Institute of 
Technology 
Bombay, India 

P. H. Chang, 
ASTRC, Taiwan 

 
 

Tuesday, 19 July 2011 

 Special Session – Medical / Biological 
Applications II 

Renold D7 

Session Chair: S. H. R. Hosseini, Kumamoto University, Japan 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2847  2669 2731 
Paper title Development 

of medical and 
biological 
applications by 
shock waves 
and bubbles 
 

 Light syringes 
based on the laser 
induced shock 
wave 
 

Shock wave 
generation 
through 
constructive wave 
amplification 
 

Presenting 
author 

M. Tamagawa, 
Kyushu 
Institute of 
Technology, 
Japan 

 J. Yoh, Seoul 
National 
University, Korea

M. Brouillette, 
Université de 
Sherbrooke, 
Canada 

 
 
 
 
 



Conference Program XXXVII
 

Tuesday, 19 July 2011 

 Student Competition VI Renold E7 

Session Chair: L. Houas, IUSTI-CNRS Aix Marseille Université, France 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2691 2756 2556 2713 
Paper title Starting 

characteristics 
of hypersonic 
inlets in 
shock tunnel 
 

Polygonal shock 
waves: 
comparison 
between 
experiments and 
geometrical 
shock dynamics 
 

Numerical 
simulation of 
shock wave entry 
and propagation 
in a microchannel

Three-
dimensional 
simulation of 
bow shock 
instability using 
discontinuous 
Galerkin method 
 

Presenting 
author 

Z. Li, 
University of 
Science and 
Technology 
of China, 
China 

M. Kjellander, 
KTH Mechanics, 
Sweden 

G. Shoev, 
Khristianovich 
Institute of 
Theoretical and 
Applied 
Mechanics, 
Russia 

Y. Sato, Tohoku 
University, Japan 

 

Tuesday, 19 July 2011 
 Barnes Wallis 

1220-1330 
Lunch 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



XXXVIII Conference Program
 

Tuesday, 19 July 2011 PM Session A 

Tuesday, 19 July 2011 
 Keynote Lecture 3 Renold C16 

1330-1410 
How Does Deflagration get Detonated in Gases? Recent Research  

Progress on DDT 
Prof. Koichi Hayashi 

Aoyama Gakuin University, Japan 
Session Chair: R. Hanson, Stanford University, USA 

 
 

Tuesday, 19 July 2011 

 Detonation and Combustion III Renold C16 

Session Chair: V. Golub , Joint Institute for High Temperatures RAS, Russia 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2527 2537 2595 2720 
Paper title Numerical 

simulation on 
detonation 
formation by 
shock/flame 
interaction 
 

Experimental 
investigation of 
rupture rate on 
self-ignition of 
pressurized 
hydrogen release 
 

Characterization 
of soot particles 
produced from 
the combustion of 
hydrocarbon fuels 
in a shock tube 

The effect 
analysis of flow 
jam on two-
meter direct-
connection 
model 

Presenting 
author 

W. Chao, 
Zhejiang Sci-
Tech University, 
China 

V. Golub , Joint 
Institute for High 
Temperatures 
RAS, Russia 

E. Petersen, 
Texas A & M 
University, USA 

L. Xiangdong, 
China 
Aerodynamics 
Research and 
Development 
Center, China 

 
 
 
 
 
 
 
 
 
 
 
 
 



Conference Program XXXIX
 

Tuesday, 19 July 2011 

 Richtmyer-Meshkov I Renold C9 

Session Chair: R. Bonazza, University of Wisconsin – Madison, USA 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2433 2475 2675 2503 
Paper title Effects of initial 

conditions on 
mixing in 
Richtmyer-
Meshkov 
turbulence 
experiments 

Experimental 
study on a heavy-
gas cylinder 
accelerated by 
cylindrical 
converging shock 
waves 

Long time 
observation of the 
Richtmyer-
Meshkov 
instability 
 

Richtmyer-
Meshkov 
instability at the 
interface of 
gas-oil-water 
three phases 

Presenting 
author 

K. Prestridge, 
Los Alamos 
National 
Laboratory, 
USA 

T. Si, University 
of Science and 
Technology of 
China, China 

C. Mariani,  
IUSTI-CNRS, 
Aix-Marseille 
Université, 
France 

H-H. Shi, 
Zhejiang Sci-
Tech 
University, 
China 

 

Tuesday, 19 July 2011 

 Diagnostics I Renold D7 

Session Chair: G. Settles, Penn State University, USA 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2462 2564 2435 2689 
Paper title Multi-species 

laser 
measurements 
of n-butanol 
pyrolysis 
behind 
reflected 
shock waves 
 

Quantitative 
visualization of 
open-air 
explosions by 
using 
background-
oriented 
Schlieren with 
natural 
background. 
 

Cross-wavelet 
techniques for 
estimating 
uncertainty in 
propagating 
shocks and 
detonations 
 

Measurement of 
vibrational/rotational 
temperatures of 
nitrogen behind 
strong shock wave 
generated at 
hypervelocities 
using CARS method 

Presenting 
author 

R. Hanson, 
Stanford 
University, 
USA 

T. Mizukaki, 
Tokai 
University, 
Japan 

F. Lu, 
University of 
Texas at 
Arlington, USA 

H. B. Venigalla, 
Chiba University, 
Japan 

 
 
 
 
 
 



XL Conference Program
 

Tuesday, 19 July 2011 

 Numerical Methods and Simulations I Renold C2 

Session Chair: T. Saito, Muroran Institute of Technology, Japan 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2459  2526 2814 
Paper title Antiforce 

current 
bearing waves 
 

 Effects of 
turbulent inflow 
conditions on 
feedback-loop 
mechanisms in 
supersonic cavity 
flows 

Prediction of 
transition onset 
location and 
investigation of 
its effects on 
shock bump 
control on a 
natural laminar 
flow aerofoil 

Presenting 
author 

M. Hemmati, 
Arkansas Tech 
University, 
USA 

 W. Li, University 
of Tokyo, Japan 

F. Deng, 
University of 
Sheffield, UK 

 

Tuesday, 19 July 2011 

 Student Competition VII Renold E7 

Session Chair: O. Sadot, , Ben Gurion University, Israel 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2753 2813 2773 2706 
Paper title OH emission 

diagnostics 
applied to 
study ignition 
of the 
supersonic 
combustion 
 

Benchmarking a 
new, open-source 
direct simulation 
Monte Carlo 
(DSMC) code for 
hypersonic flows 
 

Radiative heat 
transfer 
measurements in 
a nonreflected 
shock tube at 
low pressures 
 

2D phenomena 
of shock wave 
propagation 
along a non-
equilibrium 
thermal zone 
formed by 
surface 
discharge 
 

Presenting 
author 

R. Vilela, 
Institute for 
Advanced 
Studies, Brazil 

A. Ahmad, 
University of 
Strathclyde, UK 

C. Jacobs, 
University of 
Queensland, 
Australia 

E. Koroteeva, 
Moscow State 
University, 
Russia 

 

Tuesday, 19 July 2011 
 Renold Concourse 

1540-1600 
Tea/Coffee 

 



Conference Program XLI
 

Tuesday, 19 July 2011 PM Session B 

Tuesday, 19 July 2011 

 Facilities I Renold C2 

Session  
Chair: 

D. Buttsworth, University of Southern Queensland, Australia 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper  
number 

3006 2553 2494 2754 

Paper title Manually 
operated piston 
driven mini 
shock tube 

Propagation 
characteristics of the 
shock wave in small 
diameter tubes at 
atmospheric Initial 
driven pressure 
 

Numerical study of 
the shock tunnel 
flow with a throat 
plug 
 

Flow 
characterization 
of the T3 
hypersonic 
shock tunnel 
 

Presenting 
author 

K. P. J. Reddy, 
Indian Institute 
of Science, 
India 

S. Udagawa, Tokyo 
Metropolitan 
College of Industrial 
Technology, Japan 

J. K. Lee, Korea 
Advanced Institute 
of Science and 
Technology, Korea 

D. Pinto, 
Institute for 
Advanced 
Studies, Brazil 

 

Tuesday, 19 July 2011 

 Richtmyer-Meshkov II Renold C9 

Session  
Chair: 

R. Bonazza, University of Wisconsin – Madison, USA 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper  
number 

2449 2745 2465 2617 

Paper title Numerical 
investigation of 
turbulence in  
re-shocked 
Richtmyer-
Meshkov 
unstable curtain 
of dense gas 
 

Experimental 
characterization of 
turbulence produced 
in a shock tube: a 
preliminary work 
for the study of the 
turbulent gaseous 
mixing induced by 
the Richtmyer-
Meshkov instability 
 

Experimental and 
numerical 
investigations of 
the inclined 
Air/SF6 interface 
instability under 
shock wave 
 

Investigations on 
a gaseous 
interface 
accelerated by a 
converging shock 
wave 
 

Presenting 
author 

S. Shankar, 
Stanford 
University, USA 

S. Jamme, ISAE, 
France 

T. Wang, China 
Academy of 
Engineering 
Physics, China 

X. Luo, 
University of 
Science and 
Technology of 
China, China 

 



XLII Conference Program
 

Tuesday, 19 July 2011 

 Diagnostics II Renold D7 

Session Chair: G. Settles, Penn State University, USA 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2506 2646 2704 2749 
Paper title Extended 

shock-tunnel 
operation for 
free-flight 
aeroballistics 
testing 
 

Surface flow 
visualization of a 
side-mounted 
NACA 0012 
airfoil in a 
transonic 
Ludwieg tube 
 

Photoemission 
measurements of 
soot temperature 
at pyrolysis of 
ethylene in the 
shock tube 
 

Modern optical 
methods for 
determining the 
shock Hugoniot 
of transparent 
solids 
 

Presenting 
author 

F. Seiler, 
French-
German 
Research 
institute of 
Saint-Louis, 
France 

F. Lu, University 
of Texas at 
Arlington, USA 

Y. Baranyshyn, 
Luikov Heat and 
Mass Transfer 
Institute, Belarus 

G. Settles, 
Pennsylvania 
State University, 
USA 

 
 

Tuesday, 19 July 2011 

 Shock Wave Phenomena and Applications I Renold C16 

Session Chair: D. Zeitoun, Université de Provence, France 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2795 2799 2673 2545 
Paper title Shock dynamics for 

cylindrical/spherical 
converging shocks 
in elastic-plastic 
solids 
 

Study of the 
stability of 
Na0.7CoO2 
thermoelectric 
materials under 
shock dynamic 
loading in a 
shock tube 
 

Hybrid finite 
element/molecular 
dynamics 
simulations of 
shock-induced 
particle/wall 
collisions 
 

Numerical 
analysis of 
interaction 
between 
moving 
shock wave 
and solid 
particle layer 
 

Presenting 
author 

A. López Ortega, 
California Institute 
of Technology, 
USA 

V. Jayaram, 
Indian Institute 
of Science, 
India 

M. Micci, 
Pennsylvania State 
University, USA 

K. Doi, 
Nagoya 
University, 
Japan 

 
 
 
 
 



Conference Program XLIII
 

Tuesday, 19 July 2011 

 Impact and Compaction I Renold E7 

Session Chair: J. Srulijes, French-German Research Institute of Saint-Louis, 
France 

Time 1600 hrs 1620 hrs 1640 hrs 1700 hrs 
Paper number 2588 2728 2602 2502 
Paper title Multiscale 

modeling and 
simulation of 
shock-wave 
impact failure 
in hard and 
soft matter 

Tunguska Impact: 
How far can we 
move up in our 
prediction of the 
past? 
 

High-velocity 
impact 
characteristic of 
CFRP composite 
at low 
temperature 

Propagation of 
luminous front at 
high-speed 
impact into sand 
layers 
 

Presenting 
author 

M. O. 
Steinhauser, 
Fraunhofer-
Institute for 
High-Speed 
Dynamics, 
Ernst-Mach-
Institut, 
Germany 

C. Sandaldjian, 
University of 
Manchester, UK 

A. Shimamoto, 
Saitama Institute 
of Technology, 
Japan 

H. Yamamoto, 
Tohoku 
University, Japan 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



XLIV Conference Program
 

Wednesday, 20 July 2011 

Wednesday,20 July 2011 
 Keynote Lecture 4 Renold C16 

0830-0910 
Super-Orbital Re-Entry in Australia – Laboratory Measurement, Numerical 

Simulation and Flight Observation 
Prof. David Buttsworth 

University of Southern Queensland, Australia 
Session Chair: H. G. Hornung, Caltech, USA 

 

Wednesday, 20 July 2011 
  

0930-1700 
Excursion 

 
Chatsworth House is a stately home 
in Derbyshire, England that attracts 
over 300,000 visitors a year. The 
house has a history ranging from the 
mid 15th century up to modern day 
where it featured in the 2005 
adaptation of Pride and Prejudice 
and the 2008 film The Duchess.  The 
building housed Mary, Queen of 
Scots during her time in captivity. 

The house itself contains a fascinating art collection including countless paintings, 
four royal thrones, a striking ancient Greek marble foot, and a titanium fan of a Rolls 
Royce jet engine. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



Conference Program XLV
 

Perhaps the most famous 
aspect of Chatsworth House is 
the fantastic gardens. The 
gardens total over 105 acres in 
size and contain a 200ft 
cascading waterfall and a vast 
hedge maze. 

 
 

A detailed history about Chatsworth House can be 
found at the following web address: 

http://www.chatsworth.org/files/fom_history.pdf  

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 



XLVI Conference Program
 

Thursday, 21 July 2011 AM Session 

Thursday, 21 July 2011 
 Keynote Lecture 5 Renold C16 

0830-0910 
Pioneering in Hypersonic Transportation: Long Term Perspectives and 

Technological Challenges 
Dr. Johan. Steelant 

ESTEC-ESA, The Netherlands 
Session Chair: J. L. Stollery, Cranfield University, UK 

 

Thursday, 21 July 2011 

 Chemically Reacting Flows III Renold C2 

Session 
Chair: 

C. Park, Korea Advanced Institute of Science and Technology, Korea 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper 
number 

2760 2455 2708 2741 

Paper title On the validity of the 
constant volume 
assumption in shock 
tube experiments 
 

Influence of 
Electronic 
Excitation on the 
Transport 
Properties of 
Partially Ionized 
Atomic Gases 
 

Hugoniot of a 
reactive metal 
powder mixture 
 

Numerical 
simulation of 
thermal-chemical 
non-equilibrium 
and radiating 
hypersonic flow 
by using hybrid 
grid 

Presenting 
author 

J. Melguizo-Gavilanes, 
University of Calgary, 
Canada 

V. Istomin,  
Saint-Petersburg 
State University, 
Russia 

C. Braithwaite, 
University of 
Cambridge, UK

Y. Wang, 
University of 
Sheffield, UK 

 
 
 
 
 
 
 
 
 
 
 
 
 



Conference Program XLVII
 

Thursday, 21 July 2011 

 Detonation and Combustion IV Renold C16 

Session Chair: F. Lu, University of Texas at Arlington, USA 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper number 2518 2582 2560 2580 
Paper title Initial 

temperature 
effect on 
detonation 
initiation of 
JP-8-oxygen 
mixtures 
 

Hydrogen-
oxygen flame 
acceleration in 
channels of 
different widths 
with no-slip walls 
and the 
deflagration-to-
detonation 
transition 

Numerical study 
of gas detonation 
at the molecular 
kinetic level 
 

Shock-flame 
interaction and 
deflagration-to-
detonation 
transition in 
hydrogen/oxygen 
mixtures 
 

Presenting 
author 

C. S. Wen, 
National 
Cheng Kung 
University, 
Taiwan 

M. Liberman, 
Uppsala 
University/ 
Moscow State 
University, 
Russia 

Y. Bondar, 
Khristianovich 
Institute of 
Theoretical and 
Applied 
Mechanics, 
Russia 

A. Kiverin, Joint 
Institute for High 
Temperatures, 
Russia 

 

Thursday, 21 July 2011 

 Hypersonic Flows III Renold C9 

Session Chair: D. Mee, University of Queensland, Australia 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper number 2517 2725 2767 2822 
Paper title Numerical 

studies of 
hypersonic 
binary gas-
mixture flows 
near a sphere 
 

On the validation 
of a hypersonic 
flow solver using 
measurements of 
shock detachment 
distance 

Effect of gas 
injection on 
transition in 
hypervelocity 
boundary layers 
 

Numerical 
simulation and 
experimental 
validation on 
shock oscillations 
of hypersonic 
vehicle’s 
flowpath 

Presenting 
author 

V. Riabov, 
River College, 
USA 

P. Jacobs, 
University of 
Queensland, 
Australia 

J. Jewell, 
California 
Institute of 
Technology, 
USA 

J. Liu, National 
University of 
Defence and 
Technology, 
China 

 
 
 
 



XLVIII Conference Program
 

Thursday, 21 July 2011 

 Nozzle Flows I Renold D7 

Session Chair: A. Abe, Kobe University, Japan 

Time 0920 hrs 0940 hrs 1000 hrs  
Paper number 2464 2477 2611  
Paper title Experimental 

investigation of 
asymmetric and 
unsteady flow 
separation in high 
Mach number 
planar nozzles 
 

Influence of a 
normal slot 
boundary layer 
suction system 
onto a shock 
train 
 

Asymmetric flow 
separation in de 
Laval nozzle 
 

 

Presenting 
author 

E. Shimshi,  
Ben Gurion 
University, Israel 

A. Weiss, 
RWTH Aachen 
University, 
Germany 

V. Golub, Joint 
Institute for High 
Temperatures 
RAS, Russia 

 

 

Thursday, 21 July 2011 

 Shock Wave Phenomena and Applications II Renold E7 

Session 
Chair: 

M. Brouillette, Université de Sherbrooke, Canada 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper 
number 

2452  2785 2757 2786 

Paper title Density field 
measurements of a 
micro – explosion 
using BOS 

Magnetic 
configuration 
effect on the 
interaction 
between the 
weakly ionized 
flow and the 
applied magnetic 
field 
 

Starting flow 
through planar 
wedged nozzle: 
effect of nozzle 
asymmetry 
 

Features of the 
impact of a solar 
wind shock wave 
on the Earth's 
bow shock in a 
strong 
interplanetary 
magnetic field 
 

Presenting 
author 

P. Suriyanarayana, 
CSIR National 
Aerospace 
Laboratories, India 

M. Kawamura, 
University of 
Tokyo, Japan  

Y. Shackak, Ben 
Gurion 
University, Israel

E. A. Pushkar, 
Moscow State 
Industrial 
University, 
Russia 

 

Thursday, 21 July 2011 
 Renold Concourse 

1040-1100 
Coffee / Tea 

 



Conference Program XLIX
 

Thursday, 21 July 2011 AM Session B 

Thursday, 21 July 2011 

 Facilities II Renold E7 

Session Chair: H. Olivier, RWTH Aachen University, Germany 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2667 2558 2463 2790 
Paper title Modeling of a 

detonation 
driven, linear 
electric 
generator 
facility 
 

A new fast 
acting valve for 
diaphragmless 
shock tubes 

A second-
generation 
aerosol shock 
tube and its use 
in studying 
ignition delay 
times of large 
biodiesel 
surrogates 
 

Demonstration of 
some concepts for 
developing long-
test duration 
shock tunnels 
 

Presenting 
author 

F. Lu, 
University of 
Texas at 
Arlington, USA 

H. Olivier, 
RWTH Aachen 
University, 
Germany 

R. Hanson, 
Stanford 
University, USA 

Z. Jiang, Institute 
of Mechanics at 
Chinese Academy 
of Sciences, 
China 

 

Thursday, 21 July 2011 

 Detonation and Combustion V Renold C16 

Session Chair: M. Liberman, Uppsala University/ Moscow State University, 
Russia 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2636 2764  2735 
Paper title Combined effects 

of a vortex flow 
and the Shchelkin 
spiral dimensions 
on characteristics 
of deflagration-
to-detonation 
transition 
 

Numerical study 
of detonation 
wave propagation 
in narrow 
channels 
 

 Flame 
propagation out 
from wide 
chamber into 
narrow channel 
of subcritical 
diameter and 
transition to 
detonation 
 

Presenting 
author 

K. Asato, Gifu 
University, Japan 

A. Chinnayya, 
CORIA, France 

 V. Golub, Joint 
Institute for 
High 
Temperatures 
RAS, Russia 

 



L Conference Program
 

Thursday, 21 July 2011 

 Hypersonic Flows IV Renold C9 

Session Chair: D. Mee, University of Queensland, Australia 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2832 2775 2817 2430 
Paper title Application of 

pressure- and 
temperature-
sensitive paint 
in a 
hypersonic 
double ramp 
flow 
 

Counterflow 
injection studies 
for hypersonic 
flow fields 
 

Shock tunnel 
noise 
measurement 
with resonantly 
enhanced focused 
schlieren 
deflectometry 
 

Separation length 
scaling in 
hypervelocity 
double-cone air 
flows 
 

Presenting 
author 

L. Yang, 
University of 
Manchester, 
UK 

V. Kulkarni, 
Indian Institute of 
Technology, 
India 

N. Parziale, 
Caltech, USA 

A. Swantek, 
University of 
Illinois at 
Urbana-
Champaign, USA 

 
 

Thursday, 21 July 2011 

 Nozzle Flows II Renold D7 

Session Chair: A. Abe, Kobe University, Japan 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2820 2819 2707 2609 
Paper title Effect of 

roughness in 
jets in Mach 
5 cross flow 
 

Flow 
visualization of 
supersonic free 
jet utilizing 
acetone LIF 
 

2D numerical 
simulation of  
hydrogen 
injection into a 
channel with a 
cavity 
 

Numerical 
investigation of 
over-expanded 
nozzle flows: 
Influence of 
internal shock 
waves 
 

Presenting 
author 

E. Erdem, 
University of 
Manchester, 
UK 

K. Hatanka, 
Muroran Institute 
of Technology, 
Japan 

I. Fedorchenko, 
ITAM SB RAS, 
Russia 

A. Chpoun, 
LMEE, France 

 
 
 
 
 
 



Conference Program LI
 

Thursday, 21 July 2011 

 Numerical Methods and Simulations II Renold C2 

Session Chair: T. Saito, Muroran Institute of Technology, Japan 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2600 2854 2648 2619 
Paper title Scale-

separation for 
implicit large 
eddy 
simulation 
 

An application of 
adaptive mesh 
refinement 
method for 
modeling of 
nonstationary 
hypersonic flows 
in the atmosphere 
 

Numerical studies 
of high enthalpy 
flow over a 
rearward facing 
step with rounded 
corners 
 

On the carbuncle 
origins from 
moving and 
stationary shocks 
 

Presenting 
author 

V. Tritscher, 
Technical 
University of 
Munich, 
Germany 

A. Astanin, 
Tomsk State 
University, 
Russia 

S. Gai, University 
of New South 
Wales, Australia 

K. Kitamura, 
JAXA, Japan 

 

Thursday, 21 July 2011 
 Barnes Wallis 

1220-1330 
Lunch 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



LII Conference Program
 

Thursday, 21 July 2011 PM Session A 

Thursday, 21 July 2011 
 Keynote Lecture 6 Renold C16 

1330-1410 
Towards Substantial Drag Reduction for Transonic Wings Using 

Aerodynamic Optimisation with Shock Control through Reduced Wing Sweep 
Prof. Ning Qin 

University of Sheffield, UK 
Session Chair: B. Skews, University of Witwatersrand, South Africa 

 

Thursday, 21 July 2011 

 Detonation and Combustion VI Renold C16 

Session 
Chair: 

M. Liberman, Uppsala University/ Moscow State University, 
Russia 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper 
number 

2686 2829 2766 2630 

Paper title Fast flame 
propagation and 
ignition process 
of DDT in the 
boundary layer 
of H2/O2 
mixture 
 

Development of 
an ethanol/air 
reduced 
mechanism and 
its application to 
two-phase 
detonation 

Detonation 
initiation by 
moving borders 
 

Evolution of 
autocorrelation 
in detonation 
interaction with 
homogeneous, 
isotropic 
turbulence 

Presenting 
author 

E. Dzieminska, 
Aoyama Gakuin 
University, 
Japan 

A. K. Hayashi, 
Aoyama Gakuin 
University, 
Japan 

V. Levin, 
Institute of 
Mechanics of 
the MSU, 
Russia 

F. Lu, 
University of 
Texas at 
Arlington, USA 

 
 
 
 
 
 
 
 
 
 
 
 



Conference Program LIII
 

Thursday, 21 July 2011 

 Diagnostics III Renold D7 

Session Chair: T. Mizukaki, Tokai University, Japan 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2789 2824  2592 
Paper title Radiometric 

temperature 
analysis of the 
Hayabusa reentry 
 

Toluene laser-
induced 
fluorescence 
(LIF) imaging of 
supersonic flow 
within a 
diverging duct 

 Experimental 
investigation of 
aerodynamic 
interference 
heat transfer 
around a 
protuberance 
on a flat plate 
subjected to 
hypersonic 
flow 

Presenting 
author 

T. Eichmann, 
University of 
Queensland, 
Australia 

K. Mohri, 
University of 
Duisburg-Essen, 
Germany 

 C. Sudhiesh 
Kumar, Indian 
Institute of 
Science, India 

 

Thursday, 21 July 2011 

 Ignition I Renold E7 

Session Chair: N. Fedorova, ITAM SB RAS, Russia 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2594  2483 2596 2670 
Paper title Measurement of 

H2O2 broadening 
parameters near 
7.8μm with a 
shock tube 

Laser-based 
ignition of the 
preheated 
supersonic 
hydrogen-air 
flow 
 

Shock wave-
induced ignition 
of normal-
undecane  
(n-C11H24) and 
comparison  
to other high-
molecular-
weight  
n-Alkanes 

Ignition of 
aluminum in air 
via high power 
laser ablation 
 

Presenting 
author 

J. Mertens, 
Trinity College, 
USA 

Y. Tunik, 
Lomonosov 
Moscow State 
University, 
Russia 

E. Petersen, 
Texas A & M 
University, 
USA 

C-H Kim.,  
Seoul National 
University, Korea 

 
 
 
 



LIV Conference Program
 

Thursday, 21 July 2011 

 Richtmyer-Meshkov III Renold C2 

Session Chair: Z. Jiang, Institute of Mechanics at Chinese Academy of Sciences, 
China 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2794 2736 2548 2696 
Paper title Experiments 

on the 
Ricthmyer-
Meshkov 
instability with 
an imposed, 
random initial 
perturbation 
 

Effect of shock 
Mach number on 
Richtmyer-
Meshkov 
instability in 
spherical 
geometry 
 

Experimental 
shock-initiated 
combustion of a 
spherical 
density 
inhomogeneity 
 

Numerical study of 
shock induced 
mixing in a 
cylindrical shell 
 

Presenting 
author 

J. Jacobs, 
University of 
Arizona, USA 

A. Bhagatwala, 
Stanford 
University, USA 

R. Bonazza, 
University of 
Wisconsin, 
USA 

L. Wang, Institute 
of Applied Physics 
and Computational 
Mathematics, 
China 

 

Thursday, 21 July 2011 

 Shock Wave Propagation and Reflection V Renold C9 

Session Chair: R. Morgan, University of Queensland, Australia 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2578 2659 2497 2616 
Paper title Shock 

reflection off 
combined 
surfaces 
 

Standing shock 
formation in non-
reflected shock 
tube 
 

Aerodynamic 
ground effect for 
transonic 
projectiles 
 

A simple scheme 
for calculating 
distortion of 
compression 
wave propagating 
through a tunnel 
with slab tracks 
 

Presenting 
author 

B. Skews, 
University of 
Witwatersrand, 
South Africa 

R. Morgan, 
University of 
Queensland, 
Australia 

H. Kleine, 
University of 
New South 
Wales, Australia 

T. Miyachi, 
Railway 
Technical 
Research 
Institute, Japan 

 

Thursday, 21 July 2011 
 Renold Concourse 

1540-1600 
Tea/Coffee 
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Thursday, 21 July 2011 PM Session B 

Thursday, 21 July 2011    
  

1600-1720 
Poster Session 

 
Session Chair: N. Gongora-Orozco, The University of Manchester, 

UK 
Renold Concourse 

 
Blast Waves    

2505 A numerical and experimental 
study on charge geometries 

M. G. Omang Norwegian Defence 
Estates Agency 

Norway 

2572 Pressure propagation and 
attenuation phenomena of 
underwater shock wave in 
visco-elastic fluid 

F. Ishiguro Aichi Institute of 
Technology 

Japan 

2632 Structure of the blast wave front K. Sergey Institute of 
Atmospheric Physics, 
RAS 

Russia 

Chemically Reacting Flows    
2482 Stability of detonative 

combustion of hydrogen-air 
supersonic flow in convergent-
divergent nozzle 

Y. Tunik SRI for Mechanics of 
Lomonosov Moscow 
State University  

Russia 

2487 Thermal decomposition of  
2-bromoethanol: single-pulse 
shock tube experiments, 
modelling DFT and TSt 
calculations 

H. Chakravarty Indian Institute of 
Science 

India 

2649 Shock-tube studies on the 
reactions of o-, m-, and  
p-xylenes with O(3P) atoms 

K. Takahashi Sophia University Japan 

2650 Shock tube study for pyrolysis 
and oxidation of ethylene oxide 

T. Koike National Defense 
Academy Japan 

Japan 

Detonation and Combustion    
2538 Influence of static temperature 

on H2/Air detonation initiation 
and evolution 

Z. Lin NUDT China 

2540 Self-ignition of pressurized 
hydrogen in perforated channels 

V. Golub Joint Institute for 
High Temperatures, 
RAS 

Russia 

2585 Formation of detonation wave 
of condensation in acetylene 

A. Emelianov Joint Institute for 
High Temperatures, 
RAS 

Russia 

Diagnostics    
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2711 Experimental study of SiC 
ablations in air plasma freejets 

M. Funatsu Gunma University Japan 

2719 Enhancement of thermal 
properties for platinum thin 
film heat transfer gauges with 
nanofluids 

R. Kumar Indian Institute of 
Technology 
Guwahati 

India 

Hypersonic Flow    
2485 Hybrid LES/RANS of 

supersonic compressible 
mixing layer with droplets 
evaporation 

J. Zhou National Univ. of 
Defense 
Technology 

China 

2635 Pressure measurement using 
MEMS based sensors array 
over a backward facing step in 
IISc hypersonic shock tunnel 

S. N. Ram Indian Institute of 
Science 

India 

2571 Ablation testing of carbon 
fiber reinforced carbon 
composite in CO2 arc plasma 
flow 

T. Ito Aichi Institute of 
Technology 

Japan 

2629 Numerical study of air-He 
shock tube for hypersonic 
researches 

C-Y. Wen National Cheng 
Kung University 

Taiwan 

2660 Measurement of heat transfer 
rates around the aerodynamic 
cavities on a flat plate at 
hypersonic Mach number. 

S. Jobin Philip Indian Institue Of 
Science 

India 

2705 Experimental investigation of 
the effect of a thermal bump 
on hypersonic flow 

R. Sriram Indian Institute of 
Science 

India 

2776 Simple conjugate heat transfer 
analysis for hypersonic flows 

V. Kulkarni Indian Institute of 
Technology 
Guwahati 

India 

Ignition    
2623 Oxidation of 3-carene at high 

temperatures 
N. Sharath Indian Institute of 

Science 
India 

Magnetohydrodynamics    
2734 Supersonic body streamline in 

plasma at presence of electric 
and magnetic fields 

S. Ponyaev Ioffe Physico-
Technical Institute, 
RAS 

Russia 

Medical/Biological Applications    
2657 Development of blast-wave 

mediated vaccine delivery 
device 

D. P. 
Gnanadhas 

Indian Institute of 
Science 

India 

2694 Development of blast-wave 
assisted particle delivery 
system 

S. G. Rakesh Amrita School of 
Engineering, 
Amrita Vishwa 
Vidyapeetham 

India 

2852 On the effect of a shock wave 
on a micro-organism 

L. Houas IUSTI-CNRS Aix 
Marseille 
Université 

France 

Multiphase Flow    
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2432 Simulation of sphere's motion 
induced by shock waves 

O. Igra Ben Gurion 
University, Israel 

Israel 

2828 Experimental investigation of 
liquid jet into supersonic 
cross-flow 

H. Gu Institute of 
Mechanics, C A 
S,China 

China 

Nozzle Flow    
2481 An Investigation of pressure 

boundary conditions for the 
simulation of a micro-nozzle 
using DSMC method 

B. Puranik Indian Institute of 
Technology 
Bombay, India 

India 

2493 Numerical and experimental 
studies of fluidic thrust 
vectoring 

L. Li Muroran Institute 
of Technology 

Japan 

2550 Sound generating mechanism 
in the supersonic mixing layer 

Z. Chen Nanjing University 
of Science & 
Technology 

China 

2769 Numerical investigation of 
nitrogen condensation in 
nozzles 

L Lin University of 
Science and 
Technology of 
China 

China 

Numerical Methods and Simulation    
2533 Integrated LES and NPLS 

studies of HYLTE nozzle 
flowfield with supersonic 
angled injection 

Y. Shao National University 
of Defence 
Technology 

China 

2492 A comparison of higher-order 
extensions to approximate 
Riemann solvers 

M. Ray Indian Institute of 
Technology 
Bombay 

India 

2534 Numerical investigation of 
supersonic combustion using 
flamelet modeling 

Z. Fan College of 
Aerospace and 
Material 
Engineering 

China 

2589 The compatible algorithms in 
radiation hydrodynamics for 
hohlraum physics simulation 

H. Yong Institute of Applied 
Physics and 
Computational 
Mathematics 

China 

2644 Development of a numerical 
approach to deal with fluid-
structure interactions in solid 
propellant rocket motors 

J. Devesvre IUSTI France 

Propulsion    
2808 Flow visualisation of scramjet 

inlet-isolator in Mach 5 using 
pressure sensitive paint 

A. Che Idris The University of 
Manchester 

UK 

Shock Propagation, Reflection    
2802 Experimental studies of shock 

diffraction 
M. K. Quinn The University of 

Manchester 
UK 

2490 Shock wave diffraction on 
convex curved walls 

A. Muritala Obafemi Awolowo 
University ILE-IFE 

Nigeria 
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3007 Unsteady shock wave 
interactions with 2-D 
geometries 

K. H. Lo The University of 
Manchester 

UK 

2546 Numerical study of stability of 
con verging shock waves in a 
hard-sphere fluid 

A. Konyukhov Joint Institute for 
High Temperatures, 
RAS 

Russia 

2625 Influence dispersion and cross 
flow on structure of shock 
wave 

E. Prozorova St. Petersburg State 
University 

Russia 

2678 Effect of an impinging  
shockwave on a partially 
opened door 

L. Biamino IUSTI Aix 
Marseille 
University 

France 

2681 Numerical study on the 
mechanism of the entrainment 
of a rectangular solid body by 
a shock wave 

Y. Sakamura Toyama Prefectural 
University 

Japan 

2683 Free standing conical shock S. Mölder McGill University Canada 
Shock Vortex Interaction    
2638 Flow establishment around a 

shock holder in a shock tube 
C. Park Korea Advanced 

Institute of Science 
and Technology 

Korea 

Shock Waves in Rarefied Flows    
2676 Boltzmann-Hermite expansion 

approach to shock structure 
problem for binary gas 
mixture 

S. Kuwabara Nagoya University Japan 

Shock/Boundary Layer Interaction    
2655 Shock wave-boundary layer 

interactions inside the 
supersonic inlet at on/off 
design conditions 

H. J. Lee LIG Nex1, Co., 
Ltd. 

Korea 

2697 An investigation on the near-
wall behaviors of hypersonic 
inlet flow 

J. Yang University of 
Science and 
Technology of 
China 

China 

2774 Numerical investigation of 
three-dimensional 
shock/boundary-layer 
interaction in a hypersonic 
inlet 

K. Sinha Indian Institute of 
Technology 
Bombay 

India 
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Thursday, 21 July 2011 
  

1830-2200 
Banquet 

 
Guest Speaker: Dr. John Ackroyd 

The Invention of the Aeroplane Near Scarborough at the Time of Trafalgar 
 

 
The ISSW 28 banquet will be held in Runway Visitor Park at Manchester International 
Airport under the historic Concorde aircraft. 

British Airways received government approval for the production of the G-BOAC 
in December 1969. Concorde G-BOAC (affectionately known as ‘Alpha Charlie’) 
became the second aircraft to join the Concorde fleet when she was delivered to 
British Airways on 13 February 1976. 

Although G-BOAC was the 
second Concorde to be 
delivered, she is considered to be 
the flagship of the fleet as she 
carries the registration plate 
BOAC - which were the initials 
of British Airways' forerunner, 
British Overseas Airways 
Corporation, which merged with 
BEA (British European Airways) 
to form British Airways. 

Concorde Facts 

• A specification for the Anglo-French Mach 2.2 airliner was published in 
October 1962 

• Concorde 001 made her maiden flight on 2 March 1969. Concorde 002 took to 
the air for the first time one month later on 9 April 1969 

• Concorde entered commercial service on 21 January 1976. British Airways 
opened up a London to Bahrain service with G-BOAA and Air France launched 
a Paris to Rio service via Dakar with F-BVFA 

• The airline’s second Concorde G-BOAC - which is now in retirement at 
Manchester Airport’s Runway Visitors Park – was delivered one month later on 
13 February 1976 

• Concorde could accelerate from 0-225 mph in 30 seconds. She could travel 
faster than the earth rotates. 

• More than 2.5 million people travelled on Concorde since she started 
commercial passenger services in 1976 

• The first flight to New York was on 22 November 1977 
• On 11 August 1999 two British Airways Concordes flew in a supersonic 

formation to chase the total eclipse of the sun 
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Friday, 22 July 2011 AM Session 

Friday,22 July 2011 
 Keynote Lecture 7 Renold C16 

0830-0910 
Numerical Experiments on Shock-Turbulence Interaction 

Prof. S. K. Lele 
Stanford University, USA 

Session Chair: E. Timofeev, McGill University, Canada 

 

Friday, 22 July 2011 

 Special Session on Shock Wave Moderation I Renold C2 

Session 
Chair: 

A. Sasoh, Nagoya University, Japan 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper 
number 

2478 2730 2816 2838 

Paper title Improvement of 
supersonic 
aerodynamic 
performance 
using repetitive 
laser energy 
depositions 

The control of 
supersonic flow 
past bodies by 
upstream energy 
deposition in 
toroidal-type 
regions 

Experimental 
studies on micro-
ramps at Mach 5 
 

Effect of 
dielectric barrier 
discharge plasma 
in supersonic 
flow 
 

Presenting 
author 

A. Sasoh, Nagoya 
University, Japan 

R. Georgievskiy, 
Institute of 
Mechanics, 
Russia 

R. Saad, 
University of 
Manchester, UK 

S. Pal, Indian 
Institute of 
Science, India 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



Conference Program LXI
 

Friday, 22 July 2011 

 Detonation and Combustion VII Renold C16 

Session Chair: A. Hadjadj, CORIA INSA de Rouen, France 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper number 2768 2784 2805 2806 
Paper title Detonation in 

supersonic flows 
in channels with 
obstacles 
 

Application of gas 
detonation for a 
needleless device 
development 
 

Stability of 
planar ZND 
detonation 
waves for 
three-step 
chain-
branching 
kinetics 

A theoretical 
approach to 
one-
dimensional 
detonation 
instability 
 

Presenting 
author 

I. S. Manuylovich, 
Institute of 
Mechanics of the 
MSU, Russia 

V. Golub, Joint 
Institute for High 
Temperatures of 
RAS, Russia 

L. Bauwens, 
University of 
Calgary, 
Canada 

C. Wang, 
Institute of 
Mechanics of 
Chinese 
Academy of 
Sciences, 
China 

 

Friday, 22 July 2011 

 Flow Visualisation III Renold D7 

Session Chair: H. Sakaue, JAXA, Japan 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper number 2434 2615 2530 2703 
Paper title Visualizing the 

supersonic flow 
around a 
microvortex 
generator 
 

Development of 
polymer-ceramic 
pressure-sensitive 
paint and its 
application to 
supersonic flow 
field 

Fine structures 
of supersonic 
laminar flow 
over a 
backward 
facing step 

The manufacture 
of high-speed 
shoot system of 
adjustable frame 

Presenting 
author 

F. Lu, 
University of 
Texas at 
Arlington, USA 

T. Hayashi, 
Tokyo University 
of Science, Japan 

Z. Chen, 
National 
University of 
Defence 
Technology, 
China 

Y. Furong, 
CARDC, China 

 
 
 
 
 
 



LXII Conference Program
 

Friday, 22 July 2011 

 Shock Wave Phenomena and Applications III Renold E7 

Session Chair: Z. Walenta, Institute of Fundamental Technology Research, 
Poland 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper number 2888 2804 2812 2468 
Paper title Fracture 

evaluation using 
shock-induced 
borehole waves 
 

Structure of 
shock waves in 
dense media 
 

3D MHD 
description and 
animation of the 
process of 
collision of a 
solar wind shock 
with the Earth's 
bow shock 
 

High-speed 
opening 
operation of 
diaphragmless 
shock wave 
generator 
 

Presenting 
author 

H. Fan. Deflt 
University of 
Technology, 
Netherlands 

Z. Walenta, 
Institute of 
Fundamental 
Technology 
Research, 
Poland 

E. A. Pushkar, 
Moscow State 
Industrial 
University, 
Russia 

A. Miyachi, 
Kobe University, 
Japan 

 

Friday, 22 July 2011 

 Shock Wave Propagation and Reflection VI Renold C9 

Session Chair: M. Brouillette, Université de Sherbrooke, Canada 

Time 0920 hrs 0940 hrs 1000 hrs 1020 hrs 
Paper number 2740 2709 2737 2685 
Paper title On hyperbolic 

shock wave 
 

Sonic line and 
stand-off 
distance on  
re-entry 
capsule 
shapes 
 

Numerical and 
experimental 
investigation of the 
effect of bypass 
mass flow due to 
small gaps in a 
transonic channel 
flow 
 

A study on the 
unsteady 
aerodynamics of 
projectiles in 
overtaking blast 
flowfields 
 

Presenting 
author 

S. Mölder, 
McGill 
University, 
Canada 

H. G. 
Hornung, 
Caltech, USA 

M. Giglmaier, 
Technische 
Universität 
München, Germany

C. Muthukumaran, 
Indian Institute of 
Space Science and 
Technology, India 

 

Friday, 22 July 2011 
 Renold Concourse 

1040-1100 
Coffee / Tea 
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Friday, 22 July 2011 AM Session B 

Friday, 22 July 2011 

 Special Session on Shock Wave Moderation II Renold C2 

Session Chair: A. Sasoh, Nagoya University, Japan 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2843 2844 2840 2841 
Paper title Steady energy 

deposition at 
Mach 5 for 
drag reduction 
 

Interaction of a 
shock wave with 
a contact 
discontinuity for 
local heat release 
in a flow 
 

Two modes of 
shock interaction 
with zone of 
pulse volume 
discharges in the 
channel 
 

Mach 5 bow 
shock control by 
a nanosecond 
pulse surface 
dielectric barrier 
discharge 
 

Presenting 
author 

E. Erdem, 
University of 
Manchester, 
UK 

V. Zudov, 
Russian 
Academy of 
Sciences, Russia 

J. Jin, Lomonsov 
Moscow State 
University, 
Russia 

I. Adamovich, 
Ohio State 
University, USA 

 

Friday, 22 July 2011 

 Detonation and Combustion VIII Renold C16 

Session Chair: A. Hadjadj, CORIA INSA de Rouen, France 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2823 2887 2690 2520 
Paper title Experimental and 

numerical 
investigation of 
CH* and OH* 
chemiluminescence 
in acetylene 
combustion behind 
reflected shock 
waves 

Simulations of 
non-ideal 
detonation wave 
propagation and 
Its experimental 
validation 
 

Effect of wave 
flow structure 
on combustion 
at high speeds 
 

Similarity 
solutions for 
reactive shock 
hydrodynamics 

Presenting 
author 

M. Bozkurt, 
University of 
Duisburg-Essen, 
Germany 

X. Zhang, 
Chinese 
Academy of 
Engineering 
Physics, China 

M. Goldfeld, 
ITAM SB RAS, 
Russia 

R. Arora, IIT 
Roorkee, India 

 
 
 
 
 



LXIV Conference Program
 

Friday, 22 July 2011 

 Flow Visualisation IV Renold D7 

Session Chair: E. Schuelein, DLR, Germany 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2663  2777 2738 2909 
Paper title Potential of 

localized 
flow heating 
for wave drag 
reduction 
 

Quantitative 
visualization of 
high speed flow 
through optical 
tomography 
 

Application of 
two sections 
focusing 
Schlieren 
technique on the 
supersonic 
combustion wind 
tunnel 
 

Flow 
visualization of 
discontinuities 
and instabilities 
in supersonic 
flow 
 
 
 

Presenting 
author 

E. Schuelein, 
German 
Aerospace 
Centre, 
Germany 

G. Hedge, Indian 
Institute of 
Science, India 

A-M. Xie, China 
Aerodynamics 
Research and 
Development 
Center, China 

Y. Shihe, 
National 
University of 
Defense 
Technology, 
China 

 

Friday, 22 July 2011 

 Shock Wave Phenomena and Applications IV Renold E7 

Session Chair: S. Utyuzhnikov, The University of Manchester, UK 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2807 2842 2788 2811 
Paper title Structure of 

the plume 
emitted 
during laser 
ablation of 
materials 
 

Interaction 
between laser 
induced plasma 
and boundary 
layer over a flat 
plate in 
hypersonic flow 
 

Shock wave 
boundary layer 
interaction from 
reflecting 
detonations 
 

Laser driven 
burning and 
detonation waves 
in silica-based 
optical fibers 

Presenting 
author 

Z. Walenta,  
Institute of 
Fundamental 
Technological 
Research, 
Polish 
Academy of 
Sciences, 
Poland 

L.Yang, The 
University of 
Manchester, UK 

J. Damazo, 
California 
Institute of 
Technology, 
USA 

V. P. Efremov, 
Joint Institute for 
High 
Temperatures 
RAS, Russia 
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Friday, 22 July 2011 

 Shock Wave Propagation and Reflection VII Renold C9 

Session Chair: Z. Jiang, Institute of Mechanics at Chinese Academy of Sciences, 
China 

Time 1100 hrs 1120 hrs 1140 hrs 1200 hrs 
Paper number 2762 2758 2665 2747 
Paper title Computational 

study of the 
interaction of a 
planar shock 
wave with a 
cylinder/sphere: 
The reflected 
wave velocity 
 

Experimental and 
numerical 
investigation of 
shock wave 
interaction with 
rigid obstacles 
 

Analytical and 
numerical study 
of three shock 
configurations 
with negative 
reflection angle 
 

Simulations of 
reflected shock 
bifurcation in a 
square channel 
 

Presenting 
author 

Y. Kivity,  
Ben-Gurion 
University, 
Israel 

E. Glazer,  
Ben-Gurion 
University, Israel 

L. Gvozdeva, 
Joint Institute for 
High 
Temperature 
RAS, Russia 

J. Austin, 
University of 
Illinois, USA 

 

Friday, 22 July 2011 
 Barnes Wallis 

1220-1330 
Lunch 
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Friday, 22 July 2011 PM Session A 

Friday,22 July 2011 
 Keynote Lecture 8 Renold C16 

1330-1410 
Getting Fundamental Molecular Properties from Shock Tubes 

Prof. E. Arunan 
Indian Institute of Science, Bangalore, India 

Session Chair: Z. Jiang, Institute of Mechanics at Chinese Academy of Sciences, 
China 

 

Friday, 22 July 2011 

 Nozzle Flows III Renold D7 

Session Chair: E. Erdem, University of Manchester, UK 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2476 2743 2781 2671 
Paper title Experimental 

investigation  of 
shock train 
turbulence 
 

Pseudo-shock 
system structure 
in rectangular 
Laval nozzles 
with gaps 
 

Thrust shock 
vector control 
of an 
axisymmetric 
C-D Nozzle via 
transverse gas 
injection 

Fluid-structure 
interaction for a 
flexible 
overexpanded 
rocket nozzle 
using the 
aeroelastic 
stability model 

Presenting 
author 

A. Grzona, RWTH 
Aachen 
University, 
Germany 

T. Gawehn, 
DLR German 
Aerospace 
Center, 
Germany 

V. Zmijanovic, 
ICARE-CNRS / 
CNES, France 

N. Bekka, 
Université 
d’Evry, France 

 
 
 
 
 
 
 
 
 
 
 
 
 



Conference Program LXVII
 

Friday, 22 July 2011 

 Shock Wave Boundary Layer Interactions III Renold C16 

Session Chair: H. Zare-Behtash, University of Manchester, UK 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2780 2688 2446 2620 
Paper title A non-linear 

eddy-viscosity 
view of shock 
wave/boundary 
layer interaction 
flow simulation 
 

Step 
configuration 
influence on 
structure of 
supersonic 
reacting flows 
in channels with 
sudden 
expansion 

Shock-wave 
boundary-layer 
interaction 
control on a 
compression 
corner using 
mechanical 
vortex 
generators 

Transitional shock-
wave/boundary-
layer interaction 
behind a roughness 
element 
 

Presenting 
author 

Y. You,  
DLR German 
Aerospace Center, 
Germany 

N. Fedorova, 
ITAM SB RAS, 
Russia 

C. Manisankar, 
NAL 
Bangalore, 
India 

N. de Tullio, 
University of 
Southampton, UK 

 

Friday, 22 July 2011 

 Numerical Methods and Simulations III Renold C2 

Session Chair: K-S. Chang, Korea Advanced Institute of Science and Technology, 
Korea 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2815 2770 2460 2499 
Paper title An 

investigation 
into solver 
strategies for 
the modelling 
of 
compressible 
turbulent flow 
 

Application of a 
new hybrid 
explicit-implicit 
flow solver to 1D 
unsteady flows 
with shock waves 
 

Numerical 
simulation of 
initial shock- and 
detonation-wave 
development in 
shock-tube 
configurations 
 

Computations of 
flow field around 
an object 
decelerating from 
supersonic to 
subsonic velocity 
 

Presenting 
author 

I. Asproulias, 
University of 
Manchester, 
UK 

E. Timofeev, 
McGill 
University, 
Canada 

P. Ess,  
DLR German 
Aerospace 
Center, Germany 

T. Saito,  
Muroran Institute 
of Technology, 
Japan 
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Friday, 22 July 2011 

 Multiphase Flows V Renold C9 

Session Chair: Z. Walenta, Institute of Fundamental Technology Research, 
Poland 

Time 1420 hrs 1440 hrs 1500 hrs 1520 hrs 
Paper number 2674 2889 2715 2826 
Paper title Time resolved 

measurements 
of shock 
induced 
cavitation 
bubbles in 
various 
liquids: A 
novel method 
of optical 
measurement 
 

Direct numerical 
simulations of 
supersonic 
interfacial flows 
 

Secondary 
atomization on 
two-phase shock 
wave structure 
 

Interaction of a 
planar shock 
wave with a 
dense field of 
particles 
 

Presenting 
author 

W. Garen, 
Hochshule 
Emden/Leer-
University of 
Applied 
Sciences, 
Germany 

C. H. Chang, 
University of 
California. USA 

E. del Prete,  
CEA DAM, 
France 

J. Wagner,  
Sandia National 
Laboratories, 
USA 

 

Friday, 22 July 2011 
 Renold Concourse 

1540-1550 
Coffee / Tea 

 

Friday, 22 July 2011 
 Renold C16 

1550-1700 
Closing Ceremony 

 
Guest Speaker: Dr. Sameer Savani, ADS Group LTD 

Strategic Overview of UK Aerospace 
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Sponsors 

 
 

We wish to thank the following for their contribution to the success of this 
conference: European Office of Aerospace Research and Development, Air Force 
Office of Scientific Research, United States Air Force Research Laboratory 
(www.london.af.mil). 
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Numerical Investigation of Processes
Accompanying Energy Release in Water
Near the Free Surface

A. Chernishev, N. Petrov, and A. Schmidt

1 Introduction

The paper is devoted to numerical simulation of processes accompanying under-
water explosion near the free surface. In spite of the fact that the problem has
been attracting attention of many researchers (see, for example, [1, 2, 3]) challeng-
ing problems still remain. The main attention in this paper is paid to compressible
and rarefaction wave propagation, to their interaction with each other and with the
liquid-gas interface, to deformation of the free surface.

Analysis of these phenomena is important for both progress of theory of hetero-
geneous media and applications utilizing specific features of underwater explosions.
One of goals of this study is development of efficient, convenient, and flexible tool
for investigations of such phenomena.

2 A Mathematical Model

Unsteady flow structure induced by a local energy release in water near the free
surface is investigated. A developed mathematical model provides description of
waves generated by shallow underwater explosion, their propagation and interaction
with each other and with the free surface. Various models of inception of cavitation
in domains of significant water pressure drop can be incorporated into the proposed
model. Governing continuity and momentum conservation equations for considered
medium can be written in the following form:

∂ z
∂ t

+
∂Fx

∂x
+

∂Fy

∂y
=− f (1)

A. Chernishev · N. Petrov · A. Schmidt
Computational Physics Laboratory, Ioffe Physical-Technical Institute
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z =

⎛⎝ ρ
ρu
ρv

⎞⎠ , Fx =

⎛⎝ ρu
ρu2 + p

ρuv

⎞⎠ , Fy =

⎛⎝ ρv
ρuv

ρv2 + p

⎞⎠ , f =

⎛⎝ iρu/x
iρu2/x+Σx

iρuv/x+Σy

⎞⎠ (2)

Here ρ , p,u,v,Σ are the density, the pressure, the velocity components and the sur-
face tension. Index i denotes flow geometry, i = 1 and 0 correspond to axial and
plane symmetry, respectively.

In the case of compressible liquid conventional equation of the VOF method [4],
which provides determination of interface location, should be rewritten as:

∂αρl

∂ t
+

∂αρlu
∂x

+
∂αρlv

∂y
=−i

αρlu
x

(3)

Here ρl is the density of liquid, α is the liquid volume fraction.
The surface tension Σ is considered here as a volume force in equation (1):

Σ = σkn, n =
grad α

| grad α | , k = div(grad α) (4)

The liquid is assumed to be barotropic medium and obey the Tait equation of
state:

p = paK

[(
ρ
ρa

)β
− 1

]
+ pa, (5)

where K = 3045, β = 7.15, pa = 101325Pa, ρa = 996.5kg/m3 in the case of water.
Estimation showed that at pressure jump across the shock wave equal to 1000

MPa, temperature variation in water is about 6 K . At the same time at normal
temperature parameters of the Tait equation, K and β , are changed to 1% and 3%,
respectively. These estimates justify the applicability of the barotropic equation of
state for water. The gas phase is considered to be the ideal perfect one.

Besides, ”Stiffened gas” model was also used [5]. This model describes the two
phases (liquid and gas) by a single equation of state with parameters depending
on properties of the medium. The isotropic relation (for rarefication waves) and
Hugoniot relation (for shocks):

p− p∞

ρ
= const (6)

ρ
ρ0

=
(N + 1)(p+ p∞)+ (N − 1)(p0 + p∞)

(N + 1)(p0 + p∞)+ (N − 1)(p+ p∞)
(7)

The parameters p∞,N was determined for water using the Tait equation: p∞ =
489.115MPa, N = 4.9. Gas is ideal perfect one: p∞ = 0, N = 1.4.

This model is convenient for solving the Riemann problem at the interface and,
consequently, for matching of solutions of the original equations. Validation of this
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approach was performed by comparison of data provided by these models for water
with those of the International Association for Properties of Water and Steam [6]:

Density, kg/m3 Pressure, MPa

996.556 0.099
1005.308 20.002
1188.202 700.005

Underwater explosion was simulated by increase of the pressure within a local-
ized domain. Pressure amplitude was determined by released energy.

ε = ερ(ρ)+ εs (s) =−
∫

pd

(
1
ρ

)
+ εs (s) =

= pa

(
1
ρa

− 1
ρ

)
(1−K)+

paK
(β − 1)ρa

[(
ρ
ρa

)(β−1)

− 1

]
+ εs (s) (8)

Here ε is the internal energy depending on the density and entropy. Comparison of
results obtained using the proposed model with the data given in [3] shows the va-
lidity of such descriptions of the underwater explosion. Figure 1 shows dependence
of pressure jump across the front of the blast wave on the reduced distance for the
various parameters of the ”explosion” (pressure amplitude and size of the energy
release domain).

3 The Numerical Method

The Euler equations is solved by numerical method which is based on high-
resolution Godunov-type numerical scheme [7]. This method is explicit, monotonic,
and shock-capturing one. It possesses the second order accuracy on the smooth so-
lutions. Convergence of the solution is determined by the CFL condition.

One of the main components of this method is solution of the Riemann problem.
Such an approach was proposed by Godunov [8]. Solution of the Riemann problem
can be generalized for the Tait equation of state (5) in liquid and for ”Stiffened gas”
equations (6,7) at interface. This solution was validated using acoustic impedances
of the phases.

The liquid volume fraction was used to determine location of the liquid-gas in-
terface. The equation (3) is solved for the liquid phase (α = 1) and it is necessary
to extend specification of medium parameters in gas region. So the density and the
velocity of liquid on the interface were extrapolated into the region where α �= 0.
In practice, extrapolation is required only for 2-3 computational cells in the vicinity
of the interface. To minimize the region where 0 < α < 1 Van Leer limiter function
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Fig. 1 Comparison of experimental data and calculations of other authors [3]. Dependence
of pressure jump across the shock wave on the reduced radius r0

f r . Where r f r is the radius of
the cylindrical waves (m), q is released energy per unit length of the cylindrical charge (J/m).

was introduced [9]. This function allows to obtain monotonic solution with steep
gradients of hydrodynamic functions.

4 Model Validation

To validate the proposed algorithm local energy release in water near the free sur-
face was considered with parameters corresponding to experimental ones [2]. Re-
sults of numerical investigation of underwater explosion of a spherical charge of
10 mg AgN3 is presented. The center of the charge was located at a distance of 3.3
cm below the free surface. Figure 2 demonstrates photographs of structure of the
flow induced by the explosion for 14, 28, and 42 microseconds after the detonation.
These Schlieren visualizations are compared with computed distributions of den-
sity gradients for the corresponding moments of time. Satisfactory agreement of the
predicted and actual flow structure is seen in the figure. It allows concluding that
the proposed algorithm provides adequate simulation of the flow structure including
such complicated phenomena as propagation of compression and rarefaction waves,
their interaction with each other and with the free surface, transmission of pressure
pulse into the air. Under experimental conditions, cavitation occurs at the beginning
of the rarefaction wave reflected from the free surface.
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Propagation and interaction of waves generated by the explosion can be seen in
the Figure 3 in more details. Pressure profiles along the vertical axis originated in
the center of the explosion.

Fig. 2 Comparison of experimental data (Schlieren visualization [2] – the upper part ) with
predictions of the proposed algorithm (density gradient distributions – the lower part).

Fig. 3 Pressure profiles along the vertical axis (center of domain). On the right side of the
figure is scaled plot.

In Figure 4 flow structure induced by evolution of high pressure gas bubble near
the free surface is presented. It is seen that due to multiple refractions of waves
between the free surface and the bubble with co-current flows directed upper the
liquid velocity in this domain significantly increases which results in free surface
deformation. At that the bubble grows and slightly deforms.
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Fig. 4 The velocity of water in 5 ms after ”explosion”. Initial pressure of bubble was 5 bars.

5 Conclusions

In the present paper an algorithm is proposed that allows to trace the interface be-
tween compressible liquid and gas. These method is based on the Riemann problem,
that connects the two phases, and on ”compressible VOF method” used to determine
location of the interface.

Further work is associated with development of the proposed approach, in par-
ticular, with detailed description of cavitation and evolution of the bubble produced
by explosive detonation.

This study is supported by Government Contract # 02.740.11.0201.
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Experimental Study of Scale Effects on Shock
Wave Interaction with a Granular Layer

Y. Sakamura and T. Onishi

1 Introduction

Shock wave interaction with granular media has attracted great interest due to its
relevance to many practical applications such as shock attenuation by granular filters
[1] and powder densification and consolidation by shock waves [2]. The primary
concern of recent investigations on this phenomenon is the stress enhancement by a
granular material placed on a solid wall, instead of expected stress damping. Suzuki
and Adachi [3] observed that the propagation of a shock wave over a solid wall
covered with a thin dust layer gave rise to a peak in pressure profiles measured under
the dust layer. Gelfand et al. [4] also verified that when a granular layer covered the
end-wall of a vertical shock tube, the pressure measured at the end-wall after head-
on collision of a shock wave with the granular layer temporally became larger than
that without granular material. In order to understand the fundamental mechanism of
the stress enhancement, numerous experimental works ([5]–[12]) have been carried
out using vertical shock tubes similar to that used by Gelfand et al.

As widely known, the static stress distribution in a container storing a granular
material depends on the scale of the container [13]. Analogously, the scale of the
shock tube may affect the pressure measured under the granular layers in shock
tube experiments such as mentioned above. To the best of our knowledge, however,
such scale effects on the shock wave interaction with a granular layer have not been
discussed previously. The main purpose of the present study is to examine the scale
effects on the shock wave interaction with a granular layer. In the present work, we
conducted two sets of experiments by using two vertical shock tubes with different
dimensions of the cross section, and then compared their results. In the experiments,

Y. Sakamura
Department of Mechanical Systems Engineering, Toyama Prefectural University,
5180 Kurokawa, Imizu, Toyama 939-0398, Japan

T. Onishi
Rinnai Corporation, Oguchi-cho, Niwa-gun, Aichi 480-0132, Japan
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Fig. 1 Experimental setups. (a) ST20 with a 20 mm × 20 mm cross section. (b) ST60 with a
60 mm × 60 mm cross section

Table 1 Physical properties of the granular particles

Material Bulk Average S.D. of
density density diameter diameter
(g/cm3) (g/cm3) (mm) (mm)

3.5 2.0 0.81 0.07

spherical particles were placed on the end wall of each shock tube and the total and
the gas pressures were measured under the shock-loaded granular layer.

2 Experimental Setup and Method

The experimental setups are schematically shown in Fig. 1. Two vertical shock tubes
(ST20 with a 20 mm × 20 mm cross section and ST60 with a 60 mm × 60 mm cross
section) were used in the present work. Granular layers are modeled as assemblies of
spherical particles made of ceramics from Noritake Co. Ltd. The physical properties
of the particles are summarized in Table 1.

As shown in Fig. 1, we directly poured the spherical particles on the bottom wall
of the shock tube and then made granular layers. The depth of the granular layer
(dL) was set in the range of 10 to 150 mm. Pressure under the granular layers were
measured with piezoelectric transducers. In the experiments with ST20, a pressure
transducer (Kistler 603B) was mounted at the center of the bottom wall to mea-
sure the total pressure (stress). Due to the limitation of the space, it was extremely
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Fig. 2 Locations of pressure transducers installed on the bottom wall of ST60

difficult to mount other transducers on the bottom wall of ST20. Therefore, for mea-
suring the gas pressure, a thin mesh screen was installed between the transducer and
the granular layer to prevent a direct contact between them, and another set of exper-
iments was then conducted. In the experiments with ST60, on the other hand, three
pressure transducers (T1 ∼ T3) and the other one with a thin mesh screen (TG) were
mounted on the bottom wall as shown in Fig. 2 and the total pressure at different lo-
cations and the gas pressure were measured simultaneously. It should be noted here
that the gas pressure was found to be distributed almost uniformly over the bottom
wall of ST60, so that one transducer (TG) was enough to measure the gas pressure
under the granular layers.

The test sections were initially filed with air at atmospheric pressure and room
temperature. The Mach number of the incident planar shock wave was evaluated by
measuring the time interval in which the shock wave traveled between two pressure
transducers T4 and T5 (Kistler 601A) mounted on the side wall of the shock tubes
as shown in Fig. 1. In the present study, the Mach number of the incident shock was
set to be 1.33 with an accuracy of ±0.01.

3 Results and Discussion

Figures 3 and 4 show representative pressure traces obtained under the granular
layers after the shock impingement. Solid and dotted lines in each figure represent
the pressure traces from the experiments using ST20 and ST60, respectively. They
were obtained by averaging pressure traces from several shots conducted under the
same condition, and the error bars indicate the range of scattering in each series of
experiments.

Figure 3 shows averaged total pressure histories recorded at the center of the
bottom wall of each shock tube (measured by T1 transducer) for dL = 10, 30 and
70 mm. It can be seen from Fig. 3 (a) that for the relatively shallow granular layer
case (dL = 10 mm), the difference between the two sets of experiments is not so
large. However, for deeper cases (dL = 30 and 70 mm), the pressure profiles from
ST20 experiments are much different from those from ST60 experiments as shown
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Fig. 3 Comparison between total pressure histories obtained from the experiments using
ST20 and ST60

in Figs. 3 (b) and (c). It can be also observed that the deeper the granular layer is,
the larger the difference in the total pressure profiles is. Thus, the scale effect on
the total pressure profile is evident. This may be attributed to the fact that granular
media have a marked tendency to redirect vertically applied force toward the sides
(the bridging effect), and thus the scale and geometry of the container significantly
affects the stress distribution inside the granular media, which is widely acknowl-
edged for static loading situations [14].

On the other hand, it is found from Fig. 4 that the scale of the shock tube also has
an effect on the gas pressure although the differences in the gas pressure traces are
much smaller than those in the total pressure ones. The result shown in Fig. 4 indi-
cates that the permeability of the granular layer was much reduced for the smaller
shock tube (ST20).
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Fig. 4 Comparison between gas pressure traces from the experiments using ST20 and ST60

4 Conclusion

In order to study the scale effects on the shock wave interaction with a granular
layer, we conducted two sets of experiments using shock tubes with different di-
mensions of the cross section. The main conclusions derived from the present work
are summarized as follows.

1. The scale of the shock tube’s cross section has a significant effect on the total
pressures under the granular layer, especially for large depth cases.

2. The gas pressure under the granular layer is also affected by the scale of the
shock tube although its influence is much smaller than that on the total pressure.

Acknowledgement. The authors would like to express their sincere gratitude to Dr. Tateyuki
Suzuki for his encouragement and fruitful suggestions during the course of this study.
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Supercavitation Phenomenon during Water Exit
and Water Entry of a Fast Slender Body

Hong-Hui Shi, Xiao-Ping Zhang, Yan Wu, Hui-Xia Jia, Hao-Lei Zhou,
Su-Yun Zhou, Li-Te Zhang, Ruo-Ling Dong, and Chao Wang

1 Introduction

The direct applications of water exit and water entry study are submarine launched
ballistic missile and anti-submarine missile [1],[2]. This study is also related to un-
derwater high-speed torpedo which moves in a supercavity and is designed to con-
front aircraft carrier [3]-[4]. Previous research has suggested that when an underwa-
ter body moves close to the free surface, cavitation may become important[5],[6].
However, due to its transient and non-linear nature, water exit is a rather complicated
process and many problems remain to be solved.

We have conducted systematic research on water entry problem of a blunt body
[7]-[12]. Now, we extend our research activity into water exit problem. Meanwhile,
we will also examine the water entry process of a slender body. It is known that the
equation of motion for an underwater body is [12]

m
dV
dt

= mg− 1
2

ρwA0CdV 2 (1)

where t, g, ρw, A0, m, V, Cd are time, gravity, density of water, the projecting area of
the body, body mass, body velocity and the drag coefficient, respectively. The effect
of gravity is usually allowed to be ignored. Let

β =
ρwA0Cd

2m
(2)

It is easily to get the following equation by integrating Eq. 1,

V =
V0

βV0t + 1
(3)
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where V0 is the initial velocity of the body. Thus we know that the velocity of an
underwater body decays with time. This paper’s experiments will also confirm this
law.

2 Experimental Device and Method

Figure 1 shows the schematic drawing of the experimental devices for conducting
water exit/entry experiments. A water tank 2 is located on the support 12. The water
tank is made from 5 mm thick stainless plate and the size of 60× 60× 100 cm. It
also has four observation windows 4 on the four sides, which is made from 5 mm
thick plexiglass plate and has the size of 30×80 cm. The testing slender body 9 is a
metal nail that is shot into the water tank from its bottom or from its top. An air nail
gun 8 fires the slender body. The air compressor 11 provides pneumatic power for
the nail gun. The slender body travels through ball valve 5 and connection flange
6 and penetrates through the 10 μm thick tin foil 7 that is fixed by a press ring
18. Then the slender body becomes an underwater body 10 that moves towards the
water surface 17. A projectile catcher 3 is designed to catch the body after water
exit. A high speed photographic system which consists of camera 13, monitor 14,
computer 15 and controller 15 is applied to visualize the flow field. The illumination
is provided by light source 1. Before the experiment, the bottom of the water tank

Fig. 1 Schematic of the experimental system for water exit/entry experiments. 1 - Light
source, 2 - Water tank, 3 - Projectile catcher, 4 - Observation window, 5 - Ball valve, 6 -
Connection flange, 7 - Tin foil, 8 - Air nail gun, 9 - Slender body in air, 10 - Slender body
in water, 11 - Air compressor, 12 - Support, 13 - High-speed camera, 14 - Monitor, 15 -
Personnel computer, 16 - Controller, 17 - Free surface, 18 - Press ring
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is sealed by the tin foil 7 and the ball valve 5 is open. After every experiment, close
the ball valve. The geometry of the slender body is given in Fig. 2. It has an apex
angle of 84 deg and its total length is about 48 mm.

Fig. 2 Geometry of the slender body

3 Results

Figure 3 shows high-speed photographs of water exit of the slender body. The body
appears in the scope of the picture in Fig. 3(1) and its tip starts to exit the water
surface in Fig. 1(5). The body has completely left the water surface from Fig. 3(8).
The body velocity between Figs. 3(1) and 3(2) is about 43 m/s. The labels S, N
and W in the figure mean supercavity, nail and wake respectively. In Figs. 3(4)
and 3(7), the label N marks the slender body in water and in air respectively. If
comparing the cross-sectional sizes of the slender body in water and air, it is found
that the body in Fig. 3(7) is much thinner than that in Fig. 3(4). This means that the
underwater slender body has completely surrounded by a supercavity. On the other

Fig. 3 Sequences of water exit. The water depth is 25 cm. The labels S, N and W mean
supercavity, nail and wake. The photograph scale is given in (1) using a horizontal bar, which
represents 15 mm. The interframe time is 1 ms.
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Fig. 4 Variation of slender body velocity with time in water exit. The arrow shows the time
when the body starts to exit the free surface. The black square symbols are experimental data.

hand, the well observed wake flow is another evidence of showing the existence
of a supercavity because bubbles are stripped from the body tail and play a role
of tracing particles in the Karman vortex street. Significant features are that the
supercavity is stripped off the body by the free surface (Figs. 3(7)-3(10)) and it
merges into an upwards moving splash (Figs. 3(11)-3(14)). The so-called cavitation
phenomenon near free surface [5],[6] is not found. This may be attributed to that
since the pressure in a supercavity is negative [8], once it meets the open air it will
absorb air and surrounding fluid into the cavity. This prevents the supercavity to
keep its cavitation characteristic. The velocities of the slender body in Fig. 3 are
measured and are given in Fig. 4. The curve in the left of the figure is the correlation
curve of the body velocity until water exit, that is

V = 69.16t−0.6586,(m/s) (4)

where the units of time t and velocity V are ms and m/s respectively. Equation 4 cor-
rectly describes that the velocity of underwater body decreases with time, as shown
in Eq. 4. In Fig. 4, an arrow at time of 5 ms marks the time when the body stars
to exit the water surface. It must be noted that just after water exit, there is a sig-
nificant velocity increase. From the time of 5 ms to the time of 6 ms, the velocity
suddenly increases from 26 m/s to 34 m/s. Experiments at different conditions all
show this tendency [13]. The mechanism for this is rapid decrease of the drag co-
efficient and added mass during the body crossing the free surface from water into
open air [1],[2]. The sudden velocity increase will exert extra force and moment to
the exiting solid body. Therefore, it is inevitable to consider this effect in designing
underwater vehicles.

Figure 5 shows high-speed photographs of water entry of the slender body. The
body begins to enter the water between Fig. 5(1) and Fig. 5(2) and the entry ve-
locity is about 53 m/s (see Fig. 6). It is seen that a supercavity is well formed. In
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Fig. 5 Sequences of water entry. The interframe time is 1 ms. The height of each picture is
23.16 cm.

Fig. 6 Variation of slender body velocity with time in water entry. The black square symbols
are experimental data. The curve is the correlation curve expressed by Eq. 5.

Figs. 5(4) and 5(5), the supercavity is twisted because the interaction between the
slender body and the cavity wall. Because of its long length of a slender body, this
kind of interaction often occurs[14]. Then supercavity starts to be broken into two
parts (Figs. 5(6)-5(7)). The upper part of supercavity is finally pulled away from the
free surface in Figs. 5(10)-5(14). The lower part of supercavity begins cavitation
process from Fig. 5(8) to Fig. 5(20). The velocities of the slender body in Fig. 5 are
measured and are given in Fig. 6. The curve in the figure is the correlation curve of
the body velocity after water entry, that is

V = 71.10t−0.4003,(m/s) (5)

where the units of time t and velocity V are ms and m/s respectively. Similar to Eq. 4,
Eq. 5 also shows the decreasing tendency of the velocity with time. However, it must
be understood that Eq. 5 only gives an overall tendency of the velocity variation.
From the time of 4 ms in Fig. 6 (marked by an arrow), the slender body starts
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to be fully surrounded by a supercavity. Because of the drag reduction effect of a
supercavity, the velocity of the slender increases to 46 m/s at 5 ms from 35 m/s at
4 ms.

4 Conclusions

1. In water exit, the supercavity of a slender body stops at free surface. Considering
the transient nature of the process, even if cavitation occurs near free surface, the
solid body would have already left the water surface. Further research is been
undertaken using high-speed underwater blunt body.

2. During exiting water surface, due to rapid decrease of the drag coefficient and
other factors, the body velocity will increase suddenly. This will certainly exert
extra force and moment to the solid body.

3. In water entry experiment, it is confirmed that a supercavity can be generated
around a slender body. However, due to its long length of the body, the body
may often impact on the cavity wall, which subsequently causes break-up of the
supercavity and deflection of the body trajectory. When the slender body is fully
covered by a supercavity, its velocity is increased.

Acknowledgements. This work has been supported by Zhejiang Provincial Natural Science
Foundation of China under a Priority Project (Grant No. Z1110123).
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Explosive Eruptions of Volcanoes:
Hydrodynamic Shock Tubes as Lab Method
of Simulation

V. Kedrinskiy

1 Introduction

Obviously, it is beyond question that the explosive character of decompression
during the volcanic eruption initiates a whole spectrum of phenomena in a pre-
compressed magmatic melt containing large amounts of dissolved gases: homoge-
neous nucleation, bubbly cavitation, gas diffusion, and dynamically increasing vis-
cosity of the melt. It is these processes that determine the eruption character, the
magma state dynamics, and the flow structure in decompression waves as a whole.
In the same time many aspects of their mechanisms remain unclear. The answers
to these questions and, in particular, to the question about the mechanism of the
cavitating magma transition to a state of an ash cloud cannot be simple because of
extremely complicated and multiple-scale phenomena such as an explosive eruption
[1]. In this connection, as it was noted by Gilbert and Sparks [2], laboratory exper-
iments on the dynamics researches of volcanic flows and, in particular, the shock
tube methods must become important components of simulation processes together
with mathematical models and numerical analysis.

Indeed, the analysis of the pre-eruption hydrodynamic schemes of the St He-
lens and Kilauea volcanoes has shown that, in terms of structural features, they are
similar to hydrodynamic shock tubes (HST) [3], [4]. The ”inversion” variant of the
Glass-Heuckroth -scheme [3] turned out to be most close to the real scheme of the
pre-eruption state of explosive volcanoes. It includes three basic elements: a high-
pressure chamber (analogue of the system consisting of a volcanic chamber and
a channel filled by compressed magma), a low-pressure chamber where the gas is
under atmospheric pressure (analogue of the free portion of the volcanic conduit
and/or a crater bordering with the atmosphere), and a diaphragm (plug) separating
these two chambers. Thus, one can consider that pre-eruption schemes of explosive
volcanoes have a common gas-dynamic sign.

V. Kedrinskiy
Lavrentyev Institute of Hydrodynamics SB RAS, Lavrentyev prospect 15,
Novosibirsk, 630090, RF
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Prof.A. Lacroix (1908) proposed to classify volcanoes on the basis of the in-
tensity of their explosive eruptions: Hawaiian - as rarely explosive, Strombolian -
as moderately explosive, Plinian/Vulcanian - as strongly explosive, Pelean - as the
greatest explosive. It meant that they were classified according to the principal types
of behaviour that they exhibited. The magma properties were mainly determined as
andesitic or rhyolitic ones.

Fig. 1 From left to right: Vertical and lateral eruptions of the St Helens volcano, successive
vertical and lateral eruptions at shallow underwater explosions

An analogue to a similar spectrum of intensity can be found in processes inherent
in underwater explosions. It is the field of hydrodynamics of high-velocity unsteady
flows initiated by explosive sources of different intensity. The latter depends on the
energy release rate, which is insignificant in the case of underwater explosions of
wires or gaseous mixtures and reaches a maximum value in the case of explosions of
condensed cast and pressed high explosives (HEs). As an example, we can mention
directed ”eruptions” in the form of jet flux (fountains) on the free surface of a liquid,
which are observed during shallow underwater explosions and resembles volcanic
eruptions (Fig. 1, [5]).

It should be noted that the mechanics of these phenomena has the same cumula-
tive nature (both for wire and HE explosions) determined only by the interaction of
the explosive cavity with the free surface and independent of the energy release rate
of the explosive source. For some types of volcanoes of the explosive character from
Lacroix’s classification, the intensity may also be assumed to exert no significant ef-
fect on the mechanisms responsible for the processes inherent in explosive volcanic
eruptions. Thus, the community of the mechanisms controlling the eruption process
can be considered as the second common sign of processes inherent in examined
phenomena.

Finally, the question about the so called M-liquid (a liquid analogue of magma)
remains open. In this paper, the experimental results obtained for distilled water will
be discussed. This choice is based on one of important common signs (features):
the densities of the number of pores per unit volume for a solidified lava sample
(1010−1012m−3) and of micro-inhomogeneities in distilled water (1010−1011m−3)
have practically close orders.
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2 HST-Methods and State Inversion Problem

An analysis of researches in the field of mechanics of liquid destruction under
shock-wave loading [6] and data on volcanic eruptions (see, for instance, [2]) sug-
gests that unsteady high-velocity processes initiated by pulsed loading of liquid me-
dia can be considered as analogues of natural volcanic processes in terms of both
the probable mechanisms of their initiation and the flow state dynamics.

As was mentioned above, the closest example of explosive volcanoes with the
pre-eruption state corresponding to the HST-scheme (”inversiion” GH-scheme) is
the St. Helens volcano whose powerful eruption was initiated by a huge landslide,
which cut off the plug covering the volcano vent, Fig. 2 ([7], [4]).

Fig. 2 From left to right: pre-eruption scheme of the St Helens volcano and experimental
data on the flow structure simulation in a channel of the inversion GH-scheme.

It is considered ([8], [9]) that the density of cavitation bubbles formed in the
magma as a result of explosive decompression is uniform. During cavitation devel-
opment, the cavitating magma state through a stage of the foam structure is trans-
formed to the gas-droplet state.

However, the experiments (Fig. 2, exposure time1 μs for each frame) shows that
this ideal scheme of the transition of the cavitating magma to the state of an ash
cloud can be rather far from real processes: the flow can be strongly inhomogeneous
and, in particular, have a character of a ”bubbly cluster - slug” regime (see Fig. 2).

Dynamic schemes of the HST (systems initiating a shock wave (SW) in a sample
with the free surface) are most interesting for lab applications. An SW propagates
within a liquid sample and compresses it, simulating the stage of the hydrostatic
state of the compressed magma in a volcanic chamber and channel. Then the SW
reflects from the free surface of the sample as a rarefaction (decompression) wave.
Propagating over the compressed sample in the opposite direction, it performs the
function of a decompression wave.

Figure 3 presents the HST scheme (a) and the scheme of magma state dynamics
(b), [8], [9]: volcano chamber, nucleation zone, cavitation zone, foam state, frag-
mentation zone, and, as result of fragmentation, gas/particles system. In this figure,
the diaphragms are indicated by d; and the elements of this scheme are the gas
receiver (1), the vacuum channel with a piston p (2), the channel with the liquid
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Fig. 3 Dynamic HST-scheme a; Dobran-Woods model of magma desintegration dynamics b
and dynamics of intensive cavitation zone development (computer analogue of x-ray nega-
tives) behind the decompression wave front c, d

sample (distilled water) studied (3), the pulse x-ray source (exposure time about 80
ns) (4), and the x-ray receivers (5).

As was noted above, the mechanism of the foam structure destruction or, in other
words, ”the foam - gas-droplet inversion” is one of unsolved principal problems.

In mid-1990s, however, thanks to the application of the impulse x-ray method,
laser scanning, and digital image processing of x-ray negatives, some progress has
been achieved in understanding the specific features of the flow structure of a cav-
itating medium at the late stages of disintegration. According to the data presented
in Fig. 3,c the effect of the ”foam - gas/droplet system” transition and the eruption
of the gas-droplets flow can be realized in the case of sample loading by a strong
SW (15 MPa amplitude and 30 μs duration). The intense cavitation development
is also observed in the case of loading by a relatively weak SW (5 MPa amplitude
and 60 μs duration). In this case, however, the cavitating sample (or at least its
part) is also destroyed, but then (see instant t ≈ 5 ms) it is restored again without
eruption (see Fig. 3,d). It is interesting to note that this effect turns out to be close
to H.M.Gonnermann’s, and M.Manga’s idea (Nature, 2003) that the magma deep
within volcanoes can be repeatedly torn into fragments and then squeezed together
again without an explosive eruption.

The application of the HST- and x-ray methods, Fig. 3, unfortunately gives no
idea about the physical mechanism of the transition itself. A new experimental ap-
proach makes it possible to considerably restrict the disintegration zone. Recall that
1cm3 of a distilled water drop contains about 106 micro-inhomogeneities. Hence,
water drops of such volume can be considered as the main elements of the flow
structure. In this case, it is principally important that the shock wave penetrating
into the drop should be ultrashort to result in the cavitation development in small
drops. An electromagnetic hydrodynamic shock tube (EM HST) was designed for
generation of ultra-short (microsecond duration) shock waves in a liquid.

The experiments, [10], have shown that a dense cavitation zone is formed inside
the drop already at the initial stage. During the following inertial development of
the cavitation zone to the instant t ≈ 1500μs, the drop takes a cupola shape as a
system of small spatial grids. The elements of the liquid grid under further stretch-
ing are gradually separated into individual fragments; due to instability, small jets
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Fig. 4 Transformation of the cavitating drop into a cupola of a grid honeycomb structure and
the zone of ”cavitative explosion” in the center of the drop (b)

disintegrate into individual drops [10]). As it follows from Fig. 4, the subsequent
fracture of the liquid sample is determined by the inversion mechanism, which is
related to the dynamically growing zone of disintegration on the ”cupola” surface
forming the inversion front.

To understand the nature of a rather unbelievable transformation of the liquid
drop to the cupola shape, Davydov [11] performed a numerical analysis of the state
dynamics of a semispherical drop under ultrashort shock-wave loading within the
framework of the IKvanW-model and the model of the ”frozen” profile of mass
velocities. According to the calculation results, the dynamics of the cavitation zone
structure inside the drop confirms that the drop transformation to a cupola shape as a
system of grids is a result of a ”cavitation explosion” at the drop center: fast growth
of bubbles, their coalescence, and inversion of states inside the drop. Figure 4,b, for
the time t = 145 μs presents the distribution of visible (sizes from 0.1 to 2 mm)
cavitation bubbles and the coalescence zone (symbols) occupying the central part of
the drop.

Fig. 5 Two experiments on destruction and eruption of liquid samples under shock-wave
loading in the 5kJ of EM HST scheme

The recently created new electro-magnetic HST allows capacity bank to accumu-
late energy up to 5 kJ (which is approximately equivalent to 1 g of HE ). The setup
can be used for carrying out more precision experiments for larger-scale samples.
First experiments have confirmed the possibility of the 5 kJ EM HST-scheme (Fig 5)
to provide loading of samples that will be sufficient for destruction and eruption of
a large volume of the examined liquid.
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3 Conclusion

The studies have shown that , a number of explosive volcanic systems are close in
terms of the structural features of the pre-eruption state to the scheme of the hy-
drodynamic shock-tube (HST). This fact confirms that the experimental settings for
simulating magma behaviour under a decompression wave can be realised within
the framework of the HST-scheme. A comparison of characteristic features of state
dynamics of distilled water samples under shock-wave loading (studied by the HST-
methods) with known existent models of magma behaviour during the eruption
shows that high-speed processes in the liquid can be considered as analogues (in
terms of some signs) of natural volcanic processes. Thus, one can assume that, inde-
pendent of the eruption activity, the explosive volcanic processes (at least for some
volcanoes from A. Lacroix’s classification) are developed according to general gas-
dynamic signs and kinetics determining the flow structure.

References

1. Kedrinskiy, V.K.: Gas-dynamic signs of explosive eruptions of volcanoes. Part 1. J. Ap-
plied Mech. and Tech. Physics 49(6), 891–898 (2008)

2. Gilbert, J.S., Sparks, R.S.J.: Future research directions on the physics of explosive vol-
canic eruption. The Physics of Expl. Volc. Erupt. L.: Geolog. Soc. 145, 1–7 (1998)

3. Glass, I.I., Heuckroth, L.E.: Hydrodynamic shock tube. Phys. Fluids 6(4), 543–549
(1963)

4. Kedrinskii, V.K., Makarov, A.I., Stebnovskii, S.V., Takayama, K.: Explosive eruption of
volcanoes: some approaches to simulation. Comb., Expl., and SW 41(6), 777–784 (2005)

5. Kedrinskiy, V.K.: Hydrodynamics of Explosions: Experiment an Models, p. 362.
Springer, Heidelberg (2005)

6. Kedrinskiy, V.K.: Nonlinear problems of cavitation breakdown of liquids under explosive
loading (review). J. Appl. Mech. Tech. Phys. 34(3), 361–377 (1993)

7. Eichelberger, J., Gordeev, E., Koyaguchi, T.A.: Russian - Japanis partnership to under-
stand explosive volcanism, June 22, pp. 1–4 (2006),
http://www.uaf.edu/geology/pire/pire.pdf

8. Woods, A.W.: The dynamics of explosive volcanic eruptions. Rev. Geophys. 33(4), 495–
530 (1995)

9. Dobran, F.: Non-equilibrium flow in volcanic conduits and application of the eruption of
Mt. St. Helens on May 18 1980 and Vesuvius in Ad. 79. J. Volcanol. Geotherm. Res. 49,
285–311 (1992)

10. Kedrinskiy, V.K., Besov, A.S., Gutnik, I.E.: Inversion of two-phase state of liquid at pulse
loading. Dokl. RAN 352(4), 477–479 (1997)

11. Davydov, M.N.: Development of cavitation in a drop at shock-wave loading. In: Dynam-
ics of Continue Medium, vol. 117, pp. 17–20. Lavrentyev Institute of hydrodynamics,
Novosibirsk (2001)

http://www.uaf.edu/geology/pire/pire.pdf


Investigation of Bubble Collapse and Water Jet
Induced by Underwater Explosion
in a Rectangular Tube

T. Koita, Y. Zhu, and M. Sun

1 Introduction

The rapid release of energy beneath the surface of water results in movement of
the surrounding water, especially on the side of free surface. This can be realized
using chemical and nuclear explosions, electric discharge, or pulsed laser focusing.
By carefully setting the depth of explosion in a confined tube, a pulsed water jet
can be effectively generated at the exit of the tube. The laser-induced liquid jet has
been studied in biology and medicine [1]. This water jet is also important in vol-
canology to investigate explosive volcano eruptions that are driven by expanding
gas bubbles [2]. In these applications, the bubble is generated in a confined space as
in a pipe or a channel. Shallow and deep underwater explosions have been heavily
investigated experimentally and numerically for decades. However the behavior of
collapsing bubble and water jet in a confined space have not much been studied so
far. The motivation of this study is to investigate the behavior of collapsing bubble
and water jet formation in a narrow tube with a rectangular cross-section by under-
water explosion. Special attentions are paid on the repeatability, so that the collected
data can be used to validate numerical models for these compressibility dominated
two-phase flows.

2 Experimental Setup

The rectangular tube is employed as the test section to simulate the bubble expansion
and collapse, and the behavior of water jet in closed space. Fig. 1(a) shows the
test section. The bottom wall and two side walls are made of stainless steel, and
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other two sides are clamped by two optical windows, which are made of transparent
plexigalss. The purified water is used in this study and experiment used water with
0.2% surfactant have been reported [3].

The experimental equipment in this study is shown in Fig. 1(b). Underwater ex-
plosion is created with high-voltage electric discharge. The driver circuit in high-
voltage discharge consists of a high voltage power, a capacitor, a spark trigger and
two electrodes (P and N) which are connected with copper wire that of diameter is
0.05mm in water. Capacitor is connected in parallel with voltage power and its ca-
pacity C is 0.2μF. The circuit is triggered manually. To investigate the dependence
of bubble evolution and water jet on the voltage power V , the geometry of rectangu-
lar tube and the explosion depth H in the tube, three voltages, V = 4.0, 4.5, 5.0kv, are
tested. The corresponding energy Ee[J] are from 1.6J to 2.5J respectively. The ge-
ometry of rectangular tube is changed with different tube width W and three patterns
of it, W =15, 10, 5mm, are tested. Explosion depth H is varied at every 5mms from
30mm to 5mm with changing amount of test water. The bubble evolution and wa-
ter jet generation are directly visualized by a high speed video camera at the frame
rate of 50 thousands frames per second. The exposure time is 1μsec per frame. The
metal halide white lamp with power of 350w is used as a light source. The location
and the velocity of flow structures are also obtained by analyzing recorded photos.

High Voltage Power
(DC 3kv ‘10kv)

Capacitor (C=0.2 F̊)

High speed 
video camera

Metal halide 
light source

Focusing lense

Light guide

Spark trigger

Driver circuit

N P

Copper wire
( =0.05mm)

White screen
A

B Test section

Plexi glass

PN
H

W

Steel

view-A

P

N
D = 5mm

view-B

Y 

140mm

10mm

(a) test section (b) experimental equipments

Fig. 1 Test section and experimental setup

3 Results and Discussion

3.1 The Behavior of Bubble Evolution and Water Jet Formation

The experiments are conducted at six depths (H = 30,25,20,15,10,5mm). From
the photos obtained, three typical patterns of the bubble evolution are observed for
all voltage power V . Only these observed at W = 15mm are reported in this paper.
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Pattern A is observed at the depths of 30mm, 25mm and 20mm, and pattern B is
seen at the depths of 15mm and 10mm. Pattern C is the shallow explosion seen at
H = 5mm. Three typical photos are shown respectively in Figs. 2(a)-(c).

The bubble is initially cylindrical. When the bubble grows up, the horizontal
expansion stops because of the sidewalls but the vertical expansion continues, so
that the expansion bubble becomes to be an ellipsoid shape. When the copper wire
explodes, a blast wave is generated and propagates in the water. This wave reflects
at the water free surface and creates a low pressure region above the expansion
bubble in the water. In Fig.2(a) at the time of 0.2ms, second cavitation is seen at
the sidewalls of tube, in the region between the bubble and the free surface because
of the low pressure. The cavitation disappears gradually after the expansion wave
passes away free surface. In all figures, second cavitations are also observed under
the bubble in the water. These cavitation bubbles are formed because of low pressure
region in the water generated by expansion waves reflected from the bottom wall.

As seen in Fig. 2(a) for H = 25mm, the water above the bubble is accelerated
and forms a jet. Two air pockets are generated near sidewalls. The water jet is blunt-
shaped at beginning. It is seen that a micro jet is formed inside the bubble from
the bottom of the bubble at about t = 1.0ms. This inner jet moves upward, and it
eventually penetrates the bubble, forming a toroidal bubble. Two air pockets are
generated on both sidewalls at late stages. By comparing the location of the base
of the pockets at late stages with that of the initial surface height, it is clear that
the air pockets move downward. The existence of another downward inner jet in the
bubble is seen at t = 2.0ms. The bubble is split by the inner jets at late stages. Notice
that the air pockets are not connected with the collapsing bubble in this pattern. Fig.
2(b) shows the sequential pictures at H = 15mm. The jet formation is very similar
to pattern A. The shape of water jet is changed from a blunt shaped jet to a spike-
shaped jet at late time. However, the interaction of air pockets near sidewalls with
the bubble is different from pattern A. In Fig. 2(b), it is seen that the upward inner
jet is not generated so much as that seen in pattern A. The downward inner jet is
generated as the air pockets grow because the distance from explosion center to
the surface is shorter than the pattern A, so the interaction between air pocket and
bubble is intensified. At t = 2.4ms, air pocket meets the bubble and the bubble is
destroyed by both downward inner jet and air pocket. Pattern C is different from
other two patterns. The bubble is formed very near free surface and expands very
rapidly. And this bubble meets free surface at early stage before the bubble starts to
collapse. The water jet formation is very different from other two patterns. In Fig.
2(c), the water jet is blunt-shaped, and its middle portion spreads toward sidewall.
The air pockets and the bubble are connected, so that the bubble is destroyed on
the top. When water jet grows, tiny fragments are seen near the top of blunt-shaped
water jet, and water jet becomes to spray completely at late stage.
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Fig. 2 Sequential photos of bubble evolution and jet formation in a rectangular tube with
a width of 15mm induced by underwater electric discharge located at varied depth (H): (a)
H = 25mm, (b) H = 15mm, (c) H = 5mm
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3.2 Location and Velocity of Flow Structures

The typical flow structures in Figs. 2(a)(b) are sketched in Fig. 3(a). The trajectories
of these structures are measured from the photos, and shown respectively in Fig. 3(b)
and(c). Their velocities are evaluated from the displacement and the time interval
between two frames.

As seen in Fig. 3(b)(c), it is found that after upward inner jet and downward inner
jet hit each other, the air pocket starts to rebound. This rebound is clearly seen in
Fig. 2(b).

Fig. 4(a)(b) show the velocities of upward and downward inner jet in patterns A
and B. It is seen that the upward inner jet is always faster than that of the downward
inner jet in pattern A, while the downward inner jet is initially slower, but faster that
of the upward inner jet at late stages in pattern B.
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Fig. 3 Trajectory of typical flow characteristics of bubble and jet defined (a), with a width
of 15mm for underwater electric discharge located ad varied depth (H): (a) H = 25mm, (b)
H = 15mm
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Fig. 4 Comparison of the velocities of the upward and the downward jets inside the bubble
at two explosion depths in a tube (W = 15mm): (a) H = 25mm, (b) H = 15mm
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The velocities of the top of surface jet for all widths (W = 15mm,10mm,5mm)
at V = 4.5kv are showed respectively at Figs. 5(a)-(c). The water jet is accelerated
at the very initial stage, and then gradually converges a nearly constant velocity,
except for the case of H = 5mm for all W , where the velocity is still decreasing at
late stage. It is seen that the velocity of top of water jet is increased by reducing the
explosion depth.
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Fig. 5 Effects of tube width on the surface jet velocity at six explosion depths: (a) W = 15mm,
(b) W = 10mm, (c) W = 5mm

4 Conclusions

Bubble and water jet induced with underwater explosion with a high voltage elec-
tric discharge in a rectangular tube have been investigated. The evolution of bubble
varies with explosion depth, and there are three typical patterns for all conditions.
The jet velocity generally reduces by the increasing the depths of the discharge, and
widening the tube.
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Numerical Analysis of Interaction between
Moving Shock Wave and Solid Particle Layer

K. Doi and Y. Nakamura

1 Introduction

When a shock wave propagates over many small solid particles on a horizontal wall,
some particles near the surface of the layer are lifted and dispersed into the shock-
induced flow. These dispersed particles is called the dust cloud. This phenomenon
is actually seen in galleries of coal mines or in pipelines for neumatic transportation
of powder, and mixing dispersed flammable dust particles with high-temprature and
high-pressure gas behind the shock wave sometimes causes the dust explosion. And
this phenomenon includes some interesting factors, such as the shock structures
interacted with the dust layer, interactions between gas and solid particle, and inter-
actions between solid particles.

This phenomenon has been investigated by many researchers. Dawes[1] repro-
duced the dust cloud by the shock-tube experiment, and examined the character-
istics. Gerrard[2] and Fletcher[3] conducted similar shock-tube experiments to ex-
amine the initial stage of the dust cloud formation, but the dyanmical mechanism
was not able to be shown clearly. Bracht[4] searched for the transitional regime to
turbulent flow in the dust cloud by the observation of more time. Suzuki et al.[5]
examined the translational and rotational motions of dust particles in detail. On the
other hand, Khul et al.[6] conducted the numerical simulation based on the mixture
model, and showed appearance of a vortex generated from the interaction between
the shock wave and dust layer by baloclinic effect. Jiang[7] and Thevand[8] also
conducted the numerical simulation based on the two fluid model. However, they
has not shown the dynamic structure of the dust cloud formation clearly.

In the present study, it aims to pay attention at the initial stage of the dust cloud
formation process, and to clarify the dynamic mechanism by the numerical simula-
tion. A discrete model is applied to the solid particles whereas a continuum model is
applied to the gas in this simulation. As a result, the dynamic status of an individual
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particle that composes the dust cloud can be clearly shown, and the particle-particle
interaction can be considered easily in addition.

2 Computational Model

Governing equations for gas phase are as follows.

∂
∂ t

(m f )+∇ · (m f u f ) = 0 (1)

∂
∂ t

(m f u f )+∇ · (m f u f u f ) =−α f ∇p+α f ∇ ·T−Fi (2)

∂
∂ t

(m f E f )+∇ · (m f Hf u f )

= ∇ · (α f T ·u f )−∇ · (α f q)−Qi (3)

p = ρ f RTf (4)

ρ f , p,u f ,Tf ,E f ,Hf is gas density, pressure, velocity vector, temperature, total en-
ergy, and total entalpy, respectively. α f is void fraction, and m f = α f ρ f . R is gas
constant. T is gas viscous tensor, and q is gas heat conduction. Fi and Qi are inter-
actions of momentum and energy between gas and solid particles.

Governing equations for each solid particle are as follows.

d
dt
(rp) = up (5)

d
dt
(mpup) = fi + fc +mpg (6)

d
dt
(Ipω p) = Mi +Mc (7)

d
dt
(CpTp) = qi + qc (8)

rp,up,ω p,Tp is position, translational velocity, rotational velocity, and temperature
of the particle, respectively. mp, Ip,Cp is mass, moment of inertia, and heat capacity
of the particle, respectively. fi,Mi, and qi are interactions of momentum, angular
momentum, and energy between gas and each particle. fc, Mc, and qc are particle-
particle and particle-wall interactions.

The gas-particles interactions, fi, Mi, and qi, are assumed to be composed of drag
force, fiD, Saffman force, fiS, Magnus force, fiM , macroscopic pressure gradient,
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fiP, drag torque MiD, and heat transfer qiT . They are estimated by some results of
experimental measurements and numerical simulations for a sphere.

The particle-particle and particle-wall interactions, fc and Mc, are estimated by
the discrete element model (DEM), where elastic collisions are modeled by springs,
dampers, and sliders.

3 Computational Method and Conditions

The governing equations for gas phase are discretised in space by the finite volume
method. The solution vectors at the cell-boundary are evaluated by the 3rd order
MUSCL method with Van Albada’s limiting function, and then the invicid flux is
estimated by the approximated Riemann solver. And, spatial gradients of solution
vector is estimated by the least square method. On the time integrations, LU-SGS
method is used for the gas-phase and the two-stages Runge-Kutta method for solid
particles, and they are coupled weakly.

The gas phase is air, and the viscous coefficient is estimated by the Sutherland’s
equation. The shock wave Mach number is MS = 1.44. The shock-induced flow
velocity is UO = 211[m/s] and the particle Reynolds number is ReD = 2100 in this
condition. Each solid particle is a sphere, the diameter is D = 0.1[mm]Cthe density
is ρp = 980[kg/m3], and the heat capacity is cp = 1200[J/kgK]. As parameters
of the DEM, the spring coefficient is k = 2.05× 104[N/m], the damper coefficient
is c = 7.33× 10−4[Ns/m]Cand the Coulomb’s friction coefficient is μ = 0.3, the
restitutive coefficient at the collision is e = 0.7 and the contacting period is Tc =
0.5[μs] in these conditions.

The computational domain is three-dimensional, 0 ≤ x ≤ 400[mm], 0 ≤ y ≤
0.3[mm], 0 ≤ z ≤ 100[mm]. And a trough with depth of 2[mm] on the wall of
100 ≤ x ≤ 400[mm] is set to accumurate the solid particles. The conditions of the
solid particle layer are shown in Table 1.

Table 1 Conditions of particle size and initial distributions of solid particle layer.

DL1 DL2 DL3

Basic diameter  D [mm]

Contact diameter  Dc [mm]

Number of particles  Np

Mean volume fraction  αp

Particle contact condition

0.10 0.10 0.10

0.10 0.100.14

202,000 104,000 101,000

0.59 0.30 0.29

Contact Contact Dispersed
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4 Results and Discussions

Distribution of solid volume fraction and gas pressure at t = 0.8[ms] in the case of
DL1 are shown in Figure 1(a), Figure 1(b), respectively. The shock wave propagated
from left to right, the shock is at the position of 290[mm] from a leading edge of
the dust layer. The dust cloud is formed behind the shock, where the pressure is
disturbed.

(a) Volume fraction of solid particles

(b) Gas pressure

Light : Max = 2.33 [atm],     Dark : Min = 2.17 [atm] Shock

Light : Max = 0.001,     Dark : Min = 0  

x

z

Fig. 1 Shock wave propagating on the solid particle layer in the case of DL1.

The distributions of solid particles composing the dust cloud at t = 0.8[ms] is
shown in Figure 2. The horizontal axis is the distance from the shock, X , and the
vertical axis is the height from the surface of the dust layer, h. Comparing the height
of computational result with the experimental result, they are almost corresponding.
And, it can validate the computational results in this study.
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Fig. 2 Distribution of solid particles composing the dust cloud in the case of DL1, The ”com-
putation” means the height of each particle in the computational result of this study, the ”ex-
periments” means the maximum height of particles in the experimental results conducted by
Suzuki et al.[5].
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Outer shapes of the dust clouds in each cases of initial solid particle layer, DL1,
DL2, and DL3 are shown in Figure 3. And, one in the case of DL1 without Saffman
and Magnus forces are also shown in the same figure. It is shown in this figure
that the initial condition of the solid particle layer, contacted (DL1,DL2) or dis-
persed(DL3), is more dependent on the height of the dust cloud than the fluid lift
forces. This result means that dust cloud formation is mainly caused by particle-
particle direct interactons, that is contacts and collision between solid particles at
the initial stage of the dust cloud formation.
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Fig. 3 Outer shapes of dust clouds; effects of initial condition of the solid particle layer and
fluid lift force

Pressure distribution where the shock wave interacts with the solid particle layer
in the case of DL1 and DL2 are shown in Figure 4. It is shown that the shock wave
on the surface of the solid particle layer is curved by the interaction, and it raises the
pressure on the surface behind the shock. And, the interaction in the case of DL2,
higher void fraction, is stronger than that in the case of DL1, lower void fraction.

(a) DL1  (αp = 0.59) (b) DL2  (αp = 0.30)

Light : Max = 2.47 [atm]
 Dark : Min = 1.93 [atm] Shock Shock

x

z

Fig. 4 Gas pressure distributions in shock structures interacting with dust layer; effect of the
void fraction of the solid particle layer

Distributions of gas pressure and particle-contacting pressure on the bottom wall
of the solid particle layer are shown in Figure 5. The gas pressure in this figure is a
difference from that in front of the shock wave, and the particle-contacting pressure
is averaged over 1[mm]. Furthermore, both of pressure values are nondimensional-
ized by the difference between the pressure behind the shock and that in front of the
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Fig. 5 Gas and solid particles pressure distributions on wall in overpressure behind shock

shock. The curvature of the shock generates the downward flow behind the shock,
and then the downward flow pressed the solid particles to the bottom wall and raises
the gas pressure in the solid particle layer behind the shock.

5 Conclusion

In the present study, the initial process of forming the dust cloud was numerically
simulated to examine its dynamic mechanism. The simulated dust cloud was close
to experimental results. It was found by comparing several types of dust layers that
the upward velocity of lifted particles was more produced by particle-particle inter-
actions than by fluid lift forces such as the Saffman force and the Magnus force.
Moreover, it was confirmed that a relatively strong downward flow was induced just
behind the foot of the shock by its curved shape, which promotes the interactions
and causes an overpressure on the wall.
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Study of the Interaction between a Shock Wave
and a Cloud of Droplets

A. Chauvin, G. Jourdan, E. Daniel, L. Houas, and R. Tosello

1 Introduction

The pressure histories obtained when a shock wave propagates into an air-solid par-
ticle medium is well known: the overpressure jump decreases, as the shock wave
propagates into the mixture and is followed by a pressure build-up corresponding to
the velocity relaxation processes. In the present paper, an air-water droplet mixture
interacting with a shock wave has been studied and the comportment of the pres-
sure traces was found significantly changed in comparison to the interaction with a
air-solid particle mixture. This is attributed to the ability of the droplets to deform
and fragment into finer ones. This phenomenon, known as secondary atomisation,
widely reviewed by Gelfand[1] and by Guildenbecher[2], affects both the pressure
histories and the impulse induced by the shock wave. We have previously studied
the influence of the height of cloud of droplets on shock wave propagation [3]. In
the present work, we focus our attention on the influence of the droplet diameter
on the attenuation of shock wave propagating into the air-water mixture. Moreover,
predictions obtained by 1D numerical simulations are compared to the experimental
results. The necessity to introduce a secondary atomisation model to fit the experi-
mental behaviour is then underlined.

2 Experimental Set-Up

Experiments were carried out in the T80 shock tube of the IUSTI laboratory, ori-
ented in vertical position. It consists in a 750 mm driver section followed by a
3045 mm driven section which includes a 880 mm plexiglass windows allowing
the flow visualisation. A generator of mono-dispersed cloud of droplets was fitted
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at the top of the experimental chamber [4], and released downward the air-water
mixture characterized by a dispersion of σ = 25% on the mean diameter. The inter-
action between the cloud of droplets falling downward, and the shock wave prop-
agating upward, was visualized by a high speed direct shadowgraphy system. It
includes a Photron FastCam SA1 recording the pictures at an acquisition frequency
of 15,000 frames per second with a spatial resolution of 128×864 pixels. For each
run, pressure histories were recorded by two and eight PCB pressure transducers
(SM113A26 type), located in the driver and the driven sections, respectively. Thus,
a map of the pressure evolutions alongside the shock tube and the displacement of
the droplet cloud was obtained both qualitatively and quantitatively. The experimen-
tal apparatus scheme is presented in Fig. 1 with gauge localisations.

3 Experimental Results

Two drilled grid are used in the cloud generator in order to study the influence of the
droplet diameter on two shock wave Mach numbers of Mis = 1.3 and Mis = 1.5. The
cloud of droplets is characterized by the mean diameter of its droplets, φd , its height,
Hd and its volume fraction, αd , defined by αd = Vd

a2Hd
, where Vd is the volume of

discharged water . Note that the clouds, composed by droplets of 250 μm and 500
μm in diameter, have a volume fraction of 0.3% and 1%, respectively.

The mean height of the clouds is maintained approximatively constant for the
two cases (781 mm ±15%), due to the reaction time of the droplet generator. Fig. 1
presents the behaviour of a cloud of 768 mm in height, composed by droplets of
250 μm in diameter, interacting with a Mis = 1.5 shock wave Mach number. The six
lines drawn correspond to the six pressure measurement stations located in the test
section. Time in milliseconds indicated at the bottom of the pictures, corresponds to
the time elapsed since the shock wave passed at station S8. From the first picture,
showing the two-phase medium before the shock wave impacts it (t1), the height of
the air-water mixture, Hd , and the abscissa of the interaction, Xint , are determined.
Then, the shock wave propagating in ambient air impacts the water droplet cloud,
of higher density. Consequently, a part of the shock wave is transmitted into the
air-water mixture whereas an other part is reflected and propagates upstream. The
arrow in Fig. 1 indicates the position of the incident (t1) and transmitted shock wave
(t2 and t3). As the shock wave penetrates into the two-phase mixture, the droplets
are atomised into smaller ones. This phenomenon, known as secondary atomisa-
tion, is well observable at t2. The fragmentation regimes which occurs during this
study corresponds to the regime II described by Gelfand [1]. Pilch and Erdman [5]
estimated the fragmentation time τ f rag required to atomise a droplet into smaller
droplets of stable diameter φ f . In Fig. 1, a delay between the observation of the
shock wave and the secondary atomisation front is detected. It corresponds to the
distance required for a droplet to deform and atomise. From t2 to t6, the momentum
transfer from the shock wave to the cloud is observable by its displacement. It is
one of the attenuation process with the heat transfer and atomisation phenomenon.
Fig. 2 presents the pressure histories obtained at four stations (S8, S6, S5 and S2)
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Fig. 1 Sequence of shadowgraph pictures showing the interaction of a planar shock wave of
Mach number Mis=1.5 moving upwards with a cloud of droplets of 250 μm in diameter and
768 mm in height falling downwards (T80#711), where labels denote exposure timings in
milliseconds relative to the shock passage at station S8

during the interaction of a Mis = 1.3 shock wave and two water clouds composed
by droplets of 250 μm and 500 μm in diameter. They are compared with pressure
traces obtained in absence of two-phase mixture. At station S8, typical pressure his-
tories induced by a shock wave is observed until the arrival of the reflected one by
the air-water mixture. We can note that this reflection is smaller than the one coming
from a rigid wall and is weaker for the cloud containing the finer droplets (250 μm).
The interaction abscissa, Xint , of the two clouds composed by 250 μm and 500 μm
are respectively of 2873 mm and 2934 mm. Thus, just after the interaction location,
station S6, the pressure increases after the passage of the transmitted shock wave
for the two clouds. Finally, the pressure reaches an equilibrium value correspond-
ing to the one induced by the reflected shock wave. As the transmitted shock wave
propagates into the water cloud, from stations S5 to S2, the frozen pressure jump
decays, as observed during the interaction of shock wave with a solid-particle mix-
ture [6]. Nevertheless, in the presence of liquid droplets, this overpressure peak is
followed by a rarefaction zone which can be attributed to the capability of droplets
to deform and fragment. Therefore, the exchange surface area increases and leads to
the augmentation of the transfer between the two media, which will extract energy
from the shock wave. As the exchange surface area increases, the flow slows down
which causes this rarefaction zone. Afterwards, a pressure build-up occurs, due to
the velocity relaxation process. Thus, the droplets are transported to reach the flow
velocity which leads to an equilibrium pressure value. Finally, the cloud composed
by higher diameter droplets induces a softer pressure evolution than the other cloud,
constituted by the 250 μm droplets. It may be linked to the volume fraction three
time smaller for the cloud containing the droplets of 250 μm in diameter. The over-
pressure peak measured just behind the shock wave in presence of a droplet cloud
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Fig. 2 Comparison of pressure histories obtained with a shock wave of Mis = 1.3 Mach num-
ber, at the stations S8, S6, S5 and S2, during runs without droplet and with clouds of droplets
of 250 μm and 500 μm in diameter with a volume fraction of 0.3% and 1%, respectively

ΔPshock was non-dimensionnalized by the overpressure peak obtained just behind
the shock wave without cloud of droplets ΔPshock

0 to compare the attenuation ca-

pability of the different clouds. The ratio ΔPshock

ΔPshock
0

versus the position of the shock

wave since it encountered the air-water mixture, X −Xint , non dimentionnalized by
the height of the cloud, Hd , is represented in Fig. 3 at each station of measurement
X . Note that X−Xint

Hd
= 1 corresponds to the end of the droplet cloud. As we can see

from this representation, the overpressure mitigation (1− ΔPshock

ΔPshock
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) increases with the

shock wave Mach number and the droplet mean diameter.
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Fig. 3 Attenuation of the overpressure peak behind the transmitted shock front in presence
of clouds of droplets for the different cases studied, versus its distance of propagation in the
two-phase mixture non-dimensionalized by the height of the cloud. X is the sensor location
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Nevertheless, note that the volume fraction is divided by three for the smaller
diameter. Therefore, the cloud composed by the 250 μm droplets seems to be more
effective to mitigate the shock wave as regards to the volume fractions. Finally, in
our experimental conditions, the mitigation of the overpressure peak induced by a
shock wave passing through a water cloud can reach up to 80%.

4 Numerical Results

One dimensional unsteady calculations were performed in order to improve the
knowledge on the air-water mixture shock wave interaction. Thus, the droplets cloud
was approached by a classical two-phase-dilute flows[7], using a Eulerian/Eulerian
mathematical model. The drag force, the heat transfer between the air-water mixture
and the flow have been taken into account. The droplets are assumed as spherical
at uniform temperature. The gas is governed by the Euler equations and the droplet
phase by its specific set of partial differential equations [4]. The dispersed phase and
the gas phase are coupled by interaction terms. Moreover, a secondary atomisation
model of the droplets is introduced. Fig. 4 represents the experimental pressure his-
tory obtained at station S1 for clouds of 500 μm or 250 μm impacted by a Mis=1.5
shock wave compared with numerical results. As we can see, if the droplet fragmen-
tation is not taken into account, the computational pressure trace does not fit to the
experimental one. This result emphasis the predominant role of the secondary atom-
isation on the pressure history behaviour. Consequently, we added a source term of
droplet production to the equation on the number of droplets per unit volume, which
becomes:

∂nd

∂ t
+

∂ (ndud)

∂x
= ṅd with ṅd =

((
φd

φ f

)3

− 1

)
nd

τ f rag
(1)

where nd and ud are respectively the number and the velocity of the dispersed phase
and τ f rag is the time, defined in [5], required to reach the final fragmentation of the
droplets.

Nevertheless, Fig. 1 shows that the secondary atomisation front is delayed com-
pared to the shock front. Thus, to consider this time, τ , when the flow and the air-
water mixture are in unstable conditions, another partial equation is written to delay
the initiation of the fragmentation :

∂τ
∂ t

+ ud
∂τ
∂x

= τ̇ (2)

where τ measures the time in order to obtain the total time of breakup, taken from
Pilch and Erdman [5], including a delay due to unstable conditions.

Finally the computational results obtained when the secondary atomisation stages
of the droplets are considered, give a behaviour closer to the experimental results,
as shown in Fig. 4.
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Fig. 4 Experimental pressure histories recorded at the station S1, for two droplets mean di-
ameter (250 μm and 500 μm) impacted by a Mis = 1.5 shock wave and compared to the
computational pressure trace obtained with and without secondary atomisation model.

5 Conclusion

The present experimental investigation on the influence of the mean diameter of the
droplets on the attenuation of shock waves highlighted the major role of the ex-
change surface. Indeed, the momentum transfer and heat exchange which absorb
energy from the shock wave depends on the exchange surface area. The attenuation
of the shock wave increases with the Mach number and the droplet diameter stud-
ied. Nevertheless, due to our experimental device, the volume fraction was three
time higher for the cloud composed by the droplets of φd = 500 μm in diameter.
Future study focusing the influence of the volume fraction, maintaining a constant
mean diameter are envisaged. It will allow to have a better understanding on the
weight of the volume fraction on the shock wave attenuation. Moreover, numerical
simulations were carried out and a good agreement with our experimental results
is found, particularly, if the fragmentation of droplets is taken into account in the
model.

References

1. Gelfand, B.E.: Prog. Energy Comb. 22, 3 (1996)
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Motion of Non-spherical Particles Following
Shock Passage

D. Murray, A. Connolly, and R. Hillier

1 Introduction

A hypersonic vehicle travelling through weather may encounter a wide range of
particle environments. The impact of these particles on the vehicle surface may pose
a significant erosion hazard to the vehicle’s thermal protection system. However,
interaction with the flowfield will alter the particle motion, mitigating the erosive
impact.

In high altitude weather, a large proportion of ice particles take the form of plate
or rod-like hexagonal prisms. Therefore, CFD prediction of ice particle motion re-
quires an accurate description of the effective drag (taking account of the effect of
particle rotation) of such geometries. A previous study [1, 2] suggested a correla-
tion based on an averaging process using data from engineering or CFD drag pre-
dictions. This study assumed that all random orientations of the particles in a cloud
are equally probable. However, this assumption is expected to breakdown following
interaction with a shock, imposing a preferred direction on the cloud and increasing
the effective particle drag coefficient. To test this assumption a series of shock tube
experiments were undertaken to measure the motion and changes in orientation of
representative particle geometries.

This study is a continuation of shock tube experiments described in [1] which
measured the motion of spherical ballotini (glass) particles. This new study bene-
fits from the availability of a high-speed digital camera; addressing issues of frame
alignment previously encountered and eliminating a major source of error.
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1.1 Ice Habits

According to the classification of Magano and Lee [3] ice particle habits (classes)
are grouped by their shape and formation process. Within this classification, there
exists a large proportion of habits that may be described as plate or rod-like hexag-
onal prisms, or as combinations of such shapes. Such habits are typical of high
altitude weather clouds (up to approximately 13km) where the major mechanism
governing the accumulation of ice is deposition. Ice particles that develop purely
via deposition will have a regular crystalline shape and typically range from 10 to
1000 μm along their greatest dimension. At lower altitudes the governing mecha-
nism is riming; where a droplet collides with, and leaves water to freeze on, an ice
particles surface. In addition, particles may undergo aggregation following colli-
sion. Both of these processes may lead to the formation of voids, lowering the bulk
density. Where the original shape of an ice particle is still evident, the ice particle is
simply described as a lightly or densely rimed snow crystal.

1.2 Drag Correlation

The basis of the correlation described in [1, 2] lies in using engineering methods
(such as surface inclination approaches) or CFD prediction to determine the varia-
tion of particle drag as a function of incidence. Such drag data is then integrated to
arrive at a mean–or effective–drag, averaging over all possible particle orientations
and thus accounting for the orientation of each particle in a cloud.

Effective drag values are then normalised by those of a sphere with a diameter
equal to the greatest particle dimension, thus the correlation takes the form

CD (S) = f (S)CD(sphere) (1)

where the shape parameter, S, is given by S = L/D and drag coefficient CD(sphere)
is based on the longest dimension: for an oblate or plate-like particle CD(sphere)
is based on diameter D, for a prolate or rod-like particle CD(sphere) is based on
length L. Using this approach, drag correlations have been derived for families of
hexagonal prisms and oblate/prolate spheroids with varying S.

2 Experiment

A series of shock tube experiments was undertaken to record the motion of ice
particle simulants representative of the shapes found in weather.

The shock tubes internal dimensions are described by a total length of 9225mm,
a width of 100mm and a height of 200mm. The interior of the shock tube was
rectilinear, and continuous along its whole length, save for an access port in the roof
of the working section. The shock tube was open ended so the driven gas conditions
matched the lab ambient.
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Nitrogen was used as the driver gas. The ratio of driver pressure to driven pressure
was approximately 16.7 resulting in a measured shock velocity of 396± 3ms−1,
implying a pressure ratio across the shock of 3.48.

Particles were captured in silhouette (Figure 1); the light source consisted of
an array of PAR (Parabolic Aluminised Reflector) lanterns placed directly behind
the test section. The resulting uneven background illumination was corrected by
constructing a median image, devoid of particles, from each image sequence. This
median image was then subtracted from each frame in the sequence.

Images were captured using a digital Phantom v7.3 high speed camera. The cam-
era was operated at a resolution of 640×240 pixels and a frame rate of 19047.6s−1

with an exposure time of 1.0 μs.
Image sequences were initially processed using software provided with the cam-

era before conversion to an AVI format for further processing using a bespoke code.
The particle translation and orientation was extracted using an approach in which
particle objects were identified using a procedure which allocates pixels to labelled
sets of contiguously connected regions [4]. Ellipses are then fitted to the perimeter
pixels of such regions.

Fig. 1 Frame 1 shows cloud configuration prior to shock passage. Frames 2 and 3 show the
configuration during shock passage (from left to right). Subsequent frames show the align-
ment of the particles with the shock plane (seen edge–on in the images) immediately follow-
ing shock passage. This is most clearly seen in frame 6.

Particle incidence (in degrees) was calculated by

incidence =
180
π

cos−1
(

sin(θ )
√

1− xminor

xma jor

)
(2)

where θ is the angle between an ellipse’s major axis and the horizontal and x refers
to the length of the minor and major axes, as depicted in Figure 2.
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Fig. 2 Extraction of parameters used to describe particle object orientation and to calculate
angle of incidence with respect to the shock plane.

2.1 Test Materials

Two products were selected to represent ice particles. Hexagonal plate-like ice par-
ticles were simulated by a polyethylene (ρ ≈ 930± 5kgm−3 [5]) glitter, 1.01mm
across and 0.2mm thick. Rod-like ice particles were simulated by two grades of
modeller’s flock, 0.7 and 2.0mm long and 0.1mm thick rayon fibres (ρ ≈ 1510±
30kgm−3). These materials offered approximately the same density and shape as
natural ice particles in weather whilst also meeting the requirements to be of uni-
form dimension and to be inert and safe to use in the shock tube facility.

2.2 Results

The processed high-speed footage clearly showed the acceleration and rotation of
particles following shock passage. Plate-like particles were observed to initially
align parallel to the passing shock. This change in orientation was observed to occur
at approximately the same rate, occurring over approximately 300 μs (depicted in
Figure 3). Rod-like particles did not exhibit this behaviour.

Rates of rotation were measured for different particle shapes and were found to
range from zero to 2200 revs. per second for plate-like particles (where the variation
was due to the pre-shock particle orientation; particles initially in approximate align-
ment were observed to merely vacillate about zero incidence) and up to 4700 revs.
per second for rod-like forms. Figure 4 depicts measurements of particle translation
for the plate-like particles. It is evident that those particles that were in alignment
with the shock plane prior to passage have the greatest effective drag coefficient.
In addition to the measurements, predictions of particle translation were made us-
ing the orientation averaged drag correlations included in the Spiderman CFD code
[1]. Predictions were made using a second-order predictor-corrector integrator with
the post shock flow conditions; the change in the conditions about the particle was
assumed to be instantaneous. Particle drag was predicted using the correlation of
Henderson [6], corrected to account for the particle shape using Equation 1. The
result of the prediction for plate-like particles is included in Figure 4; it can be seen
that the effective drag is approximately equal to prediction for those particles that
were initially normal to the shock plane.
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3 Conclusions

A series of shock tube experiments have been conducted to capture the motion of
non-spherical particles representative of the shapes found in high altitude weather.

For plate-like particles, it is evident that the effective drag coefficient is a function
of initial orientation. This is inconsistent with the assumption of an orientation-
averaged drag coefficient. Hence it has been shown that the initial interaction with
a shock does have a significant effect on any subsequent translation and should be
accounted for in flow predictions.

3.1 Recommendations

In order to model the motion of an arbitrary shaped particle in a flowfield, with-
out resorting to empirical approaches, one can directly solve the Navier-Stokes
equations for the flowfield, with the discretized boundary lying on the surface of
the particle. The force acting on the particle due to the flow is simply the inte-
gral of the pressure over the particle boundary. Approaches to this type of Fully
Resolved Simulation (FRS) include the Immersed Boundary Method, the Lattice
Boltzmann Method and the Lagrange multiplier/fictitious domain method. How-
ever, these methods are algorithmically complicated to solve in three dimensions
due to their grid-based nature. In addition, most of the literature on these methods
is focussed on incompressible flows.
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Shocked Fluid/Fluid and Fluid/Solid
Interactions Using a Conservative
Level-Set Method

B. Obadia, P.T. Barton, and D. Drikakis

1 Introduction

Multimaterial problems have always been a challenging topic for research, due
to both their complexity, and the range of applications concerned. Several ways
of modelling have been developed for such problems during the last decades.
From shock impacts between compressible fluids to fluid-structure interaction, with
elasto-plastic deformations, several problems may arise. The relevant methods have
to take into account the different behaviours that the materials can exhibit, whilst
conserving a sharp and accurate interface. In this paper, a new 3D conservative
method for interface tracking based on level-set functions is adressed. Each material
is treated independently except at the interface where appropriate boundary condi-
tions need to be specified.Solving the Riemann problem at the interface depends on
the different set of equations for each component. A new Riemann solver dedicated
on solid/fluid interactions has also been derived. Fluid behaviours are governed by
the Euler equations, while a recently developed non-linear elasto-plastic model will
be used for solids. The sharp interface method is based upon a strict finite volume
evaluation of the governing constitutive laws on fixed Cartesian meshes.

2 Interface Tracking Method

The interface tracking method relies on the use of level-set functions to determine
the location of material boundaries in space and time; a pre-described isocontour
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D. Drikakis
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(usually zero) is chosen to mark the material boundary location. Taking the level-
set functions to be signed distances to the interface respective surface enables clear
distinction of the material domains. The interface is allowed to evolve through so-
lution of an advection equation for each field with a velocity V prescribed by the
interfacial Riemann solver:

φt +V.∇φ = 0 (1)

To ensure the level-set fields satisfy the Eikonal condition |∇φ | = 1 the following
reinitialisation equation is solved periodically to steady state:

φτ + sgn(φ).(|∇φ |− 1) = 0 (2)

where τ is an artificial time, and sgn(φ ) denotes the signum function. To avoid spu-
rious movement of the zero contour, as can occur through solution of Eq. (2) with
conventional upwind methods, the modified form of Hartmann et al [5] is used,
which consists in adding a forcing term conserving the zero contour at every itera-
tion.

The level-set functions are used to provide the information required to construct
cut cell geometries in order to apply a finite volume discretisation of the governing
equations for each material. This includes the cell-wall apertures (it is therefore cru-
cial that the level-set function represents the actual signed distance to the interface),
interface plane and volume fraction. For cell-walls single material Riemann solvers
are employed to compute the numerical flux functions. For the interface plane in the
case of cut (mixed) cells a multi-material Riemann solver is solved between the two
potentially dissimilar materials. The volume of each material in a 3D rectangular
cell can be assumed to be an arbitrary polyhedron, and the value computed through
application of the divergence theorem once the apertures have been determine (see
[3]).

It is likely in the course of computation that the volume fraction of a cut cell be-
comes small such that the time-step is driven to values orders of magnitude smaller
than what would otherwise be required to satisfy the CFL condition for regular cells.
To overcome this problem, a call merging method is used where cells with a volume
fraction less than a predetermined criteria are merged with a neighbouring target
cell with volume fraction greater than the criteria. In one-dimension the concept is
trivial (Figure 1):

The extension in 3D is done similarly by consideration of the local normal in the
small cells to find a neighbouring target cell that ensures the resultant combined cell
satisfies the CFL condition computed using regular cell length scales. Following [7]
each cell is then updated irrespective of size and the state in target cells adjusted
according to the following correction to ensure the final state is equal to that which
would have been obtained had the unified cell been discretised explicitly:

(αU)n+1
trg = ((αU)n+1

trg )∗+
αn+1

trg .
Nsc
∑ ((αU)n+1

sc )∗ − ((αU)n+1
trg )∗.

Nsc
∑ αsc

(αtrg +
Nsc
∑ αsc)n+1

(3)
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Fig. 1 Mixing procedure in 1D

where Nsc is the number of small cells neighboring the target cell, and the aster-
isk denotes the state of the variables computed individually a time n+1 before the
mixing procedure. These newly computed values are then extrapolated into the as-
sociated small cells.

3 Constitutive Models

The fluids are modeled using the perfect compressible model (Euler equation), writ-
ten under conservative form:

∂
∂ t

⎛⎝ ρ
ρu
E

⎞⎠+
∂

∂xη

⎛⎝ ρuη
ρuuη + peη
(E + p)uη

⎞⎠= 0 (4)

where ρ , u, p, E are the density, velocity, pressure and total energy, respectively.
For solid materials, the hyperbolic model from [3] (see also [1]) is used, which

has the novel property of being expressible in conservative form:

∂
∂ t

⎛⎜⎜⎜⎜⎝
ρu

ρFT e1

ρFT e2

ρFT e3

E

⎞⎟⎟⎟⎟⎠+
∂

∂xη

⎛⎜⎜⎜⎜⎝
uηρu−σeη

uηρFT e1 − u1ρFeη
uηρFT e2 − u2ρFeη
uηρFT e3 − u3ρFeη

uηE − eT
η(σu)

⎞⎟⎟⎟⎟⎠=−SC −SP (5)

with:

• The elastic deformation gradient Fαβ = ∂xα
∂x0β

(where xα and x0β denote the fixed

spatial coordinates and material coordinates of unstressed reference state respec-
tively)

• σ the Cauchy stress tensor, E = (i+ |u|2/2) the total energy, with i the internal
energy and eη the Cartesian unit vectors.

• SC is the vector containing terms associated with compatibility.
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• SP is the vector associated with limiting elastic deformations in the event of the
onset of inelastic flow.

To solve the Riemann problem mentioned earlier in section 2 at the interface,
a specific solver has been derived, relying on the use of propagating characteris-
tics in the materials and the known Riemann invariants. Besides, two interfacial
conditions expressing a possibly sliding interface are specified to close the system:
σ11 = −P, V Solid

n = V Fluid
n , σ11 being the normal stress in the solid at the interface,

and P the pressure of the fluid. The derivation is a bit tedious and won’t be described
in detail here. It is just reminded that it provides accurate interfacial conditions used
to apply our conservative interface tracking method.

4 Numerical Results

4.1 Shocked Fluid/Fluid Interaction

The numerical simulation involving strong fluid/fluid interaction is the impact of a
Helium bubble surrounded by air by a shockwave of strength Mach=1.22. Exper-
iments and previous numerical simulations have been carried out on that testcase
[6]. Both air and Helium are treated with a Gamma-law gas EOS, with γ=1.4 and
γ=1.66 respectively. The computational domain is a rectangle of dimensions (in me-
ters) [0.4; 0.045; 0.045], the bubble is originally centered at [0.22; 0; 0] and has a
radius of 0.025 m. The grid used is uniform and is 440x50x50, and the CFL is set
to 0.6. The reconstruction scheme used is WENO-3rd, coupled with a 3rd-order
Runge-Kutta time integration. The results in Figure 2a show good agreements with
both previous 2D numerical and experimental simulations [6]. Figure 2b shows the

Fig. 2 Helium bubble impacted by an air shock (a) Pressure contours and deformation, (b)
Conservation of mass and energy.
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quasi-perfect conservation of mass and total energy during the simulation (with-
drawing at every time step the mass and energy brought at the inlet), which is below
0.001%.

4.2 Shocked Fluid/Solid Interaction

The numerical simulation selected is a confined can explosion, used by [2]. A reac-
tive gas (PBX-9404) fills a copper can at unstressed state. A layer of fluid is assumed
fully reacted and at high pressure (corresponding to the initiation of a detonation;
for more information of the burn model, refer to [2]) whilst the remaining fluid is at
rest, and totally unreacted. The reaction propagates throughout the fluid, inducing
strong load and deformations into the can. At the end of the simulation, the volume
of the can has significantly increased, in agreement with [2]. The total length of the
can is 24.6 cm, with an outside radius of 14 cm and a thickness of 2 cm. Besides, the
corners of the can are given a chamfer of 0.6 cm. The grid is uniform, with Δx=0.2,
and the CFL is set to 0.6. The reconstruction scheme used is WENO-3rd, coupled
with a 3rd-order Runge-Kutta time integration. Figure 3a shows the deformation of
the can along with pressure and stress contours at different stages, while Figure 3b
shows the conservation of mass and energy during the simulation. Here again they
are very small, not exceeding 0.002%.

Fig. 3 Confined explosion in a can: (a) Pressure contours and deformation, (b) Conservation
of mass and energy.
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5 Conclusion

A 3D conservative method has been developed for multiple interaction problem.
It has been successfully applied to both fluid/fluid and solid/fluid interactions. The
interface remains sharp even in the case of large deformations caused by impacts
and strong shocks, while ensuring a nearly perfect conservation of the conservative
variables.

References

1. Barton, P.T., Drikakis, D., Romenskii, E.I.: An Eulerian finite-volume scheme for large
elastoplastic deformations in solids. Int. J. Num. Meth. Eng. 81

2. Colella, P., Miller, G.H.: A conservative Three-Dimensional Eulerian Method for Coupled
Solid-Fluid Shock Capturing. JCP 183 (2002)

3. Godunov, R.S.K., Romenskii, E.I.: Elements of Continuum Mechanics and Conservation
Laws. Kluwer Academic/Plenum Publishers (2003)

4. Goldman, R.N.: Area of planar polygons and volume of polyhedra. In: Arvo, J. (ed.)
Graphics Gems II: No. 2. Morgan Kaufmann (1994)

5. Hartmann, D., Meinke, M., Schroeder, W.: The constrained reinitialization equation for
level set methods. J. Comp. Phys. 229, 1514 (2010)

6. Marquina, A., Mulet, P.: A flux-split algorithm applied to conservative models for multi-
component compressible flows. J. Comp. Phys. 185 (2003)

7. Hu, X.Y., Khoo, B.C., Adams, N.A., Huang, F.L.: A conservative interface method for
compressible flows. J. Comp. Phys. 219



Anti-diffusion Interface Sharpening Technique
for Two-Phase Compressible Flow Simulations

K.K. So, X.Y. Hu, and N.A. Adams

1 Introduction

Shock waves in two-phase compressible flows are a fundamental topic in science
and engineering. To better understand instability phenomena that are important
for the evolution of such flows, basic configurations such as shock-bubble interac-
tions in two-phase compressible flows are considered to investigate the Richtmyer-
Meshkov instability and Rayleigh-Taylor instability. Flows of this type are present
in many engineering applications including supersonic mixing and combustion sys-
tems and extra-corporeal shock-wave lithotripsy.

Numerical models of two-phase compressible flows play a significant role in the
study of the topic as they provide the access to flow regimes and quantities which
cannot be studied and obtained analytically and experimentally. The main numerical
methods for two-phase compressible flow simulations are the level-set methods [1],
the volume-of-fluid (VOF) methods [2], and front-tracking methods [12].

The VOF volume-capturing method possesses the advantage of exact conserva-
tion properties, but suffers from numerical diffusion which causes two-fluid inter-
faces to smear. Specific numerical schemes to suppress or counter-act the numerical
diffusion, and to maintain the interface sharpness in the course of simulations are
thus desirable for VOF methods. Previous works include the interface compression
technique by [9], and the anti-diffusive numerical scheme based on a limited down-
wind strategy [5].

In this paper, we propose an interface sharpening technique for two-phase com-
pressible flow simulations. The idea is to solve an anti-diffusion equation for
counter-acting the numerical diffusion. The technique has been developed and ver-
ified for two-phase incompressible flow simulations [10]. It is the objective of this
paper to present the key concepts and numerical results of the application of the
technique to two-phase compressible flow simulations.

K.K. So · X.Y. Hu · N.A. Adams
Institute of Aerodynamics and Fluid Mechanics, Technische Universität München,
85748 Garching, Germany
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2 Governing Equations

We consider the Euler equations assuming a single velocity and pressure equi-
librium. The two phases are represented by the volume fractions, where the for-
mulation of the volume-fraction equations of [2] is adopted. The volume-fraction
equation formulation has been extensively studied by [6] for simulations with ideal-
gas equation of state (EOS) and Mie-Grüneisen EOS, and serves as the governing
equations for a computational study for shock-bubble interactions by [7]. With two
mass conservation equations, one momentum conservation equation and one energy
conservation equation a six-equation model is obtained as follows:

∂α
∂ t

+∇ ·αu = α
KS

Kα
S

∇ ·u , (1)

∂β
∂ t

+∇ ·β u = β
KS

Kβ
S

∇ ·u , (2)

∂αρα

∂ t
+∇ ·αραu = 0 , (3)

∂β ρβ

∂ t
+∇ ·β ρβ u = 0 . (4)

∂ρu
∂ t

+∇ ·ρuu+∇p= 0 , (5)

∂E
∂ t

+∇ · (E + p)u = 0 , (6)

where α and β are the volume fractions of the two phases respectively and α +β =

1, t is the time, u is the velocity, KS is the mixture bulk modulus, Kα
S and Kβ

S are the
phase bulk modului, ρα and ρβ are the phase densities, p is the pressure and E is
the total energy.

3 Numerical Methods

3.1 Riemann Solver

The HLL Riemann solver [13] is adopted for calculating the numerical flux at cell
face, FHLL,

FHLL =

⎧⎪⎨⎪⎩
FL if 0 ≤ SL,
SRFL−SLFR+SLSR(UR−UL)

SR−SL
if SL ≤ 0 ≤ SR,

FR if 0 ≥ SR,

, (7)
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where U is the cell-averaged conserved variable, F is the cell-average flux, S is the
bound of the fastest signal velocity, and the subscripts L and R denote the two sides
of the cell face.

3.2 Anti-diffusion Interface Sharpening

The idea of sharpening the two-fluid interface is to provide a correction algorithm
which can be applied as post-processing to the volume-fraction field after each time
step. For such, an anti-diffusion equation, i.e. a diffusion equation with a positive
diffusion coefficient, is solved to counter-act the numerical diffusion

∂α
∂τ

=−∇ · (D∇α) , (8)

where D > 0 is an anti-diffusion coefficient and τ is a pseudo time.
A specified discretization scheme is employed to ensure the numerical stability

and volume-fraction boundedness in solving the anti-diffusion equation. The so-
lution procedure is described in [10]. First, the limited cell-averaged value of the
gradient of α , ∇α , is obtained by the regularization based on a minmod limiter.
Then, the anti-diffusion flux for α , Fα

AD, at the cell face between cell P and cell N is
obtained by:

Fα
AD =

{
−|D|(∇α)P ·S if |(∇α)P| ≤ |(∇α)N |
−|D|(∇α)N ·S if |(∇α)N |< |(∇α)P|

, (9)

where |(∇α)P| and |(∇α)N | are the respective limited cell-averaged value of the
gradient in cell P and cell N, S is the cell surface area vector.

The right-hand-side of eq. (8) is calculated by

∇ · (−|D|(∇α)) =
∑c f

(
Fα

AD

)
V

, (10)

where ∑c f denotes the summation over all cell faces, V is the cell volume.
The volume fraction is advanced in pseudo time by an explicit Euler scheme:

αAD = α +∇ · (−|D|(∇α))Δτ , (11)

with the time step limit on pseudo time, Δτ

Δτ =
1
4
(Δxmin)

2

|D| . (12)

αAD is the sharpened volume fraction, Δxmin is the minimum cell width.
As the anti-diffusion equation is meant to counter-act the numerical diffusion re-

sulted from the volume-fraction transport, the choice of D is based on the numerical
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diffusion of the numerical scheme. Hence based on the formulation of the HLL
Riemann solver D is chosen to be

D =
SLSR (αR −αL)

SR − SL
. (13)

The anti-diffusion equation can be solved repeatedly to attain an even sharper
profile. A case- and grid- independent stopping criteria as detailed in [10] is em-
ployed to terminate the sharpening iterations.

After each time α is sharpened, all other flow variables in the governing equa-
tions are updated according to αAD to ensure the consistency. Typically, only 1-2
sharpening iterations are sufficient in each time step.

4 Numerical Results

For all cases in the section the reconstruction of UL and UR is calculated by the
van Leer MUSCL scheme. A third-order TVD Runge-Kutta method is employed
for time integration. The time step for the governing equations is determined by the
CFL requirement with a CFL number of 0.2.

4.1 Shock Tube Problem

The one-dimensional air-helium shock tube case of [4] is considered. The domain
is defined as [0,1] and discretized by 200 cells. The initial condition is

(ρ ,u, p,γ) =

{
(1,0,1,1.4) if 0 ≤ x < 0.5

(0.125,0,0.1,1.667) else
, (14)

The results with and without the application of the anti-diffusion interface sharp-
ening technique at t = 0.15 are shown in Fig. 1. By comparing the two results, one
can see that the phase interface is better resolved, as can be seen from the reduced
number of transition points in α , with the application of the anti-diffusion interface
sharpening technique. The improved interface resolution also transfers to the other
variables.

4.2 Shock-Bubble Interaction

The experimental case of a R22 cylinder in air hit by a shock wave at Mach number
of 1.22 of [3] is considered. Corresponding to the reference literature, the simu-
lation is treated as two-dimensional and the case set-up of [11] and the fluid pa-
rameters of [8] are adopted here. The domain is discretized by a Cartesian grid of
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Fig. 1 Variables at t = 0.15 of the air-helium shock tube. ’�’ denotes α , ’×’ denotes ρ ,
’+’ denotes |u|, ’�’ denotes p. Solid lines are the analytical solutions. Left: no interface
sharpening; right: with interface sharpening.

Δx/D = Δy/D = 0.005, which is equivalent to a grid of a resolution of 200 cells
across the bubble diameter.

The numerical Schlieren images, |∇ρ |, at t = 187μs, 417μs after the shock im-
pact are shown in Fig. 2. With the application of the interface sharpening technique
the two-phase interface is better resolved while the large-scale structures remain
consistent with the reference solution where no sharpening was applied, and with the
reference literature [8]. More small-scale structures are recovered by the sharpening
technique. The interface evolution of the high-resolution simulations computed on a
grid of an effective resolution of ∼800 cells across the bubble diameter by an adap-
tive mesh refinement algorithm [8] are recovered by the simulations with interface
sharpening on a mesh with about 16 times fewer grid points at the interface.

Fig. 2 Numerical Schlieren images, |∇ρ|, of the air-R22 shock-bubble interaction. From
left to right: t = 187μs (no interface sharpening), t = 187μs (with interface sharpening),
t = 417μs (no interface sharpening), t = 417μs (with interface sharpening).
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5 Conclusion

In this paper an interface sharpening technique based on anti-diffusion is presented
for two-phase compressible flow simulations. The technique possesses the advan-
tage of being modular and applicable to any underlying VOF discretization schemes.
The anti-diffusion flux to counter-act numerical diffusion is based on the anti-
diffusion coefficient which is derived from the numerical scheme for the governing
equations. The flow variables are updated consistently according to the sharpened
volume fraction. Good agreement with experimental observation and simulation re-
sults from reference literature shows that more small-scale structures can be recov-
ered by the interface sharpening technique.
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Numerical Simulation of a Transonic
Gas-Droplet Two-Phase Flow over an Airfoil
with a Droplet Breakup Model

Geum-Su Yeom and Keun-Shik Chang

1 Introduction

Gas-particle two-phase flows are abundant in the practical engineering problems.
A branch of application is involved with the solid particles such as dust cyclone,
flight in the hail storm, detonation of the dusty gases in the coal mine and grain
storage tank, etc. Another branch of applications happen in the gas-liquid droplet
two-phase flows but it is somewhat strange that they have not been much solved in
the literature. Examples of this flow are the aviation of a flight vehicle through the
cloud, fuel spray combustion and pulse detonation engine. Numerical simulation of
the gas flow with the liquid droplets is more difficult than the gas flow with the solid
particles. The reason is simple: the liquid droplets are a deformable medium with
surface tension, breakup, coalescence, evaporation and condensation. In the present
paper, we numerically simulate the transonic flow of air-water droplet mixture over
a NACA0012 airfoil: see Fig. 1.

We formulate a two-dimensional compressible two-fluid model. Both the gas
and the liquid phases are treated as compressible fluids governed by the stiffened-
gas equation of state. We employ the two-fluid model [1] and take account of the
droplet breakup by adding the droplet number density equation into the earlier two-
fluid model. The viscous drag force, heat transfer and mass transfer between phases
are considered. The system of equations is split into two operators by means of the
fractional-step method: the hyperbolic operator and the source operator. The for-
mer is solved by the second-order accurate WAF-HLL scheme [1] and the source
operator by the four-stage Runge-Kutta scheme.

Geum-Su Yeom · Keun-Shik Chang
Department of Mechanical, Aerospace and Systems Engineering,
Korea Advanced Institute of Science and Technology,
Daejeon, 305-701, South Korea
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Fig. 1 Gas-droplet flow over a NACA0012 airfoil.

2 Governing Equations

The assumptions made in the present paper are as follows:

• The gas and the droplets are both compressible fluids.
• The gas is perfect.
• The liquid droplet phase conforms to the stiffened-gas equation of state.
• There is no droplet-droplet interaction like collision and coalescence.
• All the droplets are assumed spheres.
• The gravity effect is negligible.

Based on these assumptions, we employ the compressible two-fluid model in the two
dimensions [1]. In order to model the droplet fragmentation, we add the following
droplet number density equation into the two-fluid model.

∂Nd

∂ t
+

∂udNd

∂x
+

∂vdNd

∂y
= Nd

(d/d∞)
3 − 1

Δτbr
(1)

where d∞ is the final diameter of droplets after breakup and Δτbr is the breakup
time. In the present model, the droplet fragments only when the Weber number of
the droplet is greater than the critical Weber number. The critical Weber number is
estimated by the empirical correlation by Brodkey [5],

We∗d =

⎧⎨⎩36

(
24

Red
+ 20.1807

Re0.615
d

− 16

Re
2/3
d

)
(1+ 1.077Oh1.64

d ) f or 200 < Red < 2000,

5.28(1+ 1.077Oh1.64
d ) f or Red ≥ 2000,

(2)
where Ohd is the Ohnesorge number.



Gas-Droplet Two-Phase Flow over an Airfoil 65

The droplet breakup time is estimated by the correlation of Pilch and Erdman [6]:

Δτbr

τ∗
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

6(Wed −We∗d)
−0.25 f or We∗d ≤Wed ≤ 18,

2.45(Wed −We∗d)
0.25 f or 18 ≤Wed ≤ 45,

14.1(Wed −We∗d)
−0.25 f or 45 ≤Wed ≤ 351,

0.766(Wed −We∗d)
0.25 f or 351 ≤Wed ≤ 2670,

5.5 f or 2670 ≤Wed ,

(3)

where τ∗ = d
ΔVdg

√
ρd
ρg

.

3 Numerical Methods

The two-fluid governing equation system is solved by using the fractional-step
method:

LH :
∂U
∂ t

+
∂F
∂x

+
∂G
∂y

+H
∂αg

∂x
+ I

∂αg

∂y
= 0, (4)

LS :
∂U
∂ t

= S. (5)

The hyperbolic operator, LH , is discretized using the finite volume method with
the numerical flux and the numerical volume fraction at the cell interface [1]. The
source operator, LS, is solved by the conventional fourth-order Runge-Kutta method.

4 Results and Discussion

To validate the present code, gas-only flow is calculated by the two-phase flow code.
We calculate NACA0012 airfoil with an angle of attack of 1 degree, for Mach num-
ber 0.85 at atmospheric pressure. In the present formulation, the two-phase flow is
reduced to the gas-only flow by letting the gas volume fraction take practically a unit,
i.e., (α − 1) = 10−8. It is necessary to do so because the two-fluid model becomes
singular when the void fraction is exactly 1 or 0. We take O-type structured grid (45
x 125) for the airfoil calculation. Fig. 2 compares the present result by the two-phase
code with the output of the gas-only Euler code. The agreement is excellent.

Now we investigate the effect of the droplet volume fraction when the droplet
diameter is fixed with d = 100μm. The contours of the gas pressure and the gas
phasic Mach number are plotted in Fig. 3 for three droplet volume fractions: 0.01%,
0.1%, and 1%. We observe that the shock waves are relaxed and the flow is finally
degraded to subsonic speed as the droplet volume fraction increases. Fig. 4 shows
the lift and the drag coefficients dependent on the droplet volume fraction. In this
figure, the lift coefficient rapidly decreases with the volume fraction to a minimum at
αd = 0.1% and slightly re-increases for αd > 0.1%. The drag coefficient, however,
monotonically increases with the droplet volume fraction.
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Fig. 2 Transonic gas flow over a NACA0012 airfoil: Left plot is from the Euler code and
right is from the present two-phase code (with d = 1μm and αd = 10−8).

Fig. 3 Contours of gas pressure and gas phasic Mach number for three droplet volume frac-
tions: 0.01%, 0.1% and 1%. The droplet diameter is kept at a constant value, d = 100μm.

Finally, we investigate the effect of the droplet diameter as the droplet volume
fraction is fixed with 0.1%. Fig. 5 shows the contours of gas pressure and gas phasic
Mach number for three different droplet diameters: 1μm, 10μm and 100μm. The
shock waves are significantly relaxed and the flow becomes subsonic as the droplet
size is reduced. Fig. 6 shows the lift and the drag coefficients dependent on the
droplet diameter. In this figure, both the lift and the drag coefficients decrease with
the droplet size.
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Fig. 4 Lift and drag coefficients vs. droplet volume fraction, for a constant droplet diameter
d = 100μm.

Fig. 5 Contours of gas pressure and gas phasic Mach number for three droplet diameters:
1μm, 10μm and 100μm. The droplet volume fraction is kept constant at 0.1%.

5 Conclusions

In this paper, we have formulated the two-fluid two-phase model with a droplet frag-
mentation to simulate aerodynamics of a transonic airfoil in the gas-droplet mixture
flow. The present WAF-HLL scheme is very robust and efficient for two-phase flow
problems we tested. As the droplet volume fraction and the droplet size increase,
the shock waves are much relaxed and the flow becomes subsonic. The flow field,
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Fig. 6 Lift and drag coefficients vs. droplet diameter. The droplet volume fraction is kept
constant at 0.1%.

the lift, and the drag forces are strongly affected by both the droplet volume fraction
and the droplet size.
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Numerical Investigation of Cavitation Bubble
Dynamics Near Walls

E. Lauer, X.Y. Hu, S. Hickel, and N.A. Adams

1 Introduction

The collapse of cavitation bubbles near walls is one of the major reasons for fail-
ure of technical devices involving the processing of liquids at large pressure dif-
ferences. High-speed photography gives a first insight into the bubble dynamics
during the collapse [4],[5] and shows two fundamental phenomena during the non-
spherical cavitation bubble collapse process: first the development of high-speed jets
and second the release of shock-waves upon final bubble collapse. Both, the impact
of shock waves and of high-speed jets on a surface can lead to material erosion. A
more detailed experimental investigation including a precise determination of peak
pressures at the wall and its association with the initial bubble configuration and
evolution is beyond current experimental capabilities.

This information can be only obtained from numerical simulations, but the de-
mands on the numerical methods are high. The major challenge for numerical in-
vestigations is to accurately reproduce the dynamics of the interface between water
and vapor during the entire collapse process including the high-speed dynamics of
the late stages, where compressibility of both phases plays a decisive role.

In this paper, we use a model based on the conservative interface-interaction
method of Hu et al. [2]. The material interface is accurately resolved by a level-
set approach on Cartesian meshes and the interface evolution is computed from a
generalized Riemann problem. The effect of condensation and evaporation is taken
into account by a non-equilibrium phase-change model.

The objective of this work is to contribute to the clarification of wall-attached
cavitation-bubble collapse. Three different configurations of spherical cavitation
bubbles are investigated: a detached bubble, a bubble cut by the wall in its lower
hemisphere, and one cut by the wall in its upper hemisphere. Depending on the ini-
tial wall position, we find a different collapse behavior. We observe wall-normal, as
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Institute of Aerodynamics and Fluid Mechanics, Technische Universität München,
Boltzmannstr. 15, 85748 Garching bei München, Germany



70 E. Lauer et al.

well as wall-parallel jets. In a second step, we focus on the significance of initial
bubble asymmetries on the collapse dynamics by considering an initially ellipsoidal
vapor bubble attached to a wall. This scenario leads to a significantly different evo-
lution of the topology during the collapse.

2 Numerical Approach

Our numerical approach is based on the conservative interface method of Hu et al.
[2]. A sharp interface Γ (t), which is tracked with the level-set approach of Fed-
kiw et al. [1], separates vapor (v) and liquid (li) within the computational domain.
We solve the integral form of the Euler equations for both fluids separately on the
corresponding subdomains in a conservative way (m = v, li).

V
(

αn+1
m U

n+1
m −αn

mU
n
m

)
=

∫ n+1

n
dt ΔyΔz

[
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m (t)F32
m −A31

m (t)F31
m

]
+
∫ n+1

n
dt Xm (ΔΓ (t)) ,

where αmUm and Um are the vector of the conserved quantities in the cut cell and
the vector of volume averaged conservative variables respectively. Fpq

m is the average
flux across a cell face. The volume fractions αm and the cell-face apertures Apq

m are
reconstructed from the level-set field. The coupling between both fluids is achieved
by a conservative interface interaction term Xm (ΔΓ (t)).

The interaction term accounts for the contributions of pressure force and phase
change, respectively,

Xm(ΔΓ ) = Xp
m +Xt

m . (2)

From the solution of the two-material Riemann problem at the interface, the inter-
face pressure pI and the interface normal velocity uI serve to compute the pressure
term Xp

m

Xp
m =

⎛⎜⎜⎜⎜⎝
0

pIΔΓ (nm · î)
pIΔΓ (nm · ĵ)
pIΔΓ (nm · k̂)
pIΔΓ (nm ·uI)

⎞⎟⎟⎟⎟⎠ . (3)
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The mass transfer term Xt
m is given by

Xt
v =−Xt

li =

⎛⎜⎜⎜⎜⎜⎝
ṁ ΔΓ

ṁ ΔΓ (v · î)
ṁ ΔΓ (v · ĵ)
ṁ ΔΓ (v · k̂)

ṁ ΔΓ
(

ev +
1
2 |v|2

)
+ pI Δq∗ ΔΓ

⎞⎟⎟⎟⎟⎟⎠ , (4)

where v is the velocity of the liquid at the interface in case of evaporation and
the velocity of the vapor in case of condensation, respectively. Δq∗ = ṁ/ρli is the
phase-change induced velocity and ṁ the phase-change rate obtained from [6]

ṁ =
λ√

2πRv

(
ps (Tli)√

Tli
− pv√

Tv

)
. (5)

Here, Rv is the specific gas constant in the vapor phase, and λ is the accommodation
coefficient for evaporation or condensation (assumed to be constant). Tv and Tli are
the temperatures of vapor and liquid at the phase interface, respectively. pv is the
actual vapor pressure at the interface, and ps(Tli) is the equilibrium (saturation)
vapor pressure at temperature Tli.

For our computations, we use a fifth-order WENO scheme [3] and a third-order
TV Runge–Kutta scheme [7] to discretize the Euler equations. Simulations are car-
ried out with the CFL number of 0.6. We always model vapor as ideal gas (p= RρT
with γ = 1.335, R = 461.5 J/(kg K)) and use Tait’s equation of state for water
(p = B(ρ/ρ0)

γ −B+A with B = 3310 bar, A = 1 bar, ρ0 = 1kg/m3 and γ = 7.15).

3 Spherical Vapor-Bubble Collapse

outletsymmetry

vapor

water

outlet

solid wall C

solid wall B

solid wall A
−416 µm

10 mm

x

y

−140 µm

140 µm

10 mm
0 400 µm

Fig. 1 Sketch of the problem. Three configurations with different wall positions are
investigated.
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We investigate the collapse of a vapor bubble near a solid wall. As shown in Fig.
1, the initial bubble radius is 400 μm and we consider three different wall positions
A, B and C. We take advantage of symmetries and compute only one quarter of the
bubble. The grid spacing is equidistant in the bubble region with 100 computational
cells over the initial bubble radius. Grid stretching is applied in the far-field. Out-
let boundary conditions are imposed at x,y,z = 10 mm. Data are mirrored on the
(X-Y)- and (Y-Z)-plane for visualization. Both fluids have a common temperature
of 293.0 K which is the saturation temperature corresponding to the initial vapor
pressure of 0.0234 bar. Initial liquid pressure is 100 bar and the accommodation co-
efficient is taken as λ = 0.01.

(b) (c)(a)

Fig. 2 Initial situation and bubble shape after cavity development for case A, B and C.

(b)(a) (c)

Fig. 3 Liquid jets during vapor bubble collapse near a wall (frame size in μm): (a) Wall-
normal re-entrant jet for configuration A (296x244), (b) primary wall-normal re-entrant jet
(solid line) and secondary wall-parallel outward pointing jet (dashed line) for configuration
B (352x292), and (c) wall-parallel inward pointing jet for configuration C (128x104). Arrows
indicate the jet direction.

For all configurations, the vapor bubble shrinks slowly during the initial period.
The rapid stage of the bubble collapse starts with the development of a cavity, fol-
lowed by the formation of a liquid jet. Two fundamentally different scenarios at
the early stages of bubble collapse can be found. For a detached bubble or a bub-
ble cut in the lower hemisphere, the collapse is initiated at the top of the bubble
(Fig. 2 a,b). A fast liquid re-entrant jet develops and penetrates through the bubble
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in wall-normal direction (Fig. 3 a,b). For an attached bubble cut in the upper hemi-
sphere, the collapse is initiated between wall and interface (Fig. 2 c) and a liquid jet
develops radially towards the bubble center (Fig. 3 c).

The appearance of a secondary jet can be only observed with configuration B
since the wall normal re-entrant jet is deflected at the wall and interacts with the
remaining bubble ring (Fig. 3 b, dashed lines). This secondary jet is radially sym-
metric and develops from the symmetry axis outwards in wall-parallel direction. For
configuration A no secondary jet develops as the residual bubble ring is not attached
to the wall.

Figure 4 gives a three-dimensional visualization of the bubble shape during the
stage of the three different liquid jets.

(a) (b) (c)

Fig. 4 Cuts through an iso-surface of the zero level-set (interface) showing the shape of the
bubble during the stage of the liquid jets.

The first occurrence of extreme pressure magnitudes coincides with jet break-
down. For cases A and B with a wall-normal re-entrant jet, the observed maximum
wall pressures are of comparable magnitude of about 100 times the initial pres-
sure. Slightly larger values for the detached bubble can be attributed to a larger
jet velocity. Looking at wall-parallel radial jets, one has to distinguish between the
outward-pointing secondary jet of configuration B and the inward pointing primary
jet of configuration C. In the latter case, the liquid is gradually compressed while
being transported towards the symmetry axis, where maximum pressure occurs. The
maximum pressure after inward-pointing, wall-parallel jet breakdown is about six
times larger than that for a wall-normal jet. For the outward-running, wall-parallel
secondary jet of configuration B, extremely low pressure is observed inside the jet
as an expansion of the liquid further decreases the pressure of the high-velocity jet.
After the jet breaks down, the liquid pressure increases, but remains significantly
smaller than for the inward-pointing jet.

During the final stage of the bubble collapse, two different scenarios occur. For
cases A and C, the residual vapor bubble is detached after jet breakdown. Thus,
the maximum pressure due to final bubble collapse occurs away from the wall. The
emitted shock wave impinges on the wall with reduced magnitude, and the wall
pressure does not reach the level observed for jet breakdown. The second scenario
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can be found for configuration B. After primary and secondary jet breakdown, a
residual vapor ring remains at the wall. This ring is surrounded by high pressure
which initiates the final collapse radially towards the symmetry axis. Liquid is com-
pressed towards the center region resulting in large pressure with a maximum at the
symmetry axis of about 400 times the initial pressure.

4 Ellipsoidal Vapor-Bubble Collapse

The ideal situation of spherical vapor bubbles hardly applies to technical applica-
tions, where cavitation bubbles are most likely non-spherical. A moderate increase
of geometrical complexity by considering an ellipsoidal vapor bubble near a solid
wall allows for an initial estimate on the effect of geometry variations on bubble
collapse. As it was found previously that configuration C of a spherical vapor bub-
ble leads to the largest wall pressure, we consider a similar configuration with the
ellipsoidal bubble. The equivalent full (non-cut) ellipsoid is rotationally symmetric
about the x-axis and has the same volume as the spherical bubble of the previous
section. We set the length of the semimajor axis to a = 3/2 Rsphere = 600 μm, where
Rsphere = 400 μm is the initial radius of the corresponding sphere. The volume is kept
constant by choosing b =

√
2/3 Rsphere ≈ 326.6 μm as the length of the semiminor

axis. We use the initial material states given in § 3 and similar grid spacing. Again,
only one quarter of the problem is simulated due to sectional symmetry of the setup.
For presentation, data are extended to the full domain.

(a) (b) (c)

Fig. 5 Bubble shape during the ellipsoidal-bubble collapse.

For the ellipsoidal bubble the contact angle varies along the circumference.
Where the contact angle is small, we expect weak expansion and therefore strong
acceleration of the interface. As the contact angle is always below 90◦ the overall
behavior resembles that of configuration C. Along the semimajor axis with smallest
contact angle, a jet has already developed in Fig. 5 (a).

Figure 5 (b) shows two different wall-parallel jets. The first jet corresponds to
that found already for the spherical bubble. This rotationally symmetric jet leads
to a cavity between wall and interface along the circumference of the bubble. The
second jet is a consequence of the initial asymmetry. It penetrates into the bubble
along the semimajor axis, similarly as a wall-parallel re-entrant jet. It dominates the
further bubble collapse as its velocity is larger than that of the first jet.



Numerical Investigation of Cavitation Bubble Dynamics Near Walls 75

The axial jet first breaks through the bubble area in the symmetry plane
(Fig. 5 c) and two bubble fragments are generated. When the axial jet breaks down,
the pressure increases rapidly to more than 100 times the initial pressure. The high
pressure between the two bubble fragments initiates the collapse of the residual va-
por bubble. The maximum wall pressure is reached at final collapse of the remaining
bubble parts. With more than 600 times the initial pressure, the wall pressure is of
similar magnitude as for the spherical bubble although the collapse mechanisms are
significantly different.

5 Conclusions

We have presented simulations with our conservative sharp-interface model for
compressible multi-fluid flows with phase-change. Results for the collapse of a
spherical vapor bubble close to a solid wall have been discussed for three differ-
ent bubble–wall configurations. For a detached bubble and a bubble cut by the wall
in its lower hemisphere, we found the appearance of the well known wall-normal
re-entrant jet. For the latter configuration, also a secondary radial and wall-parallel
jet was found. If the bubble is attached, but cut by the wall in its upper hemisphere,
the developing jet is wall-parallel and compresses the liquid towards the axis of
symmetry. Additional results for the collapse of an ellipsoidal vapor bubble have
shown, that the collapse mechanisms is highly dependent on initial asymmetries of
the bubble shape.
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Time Resolved Measurements of Shock Induced
Cavitation Bubbles in Various Liquids:
A Novel Method of Optical Measurement

S. Koch, W. Garen, F. Hegedüs, W. Neu, and U. Teubner

1 Introduction

Cavitation is a major source of erosion for instance of ship propellers, pumps and
water turbines. In such systems low pressure regions (pockets) exist where the water
pressure suddenly becomes very low, almost a vacuum. These growing pockets, i.e.
the ”cavitation bubbles” propagate to high pressure regions, where they collapse
immediately.

Different methods of bubble generation are possible. One of them uses a powerful
short laser pulse that is focused into a liquid and there generates an optical break-
down. During the successive plasma recombination, a fast growing nearly spherical
bubble arises. When the radius has reached its maximum, the bubble contracts con-
tinuously to a minimum and finally it collapses. The onset and the collapse of the
bubble are usually combined with shock wave emission (laser generated bubble and
shock waves, LGBS). Following Bosset, the initial hydrodynamic bubble energy is
redistributed in at least five distinct channels [1]:

1. a new subsequent bubble caused by a partially elastic rebound
2. shockwaves
3. liquid jets (in the vicinity of a solid wall)
4. electromagnetic radiation (for instance sonoluminescence)
5. thermal motion
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The life time of a cavitation bubble depends on the initial energy and usually is
of the order of a few microseconds up to several milliseconds. In the case of LGBS
in liquids, it is much shorter, i.e. of the order of 10 ns to a few microseconds, respec-
tively. Consequently, although a good temporal resolution would be required in such
case, this is not easy to obtain. For investigations on cavitation bubble dynamics, in
general high speed cameras with 104 - 108 frames/s and a large number of time-
delayed pictures have been used [2]. Other investigators used a beam-deflection
method to detect LGBS. With increasing distances from the plasma these authors
were able to obtain information on bubble dimension and wall velocities [3]. Al-
ternatively, the present work reports on a novel and inexpensive optical method to
enable a time resolved insight in the formation and the collapse of cavitation bub-
bles. The method provides also information on the resulting shock waves from the
initial state until the end of the rebound process. Under the assumption of a nearly
spherical bubble, the method allows the continuous measurement with temporal and
spatial resolution of a complete bubble dynamics cycle.

2 Experimental Setup

The present work concentrates on the first two channels of energy redistribution
as discussed in section 1. Using a Q-switched Nd:YAG-laser (laser fluence of
0.2 MJ/cm2, 0.4 MJ/cm2, 0.6 MJ/cm2; τ = 6ns) for LGBS (pump) in a cuvette,
two different liquids are used: glycerine and distilled water.

An expanded HeNe-laser beam in TEM00 mode (probe) is crossing the cuvette
perpendicularly to the pump beam and then is detected by means of a PIN-diode.
The cavitation bubble is centered in the middle of probe beam. Due to the smaller
refractive index within the bubble with respect to the surrounding liquid, the bubble
acts like a negative lens. As a result part of the probe is blocked and thus the temporal
evolution of the diode voltage U(t) depends on the temporal evolution of the bubble
volume V(t). Then, under the assumption of spherical bubble geometry, the radius
r(t) of the bubble can be calculated. The assumed spherical bubble geometry is ver-
ified by a series of CCD images during the measurements. For shocks, normally
emitted at the onset and the collapse of the bubble, the experimental arrangement
is similar to a Schlieren-apparatus and thus the diode signal yields dr(t)/dt and thus
provides information on the shock. Consequently this method monitors the com-
plete process from plasma generation, emission of shock waves, bubble growth and
bubble collapse as well as the rebound of second and subsequent bubbles. The time
resolution only depends on the diode and the electronics.

3 Results and Discussion

As a first result, Fig. 1 shows the evolution of bubbles and shocks by LGBS in glyc-
erine at atmospheric pressure obtained by the novel method discussed in section 2.
Initial shock, growth and decrease of the first bubble and its collapse accompanied
by a shock wave are well recognized as well as the growth and decrease of the



Time Resolved Measurements of Shock Induced Cavitation Bubbles 79

second bubble (rebound), again accompanied by a shock wave (Fig. 1a). Even more
clearly, Fig. 1b shows the signal due to the shock wave generation, obtained by the
time derivative of r(t).

Fig. 1 Shock wave detection by a logarithmic scale of r (a) and v (b)

Fig. 2 displays bubble onset and bubble collapse in more detail and implies an
almost spherical bubble structure (see section 1 and 2). However, the onset of the
first bubble is difficult to observe because the initial end of the spherical shock and
the onset of the first bubble are hardly separable (in Fig. 2 marked as A). In contrast,
in the collapse situation a clear changeover from the bubble collapse to the shock is
detectible (marked as B).

Fig. 2 Fixing of bubble start and bubble end

Single bubble dynamics in glycerine is studied also at different initial tempera-
tures T0 = 20◦C, 30◦C, 66◦C, repectively. For T0 = 20◦C no collapse or shock is
visible at the end of the first and further rebound bubbles. For higher temperatures,
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Fig. 3 Bubble life time for different liquid temperatures in glycerine (a) with inset (b)

Fig. 3 shows the bubble dynamics with a moderate time interval between onset
and collapse for T0 = 30◦C and a much faster evolution with many rebounds for
T0 = 66◦C. In even more detail, one can recognize from Fig. 3 that shock waves are
generated at T0 = 66◦C. In total, collapse time and bubble size significantly increase
with temperature.

Fig. 4 Bubble life time for different laser energies in distilled water

Further measurements on LGBS are performed with distilled water (Fig. 4). De-
tails of the experiment and theoretical simulations are discussed elsewhere [4].
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4 Summary

In conclusion, the presented optical method is a powerful tool to analyze the dy-
namics of laser driven cavitation bubbles in liquids (LGBS). The main advantage is
the high temporal and spatial resolution of bubble dimension from the onset to the
collapse. Furthermore, adjacent shocks emitted could be well detected. Presently
this method is restricted to spherical bubbles as generated within the present work.
However, potentially the method may be extended to other geometries. Further in-
vestigations on simultaneous determination of two-dimensional bubble evolution
are in progress.
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The Behaviors of a Drop in Ambient Liquid
under a Sudden Impact

H. Ling, Y. Zhu, R. Xiong, L. Wang, F. Xiao, M. Xu, and J. Yang

1 Introduction

The deformation and breakup of a liquid drop in ambient liquid phase is a com-
mon phenomenon in a variety of scientific and engineering applications, such as oil
pipeline transport, metallurgy, and certain types of emulsions when they encounter
severe disturbances. Therefore it is of great importance to understand the behaviors
and mechanisms of the drop under such circumstances.

So far, the understandings on the deformation and breakup of a drop have been
established by studies of liquid drop in gas flow. General experimental techniques
to study the drop behaviors are shock tube,[1] and continue jet,[2] where the droplet
is subjected to a nearly step change of the ambient flow. There are also plenty of nu-
merical studies with varied numerical methods such as front tracking method [3][4],
volume of fluid method [5], and moving-particle semi-implicit method [6]. Those
works have been reviewed by several authors [7][8]. According to the general un-
derstandings, the deformation and breakup of drop can be classified into several dis-
tinct regimes, and the phenomenon is governed by a few important non-dimensional
parameters, i.e., the Weber number (We) which is the ratio of the disrupting aerody-
namic forces to the restorative surface tension forces, the Ohnesorge number (Oh)
which is the ratio of drop viscous forces to surface tension, and the density ratio of
the drop phase to the ambient phase. We is found to be the dominant parameter that
determines the breakup regime as long as the Oh is sufficiently low. But when Oh
goes high enough, both We and Oh have a significant influence on the phenomenon.
As a contrast, the effect of density ratio remains unclear due to the technical diffi-
culty of varying this parameter experimentally in a gas-liquid system where the two
densities are usually in orders of difference. Some numerical studies have tested the
situation of low density ratio[3][4][6][9]. Their results need further experimental
data to support though.
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Taking advantage of the close density value of the drop liquid and ambient liquid,
this study experimentally investigates the drop behaviors under low density ratio.
A drop tower method is designed to impose a sudden impact on the free falling
liquid-liquid system. High speed camera is employed to record the configuration
and development of the droplet. Results are then further analyzed and discussed.

2 Experiment Method

The principle of current experimental method is described as follow. When a tank
filled with ambient liquid and a drop falls on the ground, the ambient liquid is decel-
erated suddenly by pressure waves generated by the impact. As a result, a relative
motion between the drop and ambient liquid is realized and the deformation of the
drop begins.

Fig. 1 (a) Drop tower device, (b) Velocity versus time during the deceleration of the tank at
different heights

With this principle, a special drop tower system is built as shown in Fig.1(a),
which mainly consists of an tank with interior dimensions of 40× 40× 190 mm
serving as the test section, a fixed pulley for pulling the tank up, two pieces of 2.7 m
high rails for the guidance of the tank, sands as damping materials, and a record sys-
tem for visualizing the drop behaviors. The ambient liquid is transparent oil with a
density of 810 kg/m3. The drops come from dyed water which has been mixed with
salt or alcohol to change the density ratio roughly from 1.0 to 1.6. Drops are gen-
erated by letting the water flow through a capillary tube into the tank in gravity. By
controlling the diameter of the tube and the velocity of the flow, drop with different
sizes from 2 mm to 10 mm can be produced and the reproducibility is excellent. The
pendent drop method is employed to measure the interfacial tension. The record
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system combines a high intensity light source and a high speed camera equipped
with a 150 mm magnifying lens. The camera has a speed of 60 f rames/second with
the highest resolution of 6 mega pixels. And the light source set at the back of the
tank is intense enough to minimize the exposure time down to 0.1 ms.

Current facility provides both a weightless condition and a sufficiently long time
for the drop to develop a nearly perfect spherical shape when the tank falls freely.
By controlling the falling height, it is convenient to adjust the velocity before the
impact. The cease of the ambient liquid over the interface of the drop can be consid-
ered instant. As shown in Fig.1(b), the tank stops in less than 10 ms which is much
shorter than the roughly 100 ms drop-developing time observed in experiment. It
should also be noticed that, the duration for setting up of an uniform ambient flow
in this study is relatively longer than that of shock tube and continue jet method,
which will result in a higher critical Weber number [7].

3 Results and Discussions

Under various operational conditions, six distinct modes of drop deformation and
breakup are revealed in this study. Typical sequential images of drop development
are shown in Fig.2 and Fig.3. Taking the centroid of drop as the reference, the in-
coming ambient flow moves upward. It is found that several parameters, such as
densities of the drop and ambient oil, the interfacial tension, the initial drop diam-
eter as well as the impulse generated by the falling tank, have significant effects
on the behaviors of the drop evolution process. However, it is more meaningful to
choose a few non-dimensional parameters, such as Weber number and Atwood num-
ber (At), to estimate the combined effects of the above factors. Useful parameters
for all tested cases are summarized in table.1.

Table 1 Experimental conditions for Fig.2-3, At represents the Atwood number, We repre-
sents the Weber number

Fig | Dropdimeter Densityratio Inter f acialtension Fallingheight We
| (mm) (At) (mN/m) (m)

2(A) | 5.5 1.10(0.05) 7.57 0.1 1574
2(B) | 5.5 1.10(0.05) 7.57 0.4 7860
2(C) | 6.6 1.23(0.10) 33.7 0.5 2745
3(A) | 6.6 1.23(0.10) 33.7 1.1 6851
3(B) | 5.3 1.42(0.17) 40.3 1.2 5089
3(C) | 9.1 1.60(0.23) 46.3 1.1 6876

When We and At are relatively low, the deformed drop tends to restore its initial
spherical shape as shown in the three modes of Fig.2. With the increase of We and
At, the drop undergoes a breakup process which produces tiny droplets as shown in
Fig.3. Detailed descriptions and relevant discussions on the drop and its behaviors
are given below.
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3.1 Oscillatory and Bag Modes

When the We and At are relatively low, the oscillatory and bag modes appear firstly
where the deformed drop tends to restore its original spherical shape due to the effect
of interfacial tension. In oscillatory mode (Fig.2A), an indentation forms on top of
the drop in the first place and then disappears soon, after which the drop displays
oscillatory deformation without disintegration. For the first bag mode(Fig.2B), the
indentation penetrates deeper. The downward inertia force concentrating along the
central column is found to be responsible for the formation of indentation. This
indentation develops further into a hollow bag attached to a thick circular rim, where
the bottom of the bag is stretched into a thin layer. It is of interest to note that the bag
here may persist the thin bottom layer and never breaks into pieces as its counterpart
in gas flow. Later on, the effect of interfacial tension becomes dominant along with
the dissipation of the initial disturbance, and the drop oscillates and recovers to its
solidest shape. The other bag mode (Fig.2C) experiences similar process as the first
one in the beginning. But at the final oscillation stage, the drop is prolonged in flow
direction and then breaks into two drops of comparable size and a much smaller
fragment in between.

Fig. 2 a typical development of drop behaviors in oscillatory(A), backward-facing bag(B)
and forward-facing bag(C) mode

In numerical studies of Han et al.[3][4], the first bag mode is also referred as
the backward-facing bag mode since in later stage an indentation is developed on
bottom of the drop whose open end points to the opposite direction of the flow.
The second bag mode is therefore referred as forward-facing bag mode as it never
presents such an opposite indentation.
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3.2 Cap, Bamboo and Mushroom Modes

With the increase of We and At, the cap, bamboo and mushroom modes are discov-
ered. Similar to the former modes, the drop first develops an indentation and the
indentation further extends to a bag with a thin bottom layer. A notable difference
in the early stage is that now the vortex in equator becomes stronger and induces a
annular jet inside the initially founded indentation. Another important difference ap-
pears in the later development of the bag, where thin bottom layer can no more stand
the stronger stretching effect and breaks up into pieces due to interfacial tension.

Fig. 3 a typical development of drop behaviors in cap(A), bamboo(B) and mushroom(C)
mode, the drop shape at (A)t = 60 ms looks like a cap, (B)t = 35 ms a bamboo and (C)t = 64
ms a mushroom

Among those three modes there are differences as well. Firstly, the developing
rate of the annular jet is obviously growing from cap mode to mushroom mode. In
the cap mode the annular jet forms after the bag is established, whereas in the bam-
boo and mushroom mode it has emerged in early development of the indentation.
Secondly, the deformation of the inflowing annular jet differs. The jet in cap mode
converges when it’s growing downwards, and the open head of it finally closes.
When the bottom of the bag breaks, this converged jet sticks out to form the so-
called ’cap’ shape. As for bamboo mode, the jet keeps flipping until the rupture of
the bag bottom. After that, it becomes rather stable and tends to close up as well. In
mushroom mode, the jet flips continually and prolongs the drop vertically even after
the outer bag disappears. It then further breaks into two main pieces accompanied
by lots of tiny fragments.
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It’s also worthy of mention that unstable waves are observed on the thin film of
the bag in these three breakup modes. The mechanism of them is still to be under-
stood.

4 Conclusions

The drop tower technique developed in this study is found to be an excellent method
to investigate the deformation and breakup process of a spherical liquid drop in
ambient liquid subjected to a sudden impact. Six modes, i.e. oscillatory mode,
backward-facing bag mode, forward-facing bag mode, cap mode, bamboo mode,
and mushroom mode, are experimentally revealed, which in sequence correspond
to an increase of deformation rate. The first three modes occur at a relatively low
Weber number and Atwood number, and the deformed drop tends to restore its initial
spherical shape. The later three are discovered at higher Weber number and Atwood
number, where the drop undergoes a notable breakup process. Those results demon-
strate complicated competitions between inertia force, vortex effect which acts to
distort the drop, and interfacial tension which tends to restore the deformed drop to
spherical shape.

References

1. Theofanous, T.G., Li, G.J., Dinh, T.N.: Aerobreakup in Rarefied Supersonic Gas Flows.
Journal of Fluids Engineering 126(4), 516 (2004)

2. Zhao, H., et al.: Morphological classification of low viscosity drop bag breakup in a con-
tinuous air jet stream. Physics of Fluids 22(11), 103–114 (2010)

3. Han, J., Tryggvason, G.: Secondary breakup of axisymmetric liquid drops. I. Acceleration
by a constant body force. Physics of Fluids 11(12), 3650–3667 (1999)

4. Han, J., Tryggvason, G.: Secondary breakup of axisymmetric liquid drops. II. Impulsive
acceleration. Physics of Fluids 13(6), 1554–1565 (2001)

5. Igra, D., Ogawa, T., Takayama, K.: A parametric study of water column deformation re-
sulting from shock wave loading. Atomization and Sprays 12(5-6), 577–591 (2002)

6. Duan, R.Q.A., Koshizuka, S., Oka, Y.: Numerical and theoretical investigation of effect of
density ratio on the critical Weber number of droplet breakup. Journal of Nuclear Science
and Technology 40(7), 501–508 (2003)

7. Gelfand, B.E.: Droplet breakup phenomena in flows with velocity lag. Progress in Energy
and Combustion Science 22(3), 201–265 (1996)

8. Guildenbecher, D.R., Lopez-Rivera, C., Sojka, P.E.: Secondary atomization. Experiments
in Fluids 46(3), 371–402 (2009)

9. Aalburg, C., van Leer, B., Faeth, G.M.: Deformation and drag properties of round drops
subjected to shock-wave disturbances. AIAA Journal 41(12), 2371–2378 (2003)



Application of Laser Holography and PDPA
Technology in Spraying Fuel Particle Field
Measurement

Zhang Long, Guo Long-de, Zhang Li-hu, and Guan Ping

1 Introduction

For starting and running an engine successfully, the fuel must be mixed with high-
speed air rapidly and fully in the combustor. The atomization quality of fuel impacts
on the fuel mixture. Therefore study on fuel injection, atomization, diffusion and
mixing quality is important, and the measurement of fuel size and spatial distribution
is the key to the engine research.

Both PDPA and laser holography can be used to measure aerosol particle field.
However PDPA can’t be used to deal with the particle field in the experiment wind
tunnel where the flow speed is over 1000m/s, the size of atomized particle is in
microns, and the running time of wind tunnel is less than hundreds milliseconds.
Correspondingly the clear holograms of particle field can be captured by using
laser holography instantly, just like the high velocity particles are ”freezed”. The
holograms can provide the distribution, shape, size and other information of fuel
particles. At first we measured fuel atomization particle field in this two methods
in the circumstance of not having incoming flow. The results of measurement are
compared with each other. The result of comparison confirms the reliability of laser
holography method. So laser holography method is used to measure the fuel particle
field in the wind tunnel experiment.

2 Measurement Theory

2.1 Principle of PDPA

Phase Doppler Particle Analyzer (PDPA) is a modern advanced flow field non-
contact measurement method, which obtains the speed of particle by measuring the
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Doppler frequency shift and gets the size of fuel particle by measuring the phase of
scattering light passing through transparent spherical particles. This method can be
expressed as the formula.

Φ = F(m)dp (1)

Where Φ is the phase difference, m is the particle refractive index, F(m) is a transfer
function which is based on different scattering types, and dp is the particle diameter.
The PDPA system consists of the optic launching system, the optic receiving system,
signal processing systems, displacement system, computer and application software.
Fig 1 is the schematic of a typical PDPA system.

Fig. 1 Schematic of a PDPA system.

2.2 Principle of Laser Holography

When a high-coherence pulse laser beam irradiates the particle field, the informa-
tion can be recorded by the holographic interferogram. During the process of holo-
graphic reproduce, images of particle field can be reproduced and recorded layer by
layer according to the system field depth and particle far-field conditions. Then the
relative size value can be obtained after computer image processing. In accordance
with known size of calibrated silk thread or standard particle , the absolute size of
atomized particle can be confirmed. With statistical analysis particle density and
other parameters can be obtained.

Particle Field Holography measurement system consists of recording, reproduc-
tion and data processing parts. The recording system includes pulsed laser, synchro-
nization signal controller, holographic optical system, etc. The reproduction system
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consists of a CW laser, the reproduce optical system, a fine-tuning device of strat-
ified reproduction, CCD camera and computers of controlling and recording. Data
processing system includes image analysis and processing, verification of particle
in focus, particle size analysis and statistical analysis of atomization field. Fig 2
shows the holographic optical recording system (off-axis hologram), and Fig 3 is
the holographic reproduction image acquisition system.

Fig. 2 Schematic of a laser holography system.

Fig. 3 Schematic of the holographic reproduction system.

3 Comparison Experiment

In the comparison experiment the water is atomized from the injector by the high-
pressure gas. The atomization particle field is in the measuring area of PDPA or laser
holography device. The main parameters of the test are as follows. The diameter of
spray nozzle is 0.5mm. The pressure of gas is 4Mpa.The distance between the nozzle
and the center of measuring area is 200mm.The spray liquid is water.

3.1 Measurement Results Based on PDPA

The injection time and the requirement of statistical analysis being considered, the
statistical amount of particle measured by PDPA is set as 5000 in this experiment.
Fig 4 shows statistical distribution results of particle diameter measured by PDPA.
In the diagram the abscissa is the diameter of spray particle (unit um). The vertical
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axis is the statistical number of particle. According to the measured result of par-
ticle, the smallest particle diameter is about 3um, the biggest particle diameter is
267um (no more than 300um). The highest repetition frequency of particle diam-
eter is 16um,which is about 200.The amount of particles whose diameters are less
or equal to 20um is 1321. So the statistical particle diameter D32 is 94.91um. After
repetitious measurements the D32ave= 95.95um.

Fig. 4 Distribution of particle diameter measured by PDPA.

3.2 Measurement Results Based on Laser Holography

Fig 5 shows the statistical result based on 125 holographic reproduction images.
In the diagram the abscissa is the particle diameter(um). Vertical axis is the par-
ticle amount.The volume of statistical area is approximately 2.5 × 2.5 × 0.4cm3,
in which the particle amount is about 4700. As the interval between layered re-
production images along the optical path is defined as 1mm, the information of
the particles between the two layers, especially small-size particles, is lost. Con-
sequently the actual amount of particles is more than the statistical amount. Fig 5
shows the statistical distribution of particle diameter. The smallest particle diameter
corresponding to the amount peak is 13um and the amount is 1458. There are 680
particles whose diameter are 21um corresponding to the second amount peak. The
amount of big size particles shows a downward trend. The total statistical diameter
D32 is 97.97um which is very close to the measured result based on PDPA.
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Fig. 5 Distribution of particle diameter measured by laser holography.

4 Experiments in Wind Tunnel

The comparison experiment of two methods on the same nozzle in the same condi-
tion indicates that the laser holographic measurement technique is feasible to mea-
sure the spray particle field. The error satisfies the requirement of engineering appli-
cation. In view of the characteristics of two technologies, the laser holography can
deal with the transient injection particle field in the shock wave wind tunnel only.
Based on this method, the statistical information such as the diffusion of spray fuel
and the particle size is easy to be obtained by holographic recording, latter strati-
fication reproduction, digital image processing and identification of spray particles
field. Fig 6(a) is a part hologram of the spray particle field acquired in the condi-
tion that Mach number is 2, the diameter of the spout is 0.5mm and the injection
pressure is 2MPa. In Fig 6(b), the point (0,0) is the position of spout, x direction
is corresponded to the flow, y direction is corresponded to the spraying and z is the
optic axis. The sampling volume of mesurement area is 2mm×0.75mm×0.1mm.

Fig. 6 Part hologram of spray field and schematic of the spray field coordinate.
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After layered holographic reproduction of the hologram and spatial reconstructing,
the spacial distribution of the spray particles can been obtained. Through statisti-
cal calculation, the analysis results show that D32 is less than 10 um in two serial
samples mostly.

5 Conclusion

PDPA and laser holography are two completely different methods to measure parti-
cle field. As a sophisticated commercial instrument, PDPA can accurately measure
and give the real-time result about the speed and diameter of particles. The error
is generally less than 1um. However, it is a temporal statistical measurement, it re-
quires a stable flow is long enough. The speed of particle is usually less than 500m/s.
When laser holography is used to measure the particle size, the flow field can be
recorded in an instant. For the laser pulse duration of this system is 150 picosecond,
the velocity of particle and the stable duration of flow in wind tunnel test can fulfill
the measure demand. Moreover three-dimensional spatial distribution of spray field
can be obtained with this method. Although laser holography particle field mea-
surement needs heavy work in data processing, with the development of computer
technology, the processing time will significantly be shortened and the method will
be more useful and reliable. In short, in the field of particle analysis, PDPA can pro-
vide higher precision and relatively simple operation. Laser holography can provide
overall information. Especially it can be used in high speed or pulse wind tunnels.
So it is more suitable than the PDPA for wind tunnel test.
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Secondary Atomization
on Two-Phase Shock Wave Structure

E. Del Prete, J.-F. Haas, A. Chauvin, G. Jourdan, L. Houas,
A. Chinnayya, and A. Hadjadj

1 Introduction

The use of sprays in liquid and gas flows covers a wide range of applications [1].
The efficiency of such multiphase systems to mitigate the devastating effects of blast
waves which are issued from explosion is well known [2]. Indeed during shock
loading, the water mist is subjected to aerodynamic forces from the carrier phase,
which leads to a secondary atomization [3] of its individual liquid components. This
induces a drastic increase of interfacial surface as well as interphase exchanges.
Two-phase shock wave is known to show a long-time self-similarity behavior. The
aim of this work is to investigate the transient pressure build-up due to secondary
atomization and to confront the results from shock tube experiments with numerical
modeling.

An initially spherical droplet can be immersed in a gaseous environment whose
velocity is different. The drop is then subjected to aerodynamic forces that can de-
form it. This distortion is accompanied by surface and/or Rayleigh-Taylor instabil-
ities, which are responsible for the breakup of the droplet into smaller fragments.
This process is inferred to as secondary atomization [1, 3].

On the one hand, the inertial forces are responsible for this droplet deformation
and distortion. On the other hand, surface tension forces tend to restore the sphericity
of the liquid fluid. The Weber number is then defined as the ratio between these iner-
tial and surface tension forces. A greater Weber number reflects a higher propensity
to atomization. The liquid viscosity inhibits this deformation as it dissipates the en-
ergy which comes from the aerodynamical forces. So to some extent, the tendency
to secondary atomization is reduced. The Ohnesorge number represents the ratio
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between liquid viscous forces and the surfaces tension forces. A bigger Ohnesorge
number will result in lesser atomization.

Secondary atomization comes from the interaction of a droplet and its gaseous
environment. Thus it depends on the flow conditions. Different breakup modes can
be observed for Newtonian droplets: vibrational, bag, multimode (often called bag-
and-stamen), sheet-thinning, and catastrophic. One can refer to Guildenbecher et al.
[3], Gelfand [1] and Pilch and Erdman [4] for a complete review.

The phenomenology of the secondary atomization of one single droplet under
shock impingement can be schematically decomposed into two steps [1]: a deforma-
tion stage and the droplet breakup, strictly speaking into a large number of smaller
droplets. A time scale τ1 related to the first deformation step can be defined as in Eq.
1. In the right-hand side of these equalities, the subscript 1 refers to the liquid fluid
whereas the subscript 2 refers to the gaseous phase. This time scale represents the
ratio between the liquid inertia and the aerodynamical forces after the shock wave
passage. This time scale is different from the velocity relaxation time scale between
the gas and the drop τ2 as in Eq. 2.

τ1 =

(
ρ1

ρ2

)1/2 d
|u2 − u1| (1)

τ2 =
4

3Cd

(
ρ1

ρ2

)
d

|u2 − u1| (2)

The ratio between the two time scale shows that the second one is one order of
magnitude greater than the first one, which means that for one droplet, the deforma-
tion and atomization stages are very rapid compared to the velocity relaxation time
scale.

According to [3, 4], the deformation process is a preliminary to the atomization
process and it begins only if the Weber number is greater than a critical Weber num-
ber Wec. This critical number, usually around 12 for low viscosity fluids, indicates
the limit between inertial and surfaces tension forces. It depends on a lower extent
to the Ohnesorge number. Therefore, the secondary atomization is a two-stage pro-
cess. The first one is a deformation phase where the atomization is almost absent.
According to [1], [3] and [5], this deformation stage is completed when the time
reaches approximately 2τ1. The second one is the atomization phase. According to
[1, 3], this phase is completed for 5τ1.

2 Numerical Modeling

In order to incorporate this phenomenology into an eulerian multiphase model [6],
we add an equation for the number of droplets n [7], in which ṅ represents the
droplet production source term [8]:
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∂n
∂ t

+
∂nu1

∂x
= ṅ (3)

We have added also a new topological equation, which has proved to be necessary.
τ is the time during which the droplet is in unstable aerodynamical conditions. It is
defined by τ = t − t0 where t0 is the first time where the Weber number is greater
than Wec. So, τ is defined by Eq. 4.

∂τ
∂ t

+ u1
∂τ
∂ r

= τ̇ (4)

where τ̇ is equal to zero except when the Weber number is superior to Wec. The
source term production by secondary atomization is modeled as proposed by [8].
The production term of droplets is explicated in Eq. 5.

ṅ =

{
((d∞/d)3 − 1)

n
τb − τi

if τ ≥ τi

0 else
(5)

where d∞ =
Wec

ρ2 |u1 − u2|2 /σ
is the maximal stable droplet size at the end of the

aerobreakup process and σ is the surface tension coefficient. This model has been
developed in conjunction with shock tube experiments.

3 Experimental Setup

The interaction of an incident shock wave with a rather dense water spray of 1.3 %
volume fraction, with droplet diameter around d ≈ 500 μm, has been investigated.
The experimental setup has consisted of the T80 shock tube of the IUSTI laboratory
[9]. The details for the difficulty for synchronisation of all the chain of measure-
ments can be found in [2]. Ten PCB Piezotronics gauges were used for pressure
measurements in both high- and low-pressure chambers. Two shock Mach numbers
have been considered: 1.3 and 1.5. An illustration of the shock tube configuration is
given on Figure 1.

The two gauges placed in the high-pressure (HP) chamber have enabled us to
determine the sound speed of the rarefaction waves, and thereby the temperature.
The thermodynamical variables of the problem: temperature and pressure could then
be completely determined. The gauges C7 and C8 were located outside the water
mist. So it was possible to know precisely the velocity of the incident shock wave
before interaction with the droplets cloud. The gauges C1 to C6 were in the water
mist. They have permitted the visualization of the secondary atomization and its
effect on the shock structure.

Figure 2 depicts the results of experiments for a shock of Mach 1.5. The red
and dark curves (respectively C8 and C7 gauges) show the behavior of a shock
wave in air. The incident shock is followed by an equilibrium state which can be
evaluated from the Rankine-Hugoniot relations. This equilibrium is interrupted by
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Fig. 1 T80 shock tube configuration and equipment

Fig. 2 Experimental results: pressure profiles with a water droplet cloud of 500 μm diameter
for Mach number 1.5

the arrival of the rarefaction wave issued from the high-pressure chamber or the
reflective shock on the water mist interface.

The gauges C6 to C1 were located within the droplet cloud. They present a par-
ticular structure. It can be seen that the presence of the droplets cloud diminishes
the strength of the incident shock. The presence of this pressure peak seems to be
the signature of the secondary atomization. Indeed, if the latter was absent, a clas-
sical two-phase shock structure would be present. We would then have a partially
dispersed shock wave, i.e. a shock wave followed by a velocity and temperature re-
laxation zone. Moreover, this peak tends to diminish in strength as the shock moves
away from its initial position. On C6, C5 and C4, a new equilibrium state can be
defined at an overpressure of approximately 2.5 bars. It seems that this equilibrium
state occurs after the end of the secondary atomization and at the end of the velocity
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relaxation process of the newly formed droplets spray. Based on numerical simula-
tion in next section, we will consider the physical mechanism of this evolution.

4 Numerical Results and Discussion

The mesh is composed of 1000 cells. The initial conditions in the shock tube was
atmospheric conditions for low pressure chamber and the HP pressure was such that
the Mach number of the incident shock wave was 1.5. The experimental determi-
nation of the sound speed of the rarefaction wave determines the sound speed and
thereby the temperature of the HP chamber. The droplets cloud was defined by its
volume fraction, droplets diameter and was present in the section of the shock tube
between C6 and C1. Figure 3 depicts the results of the numerical simulation.

Fig. 3 Numerical results: pressure profiles with a water droplet cloud of 500 μm diameter for
Mach number 1.5

It can be seen that the shock wave structure is globally recovered for the different
pressure gauges. The C7 and C8 gauges are well reproduced. As in experiments,
the presence of the droplets cloud change the shock structure for C1 to C6. It can
also be seen that the new mechanical equilibrium present on C6, C5 and C4 on
the experimental data is recovered in the simulations by the presence of a pressure
plateau. It can be noticed that the level of the plateau is quite the same.

During the first stage of droplet deformation, as the diameter of the droplet is
rather high, there is almost no drag. Then the drastic increase of secondary droplet
number induces a large increase of momentum exchanges between the phases. The
apparent mass of the liquid is ten times greater than that of the gas. So the liquid
will strongly slow down the gas. This will generate rarefaction waves which will
catch up with the shock wave and will decrease its intensity. Thus the shock wave
is followed immediately by rarefaction waves. Then the remainder of the velocity
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relaxation process continues. This manifests itself by the pressure build-up to the
equilibrium state.

It can also be seen that the peaks of the numerical pressure profiles which are
present initially within the spray are not as marked as in the experimental results.
It is possible that these discrepancies are due to the choice made to define the sec-
ondary atomization model: critical Weber number value, size of the droplets after
fragmentation, breakup time. The different coefficients that we have chosen were
taken from the phenomenology of the sheet-thinning breakup. As the shock wave
penetrates within the droplet cloud, the velocity difference and thereby the Weber
and Reynolds numbers decrease. The times scale of the first deformation stage and
the second atomization stage vary, as Pilch and Erdman have noted [4], in their
compilation of the experimental data available at that time. These constants are to
be tested in the model to improve the numerical results compared to the experimen-
tal results.

5 Conclusion

The numerical simulation are performed in a similar way using a multiphase com-
pressible approach [6], in which a new sub-model is developed to account for
the secondary atomization on a droplets cloud. It seems that the present model is
adapted to the treatment of a dense water mist. Some other numerical arrangements
and tests have to be conducted to improve the present results. But the present work
represents a first step toward a full characterization of the attenuation of blast waves
through an aqueous two-phase media [10]. The further developments of this charac-
terization should allow the determination of the importance of the secondary atom-
ization process on the blast wave mitigation by two-phase media.
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Dense Particle Cloud Dispersion
by a Shock Wave

M. Kellenberger, C. Johansen, G. Ciccarelli, and F. Zhang

1 Introduction

The study of particle cloud dispersion by a shock wave is important to many ap-
plications, including multiphase explosives that comprise a condensed explosive
surrounded with packed micrometric reactive metal particles. Detonation of the ex-
plosive generates a shock wave which accelerates and compacts the particles. The
particles are further accelerated from the reflected rarefaction as the shock wave ar-
rives at the free-surface of the particles, leading to their rapid dispersal into the air.
Generally speaking, the shock wave initially propagates through a granular particle
bed and much later in time the particle cloud is dispersed and the flow becomes a di-
lute gas-solid flow. Between these two regimes the flow is characterized by a dense
gas-solid flow [1]. Reactive multiphase flow models have been used to simulate the
acceleration and dispersion of the particle cloud [2]. The fidelity of the simulations
is severely limited by the physical drag models that need to take into account the
interactions in the dense gas-solid flow [1]. In order to develop an accurate particle
drag model that describes particle acceleration in the dense flow regime, representa-
tive experimental data need to be generated. While dispersal experiments have been
carried out using a spherical multiphase explosive charge [3], controlled shock wave
experiments are necessary to gain understanding of the fundamental physics of the
dense supersonic gas-solid flow interactions and quantitative data concerning the
particle cloud dispersion. Shock tube experiments have been carried out but typi-
cally the particle suspension method influences the shock flow [2] and the particle
size is not typical of multiphase explosives. This paper reports on shock tube ex-
periments looking at the acceleration and dispersion of 100 micron-sized aluminum
oxide particles. The shock wave propagating into the packed particles provides a
low-pressure analogy to multiphase explosive dispersal.

M. Kellenberger · C. Johansen · G. Ciccarelli
Queen’s University, Mechanical and Materials Engineering, Kingston, Canada K7L 3N6

F. Zhang
Defense Research and Development Canada-Suffield, Medicine Hat, Canada T1A 8K6
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2 Experimental

The shock tube consists of a 1.96 m long, 10 cm diameter driver, a transition section,
and a driven section consisting of five 0.6 m long, 7.6 cm square sections as shown in
Fig. 1. The transition section is 0.75 m long. A double diaphragm is used to precisely
control the driver pressure. Helium is used in the driver and atmospheric air is used
in the driven section. Piezoelectric pressure transducers are flush-mounted on the top
surface of the driven section, see Fig. 1 for locations. The optical section is equipped
with glass windows for flow visualization. A single-pass shadowgraph system is
used in connection with a Photron SA5 high-speed video camera to record the shock
trajectory and the particle cloud movement. The camera field-of-view covers half the
length of the optical section window shown in Fig. 1.

Fig. 1 Schematic of shock tube

The particle wafer is created by compressing 65 g of aluminum oxide powder into
a 7.6 cm square cavity machined into a 6.4 mm thick plate that is placed between the
flanges between P4 and P5, 1.97 m downstream of the diaphram, as seen in Fig. 1.
The particle wafer has a volume fraction of 0.44 and the aluminum oxide powder
has a mean particle diameter of 100 μm. A laser based system is used to estimate the
local particle cloud density. The 670 nm beam from a 3 mW diode laser is expanded
via a series of lenses to roughly 1.5 cm in diameter. The expanded beam enters
the channel perpendicularly and is focused onto a 5.1 mm silicone photodiode. The
beam passes through a 670 nm filter and a 0.5 mm pinhole in order to minimize
the amount of ambient light reaching the photodiode. Calibration of the system was
performed in a small acrylic 7.6 cm long, 4.45 cm diameter cylindrical vessel. A
known amount of powder was placed on the bottom of the vessel and a high velocity
jet of air is used to disperse the powder evenly throughout the vessel. The light
attenuation through the particle cloud is recorded in terms of the drop in photodiode
voltage output versus the average cloud density (total mass/vessel volume). The
calibration was carried out in the range of cloud density of 13.5 kg/m3 to 60.0 kg/m3.
The calibration provided the following linear relationship between the photodiode
voltage drop (ΔV ) in mV and the cloud density (ρc) in kg/m3: ΔV =−0.0075ρc.

3 Results and Discussion

Reference tests were performed with a solid Delrin plug placed in the same location
as the particle wafer. The plug was of the same mass as the particle wafer and was
loosely inserted inside the channel. The data from one such experiment with a driver
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Fig. 2 Results for 11 bar abs. helium driver with solid Delrin plug

pressure of 11 bar absolute is provided in Fig. 2. The incident shock wave reflects
off the back of the plug producing a reflected shock wave that propagates back as
measured at P4. The loose insertion of the plug resulted in the bypassing of some
of the reflected shock gas that results in a shallow pressure gradient in front of the
plug. The interaction of the shock wave with the plug produced a transmitted shock
wave and a moving plug. The most interesting finding is that there is a well-defined
pressure pulse whose shock-like front dictates the motion of the plug back. The
peak pressure originates in the reflected shock and decays as it propagates down
the channel due to expansion. In this test, the photodiode was located at the same
position as P6 and the pressure transducer and photodiode signals both indicate the
arrival of the plug at the same time. The photodiode output voltage drop is very
small since the time of flight for the plug across the laser beam is on the order of the
response time of the photodiode and the plug is thinner than the laser beam.

Results with the particle wafer obtained from two tests performed with a 6.5 bar
absolute driver pressure and atmospheric pressure in the driven section is shown in
Fig. 3. The camera field-of-view for the test results in Fig. 3a consists of the first half
of the window, see Fig. 1. For the results shown in Fig. 3a, the incident shock wave
velocity measured from the shock time-of-arrival between P3 and P4 is 581 m/s. The
incident shock wave reflects off the particle wafer producing a reflected shock wave
that propagates back at an average velocity of 316 m/s. The pressure behind the re-
flected shock wave measured at P4 remains relatively constant at about 8.5 bar over
a period of roughly 0.4 ms, after which time the pressure starts to drop off. Based on
the incident shock wave velocity the theoretical reflected shock velocity and pres-
sure that would be produced upon reflection from a solid immobile surface are 333
m/s and 8.4 bar, respectively. The close correspondence between the measured and
theoretical reflected shock parameters indicates that the back of the wafer remains
largely intact after the reflection and there is very little initial forward movement of
the wafer over this time. When the wafer starts to move forward, expansion waves
propagate back towards the reflected shock wave dropping the pressure along the
way. By the time the reflected shock wave reaches P3 the head of the expansion has
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Fig. 3 Results for 6.5 bar abs. driver pressure with the camera field-of-view covering (a) the
first half of the optical section and (b) the second half of the optical section

caught the shock wave and the pressure behind the shock wave drops immediately.
The initial slow forward motion of the wafer produces compression waves that move
ahead of the wafer. This causes the pressure at transducer P5 to rise slowly. A pres-
sure front forms at P6 that steepens with distance as the compression waves merge.
At P8, the compression waves have coalesced to form a shock wave characterized
by a steep pressure rise at roughly 3 ms in Fig. 3a.

As long as the back edge of the particle wafer remains intact, it acts like a piston
driven by the high pressure produced by the reflection of the incident shock wave.
The passage of the rear edge of the wafer therefore passes P5 at 2.2 ms in Fig. 3a
when a large pressure rise is recorded. The finite pressure rise-time recorded at P5
indicates that the back of the wafer is no longer a sharp impermeable interface.
Instead the wafer becomes porous, i.e., dense particle cloud, with an associated
pressure gradient driven flow through it. The pressure pulse propagates forward at a
velocity slower than the transmitted shock wave and the magnitude of the pressure
pulse dramatically decreases with distance. Also shown in Fig. 3a is the position of
the front edge of the particle cloud taken from high-speed video images shown in
Fig. 4. The front edge of the cloud moves at a velocity of 250 m/s. From Fig. 3a
it is clear that the front edge of the cloud passes the transducer P5 position before
the large pressure pulse, which is associated with the passage of the back edge of
the particle cloud. More importantly is the fact that the distance between the front
edge and back edge (deduced from the pressure pulse) of the cloud increases with
propagation distance.

Shown in Fig. 4 is a compilation of high-speed video images taken from the two
tests represented by Fig. 3. The initial wafer location is 8.5 cm beyond the right edge
of the field-of-view. As the cloud front edge moves forward a weak compression
wave forms that eventually is reinforced to form a shock wave by the left edge of
the field-of-view, corresponding to the transducer P8 location in Fig. 1. The back
edge of the cloud is not viewable because particles are trapped in the slow moving
boundary layer flow next to the windows. Particles acquire a static charge during
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Fig. 4 Compilation of two videos from tests with 6.5 bar abs. helium driver

their motion and adhere to the glass windows. The position of the front edge of the
particle cloud and the forming shock wave obtained from the video images from a
test where the camera field-of-view covers the second half of the window is plotted
in Fig. 3b. The velocity of the transmitted shock wave obtained from the video
images is 472 m/s. The transmitted shock wave position obtained from the video
agrees very well with the pressure rise recorded at P7 and P8. The video images
indicate that the front edge of the cloud propagates at a velocity of 248 m/s. This
measured cloud front edge velocity is higher than the theoretical particle velocity of
181 m/s behind the 472 m/s transmitted shock wave.

Results obtained from tests performed with an 11 bar absolute driver pressure
and atmospheric pressure in the driven section are shown in Fig. 5. The test results
shown in Fig. 5a shows an incident shock velocity of 698 m/s is produced. The
reflected shock pressure at P4 is 14 bar, which is lower than the theoretical value
of 15.6 bar. The motion of the wafer produces a transmitted shock wave of velocity
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507 m/s measured between P7 and P8. On transducers P6 to P8, the transmitted
shock wave is followed by a well defined pressure rise associated with the back
edge of the particle cloud. As observed in the 6.5 bar driver tests shown in Fig. 3,
the pressure rise-time increases as the wafer develops into a dense particle cloud.
Based on the video, the velocity of the front of the cloud is 319 m/s, which again is
significantly faster than the theoretical particle velocity of 233 m/s behind the 515
m/s transmitted shock wave. Also shown in Fig. 5a is the voltage output obtained by
the photodiode located at the axial position coincident with P7. When the front edge
of the cloud interrupts the laser there is a drop in the photodiode output voltage. The
start of the drop in the photodiode voltage at 2.7 ms agrees well with extrapolation
of the trajectory of the front edge of the cloud from the video. There is no recovery
in the voltage which is consistent with the video that does not show the back edge of
the cloud. The arrival of the back edge of the cloud can be inferred from the arrival of
the pressure pulse at P7. In contrast to the shock-like pressure pulse associated with
the moving solid Delrin plug in Fig. 2, the pressure structure of the dense multiphase
between its front and back edge is fully dissipative. The exact location of the cloud
back edge must be after the pressure maximum due to expansion dispersion into rear
flow. The data from a test performed under similar conditions with the laser located
at P6 is provided in Fig. 5b. In this test the photodiode shows an initial drop at 2.2
ms, consistent with extrapolation of the trajectory of the front edge of the cloud
from the video. The arrival of the back edge of the cloud at P6 is again identified
after the pressure maximum at 3 ms. The corresponding photodiode voltage at 3 ms
is 80 mV, which gives an apparent local cloud density of 10.7 kg/m3.

4 Conclusions

While the front particles are initially dispersed through the reflected expansion upon
the transmission into air, the clear finding here is that the reflected shock generates in
the back of the granular bed a pressure pulse that is the driving force to maintain the
forward motion of the all the particles. Tests will be conducted with thicker wafers
to gain insight into the correlations of the pressure wave structure with the granular
bed thickness. The obtained transition phenomena and wave structure will be used
to validate the constitutive relations and drag model used in numerical modeling.
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Dynamic Jet Formation from Mitigation
Materials

C. Parrish and I. Worland

1 Introduction

This work has been carried out to improve the methodology and understanding of
mitigating against the effects of large explosive charges. This research specifically
focuses on the physical processes involved in the expansion of granular materials.
This is an area which has been investigated empirically in the past [1], but still
lacks a thorough understanding. Hydrocode calculations are unable to predict the
inhomogeneous expansion seen in experiments [2] and thus little confidence can be
held in their ability to accurately predict the mitigating mechanisms.

The regime of most interest to AWE is that of a mitigated charge in an enclosed
environment where the near field effects are still prominent [3]. Prior experimen-
tal work has shown that dynamically fragmented material produces agglomerates
with dimensions that are different to that of the original particulate material [4]. It is
believed that the formation of these agglomerates, which at later times present them-
selves as jets, occurs early in the expansion of the mitigant. The use of radiography
to image the early time behaviour without shrouding from the detonation products
inspired a series of trials to be performed at AWE to support the early results and
EDEN (Fluid Gravity Engineering) models. 1D studies in isolation showed a de-
celeration of a two fluid interface, indicating that Rayleigh Taylor instability [4] is
a possible mechanism for formation of the initial fragments. 2D calculations using
the EDEN hydrocode, when compared to experimental data suggests that Rayleigh-
Taylor instability occurs on too long a timescale and does not lead to the observed
jetting structure. Initial analysis of this early phase has also been undertaken by
Fluid Gravity Engineering, progressing Grady [5] dynamic fragmentation theories,
however, initial observations suggested that a large surface energy would be required
to represent the experimental data and it is difficult to imagine such a large surface
tension to be present in finer particulates such as sand.

C. Parrish · I. Worland
AWE, Aldermaston, RG7 4PR
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Important observations from experiments using embedded metallic particle ex-
plosives [6] indicate that the fireball size is not related to the initial metal particle
size in experiments where the mass is conserved but the particle sizes differ. Re-
cently published work has focussed on the formation of the initial agglomerates;
Frost etal performed a series of experiments to investigate the development of sur-
face perturbations on packed beds during explosive events [7]. This work exam-
ines the relationship between the number of jets formed and the surface instability,
referred to as the particle compaction Reynolds number. This extends the earlier
work of Grady and assumes that the ratio of inertial to viscous forces acting on the
particles is responsible for the granular bed breakup. This paper will consider this
relationship and assess whether the AWE data contributes to this theory.

2 Experimental Evidence

An initial series of nine Rapid Prototype Design (RPD) experiments were performed
at AWE in 2008 [2]. Analysis of the data from the initial trials has shown a trend be-
tween agglomerate size at break-up for the different mitigants. There is also consis-
tency between the number of early features and late time jets. This paper details the
results of four further Dynamic Fragmentation Physics (DFPhys) trials performed in
2010 to investigate system scaling. Previous mitigation trials at AWE have suggested
that the mass of the system is key to the overall blast reduction [3] and so under-
standing if the mechanisms which are responsible for the expansion phenomenon
scale with mass is of great interest.

As the previous series confirmed continuity of jet number between early and late
times, the radiographic diagnostic was not required for these trials. High speed video
(130,000 fps) and blast diagnostics were used to record the expansion. For simplicity
of calculation a spherical geometry was used. The experimental shells were 2mm
thick plastic spheres with a central spherical component for the explosive and a
channel for the detonator as shown in Fig. 1. For reference see Table 1 which lists
the four trial configurations.

Fig. 1 DFPhys trials mitigated charge setup

Qualitative analysis of the video footage shows visible differences between the
three materials as seen in Fig. 2. The two sand trials behaved as the previous RPD
video footage, with distinct regular formations becoming visible soon after deto-
nation and continuing to late times. The water displayed similar behaviour with an
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Table 1 RPD and DFPhys trial configurations

Trial Mitigant Type Charge Mass Mitigant Mass Diagnostic

DFP01 Water 100g 1471g High speed video
DFP02 Dry vermiculite 100g 1283g High speed video
DFP03 Dry sand 100g 3086g High speed video
DFP04 Dry sand 250g 3529g High speed video

apparent higher frequency of structures formed. The dry vermiculite takes much
longer to fragment through the shell, presumably due to the snow-plough compres-
sion process occurring due to the materials low density granular structure. Once the
shell has fragmented the vermiculite expands in a similar way to the sand with more
diffuse structures and an apparent fewer number. Solid fragments of the nylon shell
are visible ahead of the vermiculite to late times, contrary to the water and sand
videos where evidence of the shell disappears very early in the expansion. This sug-
gests the energy available to fragment the shell is reduced by the vermiculite more
effectively than the denser mitigants.

Fig. 2 Video stills from DFPhys Trials Clockwise from top left - DFPhys01 Water, DF-
Phys02 Vermiculite, DFPhys04 Sand, DFPhys03 Sand

Still frames from the videos were taken at suitable time intervals to provide at
least four images showing clear, countable jets per trial. Having obtained the num-
ber of jets formed per experiment, the fragment size at breakup was calculated by
assuming that all the mass of the experiment forms a single accretion layer as de-
scribed previously [2]. This analysis, when using the predicted accretion layer den-
sity from calculations, also provides a radius of breakup for comparison. Table 2
shows a summary of the results and analysis from the trials, including the previous
results from the earlier RPD series for comparison.
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Table 2 RPD and DFPhys fragment breakup analysis

Trial Number of Accretion layer Fragment radius Radius of
jets/structures density kg/m3 r f mm break-up mm

RPD1 Vermiculite 378 ± 30 1130 9.22 ± 0.3 81.5 ± 1.3
RPD2 Sand 342 ± 40 1820 8.92 ± 0.35 75.0 ± 1.5
RPD3 Vermiculite n/a n/a n/a n/a
RPD4 Sand 365 ± 20 1820 8.72 ± 0.2 75.8 ± 0.8
RPD5 Case n/a n/a n/a n/a
RPD6 Vermiculite 450 ± 110 1130 8.38 ± 0.6 80.8 ± 3.0
RPD7 Sand 353 ± 40 1630 8.82 ± 0.3 75.4 ± 1.3
RPD8 Vermiculite 240 ± 40 2500 8.88 ± 0.4 62.97 ± 3.0
DFPhys01 729 ± 289 1000 7.84 ± 0.3 96.2 ± 1.8
DFPhys02 181 ± 25 2500 8.78 ± 0.25 53.7 ± 3.2
DFPhys03 546 ± 110 1820 9.05 ± 0.25 96.2 ± 2.0
DFPhys04 708 ± 94 1820 8.68 ± 0.3 105.0 ± 1.3

These results indicate that the trend seen in the earlier RPD experiments is not
dependant on mass, as the fragment radii calculated for these trials at accretion layer
density are consistent with the previous data, even after varying the system masses.
This data supports the theory that the individual particles start life at approximately
the same volume, however the assumption that they begin life as cubes or spheres is
flawed as the radii representative of shells which would produce such particles are
often smaller than the initial radius for compressible materials.

This information also suggests that the cohesion of the particles is a physical
function independent of the mass of the system or material type. This implies that
the theory set out by Grady [5] and developed recently by Frost etal [7] may explain
the formation of these jets. Frost etal calculated the particle compaction Reynolds
number for their trials and displayed it as a function of the number of jets produced
for different materials. The particle compaction Reynolds number is defined below
(1) where ρ is the density, U is the velocity, L is the mitigant thickness, γs is the
particle mass density, cs is the sound speed in the particle phase and ds is the mean
particle diameter.

Re = (ρUL)/(γscsds) (1)

The Reynolds number was calculated for all the RPD and DFPhys trials and
can be seen plotted as a function of jet number in Fig. 3. The data presented here
correlates well with the findings of Frost etal. There is a positive trend between the
two variables with specific materials appearing in discreet groups. This confirms that
for specific materials, the balance between the forces tending to fracture, and those
tending to infinitely stretch, is proportional to the number of structures produced.
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Fig. 3 Dependence of jet number on compaction Reynolds number

3 Calculations

One-dimensional calculations of the four DFPhys trials were performed in EDEN
utilising the two-phase model and a cell size no greater than 0.2 mm. The best way to
display such calculations is in the form of a density map as in Fig. 4. The greyscale
on the plots represents the density of the mitigation, with the shock and detonation
products overlaid in red and green. Also plotted is the experiment outer mitigation
radius as obtained from the high speed videos, as blue crosses. This outer radius is
not expected to represent the position of the accretion layer but either the outer case
or detonation products as these can both shroud the accretion layer from view.

Fig. 4 Density profile maps Clockwise from top left - DFPhys01 Water, DFPhys02 Vermi-
culite, DFPhys04 Sand, DFPhys03 Sand
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It can be seen that the calculation of DFPhys01 is a good representation of the
experiment as the outer radius in the videos closely follows the outer spall layer
in the simulation with the correct expansion velocity. The agreement is much less
close with the remaining trials. The experimental expansion for DFPhys02 was dif-
ficult to determine from the videos as the material was so diffuse and the detonation
products obscured the mitigant for most of the early stages. As a result the compar-
ison to the 1D simulation shows the experimental velocity to be much higher than
the calculated one, although not as fast as the detonation products. It is likely that
a combination of the detonation products and the mitigation are observed and that
distinguishing between the two as the detonation products become more diffuse is
unachievable.

Both DFPhys03 and 04 behave in very similar ways, which is reassuring for both
the simulations and the experimental results. In both cases the calculations predict
that the sand will expand with a higher velocity than is observed on the experiments.
The video images were clear and there was very little shrouding from detonation
products at later times. Despite this the observed velocity was still less than that
predicted. As the simulation does not represent the formation of jets or structures
it could be attributed to the drag force discrepancy between individual particles as
calculated in EDEN, or larger clumps of particles as visible in the experiment.

When considering the peak overpressure and impulse for each trial, a compari-
son has been made between those points where the side-on pressure was measured
and those measuring the reflected pressure. The code to experiment comparisons
are shown in Fig. 5. It can be seen that the side-on pressure is better represented
by the 1D calculation than the reflected pressure. These plots also show that the
calculations slightly under predict the peak pressure and over predict the impulse
for the reflected pressure measurements. This indicates that the reflected pressure
gauges may not be recording the incidence of the mitigating material properly. Ad-
ditionally, the 1D calculations do not take into account reflections from surrounding
objects which may amplify the peak overpressure. Further 2D calculations may im-
prove the peak pressure predictions in this case.

Fig. 5 Comparison of calculation and experiment for blast parameters
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4 Conclusions and Discussion

The aim of this work was to investigate the mechanisms responsible for the inho-
mogeneous expansion of granular materials with the goal of more accurate compu-
tational representation. Analysis of the data shows similarities in the structure for-
mation volumes for the different mitigant types, regardless of system masses. This
suggests an inherent property of the process rather than the system variables. Com-
parison of the results to a theory building on the work of Grady [7] suggests that the
structures may be the result of the ratio of inertial to viscous forces on the compacted
layer of material. While an abundance of inertial forces would represent a situation
where the bed fractured dispersedly; a dominance in viscous forces would suggest
an infinitely expanding, thinning shell. The ratio of these forces should therefore be
proportional to the number of structures formed for a given material irrespective of
the system scale; this is evident in the graphical representation of these trials.

Comparison of the experimental velocity data to the EDEN hydrocode highlights
the need for accurate equation of state data for the more complex materials. One-
dimensional calculations of the incident blast pressure and impulse for the well
characterised materials gave good results, suggesting the inhomogeneous expan-
sion does not greatly affect these blast parameters. The data also showed that when
considering additional complexities as reflections from boundaries and objects, one
dimension is not a sufficient representation.
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Interaction of a Planar Shock with a Dense Field
of Particles

J. Wagner, S. Beresh, S. Kearney, W. Trott, J. Castaneda, B. Pruett, and M. Baer

1 Introduction

Understanding the particle-particle and shock-particle interactions that occur in
dense gas-solid flows is limited by a lack of knowledge of the underlying phenom-
ena. Gas-solid flows are characterized by the particle volume fraction ϕp of the flow
[1]. For particle volume fractions less than about 0.1%, flow is considered dilute
and the effects of particle collisions are negligible [2]. For packed particles, where
the ϕp is greater than about 50%, the flow regime is said to be granular. The dilute
and granular regimes have been well studied, but conversely, a substantial knowl-
edge gap exists for dense gas-solid flows, which have intermediate particle volume
fractions of about 0.1 to 50%. This regime exists at microsecond time scales during
blast-induced dispersal of material when the shocked particles are closely spaced.

Very little experimental data exist for the interaction of a shock wave with a dense
gas-solid field of particles, with rare exceptions such as Rogue et al. [3]. Though
they provided useful observations of particle trajectories and pressures following
the impingement of a shock on a granular bed of particles, much remains unknown
regarding the interactions that are involved in the dense gas-solid flow regime. With-
out data specifically acquired for such flows, simulations of energetic material deto-
nation during the early-time expansion will continue to suffer from limited physical
fidelity. To fill the gap in data for shock-particle interactions with initial volume
fractions residing between the dilute and granular limits, a multiphase shock tube
was recently constructed [4]. The unique facility uses a gravity-fed seeding method
to generate a dense, spatially isotropic field of 100-micron diameter particles into
which a planar shock is driven. High-speed schlieren imaging and pressure data are
used to provide insight into the flow and particle behavior in the dense gas-solid
regime.

J. Wagner · S. Beresh · S. Kearney · W. Trott · J. Castaneda · B. Pruett · M. Baer
Sandia National Laboratory, Albuquerque, NM, USA
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2 Experimental Program

Fig. 1 Schematic and photo of the multiphase shock tube

A schematic of the multiphase shock tube is shown in Fig. 1. The driver section
is a 2.1 m long stainless steel pipe with an inner diameter of 88.9 mm and a wall
thickness of 12.7 mm, supplied by high-pressure compressed nitrogen. Cruciform
scored, nickel alloy burst disks are used as diaphragms. Three disk thicknesses yield
shock Mach numbers Ms of 1.66 ± 0.02, 1.92 ± 0.02, and 2.01 ± 0.02. The driven
section is 5.2 m long and consists of square aluminum tubing with an inner width
of 79 mm. The driven gas is air at an initial temperature of about 300 K and an
initial atmospheric pressure of about 84.1 kPa. Pressure measurements have shown
that the shock is well planar by the time it reaches the ’particle curtain’ test section
[5]. The unique aspect of this shock tube is its ability to provide multiphase flows

Fig. 2 Particle curtain test section
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within the dense gas-solid regime by implementing a gravity fed particle curtain, or
particle ’rain,’ as shown in Fig. 2. An aluminum chamber having an inner diameter
of 76 mm is used to initially store spherical soda lime particles that are sieved to
diameters of 100-126 μm. Prior to an experiment, the soda lime particles rest on
an initially closed industrial gate valve. During a test, but prior to the rupture of the
burst disk, the gate valve opens and the particles flow through a beveled slit in the
ceiling insert reaching a nearly constant flow rate in about 100 ms. The particles exit
the test section through a similar slit in the floor and then enter a particle collector
reservoir, which is emptied after each test. The slit has a 68.6 mm spanwise width,
or about 87% of the full span of the test section, with streamwise thickness 3.2
mm. The gravity-fed seeding apparatus shapes the particles into what is termed the
particle curtain, which narrows to a streamwise thickness h of about 2.2 mm for
the bottom 75% of the test section height. Figure 3 shows a photo of the curtain
acquired at an oblique angle with a test section wall removed, demonstrating that the
curtain is nearly spatially isotropic. The particle volume fraction can be calculated
by measuring the mass flow rate of particles through the ceiling slit and imaging the
curtain to determine the velocity of the falling particles [5]. Owing to gravity, the
volume fraction varies linearly from about 25% at the ceiling to about 19% at the
floor. The particles flow at a velocity of about 1 m/s, which makes them essentially
frozen compared to the shock velocities.

Fig. 3 Photo of the particle curtain acquired with a test section wall removed

A 130 kHz schlieren imaging system is used to study the wave structure and
particle motions that occur following the impingement of a planar shock on the
particle curtain. In addition, high-speed pressure measurements are made upstream
and downstream of the curtain. Details can be found in [5].
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3 Results

A high-speed schlieren sequence of a Mach 1.66 interaction acquired with a vertical
knife edge, covering a 50 by 25 mm2 area near the test section center, is shown in
Fig. 4. At t = -10μs, the 2.2 mm thick curtain is near the center of the image along
with some extraneous particles that have escaped the bulk curtain flow. The incident
shock has propagated into the field of view and is about 8 mm upstream of the initial
curtain. At t = 5 μs, which follows the impingement of the incident shock, reflected
and transmitted shocks are observed. From 5 to 31 μs the transmitted shock trav-
els downstream, appearing to broaden, likely indicating spanwise curvature and/or
possibly rippling of the shock. Some shock curvature is to be expected considering
that the initial curtain spans 87% of the test section width, with an unattenuated
shock allowed to pass along the spanwise edges of the curtain. Pressures acquired
from a ceiling sensor 69 mm upstream and a sensor 64 mm downstream of the in-
teraction during the same run as that of Fig. 4 are shown in Fig. 5. The upstream
trace shows both the incident (t = -132 μs) and reflected (t = 259 μs) shock pressure
increases, while the downstream trace shows the transmitted shock (t = 125 μs).
Using the pressure data and one-dimensional unsteady wave theory, the transmitted
and reflected shock Mach numbers are calculated to be 1.55, and 1.23, respectively.
The flow velocities induced by the transmitted and reflected shocks are 260, and 160
m/s, respectively. The densities compute to 2.1 kg/m3 in the transmitted flow and 3.0
kg/m3 in flow induced by the reflected shock. As seen in Fig. 4, in the images from

Fig. 4 Schlieren sequence (horizontal gradients) showing a Mach 1.66 interaction
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Fig. 5 Ceiling pressures during the interaction of Fig. 4. Origin (x = 0) is the initial curtain
upstream edge

31 to 310 μs, the downstream edge of the particle field travels substantially faster
than the upstream edge, resulting in a particle field that spreads with time. The dif-
ference in flow properties across the streamwise thickness of the curtain leads to a
drag difference that in part explains the observed spread.

Expansion and compression waves also play a role in the interaction. In Fig. 4c,
pronounced downstream-propagating expansions, similar to those in a detonation,
are seen to trail the transmitted shock. Then in Fig. 4d, downstream-propagating
compressions follow the expansions as the pressure across the curtain begins to equi-
librate. As a result of the expansions and compressions, subsequent to the transmit-
ted shock increase, a downstream pressure trough appears in Fig. 5. Downstream-
propagating compressions and upstream-propagating expansions continue through-
out the interaction as the pressure equilibrates across the particle field. Similar ob-
servations were also made by Rogue et al. [3]. The trajectories of the upstream
and downstream edges of the particle fields at three shock Mach numbers for four
runs each are shown in Fig 6a and Fig. 6b, respectively. Not surprisingly, both edges
travel faster as the incident shock Mach number is increased. Dimensional analysis
suggests that the trajectories should exhibit similarity if they are normalized by the

Fig. 6 Trajectories of the particle field edges as determined with high-speed imaging: a)
upstream-edge, and b) downstream-edge
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Fig. 7 Normalized particle field edge trajectories: a) upstream-, and b) downstream-edge

incident shock-induced velocity up. The resulting normalized trajectories are shown
in Fig. 7, where the variables of both axes have also been divided by the initial
streamwise thickness of the curtain h. Indeed, Fig. 7 demonstrates that when scaled
by the post-shock gas velocity, the particle field trajectories collapse to a single
curve. In the downstream edge plot of Fig. 7b, some residual separation between the
three Mach numbers at later times, but overall the agreement between trajectories is
good.

4 Conclusion

A novel multiphase shock tube at Sandia National Laboratories has been used to
study the interaction of a planar shock wave with a gas-solid flow of particles hav-
ing a volume fraction between the dilute and granular limits. Interactions of planar
shock waves on a nearly spatially isotropic curtain of particles were studied. Trans-
mitted and reflected shocks led to a difference in particle drag across the streamwise
width of the curtain, which contributed to the spread of the particle field as it prop-
agated downstream. The trajectories of the particle field edges were shown to be
similar when normalized by the induced velocity downstream of the incident shock.
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Direct Numerical Simulations of Supersonic
Interfacial Flows

C.-H. Chang, X. Deng, and T.G. Theofanous

1 Introduction

Gas-liquid interfaces, when subject to accelerations and/or velocity gradients, are
unstable to infinitesimal perturbations—a classical subject that is well understood,
mainly via linear theory, but individually for each class of such flows (Rayleigh-
Taylor, Kelvin-Helmholtz, and Richtmeyer-Meshkov). Approximate, analytical,
weakly non-linear and even non-linear methods exist for some cases, but again only
for the rather idealized problems that involve accelerations normal to the interface
or velocity gradients in flows parallel to the interface. While these inform qualita-
tively about systems found in practice, absent are understanding and capability to
treat superposition of mechanisms in arbitrary flows, as for example those arising in
the presence of accelerating, oblique or curved interfaces. More severely, absent are
such methods that can accommodate compressible and shock-wave-bearing flows.
This is the subject addressed by the numerical work summarized in this paper—the
supporting experiments were carried out in a large-scale shock tube, they include
Newtonian as well as viscoelastic liquids, and the quantification includes the result-
ing particle size distributions [1]. The canonical problem is aerobreakup of liquid
drops [1], and applications of significant current interest include de-icing of airplane
wings, internal-combustion, rocket, and pulse-detonation engines, and dissemina-
tion of liquid agents in the atmosphere.

2 The Compressible Sharp Interface Method (CoSIM)

It has been established [2] that the sine qua non for our task is a numerical treat-
ment that observes the exact boundary conditions at the interface. An immediate
consequence is that the interface must be represented sharply, both dynamically and

C.-H. Chang · X. Deng · T.G. Theofanous
Center for Risk Studies and Safety, University of California at Santa Barbara
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kinematically. This means that the singular surface that marks each elementary por-
tion of the interface must have its own unique velocity that is computed from the
balance of forces and kinematics on either side of it. The key to achieving this is
an exact Riemann solution that incorporates the capillary force, viscous stress and
pressure jump across a curved-interface segment. We use a Level Set function to
represent the interface. Rather than the usual approach of convecting it along with
the flow field of the neighboring-bulk, at each time step we construct a new Level
Set function that is anchored to the interface velocity. The method is fully conserva-
tive, and the order of the numerical scheme is further improved by a curved sub-cell
representation of the interface.

A high-fidelity treatment also demands that the viscous and conductive fluxes
are fully resolved, and we found that even with a highly-efficient code, and with
adaptive mesh refinement, the gridding requirements exceeded desirable levels of
effort. Thus we have embedded a thin-layer treatment, which was further informed
and verified by a conformal-mapping solution of the flow over a solid sphere. The
updating of the flow and temperature fields in the vicinity of the interface are com-
puted by exact balances of diffusive fluxes (tangential tresses, heat fluxes) across
the interface, while observing equality of temperatures and tangential velocities at
the interface. The overall method is summarized by the flow diagram in Figure 1.

Calculate interface velocity ( v )

Advance Level Set function (
1n n

)

Locate cut-points; 
Create cut-cells and thin-layer mesh (TL)

On TL mesh, advance solution 
1n n

TL TL
Q Q

Pass solution from AMR mesh to TL mesh as B.C.

Pass viscous fluxes on TL mesh back to AMR mesh

On AMR mesh, advance solution 
1n nQ Q

nQ

1nQ

Fig. 1 The MuSiC+ code flow structure.
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The above are implemented in an AMR infrastructure with the unstructured cut-
cell grid embedded at the lower end of an adaptive hierarchy of nested Cartesian
meshes that are tailored to the efficiency of the numerical scheme for this class of
problems. All sharp areas, including shocks are subject to refinement, and to release
when no further needed. The code has been written in a way that is convenient to
parallelize.

3 Sample Simulations

We present three different kinds of simulations to illustrate current capability. The
first is an example of deformation and long-wave phenomena on a drop subjected to
a relatively weak shock. The second is to address short-wave phenomena that initiate
promptly behind strong shocks – these waves are essential to the subsequent evolu-
tions of drop shapes and break up patterns through coupling with the aerodynamics.
In both of these cases we present comparisons with experimental data that are first
of a kind. The third illustration is for a large scale underwater explosion involving
multiple free and rigid interfaces. All calculations are in axisymmetric geometry.

3.1 Long-Wave Phenomena

Here we consider a glycerol drop (1.83 mm in diameter) exposed to a rather weak
shock (pressure ratio = 1.51). Interfacial shear is negligible as a direct effect on the
drop, but viscous forces are important in controlling separation and thereby in af-
fecting pressure distributions and overall drag. In particular, flow separation creates
unbalanced aerodynamics and triggers a sequence of interface movements that lead
to a muffin-like shape (Figure 2a) just as seen in the experiment (Figure 2b). The
further evolution leads to penetration of the flattened front interface by Rayleigh-
Taylor instability, again just as seen in the experiments, and just as predicted by
theory that accounts for liquid viscosity [1].

3.2 Short-Wave Phenomena

Next we consider a glycerol drop (1.91 mm in diameter) exposed to a strong shock
wave (pressure ratio = 8.15). The key features of the drop response include: a wavy
region that begins at an angle of ∼ 30◦, a deep wave at a position of ∼ 45◦, a smooth
area over the forward stagnation region, and a flattening at the other end (Figure 3b).
They are all found in the numerical simulation (Figure 3a). Independent theory ver-
ifies quantitatively that the waves are due to viscous Kelvin-Helmholtz instability.
The deep wave is found at the sonic point and derives from known augmentation that
is due to compressibility. As the air stream accelerates along the interface to over
Mach 2.4, it abruptly separates at about 120◦ and creates a relatively high-pressure
region, which contributes to the flattening of the interface at the rear (Figure 3b).
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(a)

(b)

Fig. 2 Simulation results (a), and comparison with experimental images at 400 μs (b), of
a glycerol drop exposed to a shock wave that yields (Ms = 1.2, We = 520, Oh = 1.82 and
Reg = 1.57×104). The comparison shows straight (left) and oblique (right) views.

3.3 A Large-Scale Underwater Explosion

Last we consider an underwater explosion problem with a target represented by
a solid sphere positioned beneath the explosion core (Figure 4, dimensions are in
meters). We use two Level Set functions to track the explosion “bubble” and the
free interface at the top. The numerical challenge in this type of a problem is the
strong shock-interface interactions that occur at the very early stages of the ex-
plosion as they involve reflected waves of extremely high pressure ratio. The robust
and oscillation-free results demonstrate the effectiveness of the numerical treatment.
Moreover the AMR is seen to effectively capture fine details of shock propagation
even in very large spatial domains as found in practical applications. In the results
shown there is no special treatment of cavitation.
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(a)

(b)

Fig. 3 Simulation results (a), and comparison with experimental images at 12 μs (b), of a
glycerol drop exposed to a shock wave that yields (Ms = 2.67, We = 5.4×104. Oh = 1.9 and
Reg = 1.6×105).

4 Summary

We present a sharp interface method for compressible multiphase flows. Its key
ingredients include (a) a Riemann solution that provides the interface velocity in
a manner consistent with the exact jump conditions at the interface, and (b) a thin-
layer method that resolves the viscous boundary layer at the high degree of accuracy
required in simulating unstable interfaces. Our method preserves the conservation
laws and satisfies the exact kinematic and dynamic jump conditions across the in-
terface. The accuracy is further improved by using AMR, anchored level set func-
tion and curved-interface sub-cell representation. We demonstrate the robustness
and accuracy of our method by first-of-a-kind simulations and comparisons with
experiments that range from low-speed, R-T-dominated flows, to high speed, K-
H-dominated flows. Also, practical utility for large-scale, extremely high-pressure-
ratio problems is demonstrated by application to an underwater explosion with mul-
tiple interfaces.
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Fig. 4 Initial conditions and time evolution of an underwater explosion above a target.

Nomenclature

We =
ρgu2

gd0
σ Weber number; Reg =

ρgugd0
μg

Reynolds number;

Oh = μl

(ρlσd0)
1/2 Ohnesorge number; MS =

CS
Cg

Shock-speed Mach number;

where: d0 is drop diameter, CS shock speed, Cg speed of sound in gas upstream
the shock, ug free-stream gas velocity, μg/μl gas/liquid dynamic viscosity, ρg/ρl

gas/liquid density, σ surface tension coefficient.
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Experimental Investigation of Asymmetric
and Unsteady Flow Separation in High Mach
Number Planar Nozzles

E. Shimshi, G. Ben-Dor, A. Levy, and A. Krothapalli

1 Introduction

Flow separation in convergent divergent (CD) nozzles occurs when the dynamic
pressure of the fluid in the boundary layer is not high enough to overcome the rising
pressure ratio along the diverging part of the nozzle. This phenomenon has many en-
gineering application aspects such as jet engine performance, noise from jet engines,
limitations on the construction of rocket nozzles or thrust vectoring. Therefore it is
of interest to understand the physical aspects of the phenomenon. Unlike the invis-
cid quasi-one-dimensional analysis of nozzle flow, experiments revealed that most
often the shock wave that forms inside the nozzle is not a normal one. At low Mach
numbers the typical formation is of a slightly convex Mach stem with Mach re-
flection at its ends often termed ”Lambda foot”, while at higher Mach numbers an

Fig. 1 Flow separation inside a planar nozzle. Mach reflection with a Lambda foot [5] (left);
Oblique shock with a regular reflection [1] (right).
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oblique shock is created from opposite sides of the nozzle and reflects at the symme-
try plane (Fig. 1). These flow separation structures are most often symmetric when
the flow separation occurs close to the nozzle exit plane. When the flow separation
occurs away from the nozzle exit, it may become asymmetric or exhibit unsteadi-
ness. Summerfield et al. [1] reported that at low nozzle pressure ratio (NPR) the flow
separation in a planar nozzle is asymmetric. Arens & Spiegler [2] described stable
and unstable flow regions at different Mach numbers and noted that unstable regions
also exhibited asymmetric separation. Several investigators studied the occurrence
of flow separation inside planar nozzles [3, 4, 5, 6]. It can be deduced that the for-
mation of the shock system starting at the separation point seems to be dictated by
the separation Mach number. At low Mach numbers (Msep < 2.5), a ”Lambda foot”
with a Mach reflection is formed, while at higher Mach numbers, an oblique shock
with a regular reflection is formed. The type of reflection stays the same regard-
less of whether the separation is symmetric or asymmetric. In all the cases where
the separation was asymmetric with a Lambda foot the flow did not reattach to the
wall downstream of the separation point, but rather resulted in ”small” and ”large”
separated regions. In the case of asymmetric oblique separation the flow attached
to the wall up to the nozzle exit. The attachment of the flow appears to be related
to the Coanda effect where the inability of the jet to entrain ambient fluid due to
the proximity to the wall causes it to draw itself closer to the wall until it attaches
to it [7]. The type of reflection that occurs depends on the Mach number upstream
of the shock system and the pressure ratio across the oblique shock [8]. In order to
investigate flow separation in nozzles with varying Mach number (2.7> M >3.7),
a wedge having the same half angle can be inserted into a tapered nozzle at dif-
ferent stream-wise positions. The location of the wedge determines the exit area of
the nozzle and thus the fully expanded Mach number. This gives an advantage of
allowing a continuous change in area ratio with a single nozzle.

2 Experimental Arrangement

Experimental testing was conducted in the Hot Jet Facility of the Advanced Aero
Propulsion Laboratory at Florida State University. The jet from the nozzle exhausts
into a fully anechoic chamber and its main use if for studying jet noise. The jet is
fed from a 2000 psi (13.8 MPa), 10 m3 pressure vessel and is regulated by two-
stage control valves to achieve long run times and stable pressure conditions. The
nozzle used in the experiments was a planar (2D) tapered CD nozzle with an exit-
to-throat-height ratio of 8. The throat height was 3.175 mm (1/8”), the divergence
half angle was 10◦, and the radius of curvature ratio in the converging part was 16
to give a nearly straight sonic line. The diverging part of the nozzle was 65.25 mm
long with optical windows enabling a field of view starting from 9 mm downstream
of the throat up to 44 mm downstream of the nozzle exit for flow visualization. On
the top nozzle plate pressure taps were drilled along and across it. An aluminum
block with pressure taps along the centerline could be installed instead of one of
the optical windows. This arrangement enabled to measure pressures along the top
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wall and the symmetry plane of the nozzle and to verify that the flow was indeed
two dimensional by measuring the pressure across the flow. An aluminum wedge
with a 10◦ half angle and a width of 100 mm could be inserted and retracted into the
nozzle during the test run. The position of the wedge was controlled by a linear stage
connected to a stepper motor. The average pressure along the wall was measured
with a pressure transducer connected to a mechanical multiplexer. Far field noise
measurements were collected by a B&K model 4939 microphone and recorded at
a rate of 44,800 samples/s. The microphone was placed about 1 m upstream from
the nozzle exit at 45◦ off the central axis. Flow visualization was achieved with a
straight-line focused shadowgraph system.

3 Experimental Results

The experiments were performed at nozzle pressure ratios (NPR) ranging from 5 to
15.5. The location of the tip of the wedge measured from the throat position ranged
from 25 to 125 mm. This distance is normalized by the length of the diverging part
of the nozzle to give a variation in the location of the wedge tip from X∗

W = 0.38
to X∗

W = 1.92. At each NPR and wedge location the wall pressure on the top plate
was measured and a series of images were taken. At several measuring points, the
pressure across the nozzle at X∗ = 0.3(X∗ = X/XNozzle) was collected to ascertain
that the flow was two dimensional.

3.1 Flow Visualization

Shadowgraph images revealed four different flow patterns as shown in the follow-
ing figures. When the wedge is inserted deep into the nozzle the flow is stable with
no flow separation, the wedge tip creates an oblique shock which bounces back
and forth between the wedge and the nozzle wall. When the wedge is retracted the
flow separation proceeds upstream along the nozzle wall until the separation point
is further upstream than the location where the oblique shock from the wedge tip
strikes the nozzle wall. The separation shock alternates between the wedge and the
jet boundary. (Fig. 2 left). Furthere retraction of the wedge creates substantial in-
stability in the separation location; it is seen as multiple weak shock waves coming
from numerous separation points. The smearing of the shock waves as seen in the
shadowgraph could also be the result of highly 3D flow effects, but this would be
manifested in variation of pressure across the nozzle flow path. Simultaneously with
the separation instability a sharp tone can clearly be detected, and its amplitude and
frequency increase as the wedge is pulled out (Fig. 2 right). A similar charcteris-
tic tone has been observed in low Mach number nozzles and is termed transonic
resonance [9]. Further retraction of the wedge causes the tone to disapear and the
flow stabilizes with the separation shock converging at the wedge tip. The oblique
shock from the wedge strikes the jet boundary from the separation point causing it
to bend outwards and accelerate the flow. For NPR greater than 15 this flow pat-
tern remains basically unchanged when the wedge is retracted all the way out of
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Fig. 2 Shadowgraph image of type I and II flow; Steady symmetric separation (left); Un-
steady symmetric separation (right).

Fig. 3 Shadowgraph image of type III and IV flow; Symmetric separation with reflection at
the tip of the wedge (left), Asymmetric separation with flow attaching to the wall (right).

the nozzle (Fig. 3 left). For NPR values below 15, further retraction of the wedge
causes the flow to separate asymmetrically with the jet attaching to either the top or
bottom nozzle walls with reverse flow on the opposite side (Fig. 3 right). In most
cases the direction of the asymmetry would remain constant during the same run but
may change direction if the alignment of the nozzle was changed between runs. The
separation point on the flow reversal side would move upstream while on the flow
side it would remain almost unchanged. This flow pattern will remain constant even
as the wedge is fully retracted.

3.2 Pressure Measurements

Pressure measurements were taken along the mid section of the top nozzle wall
from X∗ = 0.06 to X∗ = 0.93. The separation Mach number just upstream of the
separation point calculated from the pressure readings ranged from 2.6 to 3.0 ac-
cording to the NPR. Figure 4 shows the static wall pressure for two types of flow
patterns normalized by the ambient pressure. In flow type I the pressure increase
across the separation point intensifies as NPR increases because the separation is at
a higher Mach number. The pressure recovery downstream of the separation point
is almost linear ending at 80% of the ambient pressure. Once the flow separation
becomes unstable (Fig. 4 left), the pressure rise across the separation point is less
distinctive, probably due to an averaging effect of the shock motion. When the flow
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Fig. 4 Normalized pressure measurements along nozzle wall: Type II flow (left), Type IV
flow (right).

re-stabilizes the sharp increase in the pressure across the separation point can be
seen once again, but the pressure recovery is immediate and remains at a constant
value up to the nozzle exit. When the wedge tip is outside of the nozzle (X∗

W > 1 )
the pressure recovery is about 90% of the ambient pressure, while when it is inside
the nozzle the pressure is lower and depends on the wedge location. For the case of
asymmetric separation, the pressure profile is different for each wall, it increases to
about twice the separation pressure along the wall that the flow is attached to and re-
mains constant down to the point the flow reattaches to the wall causing an increase
to a pressure above ambient. As the NPR increases, the reattachment point moves
downstream towards the nozzle exit. On the opposite wall the pressure downstream
of the separation point rises immediately to ambient condition and remains constant
up to the nozzle exit (Fig. 4 right).

3.3 Sound Measurements

Far field sound measurements with a microphone positioned at 45◦ to the jet axis
were taken at various NPRs and wedge locations. In the cases where the flow sep-
aration was steady no distinct frequency was found and the noise was broadband
in nature. Once the location instability of the separation point was observed a loud
high frequency tone was recorded and its FFT showed discreet peaks at 1.7 to 2
kHz with two to three harmonics. Once the flow re-stabilized either with a symmet-
ric or asymmetric separation the sharp tones disappeared. It appears that the noise
generation is directly related to the flow instability. In general the basic frequency
of the tone ascended as the distance of the wedge tip from the nozzle throat in-
creased. For a constant wedge location, the frequency ascended as the stagnation
pressure was increased. Figure 5 shows the relation of the wedge location with the
Struhal number S = f hexit/Uexit where hexit is the distance between the wedge and
the walls of the nozzle, the exit velocity is calculated from Uexit = ṁ/ρambAexit . It
shows a monotonous increase of Struhal number with wedge location for all stag-
nation pressures.
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Fig. 5 Variation Struhal number with location of the wedge at different NPR conditions.

4 Conclusion

An apparatus for investigating flow separation phenomena inside a planar nozzle
with varying area ratio has been devised. Flow visualization revealed four types
of flow patterns depending on the NPR and the wedge position. Three of the flow
types resulted in steady flow either with symmetric or asymmetric flow separations.
The forth produced an unstable separation mechanism that was accompanied by a
distinct tone. When flow separation became asymmetric the jet attached to the wall
and produced a high pressure area. In all cases a regular reflection was produced.
The unsteadiness of the separation point location observed in the experiment can be
related to a form of transonic resonance.

References

1. Summerfield, M., Foster, C.R., Swan, W.C.: Jet Propulsion 24, 9 (1964)
2. Arens, M., Spiegler, E.: Bulletin of the Research Council of Israel 11C (1962)
3. Hunter, C.A.: Experimental, theoretical, and computational investigation of separated noz-

zle flows. In: 34th AIAA/ASME/SAE/ASEE Joint Propulsion Conference & Exhibit, July
13-15. AIAA, Cleveland (1998)

4. Papamoschou, D., Zill, A., Johnson, A.: Shock Waves 19, 3 (2008)
5. Bourgoing, A., Reijasse, P.: Shock Waves 14, 4 (2005)
6. Lawrence, R.A., Weynand, E.E.: AIAA Journal 6, 6 (1968)
7. Panitz, T., Wasan, D.T.: AICHE Journal 18, 1 (1972)
8. Shimshi, E., Ben-Dor, G., Levi, A.: Journal of Fluid Mechanics 635, 1 (2009)
9. Zaman, K.B.M.Q., Dahl, M.D., Bencic, T.J., Loh, C.Y.: Journal of Fluid Mechanics 463

(2002)



Experimental Investigation of Shock Train
Induced Turbulence

A. Grzona and H. Olivier

1 Introduction

Inside a nozzle with small opening angle the re-compression from supersonic to
subsonic flow conditions is conducted by a shock train when the back pressure and
the relative thickness of the boundary layer compared to the nozzle height are suf-
ficiently high. A sketch of a typical shock train is depicted in Fig. 1a. Due to the
boundary layer effect a series of shocks alternating with expansion zones is formed
and the re-compression spans over a certain distance. The shock region is followed
by a turbulent mixing region, where the subsonic turbulence layers originating at
the foot of the first shock grow together. The turbulent fluctuations homogenise the
flow and are accompanied by a rise in static pressure (see Fig. 1d). Caused by shear
layers and the associated mixing process, the overall pressure rise in a shock train is
lower than for a single normal shock with the same pre-shock conditions. A detailed
description of the shock train phenomenon and a comprehensive review of its time-
averaged behaviour can be found in [1]. The normal Reynolds stress throughout the
shock train on the centre line was measured by [2]. For the cases of a lambda-foot
shock train and a x-type shock train a strong intensification of the turbulent fluctu-
ations was observed in the mixing region. The magnitude of the maximum normal
Reynolds stress on the centre line strongly depends on the pre-shock Mach number.
In the present investigation movable hot-wire probes are used to measure the dis-
tribution of the turbulent fluctuations over the complete nozzle height at different
positions inside the shock train and the following mixing region. This allows to cap-
ture the growth of the turbulence layer. Figure 1b shows a Schlieren image of the
flow with the hot-wire probe positioned on the centre line at the beginning of the
turbulent mixing layer. Schlieren images with a shorter illumination time show the
turbulent structures emerging from the shock/boundary layer interaction (Fig. 1c).

A. Grzona · H. Olivier
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52056 Aachen, Germany
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Fig. 1 (a) Principle sketch of a shock train (b, c) Schlieren images with and without hot-wire
sensor, Ma1 = 1.81 (d) experimental (symbols) and numerical (lines) wall pressure distribu-
tions for different back pressures and free-stream Mach number

2 Experimental Setup

The experiments have been carried out in a continuous cold gas wind tunnel, with a
geometry similar to a pilot facility designed for the gas-phase synthesis of nanopar-
ticles presented in [3]. A standard compressor provides a maximum mass flow of
104 g/s with a constant total temperature of T01 = 293 K. For the given effective
cross section of the first nozzle throat of A∗

1 = 92.8 mm, this mass flow results in a
maximum total pressure of p0 = 4.75 bar. The parallel side walls of the test section
are made of quartz glass to permit Schlieren visualisation. From the first throat the
cross section of the nozzle increases due to a diverging angle between upper and
lower walls of β = 1.6◦ over a length of x = 258 mm. Downstream of this posi-
tion the diverging angle opens to β = 3◦. The shock train position inside the test
section can be adjusted by a movable central plug in a conical second nozzle. This
allows pre-shock Mach numbers in between Ma1 = 1.1 and 2.1. More details about
the wind tunnel, the measurement system and preceding experimental results e.g.
the wall pressure distribution along the shock train can be found in [2] and [4]. The
velocity and normal Reynolds stress profiles in y-direction are measured at five mea-
surement positions downstream the nozzle throat (see Tab. 1) by a hot-wire sensor
operated with a constant voltage anemometer (Model 4-600 CVA, Tao Systems) [5].
Table 1 also gives the distance between the wall and the centre line of the nozzle yCL.
Schlieren and shadowgraph images are taken to give an overview of the flow field
and the shock train structure.
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Table 1 Hot-wire distance S [mm] from the foot of the first shock for different leading shock
positions x1 and pre-shock Mach numbers Ma1

Pos. 1 Pos. 2 Pos. 3 Pos. 4 Pos. 5
yCL, mm 5.82 6.38 7.28 8.33 9.37

x1, mm Ma1 S, mm
106 1.62 100
126 1.68 80
146 1.74 60 100
166 1.81 80
186 1.85 60 100
206 1.91 40 80 120 160
226 1.93 60 100
246 1.96 80
266 2.01 60

3 Results from Hot-Wire Measurements

A movable hot-wire sensor has been utilized to measure the velocity and normal
Reynolds stress distribution in y-direction at five different x-positions for variable
pre-shock Mach numbers (see Tab. 1). Each column represents measurements at
a fixed sensor position, while the position of the leading shock and therewith the
Mach number is changed. Each row represents measurements at a constant Mach
number. Due to the hot-wire support the measurement point closest to the wall is at
y = 0.1 mm which corresponds to a y+ value of about 300. Exemplarily, the results
for Ma1 = 1.91 can be found in Fig. 2b. All the other measurements are arranged in
a way that a single picture shows the profiles for a constant distance from the foot
of the first shock with an increasing pre-shock Mach number (see Fig. 3). The ve-
locity and normal Reynolds stress profiles in the supersonic free stream are depicted
in Fig. 2a. They show a slightly increasing boundary layer thickness for increasing
Mach numbers and associated boundary layer running length and very low nor-
mal Reynolds stresses on the centre line. The velocity fluctuations increase steadily
inside the boundary layer which is in qualitative agreement with the results pre-
sented in [6]. In Fig. 2b a series of profiles is displayed throughout a shock train and
the following mixing layer for a constant pre-shock Mach number of Ma1 = 1.91.
While across the supersonic inflow upstream of the first shock high normal Reynolds
stresses can only be found close to the wall, the presented results clearly show that
with increasing distance from the foot of the first shock the turbulent fluctuations
spread towards the centre line. At the position S = 80 mm downstream of the first
shock a significant maximum can be observed at a distance of y = 4 mm from the
wall. Inside the turbulent mixing layer 120 mm downstream of the first shock, the
normal Reynolds stress is almost equally distributed over the whole cross section.
The latter can also be observed in Fig. 3a for different pre-shock Mach numbers.
These results correspond with the observation from Schlieren pictures (turbulence
layer growing towards the centre line) and are in qualitative agreement with [7].
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Fig. 2 Velocity and normal Reynolds stress y-profiles in supersonic flow (a) and along a
shock train for pre-shock Mach number Ma1 = 1.91 (b)

Figure 3 displays the y-profile of the velocity and the normal Reynolds stress for
a constant distance from the foot of the first shock in each case for increasing pre-
shock Mach numbers. Due to different shock positions the Reynolds number based
on the momentum thickness varies between Reθ = 20,000 and 30,000. This has
no significant effect on the shock train structure [2] and was therefore neglected.
The velocity profile inside the shock region is deformed and becomes triangular.
This effect is more distinct closer to the foot of the first shock and for higher pre-
shock Mach numbers. Therefore, the most deformed velocity profile is found for the
shortest distance between shock and sensor (S = 60 mm) at the highest pre-shock
Mach number (Ma1 = 2.01). The given normal Reynolds stresses support the ob-
servation of a turbulence layer growing towards the centre line and illustrate that
the magnitude of the fluctuations increases with increasing pre-shock Mach num-
ber. Although a series of profiles have been measured, the presented results are not
sufficient to present a comprehensive analysis of the flow field and the dominating
factors of influence. This leaves room for further investigations.

4 Numerical Results

Accompanying two-dimensional numerical simulations have been carried out with
ANSYS CFX and the Menter SST turbulence model. The utilized mesh has a reso-
lution of 900 x 80 points in x- and y-direction. While the grid spacing in x-direction
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Fig. 3 Velocity and normal Reynolds stress y-profiles for different distances from the foot of
the first shock, 100 mm (a), 80 mm (b) and 60 mm (c)

is constant, the spacing in y-direction uses a logarithmic scaling to reach Δy+ < 1
for the first cell at the nozzle walls. Wall pressure and Mach number distribution of
the simulation fit the experimental data quite well (see Fig. 1d), so that the numeri-
cal results can be used to have a qualitative look into the flowfield. A comparison of
numerical and experimental results is shown in Fig. 4. The depicted results clearly
show that the normal Reynolds stress of the incoming boundary layer is enforced
at the foot of the first shock. Downstream, the generated turbulence loses intensity
while it spreads towards the centre line. The magnitude of the numerical profiles dif-
fer somehow from the measured ones, but qualitatively they are in fair agreement.
Especially near the wall deviations of the Reynolds stress profiles occur which may
be caused by an inappropriate turbulence modelling.
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Fig. 4 Numerical (a) and experimental (b) Schlieren image, numerical turbulence contour (c),
as well as numerical (d) and experimental (e) normal Reynolds stress profiles for pre-shock
Mach number Ma1 = 1.91
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Influence of a Normal Slot Boundary Layer
Suction System onto a Shock Train

A. Weiss and H. Olivier

1 Introduction

The recompression of supersonic gas flow is a very common flow phenomenon in
modern aerodynamics and occurs in a great number of applications for instance
supersonic ramjet or scramjet inlets, internal diffusers and supersonic ejectors. Un-
der certain conditions even one or more shocks can appear downstream of the first
shock. This series of shocks is a so called shock train. In contrast to other shock sys-
tems the supersonic flow is decelerated at first through a shock system and followed
by a mixing region as shown in Fig. 1. For the whole interaction region Crocco et
al. [1] have coined the term pseudo-shock. The structure and length of the shock
train depends very much on the so called confinement level which is the ratio of the
boundary layer thickness δ to the half height of the nozzle h. This was investigated
very thoroughly by Carroll [2] and Om et al. [3]. In case of a shock train, due to the
occurrence of successive shocks the pressure recovery along the shock train extends
and greatly deviates form the pressure gradient that would occur at a single normal
shock, [4]. However, a short recompression region or at best a single normal shock
leads to very high pressure and temperature gradients, which provides interesting
opportunities for various gas dynamic applications. In order to reduce the shock
train length and thereby increasing the pressure gradient the shock system must be
exposed to a higher back pressure. However, under normal conditions this would
lead to a relocation of the shock train farther upstream, because the boundary layer
can only withstand a certain back pressure level. The ability of the boundary layer to
overcome a strong back pressure is limited, because the flow velocity hence impulse
drops to zero near the wall. In order to remove the parts of the boundary layer with
small impulse a normal suction slot 1.5 mm wide is placed upstream of the shock
train, see Fig. 1.
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Shock Wave Laboratory, RWTH Aachen University, Templergraben 52,
52064 Aachen, Germany



142 A. Weiss and H. Olivier

Fig. 1 Schematic sketch of a boundary layer suction system and the shock train

2 Experimental Facility

The experiments presented in this paper have been carried out in a supersonic wind
tunnel. A detailed description of this facility can be found in Weiss et al. [5]. For the
current measurement two different nozzles have been investigated, whereby the first
nozzle exhibits a free stream Mach number upstream of the suction slot of Ma =
1.45 and the second nozzle Ma = 1.65. The distance of the suction slot to the nozzle
throat is equal. The back pressure of the shock train inside the primary nozzle can be
altered over a wide range. The total pressure p01 of the flow can be varied between
p01 = 2.0 bar and 4.75 bar, which in case of Ma = 1.45 leads to a Reynolds number
variation upstream of the suction slot between Rex = 4.31 ·106 and Rex = 9.91 ·106

and in case of Ma = 1.65 of Rex = 3.7 ·106 and 8.53 ·106. The primary nozzle can
be operated in two configurations, either suction slots are implemented in the upper
and lower nozzle wall, whereas the side walls are made from quartz glass, or the
suction system extends across all four nozzle walls. The boundary layer upstream
of the suction slot has been measured by means of a movable pitot tube. In Table 1
the boundary layer properties are summariesed.

Table 1 Boundary layer properties, x = 182 mm, h half height of the nozzle

Ma = 1.45 h [mm] δ [mm] δ /h Ma = 1.65 h [mm] δ [mm] δ /h

upper wall 4.1 2.52 0.62 4.6 2.78 0.60
side wall 7.5 2.25 0.30 7.5 2.11 0.28

3 Transition of a Shock Train into a Curved Shock

Figure 2 depicts five steps how the shock stabilizes at the suction slot as the pressure
increases. At first the total pressure ratio p02/p01 across the shock train is only 0.6
and the shock train is located downstream of the suction slot. From the edges of the
suction slot originate only very weak shocks which are reflected from the nozzle
wall father downstream. When the back pressure is increased and the total pressure
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ratio reaches 0.63, the primary shock is located at the slot as shown in Fig. 2b. In
order to negotiate the steadily increasing back pressure the shock system changes in
as much as the shock angle increases. At the primary shock a Mach stem becomes
visible near the nozzle axis. Ultimately the shock system concurs in a single curved
shock. Downstream of which some weak compressions and expansions prevails.
At a certain back pressure level even a strong shock can not provide the pressure
increase necessary and the shock suddenly relocates upstream as shown in Fig. 2e.
For all measurements the static pressure in the suction cavity is kept equal to the
static pressure upstream of the slot, which is therefore lower than the static pressure
immediately downstream of the first shock. When suction slots are only installed
on the upper and lower nozzle wall the maximum pressure ratio achieved across
the first shock did not exceed p2/p1 = 2.08, which is below the theoretical value
of p2/p1 = 3.02 for a normal shock at Ma = 1.65. Therefore, a 1.5 mm suction
slot was implemented on the side walls also and the shock provided a pressure ratio
of p2/p1 = 3.01. In order to study the influence of the Reynolds number onto the
stability of the shock the total pressure has been varied between p01 = 2.0 bar and
p01 = 4.75 bar, whereas the pressure in the suction cavity is kept equal to the pressure
upstream of the suction slot. As shown in Fig. 3, across the suction slot a pressure
ratio comparable to the normal shock one is obtained for both nozzles. The results
show that the back pressure can be increased up to the theoretical maximum if the
static pressure and Mach number upstream of the shock as well as the pressure in the
suction slot are kept constant. It is found, that if the back pressure increases above
the theoretical value of a normal shock the primary shock relocates from the suction
slot in upstream direction. Likewise, if the pressure in the suction cavity is higher

Fig. 2 Behaviour of a shock train at different back pressure ratios, Ma = 1.65



144 A. Weiss and H. Olivier

Fig. 3 Normalized wall pressure distribution a) Ma = 1.45, b) Ma = 1.65

than the static pressure upstream of the suction slot the shock becomes unstable and
relocates.

4 Simplified Flow Model of the Suction Mechanism

A simplified model of the suction mechanism is sketched in Fig. 4. It can be stated
that once the normal shock is established it is located at the upstream edge of the
suction slot. As the normal shock enters the boundary layer it becomes very weak
near the wall and finally disappears because the local Mach number drops to one, see
Fig. 4. Since the static pressure p1 is constant in the cross section just upstream of
the shock and the shock strength varies with the distance from the wall, the pressure
downstream of the shock must also vary. Because the shock is very weak or not even
exists in the lower part of the boundary layer no significant shock induced compres-
sion occurs. Therefore, outside the boundary layer the pressure p2 is higher than the
pressure in the vicinity of the slot p2’. The vertical pressure gradient downstream
of the shock induces a secondary flow towards the suction slot, thereby satisfying
the conservation of momentum. For the shock stabilization mechanism the suction
mass flow is a significant parameter. Therefore, boundary layer measurements have
been carried out in order to determine which part of the incoming boundary layer
is removed. As sketched in Fig. 4 a streamline exists inside the boundary layer that
determines which part of the flow is removed from the main flow; in the flowing
to be called suction streamline. Only the mass flow inbetween the nozzle wall and
the suction streamline is removed. As this streamline passes the shock wave it un-
dergoes a significant increase in static pressure, the flow velocity is reduced and a
shock induced total pressure loss occurs. Initially the suction streamline is parallel
to the nozzle wall and it also does not change its flow direction across the normal
shock. Yet due to the pressure gradient downstream of the shock eventually it is
turned by 90 deg. This streamline reaches the nozzle wall at the downstream edge
of the suction slot, which leads to the formation of a stagnation point. Assuming that
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Fig. 4 Sketch of simplified flow model near the suction slot

the suction streamline - once the normal shock is passed - decelerates isentropically
towards the stagnation point, the total pressure of the suction streamline must be
equal to the static pressure of the flow downstream of the suction slot. This leads to
the conclusion, that the mass flow removed from the boundary layer is a function
of the total pressure distribution p02(y) across the boundary layer downstream of
the normal shock and the static pressure value p2 downstream of the same shock
outside of the boundary layer. In Fig. 5 exemplarily the mass flow distribution over
the nozzle cross section and the total pressure distribution immediately downstream
of the normal shock are shown. The total pressure values downstream of the normal
shock are obtained from the pitot tube measurements. From the measured suction
mass flow of 22.9% the thickness of the removed boundary layer can be derived
from Fig. 4a, which in this case is ys = 0.82 mm. At this wall distance the local
total pressure downstream of the normal shock becomes p02 = 3.26 bar. This value
is very close to the static pressure measured downstream of the suction slot. Table 2
summarizes the static and total pressure values for all flow cases. One can note that
in all cases the agreement of the total pressure p02(ys)and static pressure p2 is quite

Fig. 5 Mass flow and total pressure distribution p01 = 4.75 bar, a) Ma = 1.45 b) Ma = 1.65
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Table 2 Boundary layer height removed from main flow, comparison of total and static
pressure

Ma = 1.45 p01 [bar] ṁs/ṁ1 [%] ys [mm] p2 [bar] p02(hs) [bar] devitation [%]

4.75 -22.9 0.82 3.23 3.26 0.9
4.0 -21.8 0.76 2.65 2.75 3.8
3.0 -24.6 0.88 2.05 2.09 1.9
2.0 -24.7 0.82 1.33 1.38 3.7

Ma = 1.65 p01[bar] ṁs/ṁ1 [%] ys [mm] p2 [bar] p02(hs) [bar] devitation[%]

4.75 -24.2 0.9 3.12 3.23 3.5
4.0 -26.2 1.0 2.63 2.77 5.3
3.0 -22.8 0.85 1.94 2.0 3.1
2.0 -22.8 0.85 1.32 1.37 3.8

good. The remaining error can be attributed to the limited accuracy of the suction
mass flow and pitot tube measurements.

The findings of this work can be summarized as follows. Firstly, no active suction
needs to be applied to stabilize the shock train. The high pressure downstream of
the primay shock of shock train is sufficient to propel the suction mechanism when
the pressure inside the suction cavity is equal or smaller than the static pressure
upstream of the suction slot. Secondly, due to the pressure gradient towards the
suction slot downstream of the normal shock the incoming boundary layer does
not need to negotiate a large back pressure, therefore a stable normal shock can
establish. Thirdly, in order to obtain a normal shock inside a nozzle with significant
boundary layer a certain part of the boundary layer needs to be removed. This part
is confined by the suction streamline which exhibits a total pressure p02(ys) equal
to a the static pressure p2 outside of the boundary layer.
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Numerical Investigation of Over-Expanded
Nozzle Flows: Influence of Internal Shock Waves

G. Fournier, A. Chpoun, M. Sellam, Ph. Rijasse, and S. Girard

1 Introduction

During ascent in low altitudes, space launchers experience high nozzle exit pres-
sure leading to flow separation in the divergent. Two flow separation regimes have
been identified: free shock separation (FFS) and restricted shock separation (RSS)
regimes [1]. The transition between these two regimes with potential asymmetry
of the flow could lead to high side loads which are of great practical importance.
Meanwhile, modern rocket nozzles are optimized for maximum thrust during the
entire ascent trajectory. In compliance with the launcher overall dimensions, the di-
vergent part of these nozzles is truncated and the nozzle area-ratio are readjusted to
satisfy the exit Mach number. Thus, the resulting nozzle contour (TOC contour) is
characterized by a high angle of divergence at the throat compared to an ideal noz-
zle contour. As a consequence, an internal shock emanating from the nozzle throat
region can interact with the shock waves system produced by flow separation at the
end of the nozzle. Recently for the first time, the influence of the internal shock wave
on the transition between free separation and restricted separation regimes has been
questioned [2]. An experimental work has been carried out in the framework of a
PhD thesis at ONERA, Meudon, France. This work has had both a theoretical part
by analyzing shock waves interferences inside the divergent and an extensive exper-
imental program during which measurements of both stationary and non stationary
pressures were obtained.

A preliminary 2D numerical simulation has been also carried out. However, due
to three dimensional nature of the experimental flow, the comparison between ex-
perimental and numerical computation was not satisfactory enough. After a short
validation phase, the present work focuses on three dimensional simulations of
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these experiments. For this purpose, the FASTRAN CFD code has been employed.
This code has full 3D capability treating both structured and unstructured meshes. It
solves averaged Navier-Stokes equations with different turbulence models and nu-
merical schemes. The next sections will provide an overview of the experimental
study, the numerical work and the results with emphasis on hysteresis phenomenon
that has been observed.

2 Overview of the Experimental Work

The experimental study has been carried out in the S8Ch facility of ONERA re-
search center located at Meudon, France. Figure 2 shows the experimental set-up
which consists of a supersonic planar nozzle. The divergent of the nozzle had a pro-
file formed of two straight line segments of a constant angle producing an internal
shock. During the course of these experiences, the internal shock intensity was mod-
ified by rotating the whole profile around an axis located close to the throat.The flow
through the nozzle was established by aspiration of air at atmospheric conditions us-
ing vacuum pumps located downstream. The pressure at the nozzle exit section was
varied using a second throat located in the diffuser. The nozzle was equipped with
pressure transducers of both stationary and un-stationary (Kulite) type. The LDV
technic was also employed to investigate the flow velocity profiles at the nozzle exit
region. Flows were visualized both inside the nozzle and downstream of the exit
section using Schlieren technique.

Fig. 1 Experimental set-up.

The main purpose of the experimental work was to investigate the transition of
free separation regime to restricted separation regime and to study the influence
of internal shock intensity on the whole separation process. As an example of re-
sults, Figure 2 shows Schlieren pictures obtained for a wide range of NPR (Nozzle
Pressure Ratio). The parameter τ which is the ratio of second throat to the first
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Fig. 2 Schlieren flow visualizations for high (left) and low (right) nozzle pressure ratios.

throat heights, is related to the NPR. These pictures clearly show the two separation
regimes: the FSS regime that appears for τ ≥ 1.280 and the RSS regime (τ < 1.280).

3 Numerical Work

3.1 CFD Code Description

Numerical study was conducted using a finite volume Reynolds-Averaged-Navier-
Stokes (RANS) solver (CFD-FASTRAN) developed by the CFD Research Corpora-
tion. This code offers two upwind differencing schemes with a variety of higher or-
der limiters to calculate the convective terms in the transport equations. Both explicit
and fully implicit time integration schemes are available for steady and unsteady
flow simulations. The code is based on a cell-centered finite volume discretization.
Inviscid fluxes may be computed using Roe’s flux difference splitting scheme and
Van Leer’s flux vector splitting. Both schemes are first order spatially accurate. Flux
limiters may however be used to rise up the spatial accuracy. For Min-mod and Van
Leer limiter the accuracy is 2nd order while for Osher-Chakravarty limiter the accu-
racy is up to third order. CFD-FASTRAN has five turbulence models (k− ε , k−ω ,
k−ω , SST-Menter, Spalart-Allmaras and Baldwin Lomax). For this study, the flux
vectors are evaluated, at each time step, using Roe’s upwind flux difference split-
ting, with a MINMOD flux limiter in order to achieve a high-order spatial accuracy.
The turbulence model used is the one equation algebraic Baldwin-Lomax model.
Time-integration is achieved using a fully implicit scheme. Local time stepping is
also used to accelerate convergence to steady state. The solutions were allowed to
converge until the L2 norm of the density residual dropped at least by four orders of
magnitude.

In order to perform 2D CFD simulations of the flow field in the nozzle, finite vol-
ume grids are constructed using an algebraic grid generator software CFD-GEOM.
Multi-block structured grids are used in this calculation. The computational domain
includes the convergent-divergent part of nozzle and the zone downstream. The to-
tal number of cells is around 80,000 for the 2D computations and 1,050,000 in 3D.
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The refinement of the grids near the wall was such as the first cell-height was about
y+=1. The pressure is imposed both at the inlet and the outlet in order to define the
Nozzle Pressure Ratio. For the 3D cases, a symmetry condition is applied in the
spanwise direction in order to consider only one half of the nozzle in that direction.

3.2 Validation of the 2D Computations

Before computing the complex 3D flow in the nozzle, it is necessary to validate
the CFD-FASTRAN solver in our case. To do so, 2D simulations for NPR varying
from NPR=1.67 to NPR=10 were performed and the converged results were com-
pared to the experimental visualizations from [2]. The comparisons for NPR=3.8
and NPR=2.02 are shown in Figure 3. For both NPR, the numerical results are in
fairly good agreement with experiments since the shock structures are very close to
each other. Indeed, the shock waves occurring because of the junction of the two
segments in the diverging part have the same angle in both approaches and exit
shocks happen at the same position and have similar shapes.

NPR=3.80

NPR=2.02

-

Fig. 3 Comparison of the shock structures obtained by experiments (left) and 2D computa-
tions (right) for two NPR. The structures are visualized using Schlieren Technique (experi-
ments) and contours of |∇ρ| (computations).

Provided the preceding results, it has then been concluded that the results were
close enough from the experiments for the code to be validated in our particular
case. It is however noteworthy that due to the highly 3D aspect of the flow, only a
qualitative validation is meaningful and that a quantitative agreement, on the pres-
sure distribution for instance, is not expected. As a conclusion, the next section will
only provide qualitative observations that can enlighten us on the particular physics
involves but no quantitative measurements could be considered as true.

3.3 Hysteresis Phenomenon

The flow for several NPR, varying from NPR=1.6 to NPR=10, was independently
studied by 2D RANS simulations in order to observe the different flow regimes in
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the nozzle. For each case, the flow was initialized with a NPR that was kept con-
stant all along until statistical convergence. It then appears that under a critical NPR,
NPRcrit = 1.9, the flow in the nozzle becomes asymmetrical with respect to the noz-
zle axis. This observation is in agreement with experiments since the asymmetry
is recovered in Figure 2.(k)-(l) (corresponding to NPR=1.7 and NPR=1.67 respec-
tively), even if the critical NPR is slightly overestimated by RANS simulations with
respect to experiments (the flow is still symmetrical in experiments at NPR=1.9).

In order to study if NPRcrit as the same value whether the NPR is increasing or
decreasing, two additional computations were performed. For the first simulation,
the flow was initialized with NPR=2 and the pressure ratio was progressively de-
creased down to NPR=1.65, the statistical convergence being reached at each step.
In the meantime, the initial NPR for the second computation was set to NPR=1.65
and was then increased up to NPR=2. The results at different stages of the simula-
tions are displayed in Figure 4. On the upper part, representing the decreasing NPR
simulation, it is clear that the flow is initially symmetrical. Then, for NPR≤ 1.90, the
flow becomes more and more asymmetrical when the NPR further decreases. On the
contrary, the increasing NPR simulation shows that when the flow is initialized with
an asymmetrical regime, one have to increase the NPR much higher than the critical
NPR in order to recover a symmetrical flow. The lower part of Figure 4 indeed indi-
cates that the flow is not perfectly symmetrical with respect to the nozzle axis even
at NPR=2.0. However, a further increase to NPR=2.1 (not shown here) would lead
to a symmetrical flow. To conclude, this part of the study clearly demonstrates that
the symmetrical nature of the flow is very dependent on the variation of NPR in the
nozzle. This observation is of great industrial interest since the flow asymmetry lasts
longer for increasing NPR, which is typically the case during ascent of Spaceship
or Rockets.

NPR=2.00 NPR=1.95 NPR=1.90 NPR=1.72 NPR=1.65
−→ −→ −→ −→
←− ←− ←− ←−

Fig. 4 Comparison of the shock structures obtained by 2D computations for a decreasing
(top) and an increasing (bottom) NPR. The structures are visualized using contours of |∇ρ|.
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Fig. 5 Shock structures obtained by 3D simulations at NPR=1.90.

A 3D simulation was then conducted for NPR=1.90 in order to study the in-
fluence of the transverse direction on NPRcrit at which the asymmetry occurs. As
shown in Figure 5, the flow is symmetrical at NPR=1.90, unlike for 2D simulations.
This observation is consistent with the experimental results since the critical NPR
was experimentally found to be around NPR=1.70, meaning that for higher NPR,
the flow is still symmetrical. In addition, Figure 5 also emphasizes the highly 3D
nature of such a flow.

4 Conclusions

Both an experimental and a numerical study were conducted in order to study the
internal shock structures that occurs because of the joint of two flat plates having
different angles in the divergent part of a rocket nozzle. It was demonstrated that
the flow regimes are really different from one NPR to another. The numerical part
of the study shown that an asymmetrical regime occurred under the critical NPR
NPRcrit , that depends on whether NPR was increasing or decreasing. Finally, 3D
simulations were performed and emphasized on the highly 3D aspect of the flow. In
a future work, the 3D simulations will be used to study the influence of the inner
shock caused by the junction and its interactions with the outlet shock.
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Asymmetric Flow Separation in de Laval Nozzle

V.V. Golub, S.V. Efremov, and A.S. Saveliev

1 Introduction

Operation conditions of rocket engines at sea-level and at high altitudes are differ-
ent. The considerable difference in value of pressure of ambient air leads to different
regimes of outflow from the nozzle – from the overexpanded regime at ground level
to the underexpanded at high altitude. Different regimes of outflow from the nozzle
cause considerable changes in flow pattern behind the nozzle outlet cross-section.
One of the problems is the presence of shock structure in outgoing jet that causes
flow separation from the wall of nozzle. It is known that separation point has no
stable position on the nozzle surface, but fluctuates during the time. Boundary layer
separation leads to the development of an asymmetric developed unsteady flow sep-
aration, and hence to unstable in time side-loads on the nozzle. Although modern
rocket nozzles have a high longitudinal strength, they are not designed for side loads
of high magnitude. The problem of high side loads was encountered in engine test-
ing Vulcan rocket Ariane-5 [1, 2, 3]. Studies have shown that at the expiration of
overexpanded regime two patterns of the jet of a nozzle implement, so-called free
(Free Shock Separation, FSS) and restricted (Restricted Shock Separation, RSS)
separation, with the side loads appearing in both cases [4].

The asymmetric flow separation can cause considerable side loads on the nozzle
due to asymmetric pressure distribution on the nozzle surface. This problem is been
investigated from second half of twenty centaury and there are several numerical
expressions where the criterion of asymmetric flow separation described in terms of
static pressure of jet and ambient pressure [5, 6]. But the conditions of all modern
works are almost the same as in real rocket engine. In this experimental work we
have tried to investigate the process of overexpanded jet formation and asymmetric
flow separation development at relatively low pressure values in ambient air and in
”combustion chamber”.
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2 Experimental Setup and Diagnostics

2.1 Supersonic Wind Tunnel

The investigations were conducted at atmospheric vacuum supersonic wind tunnel
with Mach number M=2. At this setup air from atmosphere goes through the nozzle
that forms supersonic jet with M=2 and static pressure pst=0.15 atm. The diameter
of outlet nozzle cross-section D=110mm. Approximately first 40 s there is underex-
panded regime of submerged jet outflow. Pressure ratio n=pst /pa is greater than 1, pa

– pressure in working chamber (ambient pressure). Then the fully-expanded regime
occurs, when n=1. At this regime the velocity profile is uniform at any point of given
jet cross-section as it must be in de Laval nozzle. During the test run n decreases
and at n<1 the overexpanded regime occurs. At first this regime is characterized
by discontinuous surface (in common 3D case) or by pair of oblique shocks (at jet
cross-section) that start on nozzle edge. When n reaches some value that is less than
1 this shocks goes into the nozzle causing flow separation from its inner surface
as boundary layer becomes unstable with shock presence. This time period was in
interest during experiments as it is characterized by considerable unsteadiness and
asymmetry in separation point position. Described changes in n and pressures are
shown at Fig. 1. Working chamber of wind tunnel was equipped with schlieren and
particle image velocimetry (PIV) diagnostics.
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Fig. 1 Pressures and pressure ratio during test run. Atmospheric pressure is 102.5 kPa. 1 –
underexpanded regime, 2 – fully expanded, 3 – overexpanded, 4 – overexpanded regime with
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2.2 Schlieren and PIV Techniques

The submerged supersonic jet was visualized with digital schlieren imaging by the
slit and knife technique, Toepler method. Optical system consists of schlieren device
IAB-451 [8], arc xenon lamp XBO 150W/1 as illumination of region to visualize,
high speed digital videocamera Photron FASTCAM SA4, that allows registering
of frames with speed up to 20000 fps, electronic shutter speed 1/1000000 s, frame
resolution of 0.25 MPx. Total videocamera’s memory was divided on the ten parts
and each part was filled on experimenter’s command. The photoregistration process
was synchronized with the static pressure in the exit cross section of nozzle and in
working chamber (ambient pressure) recording. The experiments have shown that
the typical frequency of unsteady formation process of asymmetric flow separation
is 1-2 kHz that is one order less than acquisition speed. This circumstance allowed
obtaining the detailed dynamics of separation point positions near the upper and
down edges of nozzle. Each frame from one series, i.e. that corresponds to the same
value of pressure ratio n, was processed by the parallel algorithm, developed on
LaVision DaVis 7.2 Command Language.

To show FSS regime of flow separation the PIV was used in experiments. LaV-
ision 2D PIV system was used with CCD-sensor 1600 x 1200 px, with interframe
time 0.7 μs and standard Nikon lens with focus length 50 mm. The visible to cam-
era area was 10 x 10 cm2. The smoke particles with typical diameter <1 μm [7]
was used as tracers introduced in flow. The exposition of first image (one shoot gave
two separate images because of double frame regime) was synchronized with pres-
sure registration as in a case of schlieren imaging. Each laser (Nd:YAG) pulse had
approx 100 mJ at 532 nm wave length and the duration of laser emission was 6 ns.

2.3 Digital Image Processing

As it was mentioned above obtained in experiment schlieren images were digitally
processed. The first step is the linear filter Laplas-1 applying, that makes fronts
of shocks sharper. Then the image normalization was carried out, i.e. the value in
each pixel became the value 0 or 1, and this allowed separate pixels that are on
shock fronts. Obtained coordinates of these pixels were approximated by straight
line with the root mean square minimization algorithm. Since the equation of inner
surface of nozzle is known and the coordinates of pixels is in dependence with real
world coordinates inside the working chamber, the intersection of oblique shock
and nozzle wall gives the separation point position in relation to nozzle edge at
time moment that corresponds to frame exposition time. This algorithm was ap-
plied sequentially to each frame of series (i.e. the series of schlieren pictures that
were obtained at the same value of pressure ratio n), and then it was applied to each
series (usually 10 series were obtained in experiment). As the result the dynamics
of difference (Δx) in values of separation points position (top and bottom) during
the time of order 100 ms (see Fig. 2). The root mean square Δx of this quantity is
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proportional to the amplitude of side loads. The side loads FSL value was estimated
as function of pressure ratio:

FSL = πΔxD · (pp − pst), (1)

where pp – pressure near the nozzle surface in separation region.
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Fig. 2 Top and bottom positions of separation point (SPP) and their difference during the
time. Pressure ratio n=0.65

3 Experimental Results

The main results of experiments are in Fig 3. It presents the dependence between
relative to thrust side-loads (in %) and pressure ratio. By choosing ylog scale it
can be shown that at given experiment conditions the amplitude of side-loads rise
significantly by the passing critical value of ncr=0.75. Experiments at n lower than
0.55 are complicated because shocks goes to the opaque nozzle and there is no
possibility to obtain the schlieren pictures.

From the sequential images and graphs of separation point position (see Fig. 2)
it was found that typical frequency of separation points oscillation is near 1.5 kHz
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in n range 0.55-0.75. But this oscillations are modulated by lower frequency with
the order of value 0.1 kHz, as it can be seen at Fig. 2.
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Fig. 3 Relative to thrust value of side-loads at different values of n.

On the Fig. 4 the example of PIV-measurements is presented: the two-dimensional
vector field of velocity directions in overexpanded supersonic airjet with flow sep-
aration is presented. In this case the pressure ratio is rather low (n=0.65) and there
no any recirculation zone is not observed. The same picture is observed in cases on
n=0.55-0.75, so under given experimental conditions only FSS is observed.

4 Conclusions

With the digital videoregistration of schlieren pictures, digital pressure recording
and with digital processing of acquired images the dependence between the side
loads (in relation to nozzle thrust) and pressure ratio was obtained. Critical value of
n, when the side-loads rise significantly, was obtained. With the PIV measurements
it was shown that only FSS regime can be occurred at given experimental conditions.
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Fig. 4 Velocity vector field in jet behind the nozzle. y = 0 - nozzle axis, x = 0 - nozzle exit
section.
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2D Numerical Simulation of Jet Injection
into a Channel with a Cavity

N. Fedorova and I. Fedorchenko

1 Introduction

Flow configurations with jet/supersonic flow interactions are met in different appli-
cations. Among them are supersonic aircraft cooling systems, thrust vector control
devices, combustion chambers of hypersonic vehicles (scramjets), etc. From phys-
ical standpoint, the resulting flow structure represents complex phenomenon with
separated, recompression and jet induced bow shocks, contact discontinuities and
recirculating zones included. The jet itself possesses complex underexpanded struc-
ture, comprising barrel shocks and Mach disks. Thus, simulation of these types of
flows is challenging task for numerical approaches, because accurate prediction of
every flow detail has to be provided.

Within several last decades extensive experimental investigations on transverse
injections of different gases and liquids into supersonic flows have been carried out.
The list of the papers on the topic cited here is far from being complete [1]–[6].
The main investigated characteristic is naturally the mixing rate. High mixing level
of the primary and secondary flows is responsible for effective combustion of the
fuel in a combustion chamber which is important for scramjet design. Consequently
the jet penetration height (depth) is considered to be an important parameter as
well, since deeper penetration of fuel provides better mixing. Along with it, a low
level of total pressure losses should be ensured. A general representation of the flow
structure nearby the jet injection has been reproduced based on the experimental
data as shown in [3]. Later it has been verified by numerical investigations.

A brief list of numerical papers devoted to the topic is presented below. 2D
RANS-based simulation of slot injection on a flat plate has been performed by [7].
Validation of the numerical results has been made on the basis of experimen-
tal data and obtained disagreement has been related to 3D effects. Paper [8] is
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also performed in 2D approach and investigates mixing characteristics of the flow.
Qualitative agreement has been achieved and quantitative discrepancies have been
similarly explained by 3D phenomena. Good agreement between computed and
measured wall pressure distributions has been attained by [9], and detailed picture
of the jet flow has been reconstructed in the frame of 2D setup. 3D numerical simu-
lation of staged transverse sonic injection in Mach 2 flow behind a backward facing
step is presented in [10]. The numerical results have predicted the experiments on a
good level in area away from the injection locations, though some disagreement in
vicinity of the jets has been observed.

It can be concluded that, though 2D simulations of the problem possess under-
standable simplifications and some inaccuracy, still performance of parametric stud-
ies in 2D looks promising due to lower machine time demands that allows carring
out multiple computations. In the current paper, a supersonic flow in a channel with
an abrupt expansion/cavity interacts with helium/hydrogen jet. Numerical investi-
gation is performed by means of 2D RANS-based approach closed by κ −ω SST
model. Previously validation on an air injection through a flat plate slot into Mach 6
flow has been performed by the authors [11] in the frame of experiments [4].

2 Problem Statement, Boundary Conditions and Grid

Two cases are investigated: the case 1 includes a hydrogen jet embedded in a chan-
nel with a cavity; the second case represents helium injected in a channel with an
abrupt expansion (backward facing step). The computational domains are shown in
Fig. 1. The cavity has an inclined aft ramp and the channel has light divergent angle
toward the outlet as indicated in Figure. At the inlet section, profiles of all turbulent
flow parameters at Mach 2.5 and 2.8 are put taking into account turbulent bound-
ary layer developed at the top and bottom walls. On the walls, non-slip boundary
conditions are implemented and temperature of the walls is equal to 300K. At the
exit pressure-outlet conditions are used. In the case 1 three different jet pressure
values are presented corresponding to three jet to free-stream momentum flux ratio
J = 2.35; 3.5 and 5, respectively. In the case 2 the jet angle is varied.

The problem has been solved with ANSYS FLUENT 12.0 instrumentation.
Density-based solver has been chosen, along with implicit formulation and TVD
approach based on the Roe flux splitting scheme for the spatial discretization. The
regular quadrilateral grid with towards-to-wall refinement has been constructed, and

Fig. 1 Computational domains; left: case1; right: case 2.
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Table 1 Main parameters of the jet and channel flow

Case No Parametrs Channel flow Jet flow

1 Mass fraction of hydrogen 0 1
Static pressure, MPa 0.185 2.6; 3.8; 5.5

Mach number 2.5 1
Total temperature, K 1800 300

2 Mass fraction of Helium 0 1
Static pressure, MPa 0.11 1.72

Mach number 2.8 1.4
Total temperature, K 2000 293

appropriate resolution of the orifice area is provided. The law of the wall variable
y+ is kept lower then unity everywhere of the domain walls. Convergence study on
subsequence of refined grids has been performed and reasonable results have been
attained for the grid size of overall node number of about 500 000.

The injectant gases are H2 (case 1) and He (case 2). Main parameters of the
primary and secondary flows are indicated in Table 1.

3 Computations of Hydrogen Injection in Channel (Case 1)

Numerical contours of Mach number for three jet to free-stream momentum flux
ratios J are presented in Fig. 2. The jet induced shock (JS) arises in vicinity of the
injection, and hits the top wall where a separation appears. Also the recompression
shock (RS) behind the injection is observed in the cases of moderate jet mass rate
(J = 2.35 and 3.5), and it interacts downstream with the shock reflected from the
top surface. In vicinity of the aft ramp of the cavity, a compression wave (CW) is
generated due to interaction of the mixing layer with the surface. Subsequent shock
reflections take place downstream.

It can be seen that with the jet mass rate increase, the size of the separation zones
both on the top and bottom walls rises. It is explained by the fact that with jet mass
rate increasing, the primary separation zone enlarges. Therefore the primary shock
becomes stronger, and it separates the boundary layer at the top of the channel.
In return, the top wall separation is intensified as well and produces stronger sep-
aration wave. Interacting shocks coming from the bottom and top surfaces in the
case of J = 5 reflect in irregular way (IR), giving rise to a normal shock in cen-
tral part of the channel. Examining the flow in vicinity of the jet in the case of
J = 5 (Fig.3) allows to observe clearly two jet barrels (JB) and a higher jet pene-
tration into the channel. Accordingly, the separation (S1) ahead of the jet is several
times bigger then that for the J = 3.5 case. Behind the jet, at moderate mass flow
rates the reattachment of the boundary layer takes place, while for J = 5 the cavity
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Fig. 2 Mach number contour lines for J top: 2.35, middle: 3.5, bottom: 5.

Fig. 3 Mach number fields and stream traces left: J = 3.5, right: J = 5.

Fig. 4 Mass fraction fields of hydrogen: left: J = 3.5, right: J = 5.

recirculation zone is merged with the separation zone behind the jet (S2, S3). There-
fore, the higher mass flow rate leads to the jet penetration enhancement and wider
mixing layer between the gases as shown in Fig.4 where hydrogen mass fraction
fields are depicted.

On the other hand, intensification of the shocks and the Mach reflection generates
a zone of high pressure (Fig.5). I.e., the higher mass flow rates of the jet are, the
higher pressure losses occur. Further increase of the J value would lead to the normal
shock strengthening and the channel throat chocking.
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Fig. 5 Pressure fields left: J = 3.5, right: J = 5.

4 Computations of Helium Injection (Case 2)

We shall consider influence of the jet injection angle on flow in a channel with an
abrupt expansion with helium injected into it. The mass flow of the jet is fixed.
In Fig. 6 the Mach number fields are depicted for two cases of the jet angles
α = 30◦ and 60◦. With the injection angle increasing, the intensity of the jet in-
duced shock (JS) enhances and it produces a larger separation in vicinity of the
jet location (S2). In the case of 60◦ jet angle, the shock JS has higher intensity
and when it comes to the top wall, it causes the boundary layer separation S1
(right Fig.6). The top wall separation shock (RS) originates, and the two shocks
interact with each other, forming the high pressure zone inside the channel down-
stream the intersection area. At the top wall, the recompression shock (RW1) is
observed which interacts with the recompression wave RW2 generated by the pri-
mary recirculation zone behind the step. With the jet angle increase, the size of
the recirculation zone behind the jet grows, and, similar to the case 1, combines
with the primary recirculation zone behind the step. Further rise of the injec-
tion angle up to the transverse one at a fixed mass flow rate leads to the chan-
nel chocking, because the shock waves overlap giving rise to the normal shock
wave.

Fig. 6 Mach isolines and streamlines for the helium incjection angles left: α = 30◦, right:
α = 60◦.

With increasing of the injection angle, the jet penetration into the channel in-
creases, and higher level of mixing is observed at the outlet section along with
growth of the mixing layer thickness. It is favorable sign for the mixing of the
primary and secondary flows. Meanwhile, the steeper injection accounts for more
intensive shock waves inside the channel, which lead to higher pressure losses. The
last fact is certainly an undesirable feature for aircraft design.
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5 Conclusion

Numerical 2D RANS simulation of helium and hydrohen jet injection into super-
sonic flows in channels of different geometry is provided under the conditions of
high enthalpy aerodynamic facility. Detailed structure of the flow has been obtained
and analyzed. It has been shown that increasing of the hydrohen jet mass flow rate
leads to the higher jet penetration and better mixing of the primary and injected
gases, though higher pressure losses occur. Similar effects are observed with the
jet angle growth. Simulation results are aimed on the better understanding of the
mixing processes in the combustor chamber of prospective aircrafts.
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Pseudo-shock System Structure in Rectangular
Laval Nozzles with Gaps

T. Gawehn, M. Giglmaier, J.F. Quaatz, A. Gülhan, and N.A. Adams

1 Introduction

The acceleration of a fluid in a Laval nozzle to supersonic speed leads to a signif-
icant decrease of the static temperature in the flow, and deceleration via a normal
shock results in a sudden reheating. Both effects are used within the joint project
PAK 75 (Deutsche Forschungsgemeinschaft DFG) for the homogeneous ignition of
a precursor and, hence, for the production of gas phase synthesized nanoparticles
with narrow size distribution. However, the shock boundary layer interaction at the
desired shock position leads to the formation of a so-called pseudo-shock system.
Thereby, the heating rate across the shock system is reduced and the homogeneity of
the particle growth is negatively affected by the inhomogeneous downstream condi-
tions. Such pseudo-shock systems have been investigated by many research groups
and a comprehensive overview is given by [1].

A necessity for many investigations is optical access to the flow. To avoid stresses
within the quartz glass side walls, the windows have to be mounted with small gaps
of Δz = O(10−4) m. As it has been shown already in [2], these gaps result in small
bypass mass flows which play a significant role in presence of high pressure gradi-
ents (e.g. critical cross sections and shocks).

The objective of the current investigation is an experimental analysis on the effect
of bypass mass flow on the pseudo-shock system for different gap sizes. Addition-
ally, numerical simulations performed by the Institute of Aerodynamics and Fluid
Mechanics are used to verify the observed phenomena.
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2 Experimental Tools

The experiments are carried out at a fully automated DLR test rig in Cologne. The
test rig allows stagnation pressures p01 up to 54 bar, stagnation temperatures T01

up to 800 K and mass flow rates ṁ01 up to 1.5 kg/s. The test conditions are set
and controlled by a process control system. The accuracy level of the stagnation
conditions is better than ±1% for the stagnation temperature T0 and ±0.5% for the
stagnation pressure p0.
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Fig. 1 Geometry of the test rig in Colone

The geometry of the test rig is shown in fig. 1. Within the primary nozzle 1©
and 2©, the flow is accelerated to supersonic flow speed. The location of the shock
system within the divergent part 2© of the first Laval nozzle is defined by the cross
sectional area of the second critical nozzle throat 5© and can be controlled by a
slender movable cone. For determining the flow conditions, static pressure taps are
placed on the top wall of the whole system. The modular primary nozzle can be
equipped with optical access on both parallel side walls. Metallic side walls with
additional pressure taps for dynamic pressure measurements can be used instead.
The downstream conditions of the shock system can be analyzed in the doubly di-
vergent reactor part 3© by means of thermocouples in the flow and pressure taps on
the top wall.

In order to analyze the influence of the gap size between the quartz glass side
walls and the metal structure of the facility, three different set-ups of the modular
primary nozzle are investigated. A sketch of the channel cross section is given in
fig. 2. The gap size between the nozzle contour and the side wall can be varied
by adding some aluminium sealing. Investigations with approximately 0.0 mm gap
(fig. 2a) are performed with metallic side walls without flow visualization. Further
tests are performed with quartz glass windows with 0.1 mm (fig. 2b) and 0.2 mm
gap width (fig. 2c) . By increasing the gap size to 0.2 mm, the channel half width is
increased to 7.6 mm.
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Fig. 2 Cut-view at x = const. of the analyzed gap configurations

3 Investigation Techniques and Test Procedure

The static wall pressure distribution is recorded with miniature Electronic Pressure
Scanners (Esterline ESP-32 HD R©) of the PSI System 8400 and Ethernet Intelligent
Pressure Scanners (Model 9116 EIPS R©). In total, 80 static wall pressures can be
recorded simultaneously with an accuracy of better than ±3.5 mbar. For dynamic
pressure measurements five XTL-IA-140M R© of Kulite Semiconductor with an ac-
curacy of better than ±6.8 mbar are used.

Flow visualization is performed with a Z-type schlieren system with spherical
mirrors of 150 mm in diameter using an 11 Megapixel monochromatic PROSILICA
GE4000 CCD-Kamera and a 50 ns flash lamp. Thereby, the small scale structures
of the complex pseudo-shock system can be timely resolved.

For the computation of the flow, the commercial fluid dynamics solver Ansys
CFX is used by the Institute of Aerodynamics and Fluid Mechanics. The 3-D
time dependent Favre-averaged Navier-Stokes equations for compressible flow are
combined with an explicit algebraic Reynolds stress turbulence model (EARSM)
to resolve secondary flows such as corner vortices in square cross sections. Further
details on the simulation can be found in [3].

The flow is controlled by setting the stagnation conditions (p01, T01) upstream
of the primary nozzle and by adjusting the position of the central body in the sec-
ondary nozzle throat, i.e. changing the pressure downstream of the primary nozzle.
Thereby, different stagnation pressure ratios p02/p01 across the pseudo-shock sys-
tem can be investigated whereas p02 indicates the total pressure right upstream of the
secondary nozzle, measured at about x= 900 mm downstream of the primary nozzle
throat A∗

1.

4 Test Results

Effect of Gap Size on the Wall Pressure Distribution

The effect of the gap size on the pseudo-shock system structure has been investi-
gated at different stagnation conditions (p01, T01) and different stagnation pressure
ratios p02/p01. Using experiments at p01 = 6.0 bar and T01 = 300 K the main effects
will be analyzed by means of the recorded static wall pressure distribution.
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In fig. 3 experimental data for different gap sizes at stagnation pressure ratios
p02/p01 = 0.7 (3a) and p02/p01 = 0.6 (3b) are presented together with the numerical
simulations at p02/p01 = 0.7 (3c). Figure 3d shows dynamic pressure measurements
for a gap size of 0.1 mm at both stagnation pressure ratios.

0 50 100 150
0

0.1

0.2

0.3

0.4

0.5

0.6

p*=0.5283

0.0 mm gap
0.1 mm gap
0.2 mm gap

Inlet conditions:
p01= 6 bar
T01= 300 K
p02/p01= 0.70

p/p0

x [mm]

a) Experiment

0 50 100 150
0

0.1

0.2

0.3

0.4

0.5

0.6

p*=0.5283

0.0 mm gap
0.1 mm gap
0.2 mm gap

Inlet conditions:
p01= 6 bar
T01= 300 K
p02/p01= 0.60

p/p0

x [mm]

b) Experiment

0 50 100 150
0

0.1

0.2

0.3

0.4

0.5

0.6

p*=0.5283

0.0 mm gap
0.1 mm gap
0.2 mm gap

Inlet conditions:
p01= 6 bar
T01= 300 K
p02/p01= 0.70

p/p0

x [mm]

c) Simulation

0 50 100 150
0

0.1

0.2

0.3

0.4

0.5

0.6

p*=0.5283

p02/p01 = 0.7
p02/p01 = 0.6

Inlet conditions:
p01= 6 bar
T01= 300 K
gap width Δz = 0.1 mm

p/p0

x [mm]

d) Experiment
pressure
fluctuation

Fig. 3 Pressure distribution along the upper nozzle wall

Each plot in fig. 3a-c shows three curves. The solid black line represents the 0.0
mm gap size, the dashed red line represents the 0.1 mm gap size, and the dash-
dotted blue line corresponds to the 0.2 mm gap size. As mentioned before, the gap
flow mainly affects the pressure distribution in regions of high pressure gradients.
Therefore, downstream of the primary nozzle throat at x = 0 mm the static pressure
increases with increasing gap size and reaches a local maximum at x = 22 mm. The
numerical simulations show, that a small bypass mass flow enters the gap shortly
upstream of the critical cross section and re-enters into the shear flow of the super-
sonic part shortly downstream. This leads to a deceleration of the flow and thus to
an increase of the static pressure. An obvious difference between the experiments
and the simulations is the local maximum of the pressure at x = 22 mm. This local
peak occurs in the experiment even without noticeable gap and was not reproduced
by numerical simulations with exactly 0.0 mm gap size. We assume that the 0.0 mm
gap size was not exactly achieved in the experiment.

A significant impact of the gap size on the main flow can be observed at the
shock location. The high pressure gradient leads to a reverse flow through the gaps
into the supersonic part ahead of the pseudo-shock system. In case of p02/p01 = 0.7
both, experiment (fig. 3a) and simulation (fig. 3c), show a a static-pressure increase
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slightly upstream of the shock. A comparable pre-compression is observed for the
stagnation pressure ratio p02/p01 = 0.6 (fig. 3b). In this test case, the experiment
shows a downstream shift of the shock. For proper explanation of this particular
behavior, numerical simulations with p02/p01 = 0.6 are currently in preparation.

Figure 3d shows the time averaged pressure distribution measured by the
Kulite R©-Sensors for the configuration with 0.1 mm gap size and stagnation pres-
sure ratios of p02/p01 = 0.6 (green, dashed) and 0.7 (orange, solid). Maxima and
minima are indicated by error bars. For both stagnation pressure ratios, the pressure
fluctuations in the supersonic part upstream of the pseudo-shock system are negli-
gible. Within the shock system, the high initial fluctuations decay with increasing
static pressure. High fluctuations in the pseudo-shock system and the mixing region
indicate an axial oscillation of the shock position. This agrees with previous inves-
tigations where a streamwise oscillation of the shock system by several millimeters
was observed by high speed schlieren visualization [2].

Fig. 4 Numerical and experimental schlieren pictures of the pseudo-shock system

Visual Analysis of the Pseudo-Shock System Structure for Different Gap Sizes

For analysis of the structure of the pseudo-shock system, numerical and experi-
mental schlieren images are used. Unfortunately, an experimental visualization for
0.0 mm gap size has not been achieved, but the numerical schlieren image in fig.
4a shows clearly the series of successive shocks (black) and expansion regions
(white). The initial shocks form an x-configuration at the center line followed by a
rarefaction region where the flow is re-accelerated until the next re-compression fol-
lows. The interaction of these shocks and rarefaction waves with the boundary layer
results in its local thickening and, hence, in the formation of a virtual nozzle throat
that allows the flow to re-accelerate from subsonic to supersonic conditions.

The numerical and experimental schlieren images for a gap size of 0.1 mm are
shown in fig. 4b and fig. 4c. In comparison to the simulation with 0.0 mm gap, the
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x-configuration on the center line is now deformed and a Mach disk with a normal
shock at the center is observed. The boundary layers at the upper and lower wall
remain much thinner and the length of the shock system is increased. The follow-
ing shock structures are deformed to single normal shocks. A significant difference
between the experimental and the numerical schlieren image is the observed and
predicted distance between the first and the second shock.

For an assessment of the configuration with 0.2 mm gap a numerical schlieren
image is shown in fig. 4d. Again, the compression is indicated in black, expansions
are indicated in white. One observes that a strong expansion occurs directly down-
stream of the first shock. The following shocks show a similar, but much weaker
behavior. The corresponding experimental schlieren image is depicted in fig. 4e.
The first normal shock (black) is followed by a strong expansion (white). To inves-
tigate the origin of this rarefaction another schlieren image is depicted in fig. 4f.
Unlike the previous image, this one is created by using a horizontal slit instead of a
knife edge. With this technique the boundary layer is clearly visible. One observes
that the separated boundary layers form the previously mentioned virtual new nozzle
where the subsonic core flow is accelerated again to supersonic conditions.

5 Conclusion

A detailed experimental investigation of the influence of small gaps on a pseudo-
shock system has been performed for different gap sizes and pressure ratios p02/p01.
Since schlieren images only provide integral information of the total light deflection
through the test section, 3-D numerical data was additionally used to investigate 3-D
phenomena of the shock system. The combination of experimental and numerical
techniques considerably increased the understanding of the underlying mechanisms
that cause the change in structure and position of the pseudo-shock system when
increasing the gap size.
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Thrust Shock Vector Control
of an Axisymmetric C-D Nozzle via Transverse
Gas Injection

V. Zmijanovic, V. Lago, S. Palerm, J. Oswald, M. Sellam, and A. Chpoun

1 Introduction

The flowfield resulting from the transverse gas injection into the supersonic cross-
flow is the problematic of many aerospace applications ranging from the scram-jet
fuel injection to the reaction jets and fluidic thrust vectoring(FTV). The prominent
case of FTV by the use of the secondary injection represents promisingly attrac-
tive and effective way of control for small aerospace vehicles. Main advantages
of the FTV are light-weightiness, simplicity and potential efficiency of such sys-
tem comparing to the conventional mechanical TVC and mechanical deflectors. [5]
Elimination of heavy and robust actuators and their replacement with only the fast-
opening valves leads to the very significant reduction in mass. Fast dynamic re-
sponse (∼500Hz) to the conventional (∼30Hz) [8] , very small losses in specific
impulse and thus thrust are promising efficiency benefits. The CNES ”Perseus”
project which this study is part of and design concept have aim of incorporating
fluidic TVC on the future ”micro” launcher. Some of the results from the ongoing
investigation are presented in this article.

1.1 Analytical Approach and Description

The secondary injection TVC or Shock Vector Control (SVC) is the type of the
fluidic vectoring at which injectant in the divergent portion of the nozzle generates
the strong shocks by obstruction of the main flow and thus forces the nozzle ex-
haust jet to divert. The upstream separation distance is in general determined by the
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flow-regime in the boundary-layer (BL) (laminar or turbulent) and by the penetra-
tion height of the injectant. In the basic case Fig.1a, the turbulent BL of the main
flow is detached upstream of the injection port due to an adverse pressure gradient
with generation of the separation shock. Further downstream, this weaker separa-
tion shock is interacting with the strong bow shock which is formed in front of
the injection plume as a consequence of the main jet obstruction. This interaction
and the shock region between are giving steeper gradient to the main flow deflec-
tion [1] while on the inner side between the shock and the wall the recirculation
is formed. The structure between the wall, shock region and the injectant plume
Fig.1a is characterized by the counter-rotating vortex pair, commonly known as
primary upstream vortex (PUV) and smaller counter-rotating secondary upstream
vortex (SUV) near the injectant plume. Sonically injected under-expanded gas is
expanding in the main flow through the Prandtl-Meyer fan and it is recompressed
by the barrel shock formation, with Mach disk at end of this process. Main flow
is turning the injectant plume towards the wall and on the downstream side re-
compression and reattachment occur generating the downstream wake vortex pair
(PDV and SDV).

Fig. 1 a)2D flowfield by Spaid et al.[3] b) 3D flow structure by Santigo et al.[2]

The circular injection at the flat plate, on other hand, is characterized with the
three-dimensional(3D) flow structure. The simplified scheme Fig.1b presented by
Santiago et. al.[2] showed the 3D nature of the bow shock, horseshoe vortex region,
3D barrel shock and Mach disk and counter-rotating vortex pair. The 3D model of
transverse injection exhibits effects in downstream-upstream direction as well as in
the lateral direction.

The secondary injection into the supersonic convergent-divergent nozzle has in-
crease in complexity due to interactions of the 3D nature of the nozzle jet with
transverse secondary injectant. Analytical approach and also analysis of the vec-
toring possibilities revealed that mass-flow rates, injectant properties, injection port
shape and injection angle are the influencing parameters on the effective thrust vec-
toring. With the industry request for the moderate mass-flow-rate ratios in range of
5% and the same primary and secondary injectant gas a cold flow analysis of the
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shock vector control of an axisymmetric C-D nozzle is conducted. The goal is that
with keeping the same nozzle-pressure-ratio(NPR) ratio and the second-pressure-
ratio(SPR) around unity to optimize secondary injection for the maximum vector
side force and the maximal vector deflection angle with minimum loss on the noz-
zle axial performances. Two identical conical nozzles are designed with injection at
x j/xt = 0.7 and x j/xt = 0.9 , where xt is x-dimension of the nozzle divergent section
and x j is x-coordiante of the injection port.

2 Experimental Setup

The experiments are performed at the Institute ICARE ”FAST” platform using
the super/hypersonic wind tunnel EDITH. The wind-tunnel is arranged, equipped
and setup by the authors. The EDITH is set as the blow-down type wind tunnel
where clean oil-free air is first dried, compressed till 300bars and stored in 320l
tank. . The air is supplied with 8mm tube to the pressure-regulator and after reg-
ulation through the 12mm diameter tube to the flow-splitter. From there with 6
radial distributed 8mm tubes is injected into the settling chamber of 160mm di-
ameter and exhausted in the test-section through the nozzle. The air is pump out
of the section through the system and two primary pumps with a pumping vol-
ume of 17 740 m3/h, giving the ambient pressure of 0,02 bars minimum. The
model of the engine is with lower chamber pressure of 3bars exhausting in the
depressurized test section of a 0.08bar thus, simulating the conditions for the upper-
stages of the launcher. The first experiments are conducted with the 2 same con-
ical type C-D nozzles of designed nozzle pressure ratios (NPR) = 37,5, throat
radius of Rth = 9,72mm and expansion ratio Ath/Ae = 0.236 and the divergent
conical half-angle 5.42deg. The circular D j = 6mm diameter injection port is nor-
mal to the central axis. The secondary air is supplied through the 4 radially dis-
tributed tubes into the injectant settling chamber and from there smoothly with
10mm convergent part to the sonic throat. The implemented diagnostics tools
were measuring the flow properties; the stagnation pressure and temperature in
the main and secondary settling chambers, the ambient pressure and the temper-
ature at the test section. The second nozzle is equipped with a Kulite parietal
pressure transducer placed in the line with injection port at x j/xt = 0.35. Flow
visualization is obtained using the Toepler’s Z-schlieren configuration at the exit
of the nozzle.

To measure forces, two-frame-complex balance is constructed using the HBM
force transducers to measure the vertical, axial and lateral forces. All the diagnos-
tic data is recorded using the ”NI” SCXI DAQ acquisition cards and the LabView
software package. The results are gathered and further treated using the Matlab pro-
grams. The experiments are performed keeping the adapted conditions for the nozzle
of 3bars stagnation and 0,08bars ambient pressure. The flow was not preheated so
the temperature was in constant descent from 260K to 243K. The second pressure
was altered from 2 to 3,5bar with 0,5bar step and the test time was between 2 and 3
minutes.
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3 Numerical Simulation

Numerical simulations are performed with the CPS (Code pour la Propulsion Spa-
tiale) which is developed by the CNES and Bertin [4]. The CPS is a three di-
mensional finite volume CFD code designed for the space propulsive flows. The
mathematical model is based on the mass-averaged Navier-Stokes equations written
for compressible multi-species reacting flows with a fully accounted viscous ef-
fects. It is solving on the unstructured 3D computational grid. For the presented
study Launder-Jones k − ε model with realisability viscous-damping function is
used with strong coupling of the wall function with the turbulence model. Dry air
with gamma(T) and Cp(T) as a 6th degree polynomials is used as the primary and
secondary gas and with the same stagnation properties as the experimental setup.
Flux vectors are evaluated at each time step using the 2nd order HLLC or Roe’s
upwind difference splitting. Integration is achieved with fully explicit solver setting
time-step control from unsteady for highest time-accuracy to the steady optimized
time step with CFL up to 0,3. The 3D computational grid is built on the test noz-
zle and exterior domain with the 1 million of mapped hexagonal elements. Nozzle
domain consists of 600000 hex-elements while the exterior domain has 400000 hex
elements.Fig.2a

Fig. 2 a)Nozzle C0.9 computational grid b) 3D Mach number plot

Symmetry plane of the divergent section nozzle meshed with quadratic elements
has 90 vertices in the normal and 210 vertices in the axial direction with gradua-
tion toward the throat and the secondary injection port.Exterior domain is 15 exit
diameters in the downstream direction, 2.5 diameters in the upstream direction and
9 exit diameters in the radial direction. Boundary layer consists of 20 cells and 15
transitional cells with growth factor 1,14 and Y+ value from 4 to 12.

4 Results

The numerical and experimental data of the two conical nozzles are compared
in terms of force-balance measurements, pressures and flowfield schlieren



Thrust SVC of an Axisymmetric Supersonic Nozzle 175

visualization. The previous analysis and numerical simulations showed that posi-
tion of the injector closer to the nozzle exit increases TVC efficiency, also reported
by Mangin [8] . The experiments and simulation with the preliminary nozzle with
injector at x j/xt = 0.7 revealed the unwanted effects in the produced supersonic
crossflow. Fig.3

Fig. 3 Nozzle x j/xt = 0.7 a) schlieren b) 3D numerical flowfield

The leading-frontal surface of the bow-shock wave is reflecting from the opposite
wall of the nozzle, separating the BL and generating the recirculation zone, on the
end lead to the negative vector side force on the wall. Downstream of the injector,
the detached flow reattaches to the wall and with interaction of reflected shock it
can lead to instabilities, also reported by Masuya et al.[6]

Fig. 4 Nozzle x j/xt = 0.9 a) schlieren b) 3D numerical flowfield

Injection closer to the nozzle exit x j/xt = 0.9 eliminates mentioned effects for
the adapt-operated nozzle. The additional features of the nozzle flow are influencing
vortex and flow structure as depicted on the Fig.4.
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Table 1 Experimental and numerical result data of flow-properties and force measurements

SPR fm Fjy Fwy Fv Ft δ o η

pc/p j ṁ j/ṁ [N] [N] numexp numexp numexp Is j/Is

- (223g/s) - - - 126.38N126.2N - (57.77s)

case1: x j/xt = 0.7

1 0.081 9.43 -5.86 3.5724.60 130.31131.05 1.57o 2.0o 0.954

case2: x j/xt = 0.9

0.667 0.055 6.63 6.04 12.6712.4 127.76126.8 5.67o 5.6o 0.959

0.833 0.068 8.02 6.92 14.9415.0 128.39128.3 6.64o 6.7o 0.951

1 0.081 9.88 8.30 18.1818.4 128.50127.8 8.05o 8.2o 0.942

1.167 0.098 11.47 9.30 20.7720.5 128.89127.3 9.15o 9.2o 0.927

Lateral spread of the bow shock is restricted with the nozzle wall sides, the re-
flected side-end interacts with inner region pinching the 3D structures inside. In the
conical nozzles usually present weak compression waves may additionally deform
the structure. Dimensionless wall pressure distribution Fig.5a gives the variation
of the separation upstream and downstream of the injector, and single used pari-
etal sensor matched numerical data. Force measurements presented versus the SPR
and mass flow ratios in Table1 showed excellent matching with the numerical re-
sults. As the representative value for the TVC efficiency is taken vector deflection
angle, as:

δ = arctan

(
Fv

Ft

)
(1)

Fig. 5 a) dimensionless wall-pressure distribution b) δ -deflection vector angle vers. fm
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It is presented for adapted nozzle operation with reported Isp ratio, otherwise
the δ value is speculative, since decrease of the axial thrust force would increase
fictive vectoring efficiency. The side-force value is gradually rising with the increase
of SPR - directly proportional to the, mass flow ratio which represents the most
influential parameter for side vector force. At the figure 5b which depicts vectoring
versus mass-flow ratio, optimal angle is found in the range of SPR=1 delivering the
δ of 8.2o for m j/m = 0.08.

5 Conclusions

Presented study of the thrust SVC for conical axisymmetric nozzles showed that
significant vector side force and vector angle is possible to achieve. It has also re-
vealed the influencing parameters and properties which should be investigated in
the optimization process. The future steps in the ongoing study will be to experi-
mentally and numerically investigate and optimize thrust SVC possibilities between
more injector position, angles and injector shapes of the truncated ideal(TIC) and
thrust optimized(TOC) contour nozzles. The investigations are being improved with
additional parietal and pressure taps, visualization techniques and higher numerical
resolution.
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Flow Visualization of Supersonic Free Jet
Utilizing Acetone LIF

K. Hatanaka, M. Hirota, T. Saito, Y. Nakamura, Y. Suzuki, and T. Koyaguchi

1 Introduction

A fluid with a certain speed escaping through a hole into an open space forms a
jet; and its relevant phenomena are observed in a variety of situations including our
daily lives [1]. Scientists and engineers have studied the jet flow for decades since it
is related to crucial problems in aerospace engineering [2, 3], natural sciences, and
various industries.

The present work investigates unsteady supersonic free jets in compressible
gases. It is motivated by the recent attempts to construct new physical modeling
of volcanic plumes [4, 5]. Although simple jet flows can be explained well with
appropriate basic gasdyamic theories, it becomes increasingly difficult to under-
stand the phenomena when complex factors such as jet-opening geometries, effects
of gravity, and mixing of high-temperature erupting gas with ambient atmosphere
start to play important roles. The same is true in other areas as well. Once some
additional factors or parameters are included in basic problems, the analyses then
become complicated, and it becomes difficult to obtain their general solutions. Ac-
cordingly, we have to investigate each problem individually with some appropriate
means. Difficulties in investigating supersonic flows also arise when the flows are
time dependent. It is reported that time-dependent numerical simulations often give
solutions with wrong time evolutions even if the flow field at an instance looks
reasonable [6]. Therefore, it is necessary to evaluate time-dependent CFD results
carefully with experiment data.
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Fig. 1 Geometry of jet nozzle. Fig. 2 Whole computational domain.

This paper seeks to establish an accurate means to investigate unsteady super-
sonic flows, especially free jets. Computational Fluid Dynamics (CFD) is a powerful
investigation tools [7]; another is flow-visualization experiments. Besides conven-
tional optical flow visualization techniques, the acetone Planar Laser-Induced Flu-
orescence (Acetone PLIF) method is applied to visualize the free-jet cross section.
Acetone PLIF is widely used for flow visualization because of its high S/N ratio
and applicability to quantitative measurement [8]. Although its application has been
limited to low-speed flows, it has become to be used for quantitative measurements
of supersonic flows [9, 10]. The technique is expected to be useful when CFD re-
sults on a cross section of complex flow are to be evaluated with experiments. These
two ways of investigating supersonic flows are described below by applying them
to supersonic free jet problems.

2 Numerical Investigations

2.1 Numerical Method

Free jet flows are numerically simulated with a two-dimensional axi-symmetric flow
solver. This study assumes that gases are inviscid and follow the equation of state
for perfect gases. The weighted average flux scheme [11] (WAF) is used to solve
the conservation laws of mass, momentum, and energy. The scheme is one of the
higher-order extended Godunov schemes with second-order accuracy both in time
and space. It is constructed as a finite-volume method using the integral form of
the basic equations. The HLLC approximate Riemann solver with a TVD-limiter
function is utilized for inter-cell flux evaluation.

A supersonic free jet is numerically simulated for a jet-nozzle geometry, which
is equivalent to the nozzle used in the experiment. Figure 1 presents normalized
dimensions of the nozzle. Boundary conditions are also indicated in the figure with
Figure 1 1 for inflow conditions and 2 for a reflective solid wall. The nozzle is a
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(a) (b)

Fig. 3 Pressure distributions.

simple cylindrical tube. Figure 2 presents the whole computational domain for the
nozzle. 3 indicates flow out boundary conditions.

2.2 Numerical Results

Numerical results are presented in Fig. 3. Flow variables (pressure, density, and
velocity) are given at the bottom of the jet nozzle as boundary conditions. Figure 3a
presents the pressure distribution at the normalized time of 200. The pressure at the
boundary is 10 times the ambient pressure, and the sonic flow velocity is assigned.
With the boundary conditions, the pressure at the nozzle exit is about 5. The jet
rapidly expands outside the nozzle and over-expands to a very low pressure until
it is compressed by the Mach disc or the barrel shock. The pressure jumps from
0.076 to 1.17 across the Mach disc. The barrel shock, slip line, and reflected shock
are clearly seen, and the Mach disc height is approximately two times of the nozzle
diameter. The configuration does not change with time since the flow in this region
is supersonic. Figure 3b depicts the pressure distribution obtained at the normalized
time of 140 for the same geometry as in Fig. 3a but with higher pressure at the
bottom boundary. The fixed pressure at the bottom is raised to 20, and the pressure
at the nozzle exit becomes about 9.5. Due to higher pressure at the nozzle exit, the
jet configuration is larger than in the previous case. The Mach disc height is about
2.6 times of the nozzle diameter, and the pressure increases from 0.135 to 1.3 across
the Mach disc.

3 Experiment

3.1 Experimental Setup

A free jet is formed inside an evacuated chamber through a 5-mm diameter hole
placed at the test section, which is connected to either ambient atmosphere or a
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Fig. 4 Schematic diagram of the optical systems.

reservoir pressurized with dry air. The flow was visualized by Schlieren and shadow-
graph techniques as well as the acetone PLIF method. Visualized flow images are
recorded by a high-speed camera (PHOTRON FASTCAM-MAX model 120k) for
investigating the time history of the free-jet structure. Still pictures are also taken
with a digital camera (NIKON D40X).

Figure 4a presents the optical setup of the Schlieren method. We have adopted the
double-pass method with one concave mirror, and the Schlieren images are recorded
at 250 fps with a high-speed camera. Figure 4b schematically diagrams the optical
system for the acetone PLIF. High-pressure air goes through an acetone feeder be-
fore it expands into the low-pressure test chamber. The 4th harmonic (266nm) of a
Q-switched Nd:YAG laser is spread by a cylindrical lens to form a sheet and passes
through the jet. The laser excites the energy level of acetone molecules from the
ground state to higher states. Light is emitted when the molecules in the excited
levels fall to their ground state. The cross section of the jet is visualized since the
intensity of the emitted light (fluorescence) is a function of the acetone concen-
tration. The fluorescence, however, is weak and an image intensifier is necessary.
Observation windows are made of quarts since the laser wave length is ultra violet.
Laser pulses are emitted at a rate of 10 Hz and each pulse has duration of 4 – 6
ns. Excited energy levels of acetone molecules are unstable, and their life time is
approximately 4 ns. Noting that a typical time scale of gasdynamic phenomena is
measured in microseconds to milliseconds, acetone PLIF is considered as a perfect
method of taking still images of high-speed flows.

3.2 Experimental Results

The test chamber is evacuated to 10 kPa, and the high pressure at the acetone feeder
is measured as 640 kPa before the jet starts.

The distance from the nozzle exit to the Mach disc (LM) is plotted against time
in Fig. 5a. The time is measured from the moment of opening a valve that is
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Fig. 5 (a) Mach-disc location with time, (b–d) still images of Schlieren, (e–g) acetone PLIF
at different times.

located upstream of the nozzle. The distance LM is measured in Schlieren images
and normalized with the nozzle diameter D. LM rapidly increases at the beginning,
reaches its maximum in 0.2s, and then gradually decreases to a final constant value
in about 1.5s. The upstream pressure decreases to 130kPa when LM is reduced to
a constant value. The still images of Schlieren and acetone PLIF methods at dif-
ferent times (20ms, 90ms and 1.6s) are shown in Figs. 5b through g. At the be-
ginning of the jet (0.2s) we can see that the barrel shock structure expands with
increasing LM .

Flow-visualization images obtained by the Schlieren method and acetone PLIF
are presented in Fig. 6. Figure 6a is a Schlieren image obtained with the
optical system of Fig. 4a. A continuous light source is used, and images were
acquired by a digital camera (Nikon D40X) with an exposure time of 8 ms. Im-
ages from acetone PLIF are presented in Figs. 6b and c. Ten consecutive im-
ages are superimposed in Fig. 6b; Fig. 6c shows a single image. The Schlieren
image reflects the integrated information along the light source path regarding
the density field including the cylindrical jet. In contrast, the image of Fig. 6b
directly reflects the density field in the cross section of the jet. These two im-
ages agree qualitatively fairly well. Figure. 6c, however, indicates rather strong
flow instability behind the barrel shock, and the flow looks quite turbulent. De-
tails of the jet structure are clearly observed by the acetone PLIF due to the very
short durations of the laser pulse and the life times of excited acetone energy
levels.
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Fig. 6 Flow visualization images: (a) Shlieren method; (b) averaged image of acetone PLIF;
(c) single image of acetone PLIF.

4 Conclusions

The structure of an under expanded free jet was analyzed numerically and experi-
mentally. In the numerical investigation, the calculation was performed with a noz-
zle shape used in the experiment. In the experiment, the flow field was visualized
using Schlieren and acetone PLIF methods. We clearly observed both the time his-
tory of the jet structure and the eddy structure around the barrel shock. This detailed
structure can be observed in PLIF results because instantaneous images are acquired
in nanoseconds.
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Effect of Roughness in Jets in Mach 5 Cross
Flow

E. Erdem, S. Saravanan, Y. Liu, L. Yang, and K. Kontis

1 Introduction

Transverse jet injection into supersonic/hypersonic cross flow has been encoun-
tered in many engineering applications ranging from scramjet combustors and solid
rocket motor or liquid engine thrust vector control systems to high speed flying vehi-
cle reaction control jets. These applications all involve complex three dimensional
flow patterns comprising separated regions, shock waves, shear layers and wakes
in common. Owing to numerous applications and these complicated flow features,
transverse injections over different geometries and various forebodies have been
received significant amount of interest. Earlier studies were focused on wind tun-
nel experiments and the utilisation of conventional measurement techniques such
as Schlieren/Shadowgraph photography, wall pressure and concentration measure-
ments to better understand the jet interaction and penetration phenomena. These
studies aimed to assess the effect of injection pressure ratio, location of injec-
tion and state of incoming boundary layer and type of injectant gas on jets in
supersonic/hypersonic cross flow. Recent studies of missile/forebody applications
involving reaction control jets by several researchers have investigated jet inter-
action phenomenon on various axisymmetric body configurations at supersonic/
hypersonic speeds [1, 2, 3, 4]. Their aim was to investigate control effectiveness
of transverse/lateral jets on different missile body configurations.
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In terms of roughness effect on boundary layers, roughness breaks up the laminar
sublayer and increases wall shear stress associated with the downward shift of the
intercept of velocity profile in semi logarithmic coordinates compared to the smooth
case. The fullness of the boundary layer is reduced resulting increased skin friction
and surface heat transfer. In high speed flight rough surfaces can also generate shock
and expansion waves that interact with boundary layer turbulence compared to low
speed counterpart. This interaction is especially prominent at higher Mach num-
bers where most of the boundary layer is supersonic [5]. A limited number of stud-
ies have been performed on the effect of roughness on complex high speed flows;
Disimile and Scaggs [6] studied the effects of roughness on Mach 6 compressible
turbulent boundary layer characteristics in presence of a 22deg ramp deflection, at
three unit Reynolds numbers. The roughness consisted of machined hemispherical
protuberances of 0.508mm in radius. It was found that the extent of the separated
region for the roughened surface was ten times that for the smooth. Babinsky and
Edwards [7] investigated large scale roughness influence on turbulent hypersonic
boundary layers approaching compression corners and they found that the shock
wave boundary layer interaction was only marginally affected. Recently Prince et
al. [8] investigated Mach 8.2 hypersonic turbulent shockwave boundary layer in-
teraction characteristics of a deflected control flap configuration. It was found that
surface roughness, of scale 10% of the hinge line boundary layer thickness, signifi-
cantly increased the extent of the interaction, while increasing the magnitude of the
peak pressure on the flap and heat flux only aft of the reattachment region.

Current investigation aims at the investigation of the effect of the roughness on
the flowfield due to a transverse sonic air jet over a flat plate at Mach 5 flow.

2 Experimental Setup and Models

All of the experiments are conducted in the High SuperSonic Tunnel (HSST) of the
University of Manchester. The tunnel is of the intermediate blowdown (pressure-
vacuum) type which uses dry air as working fluid. The details of the facility together
with standard instrumentation for stagnation pressure and temperature mesurements
as well as high speed schlieren photography setup can be found in Ref. [9]. The
layout of the optical setup and the data acquisition architecture with measurement
chain is shown in Fig. 1. For the wall pressure measurements in the test section,
1mm tappings are connected to absolute pressure transducers Kulite XTE-190M (0-
0.7bar) via flexible tubing and for the jet stagnation pressure, a transducer (Kulite
XTE-190M 0-3.5bar) is connected to the 8mm air pipe via T-junction. The model
used for this study is a sharp leading edge flat plate with a converging jet hole of
2mm, through which a sonic turbulent jet is injected after regulation. The flat plate
is 155mm long, 68mm wide and 5mm thick and shown below in Fig. 1. For the
roughness investigation whole flat plate is covered with three different sand papers,
P120, P400 and P1000. The sand grain at the leading edge is filed to have a minimal
effect on leading edge thickness. The pressure tappings on the surface are punched
through the sand paper naturally.
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Fig. 1 Left: Schematic setup of Schlieren visualisation with DAQ architecture by Erdem et
al. [9]. Right: flat plate model with jet orifice and connections.

3 Results

The experimental freestream and jet conditions are tabulated in Table 1 for all
the tests. J is momentum flux ratio of the jet to freestream and expressed as
γ jet p jetM2

jet/γ∞ p∞M2
∞.

Table 1 Experimental test conditions.

Test Rough Surface p0 T0 Re/m p0 jet/p∞ ReD jet J
No (mbar) (0K) ·106(1/m) ·103

1 Smooth 6524 376 13.00 55.8 19.6 1.18
2 Smooth 6489 371 13.22 131.3 46.5 2.78
3 Smooth 6474 369 13.29 248.5 88.5 5.25
4 P1000 6438 378 12.74 55.6 19.5 1.17
5 P1000 6439 375 12.91 131.6 46.7 2.78
6 P1000 6431 364 13.52 248.4 89.7 5.25
7 P400 6442 374 12.97 56.2 19.2 1.19
8 P400 6453 373 13.07 131.0 46.9 2.77
9 P400 6388 366 13.30 251.0 89.2 5.30
10 P120 6398 374 12.88 56.9 19.4 1.20
11 P120 6458 377 12.82 130.6 46.8 2.76
12 P120 6422 375 12.90 249.0 88.4 5.26

Variations ±0.7% ±1.7% ±3.7% ±2% ±2% ±4%

3.1 Schlieren Photography

Long exposure Schlieren photography reveals the prominent flow structures shown
below; such as nozzle shock due to pressure difference at the nozzle exit and the
vacuumed test section, leading edge shock due to viscous interaction eventually be-
coming a weak Mach wave at downstream, jet induced strong bow shock due to ob-
struction caused by the jet, upstream boundary layer diversion and separation shock
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due to adverse pressure gradient imposed by the bow shock, Mach disc (a normal
shock) due to sudden expansion of the jet and downstream recompression shock to
guide the jet flow parallel to flat plate. In general transverse jet penetrates further
for higher values of J, curved bow shock moves away from the surface and curved
separation region extends in both upstream and downstream directions as deducted
from Fig. 2. The three dimensionality of the separation and recompression shocks
are superimposed as expected. Mach disc height and the extent of the separation
region can be extracted using digital image processing. Separation region is taken
as the location where boundary layer starts (visualised as a bright line) to deviate
from main flow direction.

Tests 1, 2 and 3 (Smooth, J=1.18, 2.78 and 5.25 )

Tests 4, 5 and 6 (P1000, J=1.17, 2.75 and 5.25 )

Tests 7, 8 and 9 (P400, J=1.19, 2.77 and 5.30)

Tests 10, 11 and 12(P120, J=1.20, 2.76 and 5.26)

Fig. 2 Schlieren visualisation of flowfield in the presence of the sonic air transverse jet over
a flat plate with different roughnesses; tests 1-12.

Mach disc height non-dimensionalised by jet diameter, h/d jet , is plotted against
momentum flux ratio, J in Fig. 3 (on the left) for all tests. The trends show that
as the momentum flux ratio is increased higher penetration into the main crossing
flow is observed as expected. The relation is nonlinear, roughly proportional with
root square of J, which is deducted from power law fit applied accurately. This
proves that the jet penetration is only dependent on momentum flux ratio, upstream
boundary layer thus Reynolds number has no influence. In case of separation length
non-dimensionalised by jet diameter, xsep/d jet , against J plot (on the right in Fig.
3), a nonlinear behaviour is observed for both smooth and rough surface with P120
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however almost linear pattern is obtained for P1000 and P400. Generally for the
extent of the separation region is strongly governed by the state and the shape of the
incoming boundary layer (laminar for current test except P120). Roughness weakens
the boundary layer, makes it less full and resistant to adverse pressure gradient,
thus an increase in separation region is observed for rough surfaces compared to
baseline smooth surface. The difference between P1000 and P400 surfaces is not
discernible.

Fig. 3 Left: Mach disc height non-dimensionalised by jet diameter versus momentum flux
ratio , right: separation length non-dimensionalised by jet diameter versus momentum flux
ratio.

3.2 Surface Pressure Measurements

The data reduction for surface pressure measurements is as follows; p0(t), p0 jet(t),
pw(t) are measured with high sensitivity Kulite c©pressure transducers and p∞(t) is
calculated using isentropic relations from p0(t), then pw(t)/p∞(t) and p0 jet(t)/p∞(t)
signals are obtained. These signals are integrated and averaged over steady duration
of the test run. Following figure shows non-dimensional wall pressure distributions
against non dimensional distance, i.e (x− x jet)/d jet for different momentum flux
ratios and rough surfaces at centreline, z/d jet=5.25 and z/d jet=10.

The wall pressure along the flat plate centreline, starts to increase from the point
at which the flow separates, and then there is further rise to a pressure plateau
reaching an upstream pressure peak as a general trend. In downstream side of jet
there is a significant pressure drop accompanied by the increase due to recom-
pression shock. As the momentum flux ratio is increased separation and reattach-
ment regions expand in size as well as increased upstream pressure peaks and
decreased downstream pressure drop. These findings are expected and noted in
literature. On the other hand the influence of roughness is heavily felt on the ex-
tend of upstream separation region, the magnitude of the pressure peak and the
extend of the downstream reattachment region as well as the laterally affected area.
The pressure rise becomes almost linear leading to the plateau and does not be-
come apparent until 27.5, 30 and 22.5 jet diameters upstream for tests with P1000,
P400 and P120 surfaces respectively with maximum J values. With the rough-
est surface, P120, the increase in pressure is constant without a plateau until 5
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Fig. 4 Non dimensional wall pressure distribution against non dimensional distance at the
centreline (left), z/d jet=5.25 (middle) and z/d jet=10 (right). 1st row from top: Smooth sur-
face, 2nd row: P1000, 3rd row: P400, 4th row: P120.

jet diameters upstream before the pressure peak. The reason for that might be
the transition phenomenon occurring before the jet induced separation. Spanwise
pressure distribution is also augmented by roughness with values reaching up to
2.5 times free stream pressure for z/d jet of 5.25 and up to 1.8 times free stream
pressure for z/d jet of 10 respectively which are higher than baseline smooth
case.

Following figure compares the sole effect of roughness with different surfaces on
non dimensional pressure distribution at the centreline with increasing momentum
flux ratio from left to right. Firstly in all these plots the differences between P1000
and P400 is hardly distinguishable as confirmed by Fig. 3 before. Secondly rough
surfaces experience longer separation regions and gradual pressure rises followed
a plateau except P120. The pressure peak is magnified yet downstream separation
region is not significantly altered.
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Fig. 5 Non dimensional wall pressure distribution against non dimensional distance for dif-
ferent rough surfaces at the centreline with increasing momentum flux ratio from left to right.

4 Conclusion

Experiments addressing the effect of the roughness on the flowfield due to a trans-
verse sonic air jet over a flat plate at Mach 5 cross flow were carried out. The flat
plate is covered with three different sand papers, P1000, P400 and P120, and the
results are compared to baseline smooth case in terms of Schlieren images and wall
pressure distributions. The main effect of roughness is to dissipate the boundary
layer resulting bigger upstream and downstream separation regions as well as big-
ger spanwise extent of the jet induced region. The magnitudes of pressure peak and
distributions are incremented, the effectiveness of jet is increased. P1000 and P400
are found to be favourable surfaces due to their ability to augment pressure distribu-
tion without significantly modifying the state of the upstream boundary layer.
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Antiforce Current Bearing Waves

M. Hemmati, W. Childs, H. Shojaei, and D. Waters

1 Introduction

In the case of breakdown waves in a long discharge tube, near the electrode where
the potential gradient in the gas is greatest, small quantity of gas is ionized. Anal-
ysis of the spectrum of radiation emitted from electric breakdown of a gas reveals
no Doppler shift, indicating that the ions have negligible motion. The large differ-
ence in mobilities of positive ions and electrons causes establishment of a space
charge and consequently a space charge field. The electric field accelerates the free
electrons until they aquire enough of energy for collisional ionization of the gas.
Since the ionized gas is a conductor and it can not hold internal electric filed, the
electric field which has its maximum value at the interface between the ionized gas
and the neutral gas has to reduce to a negligible value at the trailing edge of the
wave.

Breakdown waves for which the electric field force on electrons causes the av-
erage drift velocity of the electrons to be away from the wave front are referred
to as antiforce waves. In the case of antiforce waves, the electron fluid pressure
is considered to be large enough to provide the driving force and cause the prop-
agation of the wave down the tube with observed velocities. This implies that
despite the net electron drift velocity away from the wave front, the electron tem-
perature must be large enough to sustain the wave motion. The wave is composed
of two distinct regions. Following the shock front is a thin dynamical region in
which the electric field starting from its maximum value at the shock front re-
duces to a negligible value at the trailing edge of the wave and the electrons
slow down to speeds comparable to those of ions and heavy particles. This re-
gion will be referred to as the sheath region. Following the sheath region there is
a relatively thicker thermal region in which the electron gas cools down by fur-
ther ionization of the wave. This region will be referred to as the quasi-neutral
region.

M. Hemmati · W. Childs · H. Shojaei · D. Waters
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2 Model

In our investigation of breakdown waves, we will employ the set of differential
equations for the structure and state of the electron gas behind the shock front de-
veloped by Fowler et al.[1]. The basic equations for analyzing breakdown waves for
the sheath region are the equations of conservation of mass, momentum, and energy
coupled with Poisson’s equation, and they respectively are

d(nv)
dx

= nβ , (1)

d
dx

[mnv(v−V)+ nkTe] =−enE −Kmn(v−V), (2)

d
dx

[mnv(v−V)2 + nkTe(5v− 2V)+ 2envφ − 5nk2Te

mK
dTe

dx
] = (3)

−3(
m
M
)nkKTe − (

m
M
)Kmn(v−V)2, (4)

dE
dx

=
e
ε0
(Ni − n). (5)

where n, v, Te, e and m represent the electron number density, velocity, tempera-
ture, charge, and mass, respectively, and M, E , E0, V , k, K, x, β and φ represent
the neutral particle mass, electric field within the sheath region, electric field at the
wave front, wave velocity, Boltzmann’s constant, elastic collision frequency, posi-
tion within the sheath region, ionization frequency and ionization potential of the
gas. The ion number density within the sheath region is represented by Ni.

For breakdown waves moving into a non-ionized medium, the net current ahead
of the wave will be zero. This condition, e(NiV − nv) = 0, is known as the zero
current condition. Using the zero current condition in Eq.(5) reduces it to

dE
dx

=
e
ε0

n(
v
V
− 1). (6)

In solving the antiforce case problem, we will use the set of non-dimensional
variables and the set of fluid-dynamical equations derived by Hemmati[5]. Hem-
mati’s set of non-dimensional variables are

η =
E
E0

,ν = (
2eφ
ε0E2

0

)n,ψ =
v
V
,θ =

Tek
2eφ

,ξ =−eE0x
mV 2 ,

α =
2eφ
mV 2 ,κ =−mV

eE0
K,μ =

β
K
,ω =

2m
M

,

in which η , ν , ψ , θ , μ and ξ represent the dimensionless net electric field of the
applied field plus the space charge field, electron number density, electron veloc-
ity, electron gas temperature, ionization rate, and position within the sheath region,
while α and κ represent wave parameters.
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To apply the set of electron fluid-dynamical equations to antiforce waves, some
modifications in the set of electron fluid dynamical equations is required. In the
wave, the heavy particles having negligible speed in the laboratory frame, will be
moving in the negative x direction with a speed V , therefore, V < 0, E0 > 0, and
K1 > 0. This leads to both κ and ξ being negative. These dimensionless variables
are then substituted into Eqs.[1-4, 6] yielding the set of electron fluid-dynamical
equations describing the antiforce waves in non-dimensional form

d
dξ

[νψ ] = κμν, (7)

d
dξ

[νψ(ψ − 1)+ανθ ] = νη −κν(ψ − 1), (8)

d
dξ

[νψ(ψ − 1)2 +ανθ (5ψ − 2)+ανψ − 5α2νθ
κ

dθ
dξ

] = (9)

2νη(ψ − 1)−ωκν[3αθ +(ψ − 1)2], (10)

dη
dξ

=− ν
α
(ψ − 1). (11)

Considering the ion number density and velocity behind the wave front to be Ni

and Vi, in the wave frame eNiVi carries a substantial portion of the current; however,
in the lab frame, it is almost a zero portion. Therefore, behind the wave front the
current is

eNiVi − env = I1. (12)

Absence of an experimentally observed Doppler shift indicates lack of appreciable
ion and neutral particle motion in the laboratory frame. Therefore, considering the
ion and neutral particle velocities to be almost equal (Vi  V ), substituting V for Vi

and solving equation [12] for Ni results in

Ni =
I1

eV
+

nν
V

. (13)

Substituting Ni in the Eq. [5] results in

dE
dx

=
e
ε0
(

I1

eV
+

nν
V

− n). (14)

Substituting the dimensionless variables for antiforce waves in Eq. [14] reduces
it to

dη
dξ

=
κI1

ε0KE0
− ν

α
(ψ − 1). (15)
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Substituting ι for I1
ε0KE0

in the above equation reduces the Poisson’s equation to

dη
dξ

= κι − ν
α
(ψ − 1). (16)

Solving for ν(ψ − 1) from equation [16] and substituting it in the equation of con-
servation of energy for antiforce waves, equation [10], gives the final form of the
equation of conservation of energy for antiforce waves with a large current in the
vicinity of the wave front. Therefore, the final form of the set of electron fluid-
dynamical equations describing antiforce current bearing waves, where all quanti-
ties, including κ are intrinsically positive, will be

d
dξ

[νψ ] = κμν, (17)

d
dξ

[νψ(ψ − 1)+ανθ ] = νη −κν(ψ − 1), (18)

d
dξ

[νψ(ψ − 1)2 +ανθ (5ψ − 2)+ανψ − 5α2νθ
κ

dθ
dξ

+αη2] = (19)

2ηκια −ωκν[3αθ +(ψ − 1)2], (20)

dη
dξ

= κι − ν
α
(ψ − 1). (21)

3 Results and Discussion

In their study of lightning attachment processes in rocket-triggered lightning strokes,
for return-stokes, Wang et al.[10] reported a current peak value of about 12kA to
21kA. Also, in his review of characteristics of lightning discharges that transport
either positive charge or both negative and positive charges to ground, Rakov [7]
reports a return stroke current value of 10kA.

Determining K from experimental curves [6] gives K/P = 3× 108 for helium
and K/P = 4.8× 107 for nitrogen at 273K. At a temperature of 105 , K will be
2.4× 109 for helium and 9× 109 for nitrogen and applied fields are usually of the
order of 105V/m. Considering that E0, K and β in our formulas are scaled with P
(the electron gas pressure) and using the values of I1, ε0, E0 and K, one can estimate
the value of ι , which is of the order of one.

A trial and error method was utilized to integrate Eqs. [17-21]. For a given wave
speed, α , a set of values for wave constant, κ , electron velocity, ψ1 and electron
number density, ν1 at the wave front were chosen. The values of κ , ψ1 and ν1 were
repeatedly changed in integrating Eqs. [17-21] until the process lead to a conclusion
in agreement with the expected conditions at the end of the dynamical transition
region of the wave. For several current values, we were able to integrate the elec-
tron fluid-dynamical equations, Eqs. [17-21] for α value as low as 0.01. This value
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represents a wave speed of 0.3× 108m/s and conforms with the lower experimen-
tal speed range for return stroke lightning. The successful solutions required the
following boundary values

ι = 0.0,κ = 1.3,ψ1 = 0.645,ν1 = 0.886

ι = 0.5,κ = 1.3,ψ1 = 0.654,ν1 = 0.882

ι = 1,κ = 1.3,ψ1 = 0.66,ν1 = 0.85

ι = 2,κ = 1.3,ψ1 = 0.6785,ν1 = 0.8435

ι = 3.8,κ = 1.3,ψ1 = 0.682,ν1 = 0.808

ι = 5,κ = 1.3,ψ1 = 0.7,ν1 = 0.7696

In his review of characteristics of lightning discharges that transport either positive
charge or both negative and positive charges to ground, for return stroke lightning
(antiforce waves), Rakov[7] reports speeds in the range of 0.3× 108m/s to 1.7×
108m/s. While, in a study of direct measurement of the time derivative of the electric
field of triggered lightning strokes at distances of 10, 14, and 30m, Uman et al.[9]
reported return stroke speeds as low as 0.46× 108m/s.

Figure 1.a represents the electric field, η , as a function of electron velocity, ψ ,
for dimensionless current values of 0, 0.5, 1, 2, 3.8 and 5 and wave velocity of
3×107m/s. For all current values, the solutions meet the expected conditions at the
end of the sheath region of the wave (η2 → 0,ψ2 → 1). Figure 1.b represents the
electric field, η , as a function of position, ξ , within the sheath region of the wave.
Figure 2.a represents the electron temperature, θ , as a function of position, ξ , within
the sheath region for all the above mentioned current values. Figure 2.b represents
the electron number density, ν , as a function of position , ξ , within the sheath region
of the wave for all the above mentioned current values.

In his fluid model simulations of a 13.56-MHz rf discharge, David Graves[3]
reports electron number density values between 5 × 1015/m3 and 2 × 1016/m3.
To speed up fluid model for gas discharge calculations, Hagelaar and Kroesen[4],
present a technique for the implicit treatment of the electron energy source term,
based on linearization with respect to the electron mean energy. In their study,
Hagelaar and Kroesen[4] report an average electron number density of 7×1015/m3.
Our average non-dimensional electron number density of 0.7 represents an electron
number density of 7.7× 1015/m3within the sheath region of the wave.

Applying fluid dynamic techniques to the passage of ionizing wave counter to
strong electric fields, for wave speed of 107m/s , Sanmann and Fowler’s[8] elec-
tric field peaked at a distance of 0.04m behind the wave front and their total sheath
thickness was 0.05m. As our graphs show, for the wave speed of 3× 107m/s, our
non-dimensional ξ value of 0.6 represents a sheath thickness of 2.5×10−2m. Mea-
suring electron density behind shock waves, Fujita et al.[2] report a wave thickness
of approximately 5cm.

For ionizing waves propagating counter to strong electric fields, Sanmann and
Fowler[8] reported that the electron temperature increases rapidly away from the
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Fig. 1 (a) Electric field as a function of electron velocity within the sheath region of current
bearing antiforce waves for current values of 0, 0.5, 1, 2, 3.8, and 5. (b). Electric field as
a function of position with the sheath region of current bearing antiforce waves for current
values of 0, 0.5, 1, 2, 3.8, and 5.
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Fig. 2 (a). Electron temperature as a function of position within the sheath region of current
bearing antiforce waves for current values of 0, .5, 1, 2, 3.8, and 5. (b)Electron temperature as
a function of position within the sheath region of current bearing antiforce waves for current
values of 0, .5, 1, 2, 3.8, and 5.

wave front until it reaches a peak value of around 3.17× 107K at a distance of
5.4×10−2m behind the wave front. Our results show that the temperature increases
behind the shock front and it reaches its maximum dimensionless value of θ =
67 at the trailing edge of the wave. θ = 67 represents electron gas temperature of
3.88× 107K.
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4 Conclusions

For a range of current values behind the shock front, we have been able to integrate
our modified set of electron fluid-dynamical equations through the dynamical tran-
sition region of the wave. For all current values, our solutions meet the expected
conditions at the end of the sheath region of the wave. Our results agree with sev-
eral other theoretical and experimental results as well. This is a confirmation of
the validity of our modified set of equations and also application of fluid model to
breakdown waves.
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Numerical Simulation of Initial Shock
and Detonation Wave Development
in Shock-Tube Configurations

P.R. Ess and J.P. Sislian

1 Introduction

The purpose of the present work is to provide insight into the numerical computa-
tion of shock- and detonation-waves, with a particular focus on high levels of grid
refinement. This addresses the possibility of achieving a grid-independent solution
and resolving the zone resulting from the ignition delay in the case of a detonation
wave. Both viscous and inviscid flow solutions for shock and detonation waves are
compared, and planar flow computations are used to assist with the setup of a two-
dimensional flow through a duct, blocked by 1/9-th of the inflow area by a cube
placed on the centre-line of the duct.

2 Governing Equations

The flow is governed by the Navier-Stokes equations for chemically reacting multi-
species gas, expressed in terms of density ρ , velocity vector ui, total energy E ,
species mass fractions Yα of species α = 1..Ns, pressure p, shear tensor τi j, diffusion
and energy flux vectors jα i and εi, respectively, which read

∂Q
∂ t

+
∂F
∂xi

+
∂G
∂xi

= S. (1)

The vector of conserved variables is defined by Q = (ρ ,ρYα ,ρui,ρE), that of
inviscid fluxes and pressure by F = (ρui,ρuiYα ,ρuiu j + δi j p,ρuiE), that of vis-
cous fluxes by G = (0, jiα ,−τi j,−u jτi j + εi), and the source term accounting for
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chemical reaction by S = (0,Sα ,0,0,0,0). Diffusion is calculated using Fick’s law
[1], and the energy flux vector contains heat conduction and enthalpy diffusion. Spe-
cific heats, enthalpy and entropy of species are based on polynomials [2] in terms of
temperature, and the ideal gas equation is used to relate p, ρ and T . The transport
properties viscosity, thermal conductivity and binary diffusion coefficients are cal-
culated following the laws of kinetic gas theory [3]. Further details can be found in
Refs. [4, 5].

3 Numerical Method and Validation

The governing equations are solved with an unsteady, implicit, cell-centred, struc-
tured multi-block, finite-volume scheme with an accuracy up to third order in time
and space. Roe flux-difference splitting in combination with various total-variation
diminishing (TVD) limiters, as described by Yee et al. [6], was used to discretize
inviscid, and central differences to compute viscous fluxes. For each physical time
step, a steady-state problem is solved in a pseudo time domain, employing an im-
plicit lower-upper symmetric Gauss-Seidel (LUSGS) algorithm.

The implementation of the numerical methods used has been validatied against
various test cases, such as oscillating shock-induced combustion, detonation waves
around blunt bodies, laminar boundary layers and multi-species diffusion [4].

4 Planar Shock Wave Analysis

The numerical representation of a shock wave in pure argon is analysed for a range
of shock Mach numbers. In order to achieve a very fine grid spacing, the flow
problem is solved in the shock frame, i.e. the shock wave is stationary in the do-
main. The shock position can be kept fixed, when suitable outflow conditions are
applied and properties at the outflow are prescribed corresponding to the inflow
conditions. The thermodynamic state at the inflow is given by standard pressure
p = 101325Pa and temperature T = 298.15K, and the inflow Mach number in a
range from M = 2 to 6. Mass, momentum and energy conservation equations are
employed to compute the corresponding post-shock state, which is used to setup
the initial solution of the flow in terms of a shock-tube problem. Starting with the
coarse grid, employing a grid spacing of Δx = 1× 10−5m, a solution is computed
until convergence is obtained. The solution is then successively transferred onto
finer grids, dividing the grid spacing by a factor of two for each finer grid level,
until the final grid resolution, based on Δx = 2.44× 10−9m, is reached after 12
levels of refinement. This process is performed for inviscid (only F) and viscous
(both F and G) forms of the governing equations, and the resulting shock profiles
for the Mach number three are shown in Fig. 1. While the density profiles for the
viscous flow solution converge towards a grid-independent solution, the inviscid
flow solution does not and the shock thickness can be directly related to the grid
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Fig. 1 Density profiles of argon shock wave at Mach number M=3 for grid spacing from
Δx/m = 2.44×10−9 to 10−5.
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Fig. 2 Thickness of argon shock wave for M = 2 to 6. The grid spacing varies from
Δx/m = 1×10−5 (level 0), 5×10−6 (1), 2.5×10−6 (2), 1.25×10−6 (3), 6.25×10−7 (4),
3.125× 10−7 (5), 1.5625 × 10−7 (6), 7.8125× 10−8 (7), 3.90625 × 10−8 (8), 1.953125 ×
10−8 (9), 9.765625×10−9 (10), 4.882813×10−9 (11), and 2.441406×10−9 (12). Symbols
”•” represent results from Ref. [7].

spacing employed. This holds over the entire Mach number range investigated, as
shown in Fig. 2. In the case of viscous flow, the Mach number dependence of the
shock thickness for the converged solution agrees well with that given by Linzer and
Hornig [7].

Several important observations can be made. For a coarse grid resolution, the
shock thickness in the viscous flow behaves nearly identical to that in the invis-
cid flow solution. Further, a truly grid-independent solution can only be achieved
when employing viscous terms and a sufficiently refined grid. At the same time,
the required resolution seems difficult to achieve in any practical size flow problem,
even with adaptive grid refinement. The latter would require in excess of 12 refine-
ment levels and a gradual reduction of the refinement towards the original, coarsely
resolved, part of the domain. Ultimately, the solution obtained with a sufficiently
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refined grid is not the actual shock thickness measured, but somewhat thicker. This
is true for moderate shock Mach numbers already [7, 3].

5 Planar Detonation Wave

A planar detonation wave propagating into a gas mixture containing two, one and
seven parts in moles of hydrogen, oxygen and argon, respectively, is reproduced
numerically. The case corresponds to that studied by Yungster and Radhakrish-
nan [8] and the same chemical reaction scheme is employed here. The tempera-
ture and pressure profiles during the formation and propagation of the detonation
wave through the duct are shown in Fig. 3 (a). The detonation velocity obtained
is 1602m/s, which is very close to that observed by Yungster and Radhakrishnan.
Since the post-detonation Mach number is subsonic, the detonation wave must be
overdriven, despite the value of the detonation velocity being very close to the com-
puted Chapman Jouguet velocity [8].

When the flow is solved in the detonation frame, i.e. the wave position is fixed
in space, a substantial grid refinement can be accomplished, in order to resolve the
fine structure of the detonation wave and investigate the impact of viscous terms.
However, because the initial shock wave is followed by a reaction zone, this must be
resolved as well, and the domain must extend much further than for the argon shock
wave analysis. Hence, the grid spacing in the solution shown in Fig. 3 (b) is only
Δx = 4.88× 10−7m, and uniform in the domain of 0.1m lenght, corresponding to
over 200k cells for a one-dimensional case. Despite the smoother profiles of pressure
and temperature shock waves ahead of the reaction zone in the case of viscous flow,
the plateau of pressure and temperature and the onset of chemical reaction do not
differ. The plateau is due to the ignition delay and, in the present case, 0.175mm
long. With the post shock velocity of approximately 510m/s this translates to an
ignition delay of 0.34μs.
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Fig. 3 Profiles of detonation wave propagating into a hydrogen-oxygen-argon gas mixture.
The case corresponds to that by Yungster and Radhakrishnan [8].
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6 Flow in Duct

The flow in the duct presented in the following can be seen in the context of hy-
personic propulsion, where the combustion of a premixed flow entering the duct is
induced due to a blunt body placed in the duct. This problem has been investigated
in the past [5] and a channel blockage ratio of 1/9 was found to yield an optimum
thrust potential for a rod as blunt body. Ambient, initial and final inflow conditions
characterised by a flight altitude of 36km at a dynamic pressure of 40kPa (state 0)
are summarised in Tab. 1. The inflow conditions to the duct presume an idealised
two-shock inlet, where the flow is deflected by 9.5deg twice to achieve a compres-
sion of the gas. The chemical reaction of the hydrogen-air gas is represented by the
corresponding mechanism of Jachimowski [9].

The initial conditions for the gas in the duct are given by state 1, and two ini-
tialisation schemes for the flow through the duct were investigated. In the first,
stage A1, air at state 2 is imposed at the inflow boundary until the flow in the
duct is uniform, followed by stage A2, where premixed hydrogen-air flow at state
3 is imposed. In the second, stage B1, premixed hydrogen-air flow at state 3 is
imposed directly. The leading and trailing waves reach the outflow domain after
51μs and 71μs for stage A1, 41μs and 61μs for stage A2, and 55μs and 79μs
for stage B1, respectively. In Fig. 4 the air flow and the direct hydrogen-air flow
initialisation are shown. In both cases A1 and B1, nitric oxide forms in the wave
system, at slightly lower levels in case B1. In case B1 hydroxyl as well as water
forms in the wave system. The chemical reaction is not significant enough to induce
detonation.

Planar flow solutions, where the leading wave is just ahead of the cube, were
used to initialise the two-dimensional flow computations. In Figs. 5 (a) and (f)
the converged solutions of air and hydrogen-air flow are shown. Inbetween, the
flow development from state 2 to state 3 is shown. As hydrogen is propagated
through the duct, it is ignited as it passes through the shock wave and changes
the wave system significantly. A detonation establishes ahead of the cube and
the overall flow initialisation process takes longer than in the planar case shown
before.

Table 1 Initial and inflow conditions based on flight altitude of 36km, dynamic pressure of
40kPa and idealised two-shock inlet with 9.5deg flow deflection angle.

State p,Pa T,K u,m/s Ma nH2 : nO2 : nN2

0 498.495 239.283 3326.680 10.708 0 : 1 : 3.76
1 498.495 239.283 0.000 0.000 0 : 1 : 3.76

2 15035.162 813.591 3140.581 5.580 0 : 1 : 3.76

3 10681.189 696.264 3125.738 5.070 2 : 1 : 3.76
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Fig. 4 Profiles of temperature and selected mass fractions corresponding to flow ini-
tialisation of air (a) and hydrogen-air (b) for altitude H = 36km and dynamic pres-
sure Q = 40kPa. For pure air, profiles (from left to right) at time t/μs = 10, 21, 31,
42, and 52 are shown. For hydrogen-air, profiles at t/μs = 11, 22, 33, 44 and 55 are
shown.

(a) final solution for air flow (state 2)

(b) transient solution at t = 1μs

(c) transient solution at t = 9μs

(d) transient solution at t = 22μs

(e) transient solution at t = 26μs

(f) final solution for hydrogen-air flow (state 3)

Fig. 5 Temperature iso-lines from 500K to 3800K at 100K increments are shown for con-
verged flow with inflow at state 2 in subfigure (a), and converged flow with inflow at state
3 in subfigure (f). Inbetween flow development during stage A2 is shown in subfigures
(b)-(e).
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7 Conclusions

The work presented gives insight into numerical requirements and constraints when
simulating shock and detonation waves and initial flow development in shock-tube-
like flow configurations. It is demonstrated, that grid independent solutions can be
obtained for viscous flow calculations only, provided the grid is refined sufficiently.
Further, planar detonation waves can be resolved sufficiently to establish the ignition
delay and the insensitivity of the grade of resolvement of the preceeding shock wave
on the following chemical reaction zone. Finally, the flow development and initiali-
sation process for a duct with a channel blockage of 1/9 due to a cube placed in the
centre-line of the duct has been presented. Despite the inability to reach similar lev-
els of grid refinement in the two-dimensional flow computation, useful information
regarding the flow initialisation process could be gained.
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Computations of Flow Field around an Object
Decelerating from Supersonic to Subsonic
Velocity

T. Saito, K. Hatanaka, H. Yamashita, T. Ogawa, S. Obayashi, and K. Takayama

1 Introduction

A detached shock wave is formed in front of a blunt object moving with supersonic
velocities or an object placed in a supersonic flow. The distance from the shock front
to the surface of the moving body is called the shock stand-off distance, δ , and is
measured along the propagation axis when the object is a solid sphere.

For a fixed Mach number M0 of a flow or an object, the shock stand-off distance
is strongly correlated to the density distribution between the shock front and the
stagnation points. Therefore, the shock stand-off distance varies with real gas ef-
fects since the density changes with real gas effects in super/hypersonic flows. This
naturally suggests a practical means of evaluating the degree of progress of the real
gas effect by measuring the shock stand-off distance [1, 2, 3].

Ballistic range is a typical experimental facility for measuring the shock stand-
off distance since the thermochemical properties of the incoming flow are precisely
known and may even be controllable. However, errors due to model acceleration
may affect experimental data. A projectile decelerates with the drag forces caused by
pressure and viscosity during its free flight and also often accelerates when exiting
from the muzzle as a result of the complex force balance around the projectile.
Shock stand-off distance measured at an observation window through certain optical
flow visualization techniques reflects such a flight history. Therefore, it is important
to consider the non-steadiness of a projectile while interpreting the ballistic-range
data.

In this study, numerical calculations were conducted to simulate the time-
dependent flow field around a solid sphere decelerating in the transonic velocity
range. Simulations for a projectile without deceleration were first conducted, and
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the results were compared with experimental data reported by Starr et al. in order
to confirm the validity of our numerical calculations. Numerical results including
model deceleration were then compared with the experimental data obtained at the
Interdisciplinary Shock Wave Laboratory at the Institute of Fluid Science, Tohoku
University.

2 Numerical Simulations

2.1 Basic Equations and Numerical Scheme

Basic equations of time-dependent, two-dimensional, axisymmetric flows in the
body fixed coordinate system are expressed as follows,

Ut +Fx +Gr = H+ I+Fv
x +Gv

r, (1)

where t,x, and r denote, respectively, the time, the space coordinates in the axial
and radial directions; the subscripts represent the derivations with the variables. The
symbol U denotes the vector of conserved quantities and its components are the
mass and the momentums in the axial and radial directions and the total energy
per unit volume. The vectors F and G consist of the relevant corresponding flux
components, and H denotes the source terms due to the cylindrical geometry. The
terms in the vector I arises from the accelaration of the grid-system expressed as the
sysmol a. Further, Fv and Gv are the viscosity and heat conduction terms in x and r
directions. The components of each vector are shown as

U =

⎡⎢⎢⎣
ρ

ρu
ρv
E

⎤⎥⎥⎦ , F =

⎡⎢⎢⎣
ρu

ρu2 + p
ρuv

u(E + p)

⎤⎥⎥⎦ , G =

⎡⎢⎢⎣
ρv

ρuv
ρv2 + p
v(E + p)

⎤⎥⎥⎦ , (2)

H =
1
r

⎡⎢⎢⎣
ρv

ρuv
ρv2

v(E + p)

⎤⎥⎥⎦ , I =

⎡⎢⎢⎣
0

ρa
0

ρau

⎤⎥⎥⎦ , (3)

Fv =

⎡⎢⎢⎣
0

τxx

τxr

τxxu− τxrv− kTx

⎤⎥⎥⎦ , Gv =

⎡⎢⎢⎣
0

τrx

τrr

τrxu− τrrv− kTr

⎤⎥⎥⎦ , (4)

where ρ , p,u,v,k, and T denote the density, pressure, velocity components relative
to the body-fitted coordinates in x and r directions, thermal conductivity and tem-
perature, respectively. The total energy per unit volume, E , is expressed using the
specific internal energy, ε , as

E = ρε +ρ
1
2
(u2 + v2), (5)
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and the caloric equation of state for ideal gases, ε = p/(γ − 1), with a constant
specific heat ratio γ is used for closing the system of equations.

The viscous stress tensor τi j is expressed with the coefficient of viscosity μ as

τi j = μ
[(

∂ui

∂x j
+

∂u j

∂xi

)
− 2

3
∂uk

∂xk
δi j

]
, (6)

where δi j is the Kronecker’s delta, and the summation conventions are used. The
coefficient of viscosity μ is assumed to depend only on temperature and is derived
from Sutherland’s formula [8].

A system of homogeneous equations obtained by neglecting the terms on the
right hand side of Eq.(1) represents time-dependent inviscid planar flows and is
solved using the WAF method [5, 6]; the WAF numerical scheme is a second-order
extension of the Godunov scheme. Further, the HLLC approximate Riemann solver
is used for evaluating numerical fluxes in this study. The source terms on the right
hand side of the equation are then used to modify the planar inviscid solution into
the solution for axisymmetric flow with viscosity and heat conduction. The operator-
splitting method proposed by Strang [7] is used for this modification. The fourth-
order Runge-Kutta method is used for numerical integration in the operator-splitting
method.

A structured numerical grid systm of 1321 × 501 was generated for cover-
ing the computational domain. The diameter of the projectile is 0.03 m, and the
upper boundary is 0.3 m from the axis. The computational domain extends 0.27
m in the axial direction both in front of and behind the center of the projec-
tile. Free stream conditions are assigned on the left hand side of the flow do-
main as boundary conditions, while outflow boundary conditions are used on the
right hand side of the domain. Reflective boundary conditions are assigned along
the axis of symmetry, projectile surface, and upper edge of the computational do-
main. A slip or non-slip condition is applied to the projectile surface and upper
wall depending on whether the viscous terms are included in the computations
or not.

2.2 Numerical Procedure

The steady flow around the projectile is computed first for a fixed-flow velocity,
i.e., the initial projectile velocity. And the flow variables of the converged steady
solution are used as initial conditions for simulating the unsteady flow field that
is caused by the deceleration of the projectile. The unsteady flow is computed by
adjusting the flow velocity and the boundary conditions according to the updated
projectile speed at each time step. The acceleration and speed are computed from the
force acting on the projectile by integrating the equation of motion. In the inviscid
computation, the force includes only the pressure component in the flight direction,
while in the case of viscous flow, the shear stress acting on the model surface is also
considered.
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It should be mentioned here that the abovementioned procedure, which starts
from a steady flow solution, is an approximation. In this study, the projectiles always
accelerate or decelerate during the course of the ballistic range experiments and the
flow field at a given moment never becomes equal to the field of the steady flow
corresponding to the projectile velocity at that moment. The flow field obtained for
a certain decelerated model speed depends on the initial projectile speed at which
the initial conditions are set to the corresponding steady flow.

3 Results and Discussion

3.1 Results for the Case of No Projectile Deceleration

The flows around a sphere of 30-mm diameter in steady flight conditions are com-
puted first. Figure 1(Left) shows the converged pressure field around the sphere
moving at a constant speed of Mach 1.13.

A detached shock wave is clearly formed ahead of the projectile. Complex
pressure-wave interactions behind the sphere and an oblique shock wave originating
from the wake region are clearly observed.

Fig. 1 Left: Pressure distribution around a sphere flying with Ms = 1.13; Distance scale
normalized by model diameter, Right:Comparison of the steady numerical solutions

The numerical results of shock stand-off distances normalized by the projectile’s
diameter are plotted in Fig. 1(Right) for a projectile Mach number ranging between
1.01 and 1.3. The experimental data points obtained by Starr et al.[4] are also plotted
in the figure for comparison. The experimental conditions are chosen in such a way
that the projectile deceleration is eliminated [4]. In this series of computations, the
viscosity and heat conduction are neglected but the numerical results agree quite
well with the experimental data.

The good agreement between the inviscid numerical results and the experimental
data obtained by Starr et al. indicates that the effect of viscosity and heat conduction
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is negligible in this velocity range. This is also observed in Fig. 9 of [9], where the
Euler results overlap with the viscous data points.

3.2 Results for the Case of a Decelerating Projectile

Figure 2 compares the shock stand-off distance obtained from the current numerical
work with the ballistic range experimental data. Numerical results for the deceler-
ating sphere, obtained using Euler equations, i.e., without a viscous effect, and the
experimental data of Starr et al. for steady projectiles are also included in this figure.
Three computations with different initial flight Mach numbers were carried out. The
initial Mach numbers were 1.25, 1.19, and 1.13, and the shock stand-off distances
were measured when these flight Mach numbers became 1.15, 1.09, and 1.04, re-
spectively. These combinations of the initial and final Mach numbers are taken from
the ballistic range experiments.

As seen in the figure, the numerical results show slightly larger values for shock
stand-off distances as compared to the corresponding experimental data; however,
the agreement between the numerical and experimental results is reasonably good.
One of the reasons why the numerical results show slightly larger shock stand-off
distances may be that the initial conditions in the simulations are set to realize a
fully developed steady flow field for the measured muzzle velocities. The projec-
tiles always experience acceleration, either positive or negative, during the course
of the ballistic range experiments, and the use of a fully developed steady solution
at the muzzle is obviously an approximation. Presently, we do not have sufficient
experimental data to further investigate this problem.

Fig. 2 Comparison of numerical solutions of unsteady flow
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It is noticed that the difference between the numerical results with and without
the viscosity terms taken into account is very small. The consideration of viscosity
terms results in only a fractional difference in the numerical results. This indicates
that the viscosity can be neglected in the future for this speed region. A practical
merit of this approach is that the computational time is reduced, considering that no
fine numerical meshing near the body surface is required.

4 Concluding Remarks

Shock stand-off distances of a solid sphere decelerating in the transonic velocity
range are determined via numerical computations using a body-fixed numerical grid
system. The numerical results for a steady projectile show good agreement with the
experimental data obtained in a previous study, indicating that the reliability of the
present computational method is good.

Numerical simulations are carried out by taking the model deceleration into ac-
count. The numerical results are in good agreement with the ballistic-range experi-
mental data. The viscous effect is found to be negligible and can be ignored in the
present study.

Acknowledgement. Part of the work was carried out under the Collaborative Research
Project of the Institute of Fluid Science, Tohoku University.
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Effects of Turbulent Inflow Conditions
on Feedback-Loop Mechanisms in Supersonic
Cavity Flows

W. Li, T. Nonomura, and K. Fujii

1 Introduction

One undesirable problem in open cavity flows is the existence of strong and dis-
crete cavity tones, especially with supersonic incoming flows.[1-4] A sound pres-
sure level of almost 160 dB is observed for a supersonic cavity flow at Mach 2.0.[5]
The strong cavity tones possibly result in structural vibrations and fatigue, adverse
effects on store separation, and undesirable noise. The mechanism driving the cav-
ity tones need to be clarified. The cavity tones are driven by self-sustained oscilla-
tions between the shear-layer instability and acoustic disturbances, which is named
a feedback-loop mechanism.[6] Despite the fact that the feedback-loop mechanism
itself has been well established and accepted, the dependence of cavity noise on
variations of cavity configurations and flow conditions are not well-understood.[7]

The cavity tones are a strong function of the upstream boundary layer, which
includes the features of the boundary layer state (turbulent or laminar), boundary
layer thickness, and turbulent disturbances. Krishnamurty[8] observed experimen-
tally that laminar upstream boundary layers produce louder cavity tones. Heller et
al.[9] reported that there is no evidence of a resonant response when the bound-
ary layer is turbulent at Mach number 3.0; however, a strong resonant peak occurs
with higher-amplitude for the laminar cavity. Rossiter[6] emphasizes that the ef-
fect of a thickening shear-layer is to decrease the amplitude of pressure fluctuations
measured on the cavity walls. Ahuja and Mendosa[7] observed experimentally that
all cavity tones can be eliminated by thickening the upstream boundary later for a
fixed cavity length. In Rizzetta et al’s numerical study[10], a significant attenuation
of cavity oscillations is observed with upstream mass-injection, which is attributed
to the thickening of the upstream boundary layer. However, there are few data in
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open literatures on the effect of turbulent disturbances. In general, only the velocity
profile of turbulent boundary layer is imposed at the inflow boundary conditions in
numerical studies of supersonic turbulent cavity flows, while the existence of tur-
bulent disturbances is unexpectedly ignored.[11-14] The inherent existence of tur-
bulent disturbances in the turbulent boundary layer is probably critical to the noise
radiation in turbulent cavity flows. Consequently, a correct assessment of turbulent
disturbance is needed for the numerical study of turbulent cavity flows.

The aim of this study is to investigate the effects of turbulent disturbances on
the self-sustained oscillations in supersonic turbulent cavity flows. Implicit large-
eddy simulations of supersonic turbulent flows past a three-dimensional rectangular
cavity are conducted with Mach number of 2.0 and Reynolds number of 105. Two
simulation cases are conducted. In one case, the incoming flows are natural turbu-
lent, while in the other case only turbulent velocity profile is imposed at the inflow
condition. The influences of turbulent disturbances both on the flow fields and noise
radiation will be discussed.

2 Problem Setting and Numerical Algorithms

Supersonic turbulent flows over a cavity of L/D=2, W/D=0.6 are numerically stud-
ied, where L is the length of the cavity, W is the width of the cavity, and D is the
depth of the cavity. Details of flow conditions are shown in Table 1. Two simulation
cases are conducted. In one case, the incoming flows are in a state of fully devel-
oped turbulence, while in the other case only turbulent velocity profile is imposed
at inflow condition.The boundary layer thickness (δ0/D) at the leading edge is set
to 0.2D.

Table 1 Flow Conditions

Cases M∞ ReD δ0/D Upstream boundary layer

Ma2.0-TurBL 2.0 105 0.2 Turbulent
Ma2.0-TurBl-pro 2.0 105 0.2 Trubulent profile

The governing equations are three-dimensional compressible Navier-Strokes
equations in conservative form. Implicit Large Eddy Simulations (ILES) are con-
ducted with a seventh-order weighted compact nonlinear scheme. Details of nu-
merical schemes could be found in our previous works[15,16]. Structural grids are
adopted, and the total grid points are about 15 millions. The grid spacing is refined
in near-wall regions. The values of Δx+, Δy+, Δz+ at the cavity lips are 5.0, 1.0 and
10.0 respectively. The maximum grid spacing inside the cavity is 0.012D. No-slip
adiabatic wall boundary condition is adopted at all the walls. Zero-gradient pressure
condition is employed at outflows, and periodical boundary condition is imposed in
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the spanwise direction. Recycling and rescaling technique[17] is used for the gen-
eration of a fully developed turbulent inflow condition.

3 Validations

The validations of the numerical codes and problem settings could be found in our
previous works.[15,16] The feature of turbulent inflow is validated in the present
study. The mean streamwise velocity profile in a semi-logarithmic plot using Van
Driest transformation is shown in Fig. 1, which indicates the profile agrees well with
theoretical formulations. Velocity fluctuations are plotted in Fig. 2 and compared
with direct numerical simulation (Pirozzoli et al, M = 2.0,Reδ = 1.74× 104).[18]
The comparison shows the ILES results fairly agree with the DNS results. Thus, up-
stream boundary layer is in a state of fully developed turbulence, which is adoptable
for the simulation of supersonic turbulent cavity flow.

Fig. 1 Mean streamwise velocity pro-
file

Fig. 2 Velocity fluctuations

4 Results

4.1 Flow Fields

Snapshots of instantaneous flowfields are visualized in Fig. 3. In the Ma2.0-TurBL
case, plenty of small-scale vortical structures are observed both in the upstream
boundary layer and cavity shear-layer. Three dimensional turbulence dominates the
cavity shear-layer. However, in the Ma2.0-TurBL-pro case, the cavity shear-layer
has highly two-dimensional vortical structures. These snapshots indicate a good tur-
bulence resolution. Large-scale shear-layer motions present in both cases, which
will be discussed later.

The compression wave radiation is indicated in Fig. 4. The significant charac-
teristic in Ma2.0-TurBL-pro case is that Mach waves are radiated from the highly
two-dimensional shear-layer and intense compression waves are propagating inside
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Fig. 3 Isosurface of the second invariant
of velocity gradient tensors(Q2nd= 20(a/D)2)
colored with streamwise velocity(-0.5u∞
<u< u∞); left: Ma2.0-TurBL, right: Ma2.0-
TurBL-pro

Fig. 4 Compression waves radiation (Back-
ground contours represent density gradi-
ent,black contour lines represent positive
second invariant of velocity gradient tensors;
left: Ma2.0-TurBL, right: Ma2.0-TurBL-pro

the cavity. While if the upcoming boundary layer is fully turbulent, no Mach wave
and intense compression wave is present in the cavity acoustic fields. Shock waves
are observed near the leading-edge and the trailing-edge in these two cases, which
are caused by the large shear-layer deformation and explored at supersonic incom-
ing flows.

The profiles of the time-averaged streamwise velocity are plotted in Fig. 5.
Differences between these two cases are contributed to different characteristics of
shear-layer development. As shown in Fig. 6, the variations of shear-layer vortic-
ity thickness are shown, which are used to measure the shear-layer growth rate. It
could be found that the cavity shear-layer in Ma2.0-TurBL-pro case grows slowly
in a short distance near the cavity leading edge, and then its growth rate increases
and keeps at a linear growth rate until the shear-layer impinging on the trailing edge.
The low growth rate near the cavity leading edge is probably due to the transition
from laminar to turbulence after the shear-layer separates from the leading edge.
While the shear-layer of Ma2.0-TurBL case grows rapidly near the leading edge.
The rapid growth rate leads to more fluids inject into the cavity. Consequently, a
higher speed of recirculation flow inside the cavity is observed in the Ma2.0-TurBL
case, as shown in Fig. 5.

Fig. 5 Mean streamwise velocity profiles
Fig. 6 Variations of shear-layer vorticity
thickness
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4.2 Noise Radiation

The pressure spectra at the middle of the cavity rear wall are plotted in Fig. 7. The
existence of turbulent disturbances in the upstream boundary layer has significant
effects on the noise radiation. First, the dominant mode, which has the maximum
sound pressure level, is varied to a higher frequency if no turbulent disturbance
exits in the upstream boundary layer. The second mode in Ma2.0-TurBL case is the
dominant mode, while it is varied to the fourth mode in the Ma2.0-TurBL-pro case.
Second, the amplitude of both tone noise and broadband noise becomes stronger
in the simulation without turbulent disturbances in the upstream boundary layer. It
could be estimated that a 5 dB increasing is observed if turbulent disturbances is
absent from the upstream boundary layer. The existence of turbulent disturbances in

Fig. 7 Pressure spectra at the middle of the cavity rear wall

the upstream boundary layer also has influence on near-field pressure fluctuations
(as illustrated in Fig. 8). The distributions of pressure fluctuations are significantly
varied, especially in the vicinity region of the cavity shear-layer. In addition, it has
higher amplitude of pressure fluctuations near the trailing edge in the Ma2.0-TurBL-
pro case than that in the Ma2.0-TurBL case.

The reason for significant impacts on the noise radiation is related to the large-
scale vortices in the cavity shear-layer. As demonstrated in our previous work, the
successive passage of large-scale vortices over the trailing edge, associated with pe-
riodical vorticity productions and pressure oscillations, result in a noise source ra-
diated from the trailing edge. In order to evaluate the feature of large-scale vortices,
phase averaging is conducted, which is based on the pressure variations at the mid-
dle of the cavity front wall. In Fig. 9, it indicates the size of large-scale vortices in the
Ma2.0-TurBL-pro case is smaller than that in Ma2.0-TurBL case. The shear-layer
contains more large-scale vortices if their size becomes smaller, which results in a
higher frequency of pressure oscillation near the trailing edge. In addition, the large-
scale vortices have a feature of strong spanwise vorticity if the upstream boundary
layer is absent of turbulent disturbances. These highly two-dimensional vortices are
responsible for an strength of the amplitude of cavity tones near the trailing edge.



222 W. Li, T. Nonomura, and K. Fujii

Fig. 8 Contours of pressure fluctuation; left:
Ma2.0-TurBL, right: Ma2.0-TurBL-pro

Fig. 9 Vorticity of phase-averaged flow-
fields; left: Ma2.0-TurBL, right: Ma2.0-
TurBL-pro

5 Conclusion

Implicit large-eddy simulations are conducted for the investigation of the effects of
turbulent disturbances on flow fields and noise radiation in the supersonic turbu-
lent cavity flows. First, highly two-dimensional vortical structures are observed in
the cavity shear-layer if turbulent disturbances are absent in the upstream boundary
layer. A transition exists after the turbulent profiled boundary layer is shed from
the leading edge, which results in a slow shear-layer growth rate near the leading
edge. A higher speed of recirculation flow is observed in the case with fully tur-
bulent boundary layer. Second, the existence of turbulent disturbances is critical to
the noise radiation in the simulation of supersonic turbulent cavity flows. Both the
dominant mode and the amplitude of cavity tones are influenced by the existence
of turbulent disturbances. The distributions of pressure fluctuations are dramatically
varied. The reason for these characteristics variations are assumed to be responsible
for the features of large-scale vortices in the cavity shear-layer.
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Scale Separation for Implicit Large Eddy
Simulation

X.Y. Hu and N.A. Adams

Introduction

Unlike standard large eddy simulation (LES) (for a review of LES for incompress-
ible and compressible turbulence refer e.g. to [18, 7]), implicit LES (ILES) does
not require an explicitly computed sub-grid scale (SGS) closure, but rather em-
ploys an inherent, usually nonlinear, regularization mechanism due to the nonlinear
truncation error of the convective-flux discretization scheme as implicit SGS model.
As finite-volume discretizations imply a top-hat filtered solution, regularized finite-
volume reconstruction schemes were among the first ILES approaches, such as the
flux-corrected transport (FCT) method [4], the piecewise parabolic method (PPM)
[5]. Although ILES is attractive due to its relative simplicity, numerical robustness
and easy implementation, it often exhibits inferior performance to explicit LES [8] if
the discretization scheme is not constructed properly. Some schemes, such as PPM,
FCT, MUSCL [16] and WENO [3] methods, work reasonably well for ILES by be-
ing able to recover a Kolmogorov-range for high-Reynolds-number turbulence up
to kmax/2, where kmax is the Nyquist wavenumber of the underlying grid [9, 10, 21].
These promising results have led to further efforts on the physically-consistent de-
sign of discretization schemes for ILES. Physical consistency implies the correct
and resolution-independent reproduction of the subgrid-scale (SGS) energy transfer
mechanism of isotropic turbulence. Based on this notion the adaptive local decon-
volution method (ALDM) has been developed [1, 11]. Approaches for decreasing
excessive model dissipation for the solenoidal velocity field include the low-Mach
number switch of [22], and the dilatation switch and shock sensor of [15].

In this work we propose a simple modification of an existing high-order WENO
scheme which leads to a physically consistent implicit SGS model while preserving
the shock-capturing properties of the underlying WENO scheme. Basis of this ILES
scheme is a scale separation built into the nonlinear WENO weights that allows to
differentiate between stencils providing contributions from resolved scales and from
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non-resolved scales. It avoids the need for explicit discretization-scheme switches
(hybrid schemes) or flow sensors and operates directly on the reconstruction or de-
convolution procedure. We point out that physical consistency is recovered for both,
the solenoidal and the dilatational components of the velocity field, without requir-
ing an explicit differentiation between these components.

1 Scale-Separation Method

For presentation of the scale-separation method we consider for simplicity a generic
one-dimensional convection equation

∂u
∂ t

+
∂ f (u)

∂x
= 0. (1)

By applying a top-hat filter around xi = iΔx, where i is an integer and Δx is the

support of the filter Gi, i.e., ui = Gi ∗ u =
∫ xi+Δx/2

xi−Δx/2 u(x)dx, we obtain

∂ui

∂ t
+Gi ∗ ∂ f (u)

∂x
=

∂ui

∂ t
+

1
Δx

(
fi+1/2 − fi−1/2

)
= 0, (2)

where fi±1/2 = f (ui±1/2) are the unknown exact fluxes at xi ±Δx/2. This is equiv-
alent to taking a volume average over a computational cell as in a finite-volume
discretization. Eq. (2) is closed by replacing the exact fluxes by the numerical fluxes
f̂ k,r
i±1/2 at the cell faces

∂ui

∂ t
+

1
Δx

(
f̂ k,r
i+1/2 − f̂ k,r

i−1/2

)
= 0 . (3)

A consistent numerical flux is the cell-face value of a polynomial f̂ k,r
i (x) re-

constructed from neighboring cell averages f i−k+r+1, ... f i, ..., f i+r, where k is the
order of reconstruction. We consider the 6th-order non-dissipative symmetric recon-
struction f̂ 6,3

i (x) and the four admissible upwind- and downwind-biased 3rd-order
reconstructions f̂ 3,r

i (x), r = 0,1,2,3, which are dissipative or anti-dissipative. A
physically consistent numerical flux is obtained by a proper weighting of these con-
tributions, measured by local smoothness of the solution. In order to decrease the
excess dissipation observed for the original WENO schemes the contribution of the
higher-order non-dissipative reconstruction should be emphasized for stencils con-
taining resolved scales while dissipative reconstructions should be emphasized for
stencils containing non-resolved scales. For this purpose the weighting strategy of
the underlying WENO scheme needs to be modified.

We start from a variant of the original WENO scheme [13], the adaptive central-
upwind WENO scheme (WENO-CU6) [12]. The adaptation between the higher-
order non-dissipative and lower-order dissipative reconstructions requires the
smoothness indicators
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β k
r =

k−1

∑
n=1

Δx2n−1
∫ xi+Δx/2

xi−Δx/2

(
dn

dx
f̂ k,r
i (x)

)2

dx, (4)

and a nonlinear weighting

ωr =
αr

∑3
r=0 αr

, αr = dr

(
C+

τ6

β 3
r + εΔx2

)
, (5)

where dr are linear weights which combine f̂ 3,r
i (x), r = 0,1,2,3 to f̂ 6,3

i (x). C � 1 is
a positive parameter, ε = 10−8 is a small positive number. Since a Taylor expansion
of smoothness indicator yields

β k
r = Δx2 [ f ′(xi)

]2
+O(Δx4), (6)

the term εΔx2 represents the magnitude of smoothness indicator for a solution that
can be considered as smooth. τ6 = β 6

3 −β 3
ave, where β 3

ave = (β 3
0 + 4β 3

1 +β 3
2 )/6 is

an average of the lower-order smoothness indicators. Note that it is set β 3
3 = β 6

3

to assure that f̂ 3,3
i (x) contributes only to the numerical flux of f̂ 6,3

i (x). Although
the WENO-CU6 exhibits much less numerical dissipation than classical WENO
schemes, it still is too dissipative for physically consistent ILES [12].

While terms τ6/(β 3
r + εΔx2) are responsible for the WENO adaptation and give

sufficient dissipation for flow discontinuities, the positive parameter C pushes the
numerical flux to that of f̂ 6,3

i (x) when the variation of τ6/(β 3
r + εΔx2) is rela-

tively small. One could simply increase the value of C so that numerical dissipa-
tion is reduced for the resolved scales. However, this will lead to difficulties with
the WENO adaptation for flow discontinuities and may result in numerical insta-
bility. Such an effect of increasing C can be counterbalanced by steepening the
τ6/(β 3

r + εΔx2) contribution in (5), leading to a stronger separation between re-
solved and non-resolved scales. For this purpose the following modified weighting,
without deteriorating the order of accuracy of the original WENO-CU6 scheme, is
introduced

ωr =
αr

∑3
r=0 αr

, αr = dr

(
Cq +

τ6

β 3
r + εΔx2

)q

, (7)

where Cq �C is a positive modeling parameter and q > 1 is an integer. Due to the
power function the variation of τ6/(β 3

r +εΔx2) is strongly magnified. Note that this
procedure operates on the reconstruction directly, and does not require a separation
of solenoidal or compressional components of the velocity field. In particular, no
explicit differentiation between shocks as subgrid scales and turbulent subgrid scales
is needed.

2 Numerical Examples

Two test problems are provided to assess the potential of the scale-separation ap-
proach for ILES. Parameters are set to Cq = 1000 and q = 4. The flow is described
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by the compressible Navier-Stokes equation with the ideal-gas equation of state. As
flows at very large Reynolds number are of interest physical viscosity is set to zero.
The equation is solved by the above WENO methodology using an entropy-fix Roe
numerical flux function [13, 12].

First we consider the three-dimensional Taylor-Green vortex to examine the ca-
pability of the ILES scheme to reproduce transition to turbulence. The evolution of

k

E
k

10 20 30
10-6

10-5

10-4

10-3

10-2

10-1
32x32x32
64x64x64
-5/3 scaling

(b)

t=10

t=0 t=1 t=2 t=3 t=4

time

K
in

et
ic

E
ne

rg
y

2 4 6 8 10

0.04

0.08

0.12

32x32x32
64x64x64
-1.5 scaling
-1.3 scaling

(a)

Fig. 1 Taylor-Green Vortex: (a) evolution of kinetic energy; (b) energy spectrum at t = 0, 1, 2,
3, 4 and 10. The computations are performed on the periodic domain of [0,0,0]× [2π,2π,2π]
on 323 and 643 grids.

the kinetic energy and the energy spectrum at t = 0,1,2,4,10 are given in Fig. 1.
As shown in Fig. 1a, at early stages kinetic energy is merely distributed among the
resolved scales (total kinetic energy is constant). At about time t = 4 subgrid-scales
are produced and kinetic energy begins to decay due to SGS dissipation, and even-
tually decays as t−1.5, which is slightly faster than t−1.2 found by [17]. A similar
observation has been made for high-resolution ILES [9]. Note also that experimen-
tal data indicate a rather large variation of the power-law exponent during different
stages of decay, see [20]. As shown in Fig. 1b, the power-law kinetic-energy spectra
clearly reflect the infinite-Reynolds-number limit, unlike that obtained by [6] with
artificial-fluid LES at the same resolution, showing a pronounced artificial dissipa-
tive range. Between t = 4 and t = 10 turbulence develops, a the kinetic energy builds
up a Kolmogorov intertial range, in agreement with the high-resolution LES of [9].
As the above behavior of our ILES scheme also is resolution independent, physical
consistency is demonstrated by this test case.

Next we consider a shock density-wave interaction problem [19, 14], which is
an one-dimensional generic case to assess shock-capturing and wave-disturbance
propagation capabilities of the model at the same time. From the density, veloc-
ity and entropy profiles shown in Fig. 2, that the proposed ILES method not only
captures the shock wave, but also maintains the amplitudes of density and entropy
waves after passing through the shock with comparable or better accuracy than
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Fig. 2 Shock density-wave interaction problem using a 200 points grid: (a) density and ve-
locity profiles; (b) entropy profile. The ”exact” solution is computed by the WENO-CU6
scheme with 3200 grid points.

hybrid schemes [14, 2]. Note also that due to the lack of efficient scale separation
the original WENO-CU6 exhibits larger artificial wave dissipation [12].

Concluding Remarks

In this work we have proposed a scale separation approach for ILES. Scale sep-
aration is accomplished by a simple modification of the weighting strategy of an
existing WENO scheme (WENO-CU6). Basic idea is to counterbalance a stronger
bias towards the central high-order non-dissipative stencil by a higher integer power
of the smoothness-measure contribution to the weights. This leads to a scale sep-
aration of contributions from resolved scales and non-resolved scales. Model pa-
rameters are the linear weight bias and the integer power exponent. It was shown
that a straight-forward parameter choice is widely effective without further tuning.
Numerical examples imply that the scale-separation WENO-CU6 scheme leads to a
physically consistent implicit SGS model for incompressible and compressible tur-
bulence, while the shock-capturing capabilities of the original WENO-CU6 scheme
are maintained.
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On the Carbuncle Origins from Moving
and Stationary Shocks

Keiichi Kitamura and Eiji Shima

1 Introduction

Hypersonic flow computations still suffer from anomalous solutions such as a “car-
buncle phenomenon” [1-3]. We still lack an accepted explanation for those anoma-
lies, and we feel there is no single cause, nor is there any single cure. In the present
study, we take the viewpoint that the shock anomalies are partly caused by the lack
of mathematical expression for internal shock structure by the governing equations,
and that they can be examined by numerical experiments. Quirk [1] introduced a
benchmark test for numerical schemes on their responses to the captured (fast) mov-
ing shock. In this test, the shock took all the possible locations within a cell but in-
stantly passed through them. Roberts [4] chose a more slowly1 moving shock which
took 50 time steps to travel a single cell, and discussed a post-shock numerical
noise propagation. Kitamura et al. [3] dealt with a stationary shock located within
a cell with an initial shock position parameter ε=0.0, 0.1, ..., 0.9, i.e., the shock
was placed at one of 10 possible locations in a cell. Their study discovered that any
flux functions including FVS by Van Leer [5] are prone to carbuncles, though some
of those methods had been believed to be carbuncle-free accoring to Quirk [1]. In
other words, Quirk’s test for a moving shock was not enough to examine robustness
of a numerical flux for a stationary shock. Moreover, in spite of those findings, the
origin of the carbuncle remained a mystery. The present study will pursue its clue
by bridging the gap between the works explained above, i.e., by varying the shock
propagation speed from 0 of Kitamura et al. to 6 in Quirk’s choice and beyond.
Following our earlier work, different flux functions by Roe [6], Van Leer [5], Liou
(AUSM+ − up [7]), and Shima and Kitamura (SLAU [8]) will be used since they
have different degrees of robustness against the shock.

Keiichi Kitamura · Eiji Shima
JEDI Center, JAXA
3-1-1 Yoshinodai, Chuo, Sagamihara, Kanagawa (Japan)

Keiichi Kitamura
JSPS Research Fellow

1 The terms “slowly” and “fast” moving shocks are to be redifined later which are different
from Robert’s definitions[4].
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2 Numerical Methods

The two-dimensional Euler equations are solved in this study. The working gas is
assumed to be air approximated by the calorically-prefect-gas model with the spe-
cific heat ratio γ = 1.4. The equations are discretized by cell-centered finite-volume
method (FVM) with first order both in space and time.

3 Numerical Experiments Setup

3.1 Basic Pre- and Post-shock Relations

The flow across a normal shock wave is adiabatic and then the basic equations called
Runkine-Hugoniot relations are derived as follows[9, 10] (Fig. 1a, b):

pL

pR
= 1+

2γ
γ + 1

(
M2 − 1

)
(1a)

ρL

ρR
=

[
1+

γ + 1
γ − 1

(
pL

pR

)]/[
γ + 1
γ − 1

+

(
pL

pR

)]
(1b)

where R and L are pre- (upstream) and post-shock (downstream) states, respectively,
in the shock coordinate system (Fig. 1b). M corresponds to upstream Mach number
for a stationary shock, or relative upstream Mach number for a moving shock in the
shock coordinate, which is regarded as shock strength, M = (us − uR)/aR (Fig. 1b).
Then, velocity normal to the shock is related by continuity equation as

uL = us

[
1− ρR

ρL

]
+

ρRuR

ρL

(
since

us − uL

us − uR
=

(
ρL

ρR

)−1
)

(2)

where us is shock propagation velocity and expressed by upstream condition as

us = MsaR,aR =
√

γ pR/ρR (3)

where Ms is the (moving) shock Mach number (If uR = 0, Ms is identical to M) [9];
apparently, us = 0 for a stationary shock.

(a) (b)

Fig. 1 Schematic of pre- and post-shock relations. (a) Laboratory coordinate system, and (b)
Shock coordinate system

Let us consider wave propagation speed aL of downstream the shock (Fig. 1) with
respect to aR of upstream sound speed. After some manipulation, the aL is written
as follows:
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aL =
√

γ pL/ρL = aR ·
√(

pL
pR

)/(
ρL
ρR

)
= aR ·Msignal

Msignal (M)≡
√√√√√ 1+ 2γ

γ+1 (M2−1)[
1+ γ+1

γ−1

(
1+ 2γ

γ+1 (M2−1)
)]/[

γ+1
γ−1+

(
1+ 2γ

γ+1 (M2−1)
)]

M→∞−→
√

2γ(γ−1)M
γ+1 ≈ 0.44M (γ = 1.4)

(4)

where Msignal is defined as a function of only one parameter, i.e., shock strength M. It
is interesting to note that Msignal asymptotes to 0.44M for M >> 1 (Fig. 2). Then, we
can compare Ms with Msignal (or 0.44M, instead): if Msignal < Ms, the shock moves
fast enough to escape from the influence of the left (downstream) region; otherwise,
numerical noise in the left region catches up with the moving shock and can disturb
it (Fig. 1). We will come back later to this important number.

3.2 Stationary Shock Setup

Fig. 2 Msignal versus M

If a normal shock is placed at a fixed location, the
equations (1)-(3) become simpler since Ms = us = 0.
Kitamura et al. [3] varied M from 1.5 to 20 for both
1D and 2D stationary shocks, and discovered that the
higher the M was, the more likely the shock anoma-
lies emerged, and that such a sensitivity on M died out
for M ≥ 6. Their additional parameters in numerical
setup were shock initial locations, flux functions, and
spatial accuracy. The shock initial locations included
several possible locations “inside” cells. In this study,
however, the shock initial location will be fixed precisely on the cell interface. Thus,
the stationary shock (Ms = 0) is a special case in which the shock takes only one
prescribed location relative to the grid line.

3.3 Moving Shock Setup

Quirk [1] proposed a moving shock test with M =Ms = 6(uR = 0). In his test, Quirk
introduced the grid perturbation parameter εg as 1.e− 3 cell size. The perturbation
was imposed to the centerline of a 2D duct through which a shock was propagating.
The shock can take all the possible locations inside the shocks, but may pass through
those locations too quickly to be affected by every state. Roberts [4], on the other
hand, chose a more slowly moving shock without grid perturbation (εg = 0).

3.4 Present Setup for General Stationary and Moving Shocks

The parameters involved in the present survey are summarized in Table 1. Depend-
ing on the magnitudes of M and Ms, flow directions can vary as shown in Fig. 3. The
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boundary conditions are such that Riemann invariants are conserved along charac-
teristic curves and either inflow or outflow condition is satisfied according the flow
direction. Grid perturbation parameter εg is set to 1.e− 3 cell size as default, and 0
and 1.e− 6 as alternatives. Flux functions are chosen from different categories [11]
in terms of robustness against shock and other properties: Roe scheme with Harten’s
entropy fix [Roe (E-fix)] is known to be vulnerable to carbuncle; Van Leer’s FVS
is almost (but not perfectly) free from such anomalies; AUSM+ − up and SLAU
are in the middle. The computations are run for 400 steps with CFL = 0.4. Follow-
ing Quirk [1], the grid consists of 800× 20 cells. The initial shock is placed at the
interface between i = 25th and 26th cells.

Table 1 Parameters in the present survey

Shock Propagation Speed Ms 0, 0.5, 1, 1.5, 3, 6, 10

Shock Strength M 1.5, 3, 6, 10

Grid Perturbation εg 0, 10−6, 10−3

Flux Functions Roe (E-fix), Van Leer, AUSM+−up, SLAU

(a)
(b)

Fig. 3 Typical initial (IC) and boundary (BC) conditions for (a) slowly and (a) fast moving
shock cases (Laboratory coordinate system)

4 Results

Figures 4-6 summarize results for M = 0,1.5,3.0;εg = 1.e− 3, with the following
criteria:

©: Stable.L1-norm of v-velocity residual remained the same order from the be-
ginning.
�: Slight instability, but no carbuncle. L1-norm of v-velocity residual grew over
one order.
×: Carbuncle (total break down)

where we used the L1-norm of velocity component v, which is supposed to be zero
in a theoretical sense, as a measure of (multi-dimensional) shock instabilities.

The selected results for M = 6; Ms = 0,1.5,6 (corresponds to Quirk [1]), and 10,
are shown in Fig. 5-6. Furthermore, histories of the L1-norm of v-velocity residual
are compared in Fig. 7 for Roe (E-fix) cases.

The following features are noteworthy from the results.

• Carbuncle tends to appear and grow rapidly for larger M and smaller Ms for Roe
(E-fix) and AUSM+− up.
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• Van Leer and SLAU, on the other hand, showed no instability in most cases with
a few exceptions (slight instability cases).

• Ms = 0 (stationary shock) cases showed different tendencies from the moving
shock cases.

Then, the results are categorized into four groups according to Ms and M.

[Group I (Stationary Shock:Ms = 0,M ≥ 2)] Since the shock did not cross any
cells, there should be no influence from the grid perturbation. Each flux function
has its own comfortable shock location relative to grid lines [3], and AUSM+−
up, for instance, showed no instability regardless of shock strength, M.

[Group II (Slowly Moving Shock:0 < Ms < 0.44M,M ≥ 2 )] Since the shock
crosses a perturbed grid and since numerical noise from the left (downstream)
region (Fig. 3a) can affect the shock itself (as explained in 3.2), the solution is
most likely to exhibit carbuncle. In Roe (E-fix), for instance, the solutions are
usually carbuncle with a few exceptions of slight instability cases.

[Group III (Fast Moving Shock: 0.44M < Ms,M ≥ 2 )] Since the shock crosses
a perturbed grid but numerical noise from the left (downstream) region cannot
reach the shock itself, the solution is less likely to exhibit carbuncle than Group
II. The solutions are mixed with stable, slight instability, and carbuncle cases.

[Group IV (Weak shock: M < 2)] The shock strength is not strong enough to
provoke carbuncle. The solutions are usually free from such anomalies.

(a) (b) (c) (d)

Fig. 4 Moving shock test results (εg = 1.e−3): (a) Roe (E-fix), (b) Van Leer, (c) AUSM+-
up, and (d) SLAU. Open Circle: Stable. L1-norm of v-velocity residual remained the same
order from the beginning; Triangle: Slight instability, but no carbuncle. L1-norm of v-velocity
residual grew over one order; Cross: Carbuncle; Solid Circle: Shock itself is stable, but v
appeared at the boundary

Fig. 5 Moving shock test, from Top to Bot-
tom: M=6; Ms=0, 1.5, 6, and 10 (Roe (E-fix),
εg = 1.e−3, 400 steps)

Fig. 6 Moving shock test, from Top to Bot-
tom: M=6; Ms=0, 1.5, 6, and 10 (SLAU, εg =
1.e−3, 400 steps)
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The robustness against the shock differs from one flux function to another. We
point out that Van Leer’s FVS is always stable regardless of the Groups.

Finally, Fig. 7 shows the results for εg = 1.e− 6 and 0 [Roe (E-fix)]. This fig-
ure demonstrates that in most cases very small amount of instability v grew and it
implies potential carbuncle at a very later stage (i.e., after very long computation).
Nevertheless, within the present framework, neither of the results of εg = 1.e−6 nor
0 showed a clear sign of carbuncle, and no distinct difference was observed between
them. Thus, the grid perturbation εg has minor effect on the results as long as it is
taken to be small enough, whereas, in Quirk [1], εg = 1.e−3 was chosen to be large
enough to trigger the carbuncle. Thus, it is confirmed that εg is one of the major
factors governing the occurrence of carbuncle.

(a) (b) (c)

Fig. 7 L1-norm histories of v-velocity residual for moving shock test: M=1.5, 3, 6, and 10
(Roe (E-fix), εg = 1.e−3, 400 steps), (a) Ms=0.0 (stationary), (b) Ms=0.5 (slowly moving),
and (c) Ms=6 (fast moving)

5 Conclusions

Fig. 8 Moving shock test results
(Roe (E-fix), εg = 1.e − 6 or 0).
Cross: Carbuncle (total breakdown);
Solid Circle: rapid growth of v,
though still very small value

Carbuncle tends to appear and grow rapidly
for larger M (shock strength) and smaller Ms

(moving shock Mach number). According to
M and Ms, the shock waves are categorized
into stationary (Ms = 0), slowly moving (0 <
Ms < 0.44M), fast moving (0.44M < Ms), and
weak (M < 2) shocks. These groups turned out
to have different (carbuncle) instability origins:
The slowly moving shock is the most severe
case, since it is affected by both grid perturba-
tion and numerical noise from the left (down-
stream) region. The fast moving shock cases are
less likely to exhibit carbuncle, and the weak shock cases are usually stable. The
stationary shocks are either more or less stable than moving ones, depending on the
flux functions.
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A Numerical Study of High Enthalpy Flow
over a Rearward Facing Step with Rounded
Corners

N.R. Deepak, S.L. Gai, and A.J. Neely

1 Introduction

The rearward facing step with a sharp corner is a classical configuration for study-
ing separated flows. This configuration is also of practical relevance in a hypersonic
vehicle. However, a truly sharp corner is basically a mathematical simplicity [9].
The influence of finite radius at the corner is therefore of significance and is stud-
ied here numerically under high enthalpy conditions using state-of-the-art computa-
tional fluid dynamics (CFD). The flow conditions are comparable to reentry velocity
of 6.7 km/s which corresponds to a total specific enthalpy of ho ≈ 26 MJ/kg with
a unit Reynolds number 1.82× 106 per meter and a Mach number M∞ ≈ 7.6 with
air as the test gas. The geometry consists of an upstream flat-plate of length (L)
of 48.4 mm with sharp leading edge. This is followed by a step of height (h) 2
mm and then a downstream flat plate of length (D) of 109.4 mm. Three different
radii, r/h = 1/8, r/h = 1/3 and r/h = 1/1 are considered here for the corner ra-
dius. The two-dimensional flow-field of interest is modelled using a time-dependent
Multi-Block Compressible Navier-Stokes (MB-CNS) solver [6]. Perfect gas calcu-
lations were made with air to behave as a single species and real gas calculations
were made assuming air to be a mixture of thermally perfect gas with 5 neutral
species and adopting Gupta’s kinetic scheme for chemical reactions [3]. A multi-
block structured grid with 52,000 cells is used. This was arrived at after performing
a grid independence study over a sharp corner and modifying the grid topology to
suit the curvature for the rounded configurations. Details regarding grid convergence
are given in Deepak [1].

N.R. Deepak · S.L. Gai · A.J. Neely
School of Engineering & IT, High Speed Flow Group
University of New South Wales, Australian Defence Force Academy, Canberra 2600,
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2 Results and Discussions

In Figure 1, Stanton number (St), skin friction (c f ) and pressure (p/p∞) distribu-
tions are shown for a sharp corner for both perfect gas and real gas. Here, the top
separation lip is at s/h = 0, s/h = 1 is the bottom corner of the step and s/h ≥ 1,
is the distance down the plate. The forebody data close to the top corner is shown
and very near upstream of the corner, a jump is observed in both the St and c f . This
particular behaviour as the corner discontinuity is approached from the upstream is
due to the so called Goldstein singularity [2, 8]. In this region, we note that heat
flux reduces while skin friction increases for a real gas. The pressure distributions
indicate a relatively constant pressure upstream of the corner and, as the corner is
approached, there is a steep fall due to expansion. Of particular note is the decrease
in pressure on the forebody which begins at s/h≤ 0.25 which is the same location at
which the skin friction and heat flux start to increase. The favourable pressure gradi-
ent allows for this rise in skin friction. Over the face of the step, the Stanton number
values gradually reduce and go to zero at the bottom corner and after s/h ≥ 1 a re-
covery occurs in the recirculation region which continues at and after reattachment.
With respect to the skin friction, it can be seen that it passes from a positive to a
negative value at approximately 0.076 step heights. This is the location at which the
boundary layer separates and it is not at s/h = 0. Downstream from the bottom cor-
ner, the skin friction reaches zero once again at s/h = 2.54 when the flow reattaches.
This is 1.54 step heights from the step face. The pressure distributions indicate a
continuous fall from the top corner, reaching a minimum on the face of the step at
s/h ≈ 0.038 as a result of over expansion at the corner. After s/h ≈ 0.038, a steep
recovery occurs as the flow is recompressed through a lip shock. After s/h ≈ 0.2,
a pressure plateau is seen which is consistent with the constant pressure in the re-
circulation region. Further increase in pressure is due to the reattachment process.
The effect of real gas on St , c f and p/p∞, seem to be insignificant in the separation
and reattachment regions. Based on these results, separation occurs on the face of
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Fig. 1 Stanton number, skin friction & pressure distributions for sharp corner between sepa-
ration and reattachment
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the step (s/h = 0.076) and reattachment location is at s/h= 2.54, which is 1.54 step
heights from the bottom corner. The base pressure has a value of p/p∞ = 0.146.

2.1 The Near-Wake with Rounded Corners

The St , c f and p/p∞ distributions between the regions of separation and reat-
tachment for different corner radii in comparison with those of the sharp corner
were investigated. Here, the comparison is restricted to perfect gas as real gas ef-
fects were found to be insignificant in the separation/reattachment region as found
earlier (Figure 1). In Figure 3, the influence of the corner radius on St , c f and
p/p∞ are compared with those of the sharp corner. The coordinate system used
to represent the data here is as follows. The abscissa represent the continuous
wetted surface ′s′, in which s∗ ≤ 1 refers to the normalised forebody distance,
0 ≤ s/a ≤ 1, the normalised rounded corner distance and s/h ≥ 1 the normalised
distance downstream of the step. Figure 2 gives a schematic of the coordinate used
to present the data. The normalisation of the forebody was obtained using the re-
lation, s∗ = [(x − Lr)/Lr]L/h = [(x − Lr)/Lr]48.4/2 where, x is the wetted sur-
face coordinate running from the leading edge to the point where the forebody
meets the rounded corner and Lr is the wetted distance of the upstream flat plate
portion.

s*

s/h

a
h r

r/h=0 implies sharp corner

Fig. 2 Schematic representation of coordinate system for rounded corners
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Fig. 3 Stanton number, skin friction and pressure distributions for different radii between
separation and reattachment
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Firstly, considering the heat flux in Figure 3a, over the forebody upstream of the
corner, they are all nearly the same. As the corner is approached, jumps in heat
flux magnitude can be seen to vary depending on the corner radius, with the maxi-
mum occurring for the sharp corner. Note that the locations of the peaks for all the
rounded corners occur not exactly at s∗ = 0 but at s/a ≈ 0.01 which is the beginning
of the curvature of the corner unlike the sharp corner, for which the peak occurs at
s∗ = 0. The Navier-Stokes solution carried out over the Mars path finder configu-
ration [5] for various shoulder radii also showed that heat flux jumps occur at the
beginning of the shoulder curvature. The effect of rounding the corner seems to be
to reduce the intensity of expansion and spread it over the curved surface. The fall in
heat flux is more gradual with the rounded corner and the heat flux for all the corner
radii approach zero at the bottom of the step. The higher heat flux with increasing
radius implies that the gas entering the recirculation region through the shear layer
will be at a higher temperature for a rounded corner than for a sharp corner. Planar
laser-induced fluorescence (PLIF) measurements [7] of the temperatures in the base
of sharp and rounded shoulder cones showed that they were higher for the latter con-
figuration. This lends some confidence in the higher heat flux noted for the rounded
configurations. Downstream, between the bottom corner and the reattachment loca-
tion (1 ≤ s/h ≤ 3), no great variations in heat flux recovery are noted, except for
the fully rounded corner, for which the recovery appears to be more rapid. This is
attributed to the smaller recirculation region observed for this configuration. Regard-
ing the skin friction in Figure 3b, over the forebody region, the values are essentially
the same. Similar to the heat flux, as the corner is approached, jumps in skin friction
are noted and the peak values decrease with increasing radius. However, unlike the
heat flux, the locations of these peaks shift slightly with increasing radius. For the
fully rounded corner, the peak occurs at s/a ≈ 0.063. It is also seen that the sepa-
ration location moves further down with increasing radius. Further, the skin friction
goes from negative (separation) to positive before going to zero at the bottom corner
and immediately becomes positive before going negative again. These features are
thought to be indicative of the presence of secondary vortices. Magnified distribu-
tions in this region are shown as inset in Figure 3b. Note that this feature is seen
even for a fully rounded configuration. Figure 3c shows variation in pressure with
increasing corner radius. As with skin friction, the pressure minima shift down-
stream with increasing radius. The pressure minima also show decreasing magnitude
with increasing radius. It is also interesting to note that while the sharp corner and
corner radius r/h = 1/8 and r/h = 1/3 all show a distinct and large plateau within
the recirculation region, the fully rounded corner shows a much smaller plateau
with higher pressures indicating a much smaller separated region. The pressure data
also show that increasing the corner radius results in increased base pressure. Ta-
ble 1 shows the normalised separation distances for corners of different radii. We
note that the separation region has reduced by 22% from the sharp corner to a fully
rounded corner and the base pressure is increased by nearly 97%. Another feature
to note is that the reattachment is relatively unchanged for the sharp corner and the
two smaller radii while it is substantially influenced by the fully rounded corner.
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Table 1 Normalised separation and reattachment distances for the rounded corners

Configuration Separation Reattachment Base pressure
s/a s/h p/p∞

r/h = 1/8 0.184 2.5 0.191
r/h = 1/3 0.374 2.4 0.220
r/h = 1/1 0.664 2.0 0.288
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(c) Rounded corner (r/h = 1/1)

Fig. 4 Magnitudes of density gradient (|∇ρ|) contours behind the step

In Figure 4, the magnitudes of the density gradients are shown for sharp, slightly
rounded (r/h = 1/3) and fully rounded corner. The density gradients are calcu-

lated using |∇ρ | =
√

ρ2
x +ρ2

y . Note that for the rounded corner configurations,

the emergence of a weak lip shock emanating from the curved surface is clearly
visible close to the location of separation. Further, the lip shock seems to be embed-
ded within the shear layer and seems to coalesce with the recompression shock at
about 3 step heights. Compared to that of the sharp corner, the lip shock inclination
becomes nearly parallel to the bottom plate as the corner radius increases. This fea-
ture of lip shock orientation has been confirmed by previous researchers [4, 7]. It is
also seen that with increase in radius, the confluence of lip shock and recompression
shock moves closer towards the base.

3 Conclusions

A numerical study of the flow behind a rearward facing step with sharp and rounded
corners in a high enthalpy hypersonic flow has been carried out. It was found that
in the separated and reattachment region, the real gas effects were not significant.
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For the rounded corners, flow separation was seen to occur over the curved sur-
face and it progressed downstream with increase in the corner radius. This is con-
sistent with previous high supersonic and hypersonic Mach number experiments
[4, 7]. With increased radius, the strength of expansion decreased and, the pressure
minima occurred further down the curved surface. The pressure remained nearly
constant within the recirculation region, except for the fully rounded corner where
the plateau region was hardly noticeable and the base pressure was much higher.
Between the bottom corner and the location of reattachment, heat flux variations
among different radii were not significant except for the fully rounded corner. Also,
for a fully rounded corner, a much higher heat flux in the separation region was
noted. A detailed visualisation of the lip shock structure was made for the rounded
corners. The lip shock was seen for all the rounded configurations. The orientation
of the lip shock gradually changed with increase in the corner radius and tended to
become nearly parallel to the plate for the fully rounded corner. The confluence of
the lip shock and the recompression shock was also seen to move closer to the base
with increase in corner radius.
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Application of a New Hybrid Explicit-Implicit
Flow Solver to 1D Unsteady Flows with Shock
Waves

E. Timofeev and F. Norouzi

1 Introduction

Explicit numerical schemes are widely used to simulate essentially unsteady flows
with shock waves (e.g., see [1, 2] and numerous references there) because the use
of large time steps with implicit schemes is often not possible and necessary due
to time accuracy requirements. However, for some flows the time step of explicit
time marching becomes severely limited by particular conditions within a relatively
small flow area, as compared to the rest of the computational domain where the
stability condition admits much higher time steps. The situation can be termed as
“temporally-stiff”. Out of many examples, we mention the simulations of blast wave
propagation when a high pressure/ temperature balloon is used as a blast wave
source. When the blast wave propagates away from its origin, a high-temperature
(and hence, high speed of sound) spot remains at the explosion center, considerably
reducing the allowable time step for the whole simulation. The same effect can be
caused by high flow velocities existing just downstream of a sharp corner when a
shock wave diffracts over it, or by small computational cells near some small-scale
geometrical feature of the problem under study.

Clearly, the simulations of such flows would benefit from a hybrid explicit-implicit
method, with smooth switching between the explicit and implicit modes depending
upon local flow and grid parameters. The fully explicit mode would be used to obtain
time-accurate solution in most areas of the computational domain while gradual tran-
sition to the implicit mode in the localized areas, where it is required, would help to
overcome unnecessary time step reduction due to temporal stiffness.

In the papers [3, 4, 5], further developing a general hybridization idea proposed in
[6], we developed a new hybrid scheme, which is of the second order both in space
and in time for both, explicit and implicit, modes. This property is important for
unsteady computations. The scheme also satisfies the total variation diminishing
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(TVD) property to ensure monotone solutions in the presence of discontinuities
(e.g. shock waves). TVD limiters are applied to both spatial and temporal gradients
of the solution. The time limiters are introduced following the approach proposed
in [7]. The Lower-Upper-Symmetric-Gauss-Seidel (LU-SGS) approximate factor-
ization method is used to solve the discretized and linearized governing equations,
which allows for easy generalization to unstructured grids (see [6]).

The above developments are limited to scalar linear and non-linear conservation
laws. In the present paper we concentrate on the generalization and applications of
the proposed scheme to unsteady shocked problems governed by the Euler equa-
tions. In Sect. 2 the generalization of our hybrid scheme to the Euler equations is
introduced. Section 3 followed by conclusions in Sect. 4 is devoted to its application
to two test problems: the moving shock wave problem and the Sod problem.

2 New Hybrid Explicit-Implicit Scheme for the Euler Equations

We consider the one-dimensional Euler equations written in the conservative form
∂U/∂ t + ∂F/∂x = 0, where U is the vector of conservative variables and F is the
flux vector. The general finite-volume Riemann-solver-based discretization can be
written as:

Un+1
i = Un

i −
Δ t
Δxi

(Fi+1/2 −Fi−1/2) , (1)

where Fi+1/2 =F(Wi+1/2) and Wi+1/2 is the solution of the Riemann problem at the
control volume interface for the left and right values of primitive variables WL

i+1/2

and WR
i+1/2. Our hybridization approach with the hybridization coefficient ωi rang-

ing from 0 (fully implicit scheme) to 1 (fully explicit scheme) leads, for the Euler
equations, to the following left and right face values:
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where the predictor primitive values Wn+1/2
i for the explicit portion of the scheme

are calculated from the respective conservative variables obtained from:

Un+1/2
i = Un

i −
ωiΔ t
Δxi

(
F(Win

i+1/2)−F(Win
i−1/2)

)
(4)
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with Win
i±1/2 = Wn

i ± (∇W)n
i (Δxi/2). In above equations, (∇W)i is the limited spa-

tial gradient of primitive variables in cell i; the minmod TVD limiter is used in the
computations presented below. The quantity (ΔtW)i represents the limited temporal
gradient of solution in cell i (see its expression below).

To solve the discretized set of equations, they are linearized with the introduction
of iterations, which are performed at each time step until convergence with a pre-
scribed accuracy is achieved. Only the first-order flux is subjected to the linearization.
Moreover, the first order flux is approximated by Fi+1/2 = 0.5[F(Ui) + F(Ui+1)−
(ri+1Ui+1−riUi)],whereri is thespectral radiusof theJacobianmatrix.Thehybridiza-
tion parameter, which in the nonlinear case is a function of solution, is assumed to be
“frozen” when the linearization is performed (i.e. evaluated at the previous iteration).
This results in the following linearized equations, with s being the iteration number:

−1−ωs
i−1

2
Δ t
Δxi

(As
i−1 + rs

i−1I)δUs
i−1 +

(
1+

Δ t(1−ωs
i )

Δxi
rs

i

)
δUs

i+

+
1−ωs

i+1

2
Δ t
Δxi

(As
i+1 − rs

i+1I)δUs
i+1 =−Rs

i , (5)

where
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i = Un+1,s

i −Un
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i+1/2 −Fn+1,s
i−1/2

)
; (6)

δUi = Un+1,s+1
i −Un+1,s

i , and A and I are the Jacobian and identity matrices. In
view of subsequent generalization for unstructured grids, the equations are solved
with the forward and backward sweeps of the LU-SGS procedure written as follows:
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Inverse linearization can be utilized: δFs,∗
i−1 = As

i−1δUs,∗
i−1; δFs

i+1 = As
i+1δUs

i+1. It
allows to avoid Jacobian calculations altogether.

The time limiter can be obtained via application of the Harten theorem to the
hybrid scheme. It is iterative and can be incorporated into the above general iteration
procedure as follows:
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for non-negative Wn+1,s
i −Wn

i , where νi = (|ui|+ ci)Δ t/Δxi. For negative Wn+1,s
i −

Wn
i , min and maxfunctions in the above expression change places. In the fully implicit

mode (ωi = 0) the limiter reduces to the one proposed by Duraisamy and Baider [7].
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3 Computational Examples

3.1 Moving Shock Problem

In this problem, the initial conditions correspond to a shock wave (shock Mach number
Ms = 3), which is initially at xini = 49.7758 and then propagates from left to right
into the gas (γ = 1.4) at rest (ρR = 1.0, uR = 0.0, pR = 1.0) till the time moment
t = 45.0, when the shock is at xfin = 209.5. The computational grid with 301 nodes
in total is uniform with Δx = 1.0, except for a narrow region, where the grid nodes
are linearly (Δxi = kΔxi−1, where k = 0.915) clustered towards its center, so that the
ratio of the smallest to the largest (on the uniform mesh) cell size is 85. The narrow
region of non-uniform mesh is located on the left from the initial position of the shock,
in the uniform post-shock flow. Thus, the shock wave propagates to the right through
the uniform mesh only. The non-uniform mesh region is introduced intentionally to
create the problem with temporal stiffness: it is obvious that for an explicit scheme the
time step is determined by the smallest cell and it is much smaller than the time step
dictated by the stability condition applied in the vicinity of the shock.
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Fig. 1 Plots for the moving shock problem: (a) Density profiles in the vicinity of the shock;
(b) The distribution of the hybridization parameter ω across the computational domain. The
initial position of the shock wave propagating to the right is indicated

The problem is calculated with the scheme introduced in Sect. 2 using three
modes: the fully explicit one (the hybridization parameter ω = 1 everywhere), which
is the well-known MUSCL-Hancock scheme; the fully implicit one (ω = 0) every-
where; and the hybrid one with ω variation shown in Fig. 1b, which indicates that
on the uniform mesh the hybrid scheme works in the fully explicit mode and the
implicit part is invoked only within the non-uniform mesh region.

For the fully explicit scheme the time step is determined from the CFL stabil-
ity condition applied to the whole computational domain, with the Courant number
chosen to be 0.8. For the fully implicit and hybrid scheme the time step is deter-
mined by the stability condition with the same Courant number of 0.8 applied to the
uniform mesh region only.
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The results are shown in Fig. 1a. It is seen that the hybrid scheme is more accurate
than the fully explicit and fully implicit modes. Even though both the fully explicit
and the hybrid schemes operate in the fully explicit mode near the shock, the hybrid
one is capable of using much higher time steps, which results in lower numerical
dissipation and better accuracy. At the same time, due to higher values of time steps
the hybrid scheme is 75 times faster than the fully explicit one in terms of CPU time.

3.2 Sod Problem

The classical Sod problem (ρL = 1.0, uL = 0.0, pL = 1.0, ρR = 0.125, uR = 0.0, pR =
0.1) serves as the second test. The computation proceeds till the time moment t = 50.
The grid parameters and the CFL number are the same as for the moving shock
problem. In this case the initial discontinuity is placed at x = 74.5, near the zone of
non-uniform mesh (see Fig. 2b), so that the shock wave and the contact discontinuity
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Fig. 2 Plots for the Sod problem: (a) Density profile across the computational domain; (b)
The distribution of the hybridization parameter ω across the computational domain; (c) Den-
sity profiles in the vicinity of the shock; (d) Density profiles in the vicinity of the contact
discontinuity
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propagate through it in the course of flow development. Nevertheless, as seen in
Fig. 2a the hybrid scheme produces an accurate solution without oscillations. As
follows from Fig. 2c,d, its solution is again less diffusive than that produced by its
fully explicit and fully implicit counterparts.

4 Conclusions

The presented results demonstrate that the application of the hybrid scheme leads to
a marked improvement in the numerical solution accuracy as compared to the use
of a fully explicit or a fully implicit scheme for unsteady shocked 1D test problems.
At the same time, the hybrid scheme is more efficient. Thus, the results are very
promising, and the application of the scheme to practical gasdynamics problems is
in progress.
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Prediction of Transition Location and Its Effects
on Shock Bump Control on a Natural Laminar
Flow Aerofoil

F. Deng, S.C. McIntosh, and N. Qin

1 Introduction

The reduction of overall drag for an aircraft operating at its cruise condition is a
prevalent goal for many involved in the aerodynamic design of transonic aircraft.
Bringing both financial and environmental benefits, savings on the order of single
drag counts are considered to be significant. Many concepts have been trailed in the
pursuit of increased lift to drag ratios at transonic cruise. One of them, in terms of
novel concepts addressing this issue, is the preservation of natural laminar flow over
an increased proportion of the wing area. The laminarisation of a wing reduces over-
all drag via both a reduction in skin friction drag resulting from decreased mixing
across the boundary layer and a reduction in pressure drag resulting from variations
in effective aerofoil shape due to reductions in the boundary layer’s displacement
thickness. Another concept which reduces the wave drag via the reduction of the
strength of the near normal shock-waves on the wing upper surface is the application
of 2D shock control bumps to the laminar or turbulent wings by Ashill et al. [1, 2].
Since Qin et al. [3] proposed 3D bumps for shock control, detailed experimental
and numerical studies, including bump shape optimisation have been conducted by
Wong et al. [4], Ogawa et al. [5] and Qin et al. [6]. While the λ –shock structure
is observed as the key feature for some bump geometries tested [4, 5], e.g. ramp
bumps, the optimised 2D and 3D bumps show a “knee-shaped” shock structure for
smoothly (continuity of the first derivative) contoured bump designs [6].

In order to explore the combination of the previous two concepts, Computational
Fluid Dynamics (CFD) has been utilised to optimise the shape of a shock control
bump on a natural laminar aerofoil. Here a popular empirical transition onset crite-
rion by Michel [7] is used to automatically predict the transition onset location. This
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empirical criterion gives fairly good results for many aerofoil flows. Since transition
onset location is highly sensitive to the flight condition and the flight environment,
the influence of varying transition onset location on the performance and operation
of shock control bumps is also investigated

2 Methods

2.1 CFD, Optimisation and Parameterization Method

A compressible flow Reynolds averaged Navier-Stokes solver, MERLIN, is used in
this study. This solver, developed at the universities of Sheffield and Cranfield, is an
implicit, cell-centred, finite volume scheme employing third order MUSCL spatial
discretisation and Osher flux splitting. The Baldwin-Lomax algebraic turbulence
model is employed for all simulations.

An efficient global optimisation algorithm proposed by Jones [8], which has the
advantage of optimising expensive black-box function such as CFD simulation in
the current study, has been utilised to search the design space defined by four design
parameters of shock control bump: bump length bumplength, bump crest location
xcrest , bump relative crest location bumprelative, and bump height Δyh. As shown in
Fig. 1.

2.2 Transition Onset Prediction Model

Michel’s empirical transition onset criterion [7] is given by:

Reθ = 2.9Re0.4
x (1)

where Reθ is the Reynolds number based on the momentum thickness, andRexis the
Reynolds number based on the distance measured from the stagnation point of the
boundary layer. After calculating the transition location, the extent of the transition
region can be simulated by an intermittency function, which is given by:

γtr = 1− exp

[(
−Re−1.34

xtr

Gγtr ν2

)
U3

e (x)(x− xtr)

∫ x

xtr

dx
Ue(x)

]
(2)

where Ue(x) is the boundary-layer edge velocity, Rextr = (Uex/ν)tr is the transition
Reynolds number, xtris the transition location and Gγtr is a constant which deter-
mines the length of the transitional region. For high Reynolds number the recom-
mended value of Gγtr is 1200. In order to simulate the transitional aerofoil flow, the
turbulent viscosity in MERLIN is multiplied by the intermittency function given in
equation (2):

μ t =

{
γtrμ ′

t x > xtr

0 x ≤ xtr
(3)
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where μ ′
t is the original turbulent viscosity. In practice, a fully turbulent convergent

solution is needed before calculating the boundary-layer parameters through the
following steps:

Step 1: Calculate the boundary-layer edge velocity through the wall pressure co-
efficient distribution

Ue =U∞
√

1−Cp (4)

Step 2: Calculate the boundary-layer edge through Ue to obtain the kinematic
viscosity ν at the boundary-layer edge.

Step 3: Calculate the momentum thickness through an integration of the velocity
distribution at the boundary-layer edge

θ (x)≈
√

0.45υ
U6

e

∫ x

0
U5

e dx (5)

3 Results

3.1 Validation of Transition Onset Prediction Model

The NACA0012 aerofoil and NLF0416 aerofoil have been chosen to validate
and test the transition onset prediction model. The chosen flow conditions for
NACA0012 aerofoil are: Ma=0.15, Re=2.9×106. The chosen flow conditions for
NLF0416 aerofoil are: Ma=0.3, Re=4.0×106, α = 2.03◦. In Table 1 and Table 2,
most of the transition onset locations are predicted reasonably close to the exper-
imental values. The primary cause for the discrepancies in Table 1 on the upper
surface is possibly due to the laminar separation bubble formed when the angle of
attack exceeds about 5◦ for the NACA0012 aerofoil. Fig. 2 shows the drag results
of the transitional simulations in comparison with the experimental data [7] and the
fully turbulent computation. In Table 2 for NLF0416 aerofoil, the prediction shows
much better agreement with the experimental data and Lee and Jameson’s prediction
[9] obtained by the eN-database method.

Table 1 Comparison of transition onset locations of NACA0012 aerofoil

α(◦) experiment present experiment present

0 0.45 0.43 0.45 0.43
3 0.20 0.22 0.66 0.66
5 0.085 0.120 0.79 0.79
8 0.024 0.060 0.92 0.95
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Table 2 Comparison of transition onset locations of NLF0416 aerofoil

Upper surface(x/c) Lower surface(x/c)

experiment[9] 0.35 0.6
Lee[9] 0.348 0.587
present 0.356 0.596

Fig. 1 Illustration of shock control bump
parameterization[6]
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Fig. 2 Comparison of drag coefficients of
NACA0012 aerofoil

3.2 Bump Optimisation

In the current study, the natural laminar flow aerofoil RAE5243 investigated by Qin
et al. [3, 6] is chosen. The chosen flow conditions are: Ma = 0.68, Re = 17 ×106,
lift coefficient CL=0.82. The bump optimisation can be treated as a drag minimiza-
tion problem with constraint: CL ≥ 0.82. The predicted transition onset locations on
the upper surface and lower surface are 0.396c and 0.564c, respectively. During the
shock control bump optimisation process, due to the relative small variation of the
aerofoil flow conditions, the transition locations are fixed for simplicity. The param-
eters of the final optimised bump parameters are: bumplength=0.3c, xcrest =0.665c,
bumprelative=0.7c, Δyh=0.0075c. Table 3 presents the comparison of total, pressure,
and skin friction drag coefficients. The skin friction drag of the optimised bump in-
creases by about one count. However, the reduction of the total drag coefficient is
about 35 counts, nearly 30%, which comes from the pressure drag (including wave
drag) reduction. In Fig. 3 and Fig. 4, it can be seen clearly that the strong normal
shock wave appeared on the upper surface has been smeared out by the optimised
shock control bump. The knee-shaped shock structure as discovered by Qin et al.
[6] before in bump optimisation can be clearly seen in Fig. 4.

Table 3 Comparison of drag coefficients of RAE5243 aerofoils

Total drag Pressure drag Skin drag

without bump 0.01194 0.00890 0.00303
optimised bump 0.00843 0.00527 0.00315
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3.3 Influence of Varying Transition Onset Locations

Although transition onset location can be predicted by transition models or experi-
ments, there is often uncertainties due to flight condition and environmental change,
such as surface contamination, noise, ice formation, and free stream turbulence. As
the shock control bump is optimised for a fixed transition location, it is import to
find its performance sensitivity to the transition location. In order to test the ro-
bustness of the optimised shock control bump, a series of simulations have been
carried out by specifying different transition onset locations (0.10c ∼ 0.55c) on the
upper surface. The transition onset location on the lower surface has been kept fixed
(0.564c) in this study. Fig. 5 shows clearly the benefit of keeping laminar flow on
the aerofoil: the longer the laminar flow, the smaller the drag coefficients. By com-
paring the drag coefficients of the optimised bump with the datum aerofoil, similar
trends can be observed with the same difference (or delta), which means the varying
transition onset locations actually have little influence on the performance of the
optimised bump regarding pressure drag, or wave drag, reduction. The performance
of the optimised bump shows little sensitivity to different transition onset locations.
However, the pressure distributions shown in Fig. 6 indicate subtle differences on
the shock control bump.
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4 Conclusion

This study shows that the transition onset location on aerofoil flow without sepa-
ration can be reasonably well predicted by a simple empirical criterion based on
the Michel’s transition model. The optimised shock control bump based on the pre-
dicted transition onset location shows similar performance in wave drag reduction,
as compared with previous studies assuming fully turbulent boundary layer around
the aerofoil. The knee-shaped local shock structure is confirmed for the optimised
bump for the transitional flow. Furthermore, the wave drag reduction performance
of the shock control bump is shown to be insensitive to the transition location.
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An Investigation into Solver Strategies for the
Modelling of Compressible Turbulent Flow

I. Asproulias, A.J. Revell, and T.J. Craft

1 Introduction

Sectors of the aerospace and energy industries are amongst those interested in the
efficient computational prediction of supersonic flow for both internal and exter-
nal flow applications; e.g. the internal flow through engines and intake ducts, flow
through nozzles, jet thrust vectoring. Shockwaves pose a numerical challenge due
to the associated steep gradients in the flow field. Further physical modelling chal-
lenges arise from the interactions of these shocks with turbulent boundary layers
and separated flow regions; so called Shock Boundary Layer Interactions (SWBLI).
The high Reynolds numbers of many such applications mean that industry gen-
erally employs Reynolds Averaged Navier-Stokes (RANS) based approaches for
turbulence.

General purpose finite volume codes for incompressible flows usually solve the
momentum and other transport equations in a segregated fashion, incorporating a
pressure-correction scheme to achieve the coupling between velocity and pressure
fields, e.g. SIMPLE [9], PISO [5]. Algorithms that are extensions of these solvers for
handling compressible flows, described in [3], are referred to as ‘pressure-based’,
and solve for the primary physical variables (ρ , U, e) at each time step or iteration.
A second family of solvers, known as density-based solvers, solve instead for ρ ,
ρU and ρe. These have traditionally been adopted for compressible flows, being
regarded as better in resolving shock characteristics since they directly solve for the
conserved flow quantities.

This work aims to assess the capability of the different types of compress-
ible solvers available in a popular CFD code to capture the steep-gradient regions
and SWBLI effects. The different numerical schemes will first be tested on the
inviscid shock tube before being applied to the flow over a compression ramp
at 24◦.
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2 Numerical Setup and Validation

The CFD code OpenFOAM is used for this study. The code includes two pressure-
based solvers; sonicFoam, which solves the energy equation for total specific en-
ergy, e, outside of the pressure-velocity coupling loop and rhoPisoFoam, which
solves for total specific enthalpy within the pressure-velocity coupling loop (both
following the algorithm described in [3]). The code also provides two density-
based solvers; rhoSonicFoam, in which any of the available convective schemes
can be used and it is only for laminar calculations, and rhoCentralDyMFoam,
which by default uses the Kurganov-Tadmor flux splitting schemes, which are
constructed by a user selected Total Variation Diminishing (TVD) scheme. The
rhoCentralDyMFoam solver can be used for turbulent calculations1.

The available numerical options were first evaluated for the validation case of the
shock tube. A uniform, orthogonal grid of 192 cells and a timestep size Δ t = 0.0002s
was employed; mean and maximum Courant numbers were 0.009 and 0.737, re-
spectively. The limited linear limiter was seen to be the least oscillatory, as shown
in Figure 1, and was thus selected for subsequent investigations. A comparison of
available solvers is also shown in Figure 1, where sonicFoam, rhoPisoFoam and
rhoSonicFoam were used in combination with the limited linear limiter. For the
construction of the Kurganov-Tadmor schemes, the van Leer limiter was used. The
main conclusions that can be drawn are that the pressure-based solvers are more
diffusive in the steep-gradient regions of the solution and fail to predict the correct
height of the flat area of the solution in comparison with the density-based. The
solver that best resolves the steep gradient regions is rhoCentralDyMFoam, which
also gives the least oscillatory solution.
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Fig. 1 Comparison of TVD limiters on the left using the pressure-based solver sonicFoam
and comparison between the pressure-based and the density-based solvers on the right.

1 In the case of the sonicFoam, rhoPisoFoam and rhoSonicFoam solvers the user can select
among the available convective schemes, and for example the van Leer, SuperBee, limited
linear, MUSCL and cubic limiters can be selected for the construction of a TVD scheme.
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3 Compression Ramp 24◦

The compression ramp is a traditional test case for SWBLI investigations and has
been studied extensively; see for example [1, 4, 6, 11]. More recent measurements
were made by [2] and [10] for the 24◦ ramp of [11] at freestream Mach, M∞=2.9, and
Reynolds number based on the momentum thickness Reθ = 2400; sufficiently small
to be accessible for the DNS of [12] at the same flow conditions. These experimental
and DNS data were used as the reference for the comparisons between the different
RANS solvers in the present study.

The sonicFoam solver in combination with the limited linear limiter was used
since both two pressure-based solvers have similar performance as shown in
Figure 1, while the rhoCentralDyMFoam solver was chosen as the density-based
solvers. Two turbulence models were used, the low-Reynolds number k− ε of
Launder-Sharma [7] (LS) and the k−ω SST [8]. For the calculation of the molecu-
lar viscosity the Sutherland law was used.

A flat plate boundary layer simulation with 1.5% freestream turbulence intensity
was conducted in order to extract suitable inlet profiles for velocity and turbulence.
The resultant boundary layer parameters, together with those reported from DNS
and measurements, are shown in Table 1. At the wall no slip conditions were applied
for the velocity, zero gradient for the pressure and the temperature was fixed at
307K, as in DNS. At the top boundary zero gradient conditions were applied for all
variables. At the outlet, supersonic outflow conditions were applied.

The dimensions of the computational domain is a 2D plane defined by [12], and a
grid of up to 155×180 cells was used. In the streamwise direction grid points were
clustered at the corner and in the wall normal direction were refined towards the
wall; the non-dimensional wall-distance of the nearest node being around y+w = 0.9.
The timestep size was defined by the maximum Courant number, chosen as 0.2.

Table 1 Inlet conditions for the incoming turbulent boundary layer

M Reθ θ ,mm δ ∗,mm δ ,mm Cf x103 ρ∞,kg/m3 U∞,m/s T∞,K uτ ,m/s

Experiment [10] 2.9 2400 0.43 2.36 6.7 2.17 0.074 604.5 108.1 32.9
DNS [12] 2.9 2300 0.38 2.36 6.4 2.17 0.077 609.1 107.1 34.0
RANS LS 2.93 2390 0.383 1.4 4.7 2.22 0.076 608.9 106.9 33.6
RANS SST 2.92 2380 0.379 1.5 4.0 3.6 0.077 608.6 107.4 43.2

4 Results and Discussion

The deflection of the boundary layer on the inclined wall results in the formation of
a shock wave, which imposes an adverse pressure gradient on the boundary layer
and causes it to separate. The flow is deflected around the separation bubble and
two compression fans arise, one in the separation region and an other one in the
reattachment region, forming a λ -shock, which acts to the turbulence. These flow
features are presented in Figure 2, where the contour plots of the mean Mach number
and normalized Turbulence Kinetic Energy (TKE) are shown. The wall-pressure
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Fig. 2 Contour plots of Mach number on the left and normalized TKE k/U2
∞ on the right.
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Fig. 3 Mean wall-pressure distribution from experimental, DNS and RANS data.

variation suggests that the pressure-based solver (PBS) predicts a rather later shock
wave, and small separation region, while the density-based solver (DBS) provides
somewhat better prediction as shown in Figure 3.

Figure 4 displays the profiles of mean velocity, TKE and Reynolds shear stress
(uv), normalized with the boundary layer thickness and freestream velocity from
the DNS. Each row of the figure corresponds to a different streamwise location
x/δ = {−8,−1.9,4.2,6.1}. At x/δ =−8 both DBS and PBS return similar results,
and the LS model predicts a lower peak of TKE than the DNS suggests, whilst the
SST approximates it slightly better. At x/δ =−1.9 the boundary layer profiles from
DNS and the DBS show that the flow is nearly separated, while for the PBS the
boundary layer is still in development stage. Therefore, better comparisons can be
made between the DNS and DBS results. Both SST and LS separate later than DNS;
the earlier adverse-pressure gradient in the case of the DNS causes a thickening of
the boundary layer, introducing a steep-gradient boundary layer and resulting in
higher TKE and uv levels in comparison with the RANS models. The SST separates
earlier than LS, because of lower levels of uv near the wall upstream the separation
point, which lead to lower values of eddy-viscosity and turbulent diffusion near the
wall.

The boundary layer from the RANS models at x/δ = 4.2 and 6.1 are in later
stages of recovery than the DNS, since they reattach earlier. The DBS provides bet-
ter mean velocity profile predictions, since the reattachment point is located further
downstream than the PBS. TKE and uv are underpredicted by the RANS solvers,
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Fig. 4 Comparison of mean velocity (left), turbulent kinetic energy (centre) and Reynolds
shear stress (right). Each row corresponds to a different streamwise location (indicated as
lines on Fig.2).
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because of the earlier reattachment of flow and the underprediction of the turbu-
lence amplification from the SWBLI, with the DBS giving the more accurate esti-
mations. In the reattachment and recovery region the LS and SST give very similar
estimations of the flow quantities. The stronger shock shown in the RANS profiles
at x/δ = 6.1 compared to the DNS suggests a more oblique shock in the latter case.
The angle of the shock from RANS is ∼ 40◦ from the flat wall, while the shock
from DNS is ∼ 37◦. In the case of the PBS the shock is located closer to the in-
clined wall, while for the DBS the shock location matches better that of the DNS.
It should be noted that the TKE and Reynolds shear stress from the DNS data are
rather noisy, possibly because of the small length of time over which averaging
was done.

5 Conclusion

The density-based solvers are shown to be less diffusive in the steep-gradient re-
gions of the flow than the pressure-based solvers. Additionally, the pressure-based
solvers predict a rather later shock in comparison with the density-based solvers and
the DNS. The density-based solver gives more accurate predictions for the shock lo-
cation, the wall-pressure and the separation bubble. The discrepancies between the
density-based solver and the DNS can be attributed to the different shock angle and
can be linked to the turbulence modelling, since neither of the models used are able
to capture the turbulence amplification and Reynolds stress anisotropy enhancement
arising from the shock interactions.
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3. Demirdžić, I., Perić, M., Lilek, Ž.: A colocated finite volume method for predicting flows
at all speeds. Int. J. Num. Meth. Fluids 16, 1029–1050 (1993)

4. Dolling, D.S., Murphy, M.T.: Unsteadiness of the Separation Shock Wave Structure in a
Supersonic Compression Ramp Flowfield. AIAA Journal 21(12) (1983)

5. Issa, R.I.: Solution of the implicitly discretized fluid flow equations by operator-splitting.
J. Comp. Physics 62, 40–65 (1986)

6. Kuntz, D.W., Amatucci, V.A., Addy, A.L.: Turbulent boundary-layer properties down-
stream of the shockwave/boundary-layer interaction. AIAA Journal 25, 668–675
(1987)

7. Launder, B.E., Sharma, B.I.: Application of the energy dissipation model of turbulence
to the calculation of ows near a spinning disk. Letters in Heat and Mass Transfer 1,
131–138 (1974)



An Investigation into Solver Strategies 263

8. Menter, F., Esch, T.: Elements of Industrial Heat Transfer Prediction. In: 16th Brazilian
Congress of Mechanical Engineering, COBEM (2001)

9. Patankar, S.V., Baliga, B.R.: A new Finite-Difference scheme for parabolic differential
equations. Numerical Heat Transfer 1, 27 (1978)

10. Ringuette, M.J., Bookey, P., Wyckham, C., Smits, A.J.: Experimental Study of a Mach 3
Compression Ramp Interaction at ℜθ = 2400. AIAA Journal 47(2) (2009)

11. Settles, G.S., Bogdonoff, S.M., Vas, I.E.: Incipient separation of a supersonic turbulent-
boundary-layer at high-Reynolds-numbers. AIAA Journal 14, 505 (1976)

12. Wu, M., Martin, M.P.: Direct Numerical Simulation of Supersonic Turbulent Boundary
Layer over a Compression Ramp. AIAA Journal 45(4), 879–889 (2007)



An Application of Adaptive Mesh Refinement
Method for Modeling of Nonstationary
Hypersonic Flows in the Atmosphere

A. Astanin and E. Kharik

1 Introduction

Numerical modeling of flows with strong shock waves requires the use of fine
meshes for an appropriate resolution. However, using high number of uniform grid
cells might be time-consuming and require a large amount of computer resources.
One of the way to weaken resources demands is using an adaptive mesh refinement
(AMR) technique which tracks gradient of parameters in the cells [1] . A mesh is
refined in the area of high gradients of solution, and a coarser grid is used in the case
of low gradients.

In the present research, the AMR technique is applied to the study of the Tun-
guska like meteorite hypersonic impact. This event happened in 1908 in Siberia. Up
to now the nature of the Tunguska meteorite is the subject of intensive discussions.
The Tunguska impact caused vast destruction of the forest in the area of about 102

square km and was accompanied by explosion-like phenomena. The data of the ob-
servation were limited by the fallen trees and description of some witnesses. Thus,
mathematically the problem on a Tunguska like meteorite study can be considered
as a typical inverse problem. In the current paper an AMR-based algorithm was
developed for 3D case.

2 Tunguska Meteorite Impact Physical and Mathematical
Problem

The following model of the process [2] was used. The meteorite suddenly becomes
a gas object at some point of its trajectory. It retains its volume and velocity at the
initial time moment.

This assumption has been made on basis of following considerations. There
have not been found any solid debris of the Tunguska meteorite despite numerous
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expeditions to the impact area. The entering of meteorites into a dense atmosphere
is accompanied by its progressive destruction because of the hypersonic velocity of
meteorite and, hence, the huge pressure. The aerodynamic loads leads to a sharp
disintegration of the meteorite into smaller and smaller debris which retain approx-
imately the same total volume [3] . Because the radius of each piece plummets, the
heat transfer suddenly increases. As a result, the whole body is converted into vapor
and kinetic energy of the meteorite is released into the atmosphere. This process
happens almost instantaneously (in comparison to the time of the entire process). It
is sometime called the ”explosion-in-flight” [4] .

Thus, we arrive at the initial statement of the gas dynamic problem. At the initial
time moment a gas in some volumeV has the following parameters: mg = m0 , ρg =
ρ0 , Vg =V∞ , Pg = ρ(h)V 2

∞ where mg, ρg, Vg, Pg are the mass, density, velocity and
static pressure respectively; m0,ρ0,V∞ are the mass, density and entrance velocity of
the meteorite; ρ(h) is the density of the atmosphere gas at height of the ”explosion”.

In the present research, the parameters of the meteorite are set the following:
m0 = 216 t, ρ0 = 103 kg \ m3 (ice body), the characteristic size of a body is
L = 60 m, V∞ = 2× 104 m \ sec. It is supposed that the meteorite enters the
atmosphere at the angle of Θ = 45o. These data match ”average” parameters ac-
cepted for Tunguska like meteorite. Under the chosen parameters, the ratio between
the internal energy and the kinetic energy of the meteorite is equal to 4 × 10−4.
Grigorian’s semi-analytical solution [3] is obtained for an exponential atmosphere
p(z) = ρ0 exp(−z/H). If H = 7× 103 m, then it gives the following evaluation
of the ”explosion” height h = 2.1× 104 m. The gas in the volume and in the at-
mosphere is considered as a not viscous gas with the state equation of the ideal
gas [5].

The Euler equations for a compressible gas in Cartesian coordinate system
(x,y,z, t) are:

Ut + Ex + Fy + Gz = Q . (1)

In (1), U = (ρ ,ρux,ρuy,ρuz,E)T , Ex = (ρux,ρu2
x+ p,ρuxuy,ρuxuz,(E+ p)ux)

T ,
Fy = (ρuy,ρuxuy,ρu2

y + p,ρuyuz,(E + p)uy)
T , Gz = (ρuz,ρuxuz,ρuyuz,ρu2

z +

p,(E + p)uz)
T , Q = (0,ρgx,ρgy,ρgz,ρg ·u)T , ρ is the density; u = (ux,uy,uz)

T

is the velocity; g = (gx,gy,gz)
T is the gravity vector; p is pressure; E = ρ(ε +

0.5u ·u) is the total internal energy, ε = p/(ρ(k−1)) is the specific internal energy,
k is a adiabatic factor.

3 Essentials of the Numerical Method

The computational domain was oriented along the direction of body entrance. The
coordinate system was oriented in space in such a way that the axis X was parallel to
the entrance direction and the gravity force vector was in the plane XY. The problem
has been solved by using the Godunov’s method [6]. It enables to obtain generalized
solutions. The algorithm has been tested on model tasks presented in [6].

Adaptive mesh is used in the numerical model. Finer cells are obtained by divid-
ing cubic cell onto 8 equal subcells. Each subcell are possible to divide further and
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the maximum of subcell level was 4. The cell fine criterion used in presented work
is calculated from the following algorithm:

a) first derivatives are computed for each cell:

ei = max
1≤b≤B

( | ρi −ρb |
Δx

+
| pi − pb |

Δx

)
. (2)

They show places where gas-dynamic features are situated. In (2), ρi, pi - density
and pressure of the current cell; ρb, pb - density and pressure of a adjacent cell;Δx
- distance between centers of cells; B -number of cells, situated around the current
cell;

b) if ei ≥ 5, a cell is divided onto 8 subcells;
c) if ei ≤ 1, a current cell is marked for integration. If this condition is true for all

eight subcells in the cell, they will be integrated. The grid reconstruction was done
an each odd time step.

Object-oriented programming language C++ has been used for writing the pro-
gram. OpenMP model has been applied for acceleration of computations on mul-
ticore systems (http://openmp.org). Parallelizing application is achieved by adding
appropriate controls to a code for compiler. It allows to reduce time of calculations
significantly. The supercomputer SKIF-Cyberia installed in Tomsk State University
has been used for obtaining the solution. One node containing two processors (Intel
Xeon 5150, 2.6 GHz) with two cores has been used for computations. Also com-
putations have been conducted on the computer of the Engineering Design Center
of Tomsk State University. One node of it has two processors (Intel Xeon 5650, 2.6
GHz) with six cores.

4 Results

In the present research, the AMR technique is applied to the study of the meteorite
hypersonic impact. The size of the computational area has been 2000×1000×1000
meters. The body has been placed in the point (500;500;500). Incoming boundary
conditions have been set in compliance with the altitude. The density has been cho-
sen according to International Standard Atmosphere. It has been approximated as

ρ(H) = 1.23(1 − H/44300)4.256 , H < 11000 ,

ρ(H) = 0.365exp(−(H − 11000)/6340), H ≥ 11000 (3)

Contour plots of pressure and density logarithm are shown in Fig. 1 in the time
0.05sec (plane of section is XY ). Logarithms of pressure and density are used for
results presentation because of high gradients.

The computational grid for this time is shown in Fig. 2. The figure is turned by
45 degrees clockwise. One can see that fine cells track areas of sharp changes of gas
parameters. The total number of cells is 4.8× 106.
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Fig. 1 Contour plots of pressure (left) and density (right) logarithm in the area for time
0.05sec

Fig. 2 Computational grid for time 0.05sec

Contour plots of pressure and density logarithm are shown in Fig. 3 in the time
0.11sec (plane of section is XY ). The trace has been reached right boundary. The
pressure maximum is situated behind shock wave front. The results qualitatively are
similar to the ones obtained in [5].

The computational grid for this time is shown in Fig. 4. The figure is turned by
45 degrees clockwise. The total number of cells is 14× 106.

The distribution of density in the plane of section XY on the distance of 1300
meters is shown in Fig. 5. One can see that density inside the trace is smaller than
density of surroundings. The low density trace is generated after the gas object flying
with hypersonic speed. This channel could influence on rising of hot gas cloud,
which appeared after object deceleration.
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Fig. 3 Contour plots of pressure (left) and density (right) logarithm in the area for time
0.11sec

Fig. 4 Computational grid for time 0.11sec

Fig. 5 Density distribution on the distance of 1300 meters in the plane of section XY
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5 Conclusion

A numerical algorithm to construct 3D adaptive mesh refinement method has been
developed. It has been implemented for solving the nonstationary 3D Euler equa-
tions for compressible flows with strong moving shock waves. The method can be
extended to Navier-Stokes equations without any substantial modification . The de-
veloped approach has been applied to the study of hypersonic Tunguska like me-
teorite impact. The penetration of meteorite into the atmosphere has been modeled
first 0.2 seconds after the cosmic body explosion. This consideration can also be
related to the general problem of cometary-asteroid hazard.
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High Mach Number and Total Pressure Flow
Conditions for Scramjet Testing

D.E. Gildfind, R.G. Morgan, M. McGilvray, and P.A. Jacobs

1 Introduction

Scramjet-powered access to space is expected to entail flight between Mach 5 and
15, along a dynamic pressure ascent trajectory of up to 2,000 psf (96 kPa) [1].
Scramjet engines typically need to be tested at sub-scale, even in the largest ex-
pansion tube facilities, and in these cases pressure-length (p-L) scaling is applied
to maintain similarity for many flight parameters, including Reynolds number and
binary reaction rates [2].

Assuming a constant 96 kPa dynamic pressure ascent trajectory, and that density
and temperature vary in accordance with the American Standard Atmosphere, flow
conditions for Mach 10, 12.5, and 15 flight have been calculated and are detailed in
Table 1. Total pressure is calculated using NASA code CEA [3]. Total pressures for
full and 1:10 scale models are shown, and it can be seen that these flow conditions
are characterised by total pressures of the order of gigapascals.

Table 1 Target flow conditions for 2000 psf (96 kPa) constant dynamic pressure ascent tra-
jectory (consistent with Hunt and Martin [1]).

1:1 Model 1:10 Model
Mach Altitude V h p p0 p p0
[-] [km] [km/s] MJ/kg [kPa] [GPa] [kPa] [GPa]

10.0 29.1 3.01 4.76 1.37 0.129 13.7 1.28
12.5 32.1 3.79 7.41 0.876 0.616 8.76 6.01
15.0 34.6 4.61 10.9 0.608 2.55 6.08 24.2

Free-piston driven expansion tubes such as UQ’s X2 and X3, which add total en-
thalpy and total pressure to the test gas through an unsteady expansion, are the only

D.E. Gildfind · R.G. Morgan · P.A. Jacobs
University of Queensland, St. Lucia, QLD, 4067, Australia

M. McGilvray
University of Oxford, Oxford, OX1 2JD, United Kingdom



274 D.E. Gildfind et al.

current facilities which have the potential to achieve these very high total pressures.
The smaller of these two facilities, X2, is currently being used as a proof-of-concept
facility to develop these new flow conditions. Following successful completion of
this initial study, work will transition to the larger and higher performance (in terms
of model size and test time) X3 facility.

2 The X2 Expansion Tube with Tuned Driver

X2 is a free-piston driven expansion tube which is primarily used for simulation of
hypervelocity flows between 6-10 km/s, although it has also been successfully used
to simulate scramjet combustion at Mach 10 [4]. As part of the present study, pre-
liminary attempts to produce a Mach 13 scramjet flow condition indicated the need
to develop a new tuned driver for these proposed high total pressure flow conditions.
The flow processes associated with shock-processing relatively dense test gases for
these conditions take much longer, and the duration of time for which the driver
supplies high pressure driver gas must correspondingly increase. Development of
the new driver is described in [5].

For these flow conditions X2 was configured with a helium secondary driver. This
consists of a tube filled with helium gas, located immediately downstream of the
primary diaphragm and separated from the air test gas by a thin mylar diaphragm.
The secondary driver is configured to achieve a sound speed increase across the
expanded driver gas/driven gas interface. Morgan [6] showed that this sound speed
increase produces a stronger shock in the test gas, thereby increasing total pressure,
and also provides the acoustic buffer which Paull and Stalker [7] demonstrated is
required to prevent the transmission of transverse acoustic noise from the expanded
driver gas into the test gas.

The tuned driver condition X2-LWP-2.0mm-0 from [5] was used for flow con-
dition development. A 100 kPa fill pressure was selected for the secondary driver.
Driver configuration, and estimated properties of the primary driver gas following
primary diaphragm rupture, are summarised in Table 2. Driver gas temperature has
been estimated from experimentally measured shock speeds in the driven tube made
during the driver commissioning process. For a 100 kPa helium secondary driver fill
pressure, this results in a sound speed increase between the expanded primary driver
gas and the secondary driver gas by a factor of 1.3, which satisfies the acoustic buffer
requirement described by Paull and Stalker [7].

3 Theoretical Calculation of Tube Performance

Initial flow condition development work has been based around the free-piston pri-
mary driver and helium secondary driver configuration detailed in Section 2. This
effectively limits the flow condition design variables to just the individual fill pres-
sures in the shock and acceleration tubes (with air as the test and acceleration gases
for scramjet testing). Based on these two variables, it was considered instructive
to examine what range of conditions was theoretically available in X2 using the
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new driver. This was achieved by using analytical techniques to predict the test flow
properties for a wide range of shock and acceleration tube fill pressures, and map-
ping contours of test flow Mach number, velocity, and static pressure across this
design space.

Table 2 Parameters for X2 tuned driver condition X2-LWP-2.0mm-0.

Compression tube length 4.4 m
Compression tube diameter 0.257 m

Driver tube diameter 0.085 m
Piston mass 10.5 kg

Reservoir fill pressure 6.85 MPa (air)
Compression tube fill pressure 92.8 kPa (80%He/20%Ar)

Primary diaphragm 2.0 mm cold rolled steel
Estimated rupture pressure 23.7 MPa

Estimated driver gas compression ratio 27.8
Estimated driver gas temperature 2,753 K

In order to improve the accuracy of predictions, the NASA equilibrium gas solver,
CEA [3] was used to calculate equilibrium gas properties across normal shocks and
through unsteady expansions. The calculations account for the possibility of either a
reflected shock or unsteady expansion arising following primary shock arrival at the
secondary and tertiary diaphragms. However, tube length, Mirels effect, and other
secondary wave processes are ignored. This results in no further information about
test time, for example.

For a fixed driver configuration, only two of the three parameters - Mach number,
velocity, and static pressure - can be matched against the target flow conditions
in Table 1. For the present study, Mach number and velocity were considered the
most critical flow parameters to match. Three different target flow conditions are
described in Table 3.

Table 3 Proposed scramjet flow conditions.

Flow Condition Driver Condition Secondary Shock Tube Acceleration tube Shock Tube Acceleration tube
Driver Fill Fill (kPa), air Fill (Pa), air Fill (kPa), air Fill (Pa), air
(kPa), He (unscaled) (unscaled) (scaled) (scaled)

x2-scr-m10p0-0 x2-lwp-2p0mm-0 100 345.4 144.1 690.8 288.2
x2-scr-m12p5-0 x2-lwp-2p0mm-0 100 210.1 29.0 420.2 58.0
x2-scr-m15p0-0 x2-lwp-2p0mm-0 100 132.1 6.8 251.0 12.9

4 1-D Analysis with L1d2

The 1-D Lagrangian flow solver L1d2 [8] was used to assess the three flow con-
ditions calculated analytically in the previous section, this time using actual tube
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lengths and diaphragm positions. It was found that L1d2 shock speeds in the shock
and acceleration tubes exceeded the analytical predictions for each flow condition.

Analytical and L1d2 shock speed estimates matched closely up until the shock
tube, whereby the L1d2 prediction suddenly increased. This speed increase was at-
tributed to the reflected shock at the secondary diaphragm. The test gas fill pressure
is high for scramjet flow conditions, therefore a reflected shock typically forms when
the primary shock reaches the test gas. This reflected shock was accounted for in
the analytical calculations. However, the reflected shock continues to propagate up-
stream until it encounters the interface between the expanded primary driver gas and
the shock-processed secondary driver gas, whereupon a compression wave forms
which propagates downstream once more. When this compression wave reaches the
primary shock, the shock speed increases, and part of the energy of the reflected
shock is thus returned to the primary shock. The fill pressures in the shock and ac-
celeration tubes were both scaled upwards by equal amounts to restore the shock
speed to target values. The final (scaled) flow conditions are shown in Table 3.

5 Preliminary Experimental and 2-D CFD Results for the Mach
12.5 Condition

A 2D axisymmetric CFD analysis of the entire expansion tube was performed using
the transient code Eilmer3 [9] for the Mach 12.5 (scaled) flow condition detailed
in Table 3. The driver was modelled as a fixed volume with initial temperature and
pressure corresponding to average properties calculated using L1d2with full piston
dynamics. Adjustments were made to these properties until shock speeds in the
driven tube were in close agreement. The driver was made sufficiently long to ensure
that the unsteady expansion from the driver did not interfere with downstream flow
processes during the test time. The model incorporates equilibrium gas properties
and the Baldwin-Lomax turbulence model.
Eilmer3 predicted test flow properties at the tube exit are shown in Figure 1

(red curves). It can be seen that there is a period of relatively steady test flow, ar-
riving after the accelerator gas has passed, which is sustained for approximately
60μs. Comparison with Table 1 shows that velocity and Mach number are reason-
ably closely matched for the Mach 12.5 condition. Static pressure is approximately
10 kPa, which is over 10 times the target static pressure. This indicates the potential
for p−L scaling or the use of a nozzle to expand the core flow to a larger diameter.
Finally, it can be seen that the predicted total pressure exceeds 2 GPa, demonstrating
that this flow condition takes advantage of the unique total pressure capabilities of
the expansion tube.

The green curves in Figure 1 show preliminary experimental results for the Mach
12.5 condition in X2. Static pressure on the tube wall adjacent to the exit com-
pare very closely to the Eilmer3 prediction. Further, both traces are approxi-
mately steady, indicating that the secondary driver is successfully performing its
acoustic buffer function to prevent driver gas noise penetrating the test gas. Pitot
pressure midway between the tube centreline and wall compares well with the
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Fig. 1 Flow properties at tube exit for M12.5 flow condition in X2 from Table 3. CFD flow
properties (red curves) are recorded 25 mm from tube centreline. Preliminary experimen-
tal pressure traces are shown by the dashed green curves. The experimental static pressure
trace is measured at tube wall adjacent to exit; Pitot pressure is measured at approximately
equivalent location to CFD result.

Eilmer3 prediction, however the experimental Pitot pressure rise is delayed. This
is a characteristic of the sensor arrangement. In order to protect the sensing element,
restrictive ports are used to channel flow into the cavity containing the pressure sen-
sor, and these take time to pressurise. This delayed response time can be problem-
atic for measurement of expansion tube flows which typically have very low test
times.

Average shock speeds along the tubes were estimated from the time of shock
arrival at several sensor locations. These values matched quite closely the shock
speeds calculated between corresponding locations in the CFD simulation.

Initial results from these Mach 12.5 experiments indicate that it is certainly
viable to produce gigapascal total pressure scramjet flows in an expansion tube.
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However, initial testing has also indicated several challenges which must be
overcome to achieve these new conditions. These flows are severe, and placing
instrumentation in the flow path is difficult in terms of balancing sensitivity with
survivability, particularly with Pitot measurements. Further, it is proving difficult
to isolate acceleration tube transducers from the severe longitudinal stress waves
arising from the rapid deceleration of the piston at diaphragm rupture. For super-
orbital conditions these stress waves arrive at the transducers after the test flow;
for these scramjet conditions, the shock speeds are slower (especially in the dense
air test gas), and these stress waves can cause considerable disruption to transducer
responses.

6 Conclusion

This paper details the process used to develop high Mach number scramjet flow
conditions for the X2 expansion tube configured with a new tuned free-piston driver.
A three stage process based on analytical, 1-D CFD, and 2-D axisymmetric CFD
techniques has been used to predict the necessary facility configuration parameters
to achieve Mach 10, 12.5, and 15 scramjet flow conditions. Initial experimental
results for a Mach 12.5 condition indicate that steady air test flows at gigapascal
total pressures can be achieved using an expansion tube.
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A Computational Study of Supersonic
Combustion Relevant to Air–Breathing Engines

Christer Fureby, Ekaterina Fedina, and Jon Tegnér

1 Introduction and Background

The development of high–speed flight and space access vehicles requires the so-
lution of many technical challenges associated with the comparatively small net
thrust at supersonic or hypersonic flight speeds. One of the more essential issues is
the design of an air–breathing propulsion system capable of operating over the wide
range of Mach (Ma) numbers, desired to facilitate the advancement of high–speed
flight and space access vehicles. At flight speeds above Ma≈3 turbofan engines fall
short since the compressed air through the engine reaches such temperatures that
the compressor stage fan blades begin to fail. Instead ramjet engines, in which the
profile of the air intake guarantees that the supersonic approach flow is deceler-
ated to a subsonic flow through the combustor, where fuel is injected prior to mix-
ing, self-ignition and combustion, may be used. However, beyond Ma≈5 extreme
temperatures and pressure losses occur when decelerating the supersonic airflow
to subsonic conditions, making the ramjet unpractical at higher flight speeds. At
flight speeds beyond Ma≈5, supersonic combustion ramjets, or scramjets, in which
the flow trough the inlet and combustor remain supersonic may be used. Achieving
high combustion efficiency under such conditions, with residence time on the order
of 1 ms, places extreme demands on the inlet, combustor, fuel–injector as well as
on the nozzle design, [1]. The mixing of fuel and air, the self–ignition and the flame
stabilization are thus critical processes.

The prohibitive cost of flight–testing, difficulty in reproducing realistic flight
conditions in ground facilities, the difficulties in measuring reacting flow quanti-
ties at supersonic speeds and the complexity of the aerothermodynamics involved
make the use of Computational Fluid Dynamics (CFD) attractive for the analysis
and design of high–speed flight vehicles. Conventional Reynolds Averaged Navier
Stokes (RANS) models, [2], often provide no more than guidelines to the design
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of experiments, and the goal of using numerical simulations to analyze actual flight
conditions still remains unreached. Large Eddy Simulation (LES) models, [3, 4],
have been proposed as a promising alternative, having the potential to provide both
qualitative and quantitative information. The aim of this study is to describe an LES
model for high–speed combustion, validate it against experimental data, [5, 6, 7],
and use the LES results to describe the underlying physical processes. The goal
is to capture the flow physics at a level suitable for analysis, design and opti-
mization of real high–speed flight vehicles, without resolving all of the detail of
the flow.

2 LES Model for Supersonic Combustion

The LES model used consists of the balance equations of mass, species mass frac-
tions, momentum and energy, describing advection, diffusion and reactions, [8]. The
reactive gaseous mixture is modeled as a linear viscous fluid with Fourier heat con-
duction and Fickian diffusion, [8]. The viscosity is obtained from Sutherland’s law
and the thermal conductivity and species diffusivities follow from the viscosity and
species (constant) Prandtl and Schmidt numbers, respectively. The mixtures thermal
and caloric equations of state are derived under the assumption that each species is
a thermally perfect fluid, with tabulated specific heats and formation enthalpies, [8].
The reaction rates are computed from Guldberg–Waage’s law of mass action by
summation over all participating reactions, with rate constants obtained from modi-
fied Arrhenius rate expressions, [10]. The range of scales present in turbulent react-
ing flows covers about eight orders of magnitude, [4], with the smaller scales being
less energetic but important for the chemical kinetics. The LES model employed
here is described in more detail in [11], and employs for closure the mixed subgrid
flow model, [12], and the Partially Stirred Reactor (PaSR) subgrid turbulence chem-
istry interaction model, [13]. The LES equations are solved using a fully explicit fi-
nite volume scheme, based on the C++ library OpenFoam, [14], utilizing two–stage
Runge–Kutta time–integration and monotonicity preserving flux reconstruction al-
gorithms, [15]. The hydrogen (H2) combustion is modeled by the 5–species 2–step
global reaction mechanism of Rogers & Chinitz, [16], and the 8–species and 7–step
reduced reaction mechanism of Davidenko et al, [17].

3 Validation and Physics Elucidation

The combustor, [5, 6, 7], consists of a one–sided divergent channel in which a
wedge–shaped flameholder is fitted, at the base of which H2 is injected through
a single row of 15 injectors. The combustor has a width of 40 mm, an overall height
of 50 mm and a total length of 340 mm, whereas the flameholder is 32 mm long,
6 mm high and located 100 mm downstream of the inlet. Following the work of
Oevermann, [2], Fureby, [18] and Genin & Menon, [19], the freestream velocity of
the vitiated air is 732 m/s, for a static pressure of 100 kPa and a static temperature
of 340 K. The ports for the hydrogen injection system are choked, and the fuel is
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assumed to have a velocity of 1200 m/s and static pressure and temperature of 100
kPa and 250 K, respectively.

Two computational configurations are used; the first consist of a narrow domain
with three injectors and 6.3 Mcells whereas the second consists of a wide domain
with all 15 injectors included and 22.5 Mcells. The grids are topologically similar,
and clustered towards the walls, in the wake and around the shear layers. Dirichlet
conditions are used for all variables at the inlet and at the H2–jets at the base of
the strut. At the outlet, all variable values are extrapolated from the interior. At the
upper, lower, and strut walls, zero Dirichlet conditions are applied to the velocity
together with a wall model, [20], whereas zero Neumann conditions are applied to
all other variables. All computations are initialized with the state of the incoming air
and are continued until the second order statistical moments have converged after
about five flow through–times.

Figure 1a shows a perspective view of the combustor with the semi–transparent
side–walls and an iso–surface of the vorticity magnitude colored by the temper-
ature, whereas figures 1b and 1c show side views of numerical schlieren images
of a non–reacting case with H2 injection and of a reacting case, respectively. Fig-
ure 1a suggests that the reacting flow may be divided into an induction zone, in
which turbulence determines the mixing and the progress of combustion, a tran-
sitional zone, dominated by coherent structures dynamics, convective mixing and
exothermicity, and a turbulent combustion zone dominated by fully developed tur-
bulence, turbulent mixing and lean post combustion. The H2 jets discharge in the
wake of the flameholder, but due to poor convective mixing across the shear lay-
ers the cold H2, the cold air passing trough the combustor and the hot combustion
products from downstream do not mix sufficiently until some distance downstream
of the wake, where most of the heat release occurs. Unsteady combustion is also
observed to take place in the shear layers, shed–off the edges of the flameholder,
preventing the flame from blowing out. The vorticity initially consist of spanwise
vortices shed off the flameholder but due vortex–stretching, volumetric expansion
and interactions with reflected shocks, a less organized vorticity pattern rapidly de-
velops that is dominated by a combination of longitudinal and distorted spanwise
vortices. With inert H2 injection, figure 1b, oblique shocks are formed at the tips
of the flameholder that are reflected by the walls before interacting further with the
unsteady, partly H2 filled, wake. Together with the curved expansion fan coming
off the base of the flameholder this causes a characteristic shock wave pattern fur-
ther downstream. At the walls, the boundary layer is affected, at least locally, by the
reflected oblique shocks. These local modifications involve thickening of the bound-
ary layer, increased rms–pressure fluctuations, and elevated wall temperatures. With
H2 injection and combustion, figure 1c, the expansion fans at the upper and lower
corners of the flameholder essentially vanish, whereas the recompression shocks
become weaker as compared to the inert H2 injection case. With combustion, the
recirculation region becomes longer and wider, and serves as a flameholder for the
H2 diffusion flame. Good agreement is obtained between the predicted and experi-
mental shadowgraph images presented in [7].
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(a)

(b)

(c)

Fig. 1 Flow visualizations in terms of (a) vorticity magnitude colored by temperature and
numerical schlieren of (b) non-reacting and (c) reacting case in the wide computational
doamin.

In figure 2 we compare predicted and measured time–averaged axial velocity
and temperature distributions across the combustor at four cross–sections down-
stream of the flameholder. Included in this comparison are also earlier LES re-
sults using a two–equation flamelet model, [18], with essentially the same laminar
flame speed as the 2-step and 7-step reduced mechanisms used in the LES-PaSR
simulations. Both the time–averaged axial velocity and temperature show satisfac-
tory agreement with the experimental data for all models investigated, but with the
flamelet model performing the least accurate and the 7–step PaSR model perform-
ing the most accurate. This suggests that the chemistry by itself is important and
that also the resolved turbulence chemistry interactions play a main role in this
flow, as can be understood from noticing that the time–scales of the chemistry
and the flow are similar. Furthermore, by comparing the 7–step PaSR LES pred-
ications in the narrow and wide domains with the experimental data, we find the
best overall agreement for the 7–step PaSR LES on the wide domain, in spite of
that domain having a coarser grid resolution than the narrow domain. The reason
for this is that the spanwise extent of the computational domain must be sufficiently
large for spanwise instabilities to develop, and for a sufficient number of longi-
tudinal vortex structures to be maintained in order to support the fully turbulent
flow far downstream. In general, all LES presented here tend to underpredict the
mean width of the wake at x/h=20.8 and overpredict time–averaged temperatures
in the shear layers at x/h=13.0. The agreement between the measured and predicted
time–averaged axial velocity profiles at x/h=13.0 is only fair, perhaps due to difficul-
ties in performing accurate measurements in the highly turbulent wake region. Far
downstream, at x/h=38.8, only the 7–step PaSR predictions in the narrow and wide
domains are able to reproduce the time–averaged temperature, supporting the afore-
mentioned importance of the the chemistry and the resolved turbulence chemistry
interactions.
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(a) (b)

Fig. 2 Comparison of time averaged (a) axial velocity and (b) temperature profiles across
the combustor at four different cross-sections x/h with h being the height of the flameholder.
Legend: (◦) experimental data, [7], (–) LES using a two–equation flamelet model, [18], (–)
LES using a 2–step PaSR model in the narrow domain, (–) LES using a 7–step PaSR model
in the narrow domain and (–) LES using a 7–step PaSR model in the wide domain.

4 Summary and Concluding Remarks

In the present work LES has been used to investigate mixing and combustion in a
scramjet engine model under realistic operating conditions. Two different LES com-
bustion models have been tested; a flamelet model and a PaSR model, and two dif-
ferent computational domains have been used; a narrow domain with three injectors
and a wide domain with 15 injectors. Two different chemical reaction mechanisms
have been used together with the LES–PaSR model; a 2–step global mechanism
and a 7–step reduced mechanism. Best agreement between experimental data for the
time–averaged velocity and temperature is obtained for the 7–step LES PaSR model,
with particular good agreement observed in the wide computational domain, due to
maintained spanwise development of flow instabilities. The flow physics analysis re-
vealed that most of the heat–release occur downstream of the wake due insufficient
mixing across the shear layers. Unsteady (or intermittent) combustion is however
observed in the shear layers, thereby essentially preventing the flame from blowing
out.
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On Thermodynamic Cycles for Detonation
Engines

R. Vutthivithayarak, E.M. Braun, and F.K. Lu

1 Introduction

Detonation engines are considered to potentially yield better performance than ex-
isting turbo-engines in terms of improved thermodynamic efficiency, simplicity of
manufacture and operation, and high thrust-to-weight or thrust-to-volume ratio,
amongst other advantages. Much effort has been put into the development of pulsed
detonation engines (PDEs), including thermodynamic cycle analysis. Thermody-
namic analysis of PDEs usually makes use of one-dimensional models, based on the
Chapman–Jouguet (CJ) and the Zeldovich–von Neumann–Döring (ZND) theories,
although increasingly sophisticated techniques, some involving numerical model-
ing, have also been developed lately. It is now understood that the Humphrey cycle
used to model an isochoric cycle underpredicts the performance of a PDE [1]–[4].
The so-called Fickett–Jacobs (FJ) cycle is based on the CJ model. While an im-
provement over the Humphrey cycle, its reliance on the CJ model means that it
fails to account for the physics espoused by the ZND model [1, 2]. In this paper,
a discussion of the Humphrey and FJ cycles is given and the proper ZND cycle
is suggested. These cycles are illustrated with a hydrogen/air mixture initially at
STP. The use of a generic heat release parameter to construct the ZND cycle is
provided.

2 The Humphrey Cycle

Figure 1 shows the three ideal processes under discussion in both the p–v and T –s
diagrams. The states portrayed in the plots are the total (or stagnation) states. The
initial state of the reactants is (1). The hugoniot running through (1) is shown in
Fig. 1 as a dashed line. The post-detonation hugoniot is also shown in the figure by
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another dashed line. This hugoniot was obtained using data obtained from the NASA
CEA code [5]. The data indicate a dimensionless heat release α = qρ1/p1 = 27.28.

Consider first the constant volume, Humphrey cycle [6] which bas been proposed
as a surrogate for the PDE cycle perhaps due to its simplicity [2, 3, 7]–[14]. In this
process, the working fluid is assumed to be compressed isochorically to state (2H)
where p2H = 0.8 MPa and T2H = 2550 K. The fluid is then expanded isentropically
to reach (3H) where p3H = 0.1 MPa and T3H = 1520 K. The increase in entropy
from (1) to (3H) is Δs = 3.08 kJ/(kg ·K). The cycle is closed by a fictitious isobaric
process (3H)→ (1) of heat rejection to the open ambient conditions. A single value
of specific heat ratio γ = 1.242 appears sufficient for such an analysis but with
R = 348 kJ/(kg ·K) and 396 kJ/(kg ·K) for the isochoric compression and for the
isentropic expansion respectively.

3 The FJ Cycle

The FJ cycle is based on the CJ detonation model. As can be seen in Fig. 1, the cycle
consists of a compression process that brings the gas from state (1) to state (2CJ).
This process is strictly a nonequilibrium one. However, within the one-dimensional
model of the detonation process, this process is identical to Rayleigh heating and
thus can be regarded to be a process that is in local thermodynamic equilibrium
[15]. Isentropic expansion occurs between (2CJ) and (3CJ) after which the cycle is
closed by a fictitious isobaric process to the initial state.

For this study, the detonation process raises the pressure to p2CJ = 1.5 MPa and
decreases the specific volume to v2CJ = 0.67 m3/kg with the same dimensionless
heat release α = 27.28 as for the Humphrey cycle. The isentropic expansion from
(2CJ) to (3CJ) yields p3CJ = 0.1 MPa and v3CJ = 5.92 m3/kg respectively. Finally,
a fictitious isobaric process returns both pressure and specific volume to the initial
state.

While the calculations of (p2CJ, v2CJ) are straightforward, (T2CJ, s2CJ) are more
complicated to determine. The value of the gas constant changes from (1′) to (2CJ)
as, for example, in computations using Cantera [17]. For simplicity, it was found
that a linear variation of R between the value at state (1′) and (2CJ) is accurate
for modeling the nonequilibrium heat release, which coincided with the equilibrium
Rayleigh heat release [16]. The temperature rises from the ZND value of 1545 K
to 2920 K and the entropy rises by 3.12 kJ/(kg ·K). The gas then expands isen-
tropically from (2CJ) to (3CJ). State (3CJ) is different from state (3H) because the
isentropic expansions arise from the different states (2CJ) and (2H) state, respec-
tively. The values of p3CJ , v3CJ and T3CJ are 0.1 MPa, 5.922 m3/kg and 1562 K
respectively.

4 The ZND Cycle

ZND theory captures the physics of a one-dimensional detonation wave. In this
theory, the gas is shock compressed to the von Neumann spike, followed by
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(a) p–v diagram

(b) T –s diagram

Fig. 1 Ideal Humphrey (1 → 2H → 3H → 1), FJ (1 → 2CJ → 3CJ → 1) and ZND (1 → 1′ →
2CJ → 3CJ → 1) cycles for a stoichiometric hydrogen/air mixture initially at STP.

exothermic chemical reactions. The shock compression is assumed to proceed along
the inert hugoniot which is equivalent to assuming local thermodynamic equilib-
rium. The subsequent heat release from exothermic chemical reactions, even though
a nonequilibrium process, is identical to that of Rayleigh heating [15] and brings the
gas to the CJ state. (In fact, the CJ point is the tangent point from the initial point to
the ZND point in the p–v diagram.)

The FJ model fails to account for the physics of a detonation process where shock
compression does not increase the pressure directly to the CJ point. Instead, the
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shock raises the pressure to the ZND point, commonly called the von Neumann
spike. The pressure then decreases to the CJ value due to supersonic Rayleigh heat-
ing. It therefore appears that the ZND cycle, also called the PDE cycle in the litera-
ture, is the most appropriate one amongst the three cycles evaluated in this paper.

In this example where the stoichiometric hydrogen/air mixture is initially at STP,
calculations using Cantera yields the postshock pressure and specific volume as 2.8
MPa and 0.22 m3/kg respectively. The subsequent CJ value is the same as the FJ
cycle reported above. This is followed by the same isentropic expansion as the FJ
cycle, followed by a fictitious isobaric process to close the cycle.

For the particular example of a stoichiometric hydrogen/air mixture initially at
STP, the shock compression to the ZND point raises the temperature to 1531 K with
an entropy increase to 1.366 kJ/(kg ·K). The heat addition that brings the gas from
the ZND to the CJ point raises the temperature to 2920 K with a further increase of
entropy to 3.12 kJ/(kg ·K). From Cantera, the gas constant at these two points are
397.6 and 348.22 kJ/(kg ·K) respectively. The isentropic expansion to 1 atm lowers
the gs temperature to 1515 K. Finally, a fictitious isobaric process closes the cycle.

5 Comparison between the Humphrey, FJ and ZND Cycles

Experimental observations indicate that the detonation front is actually a complex,
three-dimensional surface that defies any simplified analytical description. Thus,
despite the one-dimensional nature of the ZND model, it is presently acceptable for
engineering analysis. In this section, a comparison is provided on the discrepancy in
estimating the net work by the Humphrey and FJ cycles when compared to the ZND
cycle. The cyclic specific net work produced, the cyclic specific heat input and the
efficiency are given by

wout =

∮
Ptdv (1)

qt,in =

∮
Tt ds (2)

η = wout/qt,in (3)

In the above, the subscript t is used to indicate that it is the total property that
is considered. This distinction may not be required in usual thermodynamic cycle
analysis. However, the kinetic energy in the detonation wave is a substantial portion
of the total enthalpy that is available for energy conversion. A more detailed first-
and second-law analysis exchange is planned. For the present, it can be stated that
the ZND cycle accounts for the energy in the shock wave while the Humphrey and
FJ cycles do not, these two only accounting for heat addition. The respective data for
the stoichiometric oxyhydrogen example are displayed in Table 1. The table shows
that there is a large underestimation in performance parameters. These differences
will likely affect the entire thermodynamic system. For example, these differences
for a power production system will affect the design of the power generator and the
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heat exchanger. For a propulsion system, paramount considerations of weight and
volume may cause these to be too conservatively estimated.

Table 1 Performance Comparisons

Humphrey Fickett Zel’dovich
Jacobs von Neumann

Döring

Work (MJ/kg) 0.709 0.834 2.08
Heat (MJ/kg) 1.07 1.3 2.95
Efficiency (%) 66.5 64.3 70

6 Conclusions

An evaluation of the relative merits and shortfalls of three different models for
engineering analysis of pulse detonation engines was briefly given. While simple
to implement, the constant volume, or Humphrey, cycle does not adequately cap-
ture the physics of the detonation phenomenon to provide a realistic estimate of the
work. A more sophisticated model to account for the pressure rise in a detonation
wave, known as the Fickett–Jacobs model, also underestimates the work. Finally,
the Zel’dovich–von Neumann–Döring model appears to be the most appropriate
one for use in cycle analysis of pulse detonation engines. While the shock process
is a nonequilibrium one, the assumption of local thermodynamic equilibrium makes
the cycle analysis tractable. Similarly, the heat release due to exothermic reactions
between the ZND and CJ points was found to follow supersonic Rayleigh heating
and thus could be modeled as an equilibrium process. Future work includes develop-
ing a general cycle analysis for either an airbreathing or a rocket propulsion system
based on the approach found in Mattingly [1].
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External and Internal Configurations
of the 14-X Hypersonic Aerospace Vehicle

F.J. Costa, D. Romanelli Pinto, T.V.C. Marcos, M.A.S. Minucci,
P.G.P. Toro, and E.P. Mergulhão Dias

1 Introduction

Today the access to space is done, only, by multi-stage rocket-powered vehicles,
which have flown hypersonically, carrying their own propellant (solid and/or liquid,
oxidizer along with fuel) to propel payloads and astronauts to Earth’s orbit.

The modern aerospace vehicles utilize multi-stage propulsion system on board,
in general not reusable, of combustion chemistry (solid propulsion and / or liq-
uid propulsion), extracting and converting chemical energy into kinetic energy with
97-98% efficiency. Approximately 89% of the weight of the spacecraft at time of
launch, is due to the propulsion system be part of the vehicle , with only 1 to 2.5%
due to the payload , usually satellites.

A new generation of scientific aerospace vehicles, using advanced hypersonic air-
breathing propulsion based on supersonic combustion technology, is in development
at several research centers [1]. This new propulsion system (scramjets) is economi-
cally and ecologically more attractive than the conventional rocket propulsion.

2 Brazilian 14-X Hypersonic Aerospace Vehicle

The Brazilian 14-X Hypersonic Aerospace Vehicle, designed by Rolim et al. [2],
Fig. 1, at the Prof. Henry T. Nagamatsu Laboratory of Aerothermodynamics and
Hypersonics, Fig.2, at the Institute for Advanced Studies (IEAv), is part of the con-
tinuing effort of the Department of Aerospace Science and Technology (DCTA), to
develop a technological demonstrator using: i) ”waverider” technology to provide
lift to the aerospace vehicle, and ii) ”scramjet” technology to provide hypersonic
airbreathing propulsion system based on supersonic combustion.

F.J. Costa · D. Romanelli Pinto · T.V.C. Marcos · M.A.S. Minucci · P.G.P. Toro ·
E.P. Mergulhão Dias
Prof. Henry T. Nagamatsu Laboratory of Aerothermodynamics and Hypersonics
Institute for Advanced Studies
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Fig. 1 Brazilian 14-X Hypersonic Aerospace Vehicle.

A waverider vehicle may be defined as a supersonic or a hypersonic vehicle
which uses the high pressure zone on its lower surface caused by leading-edge
attached shock wave to generate lift surface. Therefore, the attached shock wave
in a sharp leading edge isolates the high pressure zone (lower surface) from the
low pressure zone (upper surface), which inhibits the flow spillage. In general, the
upper surface is aligned with the free stream hypersonic flow. Atmospheric air, pre-
compressed by the leading-edge attached shock wave, which lies between the sharp
attached leading edge shock wave and lower vehicle surface may be used in hyper-
sonic airbreathing propulsion system based on ”scramjet” technology.

Hypersonic airbreathing propulsion, that uses supersonic combustion ramjet
(scramjet) technology, offers substantial advantages to improve performance of
aerospace vehicle that flies at hypersonic speeds through the Earth’s atmosphere,
by reducing onboard fuel [4]. Basically, scramjet is a fully integrated airbreath-
ing aeronautical engine that uses the oblique/conical shock waves generated during
the hypersonic flight, to promote compression and deceleration of freestream atmo-
spheric air at the inlet of the scramjet. Fuel, at least sonic speed, may be injected
into the supersonic airflow just downstream of the inlet. Right after, both oxygen
from the atmosphere and on-board fuel are mixing. The combination of the high
energies of the fuel and of the oncoming supersonic airflow the combustion at su-
personic speed starts. Finally, the divergent exhaust nozzle at the afterbody vehicle
accelerates the exhaust gases, creating thrust.

The 14-X Brazilian Hypersonic Aerospace Vehicle project is planned to be ac-
complished in three phases: project definition, research engine development and
atmospheric free flight test using rocket engines as accelerator to the scramjet oper-
ation.

3 Brazilian 14-X Hypersonic Aerospace Vehicle External
Configuration

The 2,123-m. long Mach number 10 waverider 14-X Hypersonic Aerospace Vehi-
cle, Fig. 2, built from a hypersonic small-disturbance theory for axisymmetric 5.5



External and Internal Configurations of the 14-X Hypersonic Aerospace Vehicle 295

degrees semivertex angle conical flow (cone-derived waverider) [5, 6], is designed
to flight for the first time, in Brazil, a scramjet-waverider integrated technological
demonstrator.

Fig. 2 Schematic view of the Brazilian 14-X Hypersonic Aerospace Vehicle.

The 5.5 degrees waverider compression surface at leading edge is generated
0.945-m. away from of the cone vertex, where the parabolic upper surface is aligned
with the free stream hypersonic flow. The 2,123-m. long waverider is defined by the
intersection, at the trailing edge, of the 30 degrees azimuthal angle with the conical
shock surface attached at the leading edge.

The cross section at axis of symmetry of the 14-X Hypersonic Aerospace Vehicle,
Fig. 2, provides the 2-D configuration, Fig. 3, used to analyze the aerodynamics of
the hypersonic flow traveling parallel to the free stream flow. The shock wave, from
a Mach number 10 hypersonic flow, attached at the 5.5 degrees waverider leading
edge along of the lower surface, did not compress the air according to the scramjet
inlet condition requirements, so 20 degrees scramjet inlet compression ramp was
designed to capture the entire air flow compressed by the 5.5 degrees waverider
leading edge and to provide the ideal conditions for the scramjet-powered by hydro-
gen. Further, a 15 degrees expansion ramp surface, with rounded sides, was added
to accommodate a scramjet nozzle and to avoid high vertical flow in the region.

4 Brazilian 14-X Hypersonic Aerospace Vehicle Internal
Configuration

The 14-X Hypersonic Aerospace Vehicle will need several subsystems to the atmo-
spheric free flight be operational and, also, to monitor the flight and the scramjet-
hydrogen powered at Mach number 10, Fig. 4.
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Fig. 3 Schematic view of 2-D waverider scramjet-airframe integrated.

Fig. 4 Schematic internal lay-out of 14-X Hypersonic Aerospace Vehicle.

Where: 1 - Batteries; 2 - Power control unit; 3 - Flight management unit; 4 - Data
acquisition system; 5 - Hydrogen tank; 6 - Water tank - cooling system; 7 - Ignition
system; 8 - Nitrogen tank for pressurization system; 9 - Actuators; 10 - Control
unit actuators; 11 - Pump cooling system; 12 -Solenoid for ignition systems and
pressurization; 13 - Telemetry system; 14 - Transponder; 15 - GPS.

Besides basic external configuration and the subsystems needed for the atmo-
spheric free flight of the 14-X Hypersonic Aerospace Vehicle be successful, other
design elements are needed as materials, structures, thermal protection system, etc..
This is due to the fact that a hypersonic vehicle powered airbreathing propulsion
displays from its concept high degree of integration of their subsystems such as
the combustor and the air inlet, aerodynamic heating and structure, and coupling of
motion in the longitudinal and lateral axes [7].

The Hypersonic Accelerator Vehicle will accelerate the 14-X Hypersonic
Aerospace Vehicle to 30 km altitude reaching a desired speed (of approximately
1,800 m/s, Mach number 10, Fig. 5.

In this condition, the 14-X Hypersonic Aerospace Vehicle will separate of the 2
stage rocket engine of the Hypersonic Accelerator Vehicle. The scramjet will be op-
erational for about 4-5 seconds in upward flight of the 14-X Hypersonic Aerospace
Vehicle. After scramjet engine demonstration will be completed, the 14-X
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Hypersonic Aerospace Vehicle will follow the ballistic flight. After reaching the
apogee, the 14-X Hypersonic Aerospace Vehicle will follow the descending flight
to splash into the Atlantic Ocean. Both Hypersonic Accelerator Vehicle and 14-X
Hypersonic Vehicle will not be recovered.

Fig. 5 Brazilian 14-X Hypersonic Aerospace Vehicle in ballistic trajectory.

Based on the dynamic pressure at 30 km altitude, the subsystems on-board of the
14-X and the materials available, the internal configuration, Fig. 6, is proposed for
further thermal protection system and structural analyses definitions.

Fig. 6 Internal configuration of the Brazilian 14-X Hypersonic Aerospace Vehicle.

The preliminary Computational Structural Analysis of the 14-X Brazilian Hyper-
sonic Aerospace Vehicle, Fig. 1, using the software ANSYS - Workbench, which is
able to obtain structural analysis results to be provide the stringers and ribs wrap-
pers suitable for coating to the flight regime. The ANSYS software simulates loads
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faced by the vehicle during the transatmospheric flight hypersonic regime, deter-
mining the correct size of the elements to make up the 14-X Hypersonic Aerospace
Vehicle.

Fig. 7 Aerodynamic load of the 14-X Hypersonic Aerospace Vehicle.

5 Conclusion

The Prof. Henry T. Nagamatsu Laboratory of Aerothermodynamics and Hyperson-
ics, at the Institute for Advanced Studies (IEAv), is developing the 14-X Hypersonic
Aerospace Vehicle. External as well internal configuration of pure and scramjet in-
tegrated studies are needed for the next step, i. e., to structural analysis of the 14-X
Hypersonic Aerospace Vehicle.
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Particle-Impact Ignition Measurements
in a High-Pressure Oxygen Shock Tube

Mark W. Crofton, Phillip T. Stout, Michael M. Micci, and Eric L. Petersen

1 Introduction

Metal particle contamination is a concern for liquid rocket engines that use enriched
O2 at high pressure. It is believed that under some engine conditions contaminant
particle impact could release sufficient kinetic energy to initiate combustion, pro-
viding an ignition source for engine components (e.g., turbine blades) impacted
by the particles, and subsequently a combustion event that eventually consumes
structural materials of the engine. It is important that the combustion properties of
these candidate metal particles be studied for their propensity to cause ignition un-
der rocket-like conditions, to reduce the risk of engine failure. Laboratory study of
such a mechanism under realistic engine conditions is difficult, and data are lack-
ing. Data that reveal the influence of particle mass, kinetic energy, impacted-surface
composition, and environmental conditions on ignition propensity are valuable for
launch programs involving oxidizer-rich, staged combustion engines.

Many investigations have been made on the flammability of various materials
in oxygen-enriched environments. Of particular relevance is the study of ignition
promoted by high-velocity particles [1] and candidate turbopump materials [2], for
which flammability rankings have been made. However, none of these investiga-
tions was performed under the targeted conditions of the present work, which are
relatively extreme with respect to pressure, temperature, and particle velocity.

The combustion of aluminum particles has been extensively studied [3]. Cor-
relations with respect to burn-time dependence on pressure, temperature, particle
size and oxygen concentration have been developed. As expected, higher oxygen
concentration generally leads to faster particle combustion, however temperature
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and total pressure dependence is much less dramatic. Particle ignition may occur
at lower temperatures if the oxide shell is fractured by mechanical stress. Crack-
ing and fragmentation of impacting particles has been studied under various cir-
cumstances [4, 5, 6], although not at the extreme temperature-pressure-velocity
conditions of the present experiment. Threshold velocities exist, beyond which the
complex process of fragmentation can occur.

Extensive fragmentation would not be surprising under the present test condi-
tions, and some evidence exists for this [7]. In addition, deformation, erosion, spal-
lation and other phenomena occur [8]. The kinetic energy of impact will rapidly
elevate the temperature at the collision zone, as shown by recent simulations of
aluminum particle collisions on a solid nickel target [9], possibly to the melting
temperature [10, 11]. Test conditions that span a wide range of pressure, tempera-
ture, particle size, and velocity are necessary to learn the importance of the relevant
parameters and elucidate the underlying physics and chemistry. Targeted pressure is
in the 2000 - 10000 psia (14 - 68 MPa) range, with temperature between 500 and
1300 K, and flow/particle velocity from 200 to 1000 m/s. The desired size range for
the aluminum particles is 100 to 2000 μm. These conditions include those relevant
to the oxygen-rich liquid rocket engine environment of interest.

The shock-gun apparatus employed herein achieves these somewhat extreme
conditions by utilizing a shock wave to compress the oxygen test gas to high temper-
atures and pressures. Details on the facility are described below, followed by some
recent results using aluminum particles that show clear evidence of impact-induced
particle ignition.

2 Apparatus

The particle-impact shock tube, described in detail elsewhere [12], consists of driver
and driven sections separated by a diaphragm. With its 2-m length, the driven sec-
tion is much longer than the driver, and its 6.4-mm bore diameter is larger than the
4.8-mm driver bore. Beyond the exit plane of the small bore defining the driven sec-
tion is an expansion region (see Fig. 1) where a particle-impact target is placed or,
alternatively, a cone for measuring oblique shock angle and thereby obtaining flow
speed. A Haskel AGT-30/75 booster pump provides helium at about 16,000 psi to
the inlet of the driver pump. The latter is driven by a high-torque stepper motor with
large gear ratio. The diaphragms used primarily for the tests herein typically burst
at about 33,000 psi, but other burst pressures are easily selectable.

Piezoelectric pressure sensors (PCB model 113B23) mounted along the barrels
provide shock wave timing information, used to obtain the incident shock wave
velocity VS at the exit plane of the tube. From VS, oxygen fill pressure and com-
position, the temperature, gas velocity and pressure behind the incident shock wave
are calculated [13]. The P(1) pressure transducer is approximately 80 mm upstream
of the target and is the transducer closest to the tube exit plane.

A solid metal target disc is positioned in the expansion region to intercept par-
ticles entrained in the gas flow. A cartridge heater (250 W, CCI Thermal), placed
inside the target mount assembly, heats the target disc which is screwed onto the
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Fig. 1 Detailed schematic for the test section region, showing impingement target, exit plane
where the incident shock wave expands, and optical access windows. Windows and their opti-
cal access channels to the small center bore were plugged to achieve maximum shock strength.

end. A surface temperature of greater than 400 ◦C is achievable by this means, how-
ever the setpoint for the present measurements was about 80 ◦C.

Aluminum particles with a broad size distribution were procured from Alfa Aesar
and sorted using a shaker system incorporating numerous mesh pans for different
size particles. The most common particle group used in the present experiments was
500-600 microns, shown in Fig. 2. The particles have irregular shapes and can be
considerably larger in another direction than that of the indicated dimension, due to
the sorting mechanics. Particle samples with smaller size were also used.

A high-performance monochrome camera (VRI/V710) with a 105-mm Sigma
macro lens was used for flow and particle imaging work. Collimated light from
a H55 headlamp bulb provided backlighting for obtaining shadowgraph images; a
Schlieren setup was not necessary. For a particle velocity of 750 m/s and a 7.5-mm
wide traversal across the viewing region to the target, a 3-frame imaging sequence
across the transit requires a 300-KHz frame rate and sub-μs shutter duration. The
V710 is just able to meet these specifications. For the current experiments, the cam-
era was operated with a 3.8-μs frame interval and 0.7-μs exposure. An Edmund
Optics E-ZOOM6V microscope with a 2048×1536 video camera was used to cap-
ture images of target surfaces following particle impingement experiments.

A shock wave is formed upon the rapid bursting of the diaphragm, causing the
oxygen to flow at transonic velocities with elevated temperatures and pressures.
Achievement of the proper conditions is coupled to the Mach number of the shock
wave propagation, which is related to the ratio between diaphragm burst pressure
and oxygen fill pressure. The gas flow elevates particles from a small cup machined
into the tube wall, and accelerates them to high speed. The pressure at the target is
elevated considerably due to the formation of a normal shock just upstream of its
surface. This pressure can be obtained by applying normal shock relations for the
particular conditions of the experiment [12].
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3 Results

Conditions in the target region vary with time; to determine the conditions at the
target plane, separate experiments were performed wherein the target was replaced
by a cone. The tip of the cone is in the location where the target plane would be,
and the resulting conical shock wave attached to the cone during characterization
experiments was visualized using the shadowgraphy system. From the angle of the
conical shock wave, the local Mach number and hence temperature and pressures
can be estimated. Figure 2 illustrates this fact with the output of the P(1) transducer
(i.e., the last pressure sensor before the exit plane of the shock-tube barrel) and im-
ages of the cone with an attached oblique shock wave. The pressure at the transducer
is more than double its initial value at shock wave arrival, from 200 to 900 μs later,
due to boundary layer effects in the small-diameter shock tube [12].

A series of test runs was performed with a diaphragm burst pressure of about
32,000 psi with the driven section filled with 150 psi of pure oxygen. The typical
pressure at the target when the particles first arrived was on the order of 1990 psi,
corresponding to 1070 K, and target impingement velocity for the 500-600 μm par-
ticles was on the order of 750 m/s. This set of parameters is called the standard
condition in this report. These conditions are based on cone experiments run for the

t = 0.325 ms

t = 0.400 ms

t = 0.475 ms

t = 0.550 ms

t = 0.625 ms

t = 0.700 ms

t = 0.775 ms

t = 0.850 ms

t = 0.925 ms

t = 1.00 ms

t = 1.50 ms

t = 2.00 ms

Fig. 2 P(1) pressure transducer raw signal and oblique-shock shadowgraphs for diaphragm
burst pressure of 20,800 psi and test gas (air) fill pressure of 152.7 psi. The conical object was
positioned where the target would be so that the local Mach number could be discerned from
the angle of the conical shock wave. P(1) is the pressure reading closest to the exit plane of
the tube barrel.
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same experimental condition (32,000 psi driver with 150 psi driven pressure), us-
ing the conical shock angle to determine the flow Mach number in front the target.
With the target in place, this supersonic flow will go through a normal shock wave,
and the pressure and temperature after this normal shock is what is used to estimate
the conditions in front of the target. From the schlieren oblique shock images, there
is evidence that the jet changes position around the midpoint of the particle arrival
times, leading to estimated target pressures and temperatures as high as 3900 psi and
980 K. Figure 3 shows the result of a single test run at the standard condition, using
a Monel 400 target disc. It is apparent that the impacts and resulting combustion
events had a significant effect on target appearance. The data plotted in the bar chart
in Fig. 3 suggest that impacting-particle combustion probability may be influenced
by the target composition.
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Fig. 3 Photographs of Monel 400 disc after 500-μm aluminum particle impacts under stan-
dard conditions. The surface is significantly changed by the impacts and combustion events.
Image in the middle is a magnified view of the circled region on the left image. Ruler spacing
is 254 m. Right plot: number of ignition events for the standard condition, as a function of
the target material.

Fig. 4 Left plot: approximate particle arrival distribution as determined by counting ignition
events, with signal from the P(1) pressure transducer (closest to tube exit). Right images:
series of four frames for the standard test condition (3.7-μs interval).
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Particle arrival distributions are very repeatable for a fixed set of shock-tube con-
ditions. Information about the distribution can be obtained from a pressure trans-
ducer placed at the target position, as previously done [12], or from the observed
rate of particle ignition events as recorded by the camera system. An example of the
latter is shown in Fig. 4, where number of observed events during about 30-μs time
intervals are plotted. The plot in Fig. 4 suggests that most particles arrived at the
target 300 to 700 μs after the incident shock wave arrived. An interesting example
of particle combustion dynamics is shown on the right half of Fig. 4.
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Limiting Contractions for Starting
Prandtl-Meyer-Type Scramjet Inlets
with Overboard Spillage

N. Moradian and E. Timofeev

1 Introduction

The air inlet is a crucial component of hypersonic airbreathing engines, which
should decelerate and compress airflow with minimum losses. For efficient engine
operation the inlet must be started, i.e., all incoming supersonic flow must be cap-
tured and the flow inside the inlet must be predominantly supersonic. Kantrowitz
and Donaldson [1, 2] established the classical theory of flow starting in converging
ducts. According to the theory, the limiting duct area ratio for spontaneous starting
(or self-starting) is based on the flow condition at which a normal shock is positioned
exactly at the duct entry and the post-shock subsonic flow isentropically accelerates
along the duct to become sonic at the duct exit (i.e., the choked throat is considered).
It is assumed that the flow is quasi-one-dimensional and quasi-steady. For exit-to-
entry area ratios exceeding the limiting values, which depend on freestream Mach
number, the duct (inlet) flow would start on its own, upon the increase of freestream
velocity from zero to the required value. As follows from the Kantrowitz theory, lim-
iting contractions for starting lead to low contraction inlets, which do not provide
sufficient compression for scramjet operation. Practical, high-contraction inlets do
not satisfy the Kantrowitz self-starting condition and would not start spontaneously.
This constitutes a well-known inlet starting problem.

The basic inlet starting methods are overspeeding, variable geometry and perfo-
rated diffusers. In the overspeeding technique, a supersonic vehicle is accelerated to
a Mach number exceeding the Kantrowitz limit for the given area ratio to achieve
started flow. Then, it is decelerated to the design point. The usefulness of the tech-
nique is limited since it works only for low contraction (high exit-to-entry area ratio)
inlets [3]. Another method used to start an inlet is to change its geometry so that to
increase the area ratio [3]. In the perforated diffuser technique, the exit flow area
is effectively increased by opening holes or slots in the inlet walls to achieve the
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self-starting condition [4, 5]. The additional mechanical complexity needed to open
and close the perforations or change the exit area, represents a certain disadvantage
of these techniques.

The overboard spillage is another method to improve startability of inlets. It is
probably the simplest one since it does not require any additional mechanisms/arran-
gements, except properly designed geometry of the inlet itself. The external com-
pression part of the inlet with overboard spillage reduces the flow Mach number
in front of the fully enclosed (internal compression) part, which has higher exit-to-
entry area ratio than the overall area ratio of the inlet. This effectively brings the
inlet above the Kantrowitz limit, resulting in started flow.

Many researchers investigated, both experimentally and numerically, a number
of highly integrated scramjet ramp-type inlet concepts in which overboard-spillage-
assisted starting plays a role (e.g., [6], [7]). Two-shock inlets and Prandtl-Meyer
inlets are two families of ramp-type inlets with a simple, planar (two-dimensional)
geometry. Veillard et al. [8] considered a parametric family of two-shock inlets as a
whole and determined the designs resulting in the minimum exit-to-entry area ratio
Ae/Ai still ensuring self-starting. In other words, they showed how to maximize the
overboard spillage effect within the geometrical constraints of the given inlet family.
They formulated the strong shock design principle, which stipulates that if the two-
shock inlet is designed with strong reflected shock, its self-starting characteristics
are very close to the ultimate limit, which is achievable in principle for the two-
shock inlet family.

In this study, we generalize the startability analysis [8] for the Prandtl-Meyer in-
lets. When the Prandtl-Meyer compression fan is used to decelerate and compress
the incoming flow, the stagnation pressure loss is reduced and the efficiency is in-
creased, which makes the inlets more practical as compared to two-shock inlets. In
the next section, the minimum self-starting (Kantrowitz) area ratio is determined for
all possible combinations of the parameters defining the inlet family: the freestream
Mach number, M∞, and the flow deflection, δ , across the Prandtl-Meyer compres-
sion fan.

2 Theoretical Analysis of Overboard-Spillage-Aided Starting
for the Prandtl-Meyer Inlet

The Prandtl-Meyer inlet (Fig. 1a) consists of a compression ramp and a cowl, sim-
ilarly to two-shock inlets. However, the surface of the ramp is concave rather than
straight. Its geometry is defined to produce an isentropic Prandtl-Meyer compres-
sion fan centered at the cowl leading edge (instead of an oblique shock wave in the
case of a two-shock inlet). In other words, the ramp surface represent a streamline of
the centered Prantdl-Meyer compression flow. Across the fan, the flow Mach num-
ber is decreased from its freestream value M∞ to M2, while the flow is deflected by
angle δ . These three parameters are related via

δ = ν(M∞)−ν(M2) , (1)
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Where ν is the Prandtl-Meyer angle. Downstream of the concave portion of the
ramp, there is a straight section which becomes horizontal (parallel to the internal
surface of the cowl) after the ramp trailing edge. The uniform post-compression fan
flow is deflected back by angle δ via an oblique shock wave attached to the cowl
leading edge. If the oblique shock terminates at the ramp trailing edge (as shown in
Fig. 1b), it is said that the inlet is “on-design.” The flow Mach number downstream
of the oblique shock is M3.

The family of Prandtl-Meyer inlets can be defined using three parameters: for
instance, the freestream Mach number M∞, the deflection angle δ , and the exit-to-
entry area ratio Ae/Ai. Instead of the deflection angle, it is also possible to use Mach
number M2 or the fan angle ϕ (Fig. 1).
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Fig. 1 Schematics of Prandtl-Meyer inlet geometry: (a) A general Prandtl-Meyer inlet; (b)
On-design Prandtl-Meyer inlet

For the subsequent analysis, we denote the areas corresponding to each Mach
wave in the compression fan (or in other words, to the lines connecting each point
on the Prandtl-Meyer surface with the cowl leading edge) as S (see Fig. 1). In the
problem under study it is convenient to normalize it by the area Si corresponding to
the first (upstream) Mach wave where the Mach number is equal to M∞. From the
theory of Prandtl-Meyer flow it can be derived that

S
Si

=
f (M)

f (M∞)
, with f (M) =

[
γ − 1
γ + 1

(M2 − 1)+ 1

] γ+1
2(γ−1)

. (2)

The startability analysis also requires to establish the external and internal (in other
words, fully enclosed) compression sections of the inlet. This is done, similarly to
[8], by introducing the normal line drawn from the cowl leading edge to the ramp
surface. The respective area is denoted as As in Fig. 1. The internal compression
section of the inlet is downstream from the normal line while the external compres-
sion one is upstream from it. Taking into account that Si = Ai/sinαi = AiM∞ and
S2 = As/sinα2 = AsM2 (with α being the Mach angle), we get for the area ratio of
the external compression section:

As

Ai
=

f (M2)

f (M∞)

M∞

M2
. (3)
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According to the quasi-1D Kantrowitz theory, the flow in the internal compres-
sion section starts spontaneously if its area ratio Ae/As is equal or higher than the
limiting value (Ae/As)k, which is a function of the Mach number M2. Then the lim-
iting area ratio for self-starting of the overall inlet can be expressed as:(

Ae

Ai

)
k
=

(
Ae

As

)
k

As

Ai
, (4)

where the ratio As/Ai is given by Eq. (3). The right hand side of Eq. (4) is a function
of M∞ and δ (via M2) only. It provides the minimum self-starting area ratio for the
given pair (M∞,δ ). Equation (4) is shown graphically in Fig. 2 as an elevated area-
ratio surface on the M∞ − δ plane; above the surface, the inlet starts spontaneously.

Fig. 2 The Kantrowitz surface (the limiting area ratio for spontaneous starting) for Prandtl-
Meyer inlets. The thin line on the surface corresponds to the detachment of the reflected shock
from the cowl leading edge

Unlike the Kantrowitz surface for two-shock inlets, which exhibits a minimum,
the self-starting surface for the Prandtl-Meyer inlets slopes down monotonically
with increasing deflection angle. Therefore, for a given freestream Mach number,
the best starting characteristics are achieved at the highest possible deflection angle.
However, there are two additional constraints on the deflection angle to be taken
into account. First of all, to apply the Kantrowitz theory to the internal compression
section, the flow at the cross-section As must be uniform. This, in turn, leads to the
requirement that the normal line from the cowl leading edge must hit the straight
portion of the ramp, with the limiting case being when it comes to the trailing edge of
the ramp (so called “normal line design”). Then we arrive at the following constraint
on the deflection angle: (Ae/As)k ≤ cosδ . It is seen in Fig. 2 that the maximum
deflection angle decreases with decreasing M∞. Another constraint is related to the
fact that at high deflection angles the detachment of the reflected oblique shock from
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the cowl edge may occur, thus rendering the flow unstarted due to some spillage
near the cowl leading edge. At each Mach number M2 of the flow downstream of
the Prandtl-Meyer compression fan, the maximum possible deflection angle, δmax,
is calculated. The respective line, visible on the elevated surface in Fig. 2, separates
the (M∞,δ ) region, where the shock detachment occur, from the region, where the
oblique shock remains attached.

To have an on-design inlet, the reflected shock of area L (see Fig. 1b) from the
cowl leading edge should be terminated at the trailing edge of the ramp. It is to be
noted that there are two on-design solutions: with weak (lower shock angle σ2) and
strong (higher shock angle σ2) reflected shocks. The on-design constraint on the
inlet geometry follows from Fig. 1b:

L =
Ae

sin(σ2 − δ )
=

As

sinσ2
. (5)

Figure 3a shows the area ratios required for spontaneous inlet starting at free-
stream Mach numbers from 1 to 8 (the Kantrowitz lines) for various Prandtl-Meyer
inlets. The most important observation from the figure is that the limiting self-
starting area ratio for the entire family of Prandtl-Meyer inlets (long dash line) is
very close to the Kantrowitz line of the Prandtl-Meyer inlet with the strong reflected
shock.
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Fig. 3 (a) The Kantrowitz (or self-starting) lines for various Prandtl-Meyer inlet designs;
from top to bottom: for fully enclosed ducts (the classical Kantrowitz line; dash-double dot-
ted); for Prandtl-Meyer inlets with weak second shock (dash); for Prandtl-Meyer inlets with
strong second shock (thin-solid); the line of reflected shock detachment (long dash; projection
of the line on the elevated surface (Fig. 2) onto (Ae/Ai −M∞) plane); for Prandtl-Meyer in-
lets with normal-line design (dash-dotted). Isentropic line is also shown at the bottom (thick-
solid); (b) The comparison of numerical and theoretical limiting area ratios for self-starting
at M∞ = 3
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3 Numerical Starting Simulations

To verify the derived limiting contractions, numerical simulations using a locally
adaptive unstructured finite-volume Euler code [10] are performed. In the course
of numerical starting experiments, Prandtl-Meyer inlets are accelerated from zero
velocity to the final Mach number with acceleration of a = 1000g, which, according
to the study by Tahir et al. [9], still does not violate the assumption of quasi-steady
flow. It is verified that the difference with the results for a = 100g is insignificant.
The grid convergence studies show that three refinement levels are appropriate for
the present study. At M∞ = 3, three Prandtl-Meyer inlets with deflection angles of
12.598◦, 16.747◦, and 21.749◦ are simulated. Their minimum self-starting area ra-
tios are determined and shown in Fig. 3b. The uncertainty of the numerical results
(the difference in the area ratio between the started and unstarted cases) is equal to
0.001. It is clear that the numerical results are very close to the theoretical ones.

4 Conclusion

In the present paper, limiting contractions for starting Prandtl-Meyer-type inlets
with overboard spillage alone have been obtained and verified by numerical sim-
ulations. It has been found that the limiting self-starting area ratio for the entire
family of Prandtl-Meyer inlets is close to the Kantrowitz line of the Prandtl-Meyer
inlet with the strong reflected shock. This finding is in agreement with [8], where
the same conclusion is made for two-shock inlets. Thus, the strong shock design
principle suggested in [8] appears to be rather general. Clearly, the improved starta-
bility comes at the expense non-uniform exit flow (usually, inlets are operated with
a weak reflected shock rather than a strong one). The degree of non-uniformity and
its possible consequences for the combustor flow is the subject of current studies.

Acknowledgments. The present study is supported in part by the NSERC Discovery grant
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Interaction between Combustion and Shock
Wave in Supersonic Combustor

Lihong Chen, Fei Li, Tian Wan, Zhi Li, and Hongbin Gu

1 Introduction

Interaction between shock wave and combustion is very important for supersonic
combustion. For scramjet, isolator is a key element to withstand the high pressure
due to combustion and to avoid the unstart of the inlet. Therefore, the flow is very
complex in isolator and combustor because of the interaction between combustion
and shock wave. Usually, there are two modes of combustion in scramjet: supersonic
mode and subsonic mode. Many researches have already shown how to achieve
dual-mode scramjet to obtain better engine performance [1] [2] [3].

However, the mechanism of dual-mode combustion is still unclear. In this paper,
experimental and numerical investigations were attempted for better understanding
of the dual-mode combustion for scramjet applications.

2 Methodology

The experiments were performed in the direct-connected supersonic combustion test
facility, of which the inlet vitiated air with high temperatures and high pressures was
prepared by burning hydrogen and then supplying oxygen. Fig.1 was the schematic
of the facility where the flow direction is from left to right, and Fig.1(a) is a side-
view and Fig.1(b) is a topview. It consisted of heater, supersonic nozzle, isolator,
combustor and exhaust. The Mach number of the main flow at the inlet of the isola-
tor was Mach 1.8 and 2.5 respectively. The fuel was ethylene, and injected into the
main flow upstream of the two cavities as indicated in the figure.

The optical windows were settled at four positions, corresponding to the entrance,
the cavity 1, 2, and the exit. Three types of optical measurements: schlieren, TDLAS
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Fig. 1 Direct-connected SCRAMJET test facility.

[4] (Tunable Diode Laser Absorption Spectroscopy) and CH emission were applied
in the experiment. The schlieren pictures and CH images were taken by a high-
speed camera. As shown in Fig. 1, there are six beams of TDLAS used, to measure
the static temperature, the velocity and the H2O concentration of the combusted gas.

The static pressures along the central line were measured, which gives a pressure
distribution along the combustor.

The full unsteady Navier-Stokes equation was solved by using data-parallel line
relaxation [5]. Menter’s k-ω with a compressibility correction for high Mach num-
ber flow was used for the simulation of the turbulence. The convective terms of
the governing equations are calculated with a third-order upwind MUSCL-TVD
scheme, and the diffusion terms are discretized with a second-order central scheme.
The unsteady term is approximated with a second-order scheme, and dual time-step
method was used. The reaction mechanism for ethylene is a 10 species, 8 step re-
duced mechanism [6].

3 Results and Analyses

Based on the experimental and numerical results, three modes of the interaction
between combustion and shock wave can be observed. The first is the supersonic
mode, which the main flow remains supersonic but the reaction zone is subsonic.
The second is the subsonic mode, of which the flow downstream of the shock waves
is fully subsonic. The third is the oscillation mode, i.e. the flow pattern changes
between subsonic and supersonic with a frequency.

Fig.2 - 4 shown the typical results for the supersonic mode. Fig.2 shown the
steady results. Fig.2(a) was the static pressure along the central line of the wall. The
isolator was from x = 0 to x = 400 mm. In the region of x < 400 mm, the pres-
sure distribution kept unchanged after combustion, but the pressure of x > 400 mm
increases due to combustion. The static temperature profile at exit was shown in
Fig.2(b), which was measured by TDLAS scanning. The position H = 0 denotes the
wall with fuel injections and cavities. As shown in Fig.2(b), the temperature was not
uniform and gives a peak of approximately 1400K at a location closer to the wall
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Fig. 2 Typical Profile for supersonic combustion mode; (a): Static pressure distribution along
central line; (b): Static temperature at exit.

Fig. 3 Schlieren pictures at different moments (from optical window 2).

Fig. 4 CH (430nm) emission pictures at different moments (from optical window 2).

with cavities. It implies the combustion occurs only in the vicinity of the wall with
fuel injection and cavity.

Fig.3 and Fig.4 demonstrates the establishment of the steady state as a function of
time. Fig.3 was the schlieren pictures at different moments. The pictures were taken
from optical window 2, as shown in Fig.1. The flow direction is from right to left.
The cavity is on the top. The combustion started at the trailing edge of the cavity, as
shown in image 1 of Fig.3. Then the main flow was compressed due to the pressure
rise inside the cavity. The flow near the cavity then slowed down, which enhances
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the fuel/air mixing and reaction. The pressure inside the cavity increased further to
push shock waves further upstream. Finally, the shock waves and the combustion
approached a balance and a steady state was established. In this supersonic mode,
the reaction occurs in a limited region near the cavity and the main flow remained
supersonic. This flow change can also be shown in Fig.4 with the results of CH
emission at different moments. Since CH is a very active radical, the intensity of the
CH emission can be used to indicate the reaction zone. It is clearly shown in Fig.4
that the combustion started from the trailing edge of the cavity, and finally stabilized
on the leading edge.

If the reaction is strong enough, the supersonic combustion would not be sus-
tained. Fig.5-7 show the typical results for subsonic combustion mode.

Fig. 5 is the numerical schlieren images of the starting process. The flow direction
is from left to right. The first image shows the original shocks generated by the
fuel injection and cavity. Then the fuel ignited and caused the high temperature
zone inside cavity. This zone expanded and compressed the main flow, causing the
expansion wave at the leading edge of the cavity turns to a oblique shock. This
shock propagated upstream due to the combustion, and finally, the oblique shock
wave moved into the isolator and the downstream flow became subsonic.

Fig.6 is the related experimental schlieren pictures. In first image, there was only
the bow shock induced by the fuel injection. After ignition, the pseudo-shock waves
were generated. This shock train moved upstream as the combustion continues. Fi-
nally, the shock was moved further upstream and no shock wave can be observed in
the window, which corresponds to the subsonic combustion mode.

Fig. 5 Numerical schlieren pictures at different moments.

Fig. 6 Schlieren pictures at different moments (from optical window 1).
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Fig. 7 Typical Profile for subsonic combustion mode; (a): Static pressure distribution along
central line; (b): Static temperature at exit.

After the flow reaches a steady state, the pressure distribution of the subsonic
mode is completly different from that of the supersonic mode. As shown in Fig.7(a),
the pressure is very high in the isolator which indicates the existence of the shock
waves. Fig.7(b) gives the static temperature at exit. Compared to the value without
combustion, the temperature increases significantly, which indicates a high efficient
reaction. Because it was subsonic mode, the static temperature was close to the total
temperature, so the temperature was much higher than that of the supersonic mode
as shown in Fig.2(b).

Between the above two stable combustion modes, there is an unsteady mode, so
called the oscillation mode. In this case, because the combustion was not intensive
enough to support the high pressure level, the shock train would oscillate upstream
and downstream. The TDLAS results at optical window 1 are shown in Fig.8 and
an oscillation at a frequency is obvious. The base line corresponds to the supersonic
entrance, which has a lower static temperature, lower H2O concentration, and higher
velocity. In supersonic combustion mode, the reaction does not affect the upstream,

Fig. 8 Parameters by TDLAS (from optical window 1).
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so the parameters remained the original supersonic entrance condition. The peaks in
Fig.8 are related to the subsonic mode. Because of the movement of the shock, the
temperature and H2O concentration increased but the velocity decreased. Fig.8 also
shows that the frequency of such an oscillation was almost a constant, which was
about 10Hz.

4 Conclusion

In terms of the experimental and numerical investigations, the following conclusions
can be drawn:

(1) The strength competition between combustion and compression is the major
factor to determine different modes in scramjet.

(2) When the combustion is strong enough, the main flow is compressed, and the
shock wave propagates upstream and generates a subsonic mode.

(3) When the reaction only occurred in a limited region, the flow may be divided
into two parts: supersonic main flow with shock trains and subsonic reaction
zone.

(4) When the combustion is not strong enough, the oscillation would happen. The
flow mode would change between supersonic and subsonic.

The project is supported by the National Natural Science Foundation of China
(11002148 and 10772188).

References

1. Eklund, D.R., Baurle, R.A., Gruber, M.R.: Numerical Study of a Scramjet Combustor
Fueled by an Aerodynamic Ramp Injector in Dual-Mode Combusion. AIAA Paper 2001-
0379

2. Choi, B., Goto, M., Mizushima, H., Masuya, G.: Effects of Heat Addiction and Duct
Divergence on Pseudo-shock Waves, ISABE-2007-1235

3. Suguyama, H., Tsujiguchi, Y., Honma, T.: Structure and Oscillation Phenomena of
Pseudo-Shock Waves in a Straight Square Duct at Mach 2 and 4, AIAA 2008-2646

4. Yu, X.L., Li, F., Chen, L.H., Chang, X.Y.: Spatial resolved temperature measurement
based on absorption spectroscopy using a single tunable diode laser. Acta Mechanica
Sinica 26, 147–149 (2010), Technical note

5. Wright, M.J., Bose, D., Candler, G.V.: A Data-Parallel Line Relaxation Method for the
Navier-Stokes Equations. AIAA Journal 36(9), 1603–1609 (1998)

6. Mawid, M.A., Sekar, B.: Kinetic Modeling of Ethylene Oxidation in High Speed Reacting
Flows. AIAA Paper 1997-3269



Part XVI
Richtmyer-Meshkov



Effects of Initial Conditions on Mixing in
Richtmyer-Meshkov Turbulence Experiments

K. Prestridge, S. Balasubramanian, and G. Orlicz

1 Introduction

Often, and especially in canonical turbulence research, the belief is that initial con-
ditions wash-out and the turbulence develops to a universal self-similar state [1, 2].
However, recent numerical work [3, 4] has shown that this hypothesis hold true
only for some flows, and that the buoyancy driven (Rayleigh-Taylor) turbulence is
dependent upon initial conditions, and a self-similar state has not been measured in
experiments. Similarly, R-M flows, driven by a shock wave, have a time-dependent
mixing evolution that is also dependent upon initial conditions [5, 6, 7, 8]. In this
present study we focus on improving our understanding of the nature of initial con-
ditions on R-M mixing.

For our present experiments, we use the Los Alamos horizontal gas shock tube
facility, described in detail in Orlicz et al. [9] and pictured in Figure 1. The cross
section of the shock tube is 76.2 mm square, to the end of which a test section 45
cm long is adapted allowing us to study the R-M instability and mixing after shock.
Each experiment begins with a varicose, heavy gas curtain of SF6, surrounded by
ambient air, that is accelerated by a Mach 1.2 shock. First-shock initial conditions
are pictured in Figure 2, which shows a two-dimensional density field imaged 20
mm from the top of the nozzle exit, and the corresponding power spectrum of the
density field. The spanwise (y) 1-D power spectrum is obtained by averaging over
5 pixels in the streamwise (x) direction near the center. The primary wavelength, λ,
is seen here, with small scale noise overriding the dominant wave mode. The small
scale fluctuations caused by random noise present in the laboratory experiments are
captured using the power spectrum.

In order to study the effects of varying amplitude and wavelength of the interface
on mixing of the two fluids, we change the reshock timing such that different flow
morphologies are hit with the reflected shock that comes off a moveable end wall

K. Prestridge · S. Balasubramanian · G. Orlicz
Physics Division, Los Alamos National Laboratory
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Fig. 1 Horizontal gas shock tube facility.
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Fig. 2 Initial conditions of the gas curtain. Figure a, on the left, shows the volume fraction
of density of the curtain and its spanwise periodicity. Shock moves from left to right when
traversing the initial conditions. Figure b, on the right, shows the power spectrum of the initial
conditions.

present inside the shock tube. By varying the position of the end wall, we can change
the reshock timing. In the following section, we present the experimental measure-
ments of the density field of the shocked (and reshocked) gas curtain using acetone
Planar Laser Induced Fluorescence (PLIF). The PLIF images have been calibrated
against a known mixture of SF6 (≈ 60%), air (≈ 20%) and acetone (≈ 20%) at the
20 mm plane, measured using mass spectrometry and a calibration test cell.
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2 Experimental Results

After the first shock impacts the stably flowing varicose initial conditions, the R-M
instability starts to develop and the flow is allowed to evolve. By varying the end
wall position, the time at which the reflected shock hits the evolving interfaces can
be varied. Figure 3 shows four different time series of gas curtain experiments, with
reshock occuring at time t =90, 170, 280 and 385 μs. The morphologies underneath
the white bar in each time series are those that occur after reshock.

In order to understand and quantify the differences in the reshock initial condi-
tions at different times pictured in Fig. 3, we use a metric developed by Ristorcelli
et al. [10]. The metric, κδ, is based upon δ, the thickness of the interface, and κ the
frequency of the interface at a line through the center of mass in the spanwise direc-
tion. For a single-mode interface, κ = 2π/λ, but for a multi-mode interface, κ can
be measured as the number of zero crossings that the density field has over a fixed
span. As the value of κδ increases, the complexity of the interface increases. In the
case of the singly-shocked, varicose gas curtain, the value of κδ over time is shown
in Figure 4. At early times, the compression of the gas curtain after first shock causes
κδ to decrease, then as the interface grows in width, the value increases. At approx-
imately 300μs, there is a discontinuity in the value of κδ. This is when the curtain
changes from a sinuous shape, as shown in Fig. 3b at 165μs, to a series of mushroom
shapes, as shown in Fig. 3d at 315μs. After this discontinuity, κδ increases slowly,
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Fig. 3 Four different sets of experiments, each beginning with the varicose gas curtain (top),
shocked with a Mach 1.2 shock that travels downward. Each experiment is then reshocked at
a different time, as indicated below the white bar crossing the time series. Reshock occurs at
time, t= a) 90 μs, b) 170 μs, c) 280 μs, and d) 385 μs. At late times, approximately t≈200 μs
after reshock, the large variation in mixing that occurs for each of the four cases is visible.
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Fig. 4 Measure of κδ over time for singly-shocked gas curtain. The discontinuity at t=300μs
indicates that the flow will mix differently depending upon whether it is reshocked before or
after the discontinuity occurs.

until another discontinuity at 600μs. For the four experiments illustrated in Fig. 3,
case (a) t = 90μs, κδ = 12, case (b) t = 170μs, κδ = 15 and case (c) t = 280μs,
κδ = 18 have low/moderate κδ values. The increase in κδ occurs at t≈300μs, hence
case (d) at t = 385μs has a very high value, κδ = 35 .

If κδ is an indicator of the complexity of the interface, it may also be a predictor
of mixing after reshock. From Fig. 3, we see visible differences in the density fields
at late times, but quantifying these differences will help us understand the impact of
the initial conditions on mixing. In order to better quantify the mixing of the fluids
after reshock, we look at the power spectral density (PSD) of the instantaneous
concentration (density) field.

Figure 5 shows the PSD of the concentration fields 200-210μs after reshock for
the four experiments from Fig. 3. The two cases (a) & (b) where reshock occurs
with κδ ≤ 15, retain a strong peak at low frequency, indicating that the large scale
structures in the initial conditions are still present in the flow. For the case (c) where
κδ = 18, there is a much smaller magnitude peak at that frequency, and in case (d),
where κδ = 35, the spectrum has broadened and lost significant features at the low
frequencies. Based on spectral information alone, it looks as if the flow has many
smaller scales, and perhaps more significant mixing, for the case where reshock
occurs with a high initial value of κδ. In order to get a clearer understanding of
the mixing process, we also examined the density-specific volume correlation, or
density self-correlation, b(x), [11] where

b(x, y) = ρ′(x, y)
1

ρ(x, y)

′
and b(x) =

∫ Ly

0
b(x, y)dy

Ly
. (1)

As the materials mix, this value should decrease and for homogeneously mixed fluid
the value of b tends to zero. Figure 6 shows b(x). At the edges of the mixing region,
b tends towards zero because it is a single fluid: air. For the case (b), it is clear that
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Fig. 6 Density-specific volume correlation through the curtain (streamwise) for three differ-
ent reshock initial conditions, for structures at t=200-210 μs after reshock. As the value of b
decreases and becomes less periodic, it indicates enhanced mixing and the loss of large-scale
structure in the mixing region. The flow that is reshocked at 385 μs has lost the imprint of the
large-scale structures present at earlier times.
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the periodicity and large-scale structures of the flow remain, and the values of b
are higher than that for the case (d), where the flow appears to be well-mixed, as
indicated by the profile of b.

3 Conclusion

The initial condition dependence of Richtmyer-Meshkov flow was examined by
conducting experiments in a shock tube facility using a varicose gas curtain. The
evolving interface after first shock (strength Mach 1.2) was reshocked at four dif-
ferent times to understand the nature of amplitude, δ, and wavelength, λ, on R-M
mixing. The initial slope of the interface, defined by κδ, was used as a metric for
reshocking the developing morphology formed by the incident shock wave. The
density fields from these experiments indicate observable differences in the nature
and amount of mixing that were quantified by plotting the power spectra of the con-
centration field and the density self correlation parameter b of late time structure
(t≈200μs after reshock). If the flow were fully molecularly mixed, b tends to zero,
which is not true for the present set of experiments indicating that the flow might be
transitionary to a well mixed turbulent state, also substantiated by the power spectra.
However, velocity data are needed to assist with any conclusions about the turbu-
lent nature of the flow. The density field images are not enough, because the flow
can appear to be ‘mixed,’ but the velocity field might not be turbulent, or the turbu-
lence could be decaying. Finally, these metrics, while not comprehensive, provide
information about the complexity of the flow and could be used to indicate when a
subgrid model might have to be implemented in a simulation.
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Numerical Investigation of Turbulence
in Re-shocked Richtmyer-Meshkov Unstable
Curtain of Dense Gas

Santhosh K. Shankar and Sanjiva K. Lele

1 Introduction

When a shock wave impacts an interface between two fluids, the misalignment of
the pressure and density gradients results in deposition of baroclinic vorticity on
the interface. This leads to the growth of initial perturbations on the interface caus-
ing the phenomenon of Richtmyer-Meshkov instability (RMI) [1]. The RMI pro-
duces turbulent mixing of the fluids which plays an important role in many physical
and technological processes like inertial confinement fusion, supersonic combus-
tion, and impact dynamics of liquids. The RMI is also believed to be the reason
for the increased mixing observed in the optical output of supernova 1987A. Under-
standing this process requires robust numerical algorithms capable of simulating this
highly non-linear flow and high quality repeatble experimental data to validate the
numerical findings. Experimental limitations (difficulty generating a well character-
ized initial interface between two fluids, and diagonostic limitations) and shortcom-
ings of numerical algorithms have constrained detailed explorations of the physics
of this intability. Recent improvements in experimental methods (like membrane-
less techniques to generate an interface) have provided reliable data for numerical
code validation and simulation of this flow to characterize the turbulent mixing be-
tween the fluids. In this work one such configuration of a shock in air impacting
a curtain of cylinders of dense gas is chosen for numerical simulation. The results
are compared to available experimental data [2] and some turbulence statistics are
reported.

2 Numerical Method and Flow Conditions

The problem at hand requires a numerical scheme which is capable of handling mul-
tiple species in the flow-field. Many of the previous computational work on RMI

S.K. Shankar · S.K. Lele
Stanford University, Stanford, CA, USA



330 S.K. Shankar and S.K. Lele

have made use of upwind biased schemes for species interface capturing. How-
ever most upwind biased schemes introduce high numerical dissipation which is not
suitable for flows with wide range of scales even if the formal order of accuracy
of the scheme is high. These schemes are found to be incapable of resolving the
high wavenumber spectrum of the flow-field in either large eddy simulation (LES)
or direct numerical simulation (DNS) setting with reasonable computational cost.
Many of these calculations [3] have assumed that the species in the flow have the
same specific heat ratio which leads to erroneous wave speeds in the flow domain.
In an effort to conduct robust simulation of this multi-component compressible flow
(with turbulence), a compact central difference scheme (6th order) is used to com-
pute spatial derivatives. The scheme is coupled with the localized artificial diffu-
sivity [4] method to capture discontinuities (shocks and material interfaces) in the
flow-field. The n− species are tracked by solving (n− 1) mass fraction transport
equations along with the equation for total density. Time marching of the govern-
ing Navier-Stokes equations is conducted using a fourth order Runge-Kutta scheme.
The highlights of this numerical methodology include: 1) capability to handle dif-
ferent specific heat ratios (in general, different thermodynamic properties) of the
fluids in the domain, 2) automatic deactivation of the artificial diffusivity method in
regions away from strong shocks and density gradients in the flow, hence preserv-
ing the high resolution characteristics of the high order compact central difference
scheme, 3) lower computational cost and ease of implementation. Details of the
scheme and thorough investigation of its performance in various Reynolds number
regimes can be found in [4].

The flow is initialized in three regions: a post-shock region of air, an ambient
region of air and a curtain of heavy gas in the ambient region. The thermodynamic
state of the fluids in the flow domain is shown in Fig. 1. The heavy gas concentration
profile in the curtain region is given by the Mikaelian fit indicated in Fig. 2 where
the parameters (A,B,β ,α ,k) are assumed to be gaussian random variables with mean
(0.7,0.2,-0.04,0.836,1.745) and standard deviation (5,5,10,0.5,0)% of mean. These
are the values reported in the experiment [2] except the std. deviation of k is assumed
to be zero, to maintain the periodic boundary condition in the cross-sectional plane.
A sample line cut of φHeavyGas through the x and z is shown in Fig. 2. Time is
initialized to zero when the incident shock meets the interface. A case of reshock
is also studied, where the incident shock reflects off the end wall and reimpacts the
interface at ∼ 600μs.

The heavy gas is a mixture of SF6 and acetone. The effect of acetone (used as
a tracer species for PLIF visualization purpose) on the flow is found to be non-
negligible [5]. In this study we account for the presence of all the three species-
air,SF6 and acetone. Molecular viscosity μi of the pure species are computed using
the Chapman-Enskog equation (similar model is used for mass diffusivity Di and
thermal conductivity κi). The molecular properties of the fluid mixture is calculated
using Wilke mixing model (for μ and κ) and the Ramshaw self-consistent effective
diffusivity model [6](for D).
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Fig. 1 Initial conditions
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Fig. 3 Temporal evolution of curtain width (a) before and (b) after reshock

3 Results

Accurate characterization of the absolute concentration levels of the species in the
heavy gas mixture at the initial conditions in the experiments is a challenging task
and reliable data of the same is not available. Three simulations with different peak
concentration levels of the heavy gas mixture are conducted. SF6 and acetone com-
posing the heavy gas are assumed to be well mixed and have the peak mass frac-
tion values of (0.80,0.14), (0.70,0.14) and (0.70,0.10). Higher concentration levels
of the heavy gas mixture cause larger vorticity deposition on the interface follow-
ing the shock impact, leading to a larger instability growth rate. The measure of
the curtain width with time shown along with the experimental data [2] in Fig.
2(a)(before reshock) and Fig. 2(b)(after reshock) exhibits this trend. The numer-
ical simulation corresponding to (0.70,0.14) is seen to be in good agreement with
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the experimental data. The following results will correspond to this case. Results are
non-dimensionalized by using a reference length scale lre f = 1mm and a reference
velocity scale ure f = ao

∞(upstream sound speed).

(a) (b) (c) (d)

Fig. 4 Time evolution visualizing iso-surface of φHeavyGas=45% φMax
HeavyGas colored by the

value at time (a) 152 (b) 547 (c) 943 (d) 1247 μs

Temporal evolution of the iso-surface of the heavy gas mass fraction is shown
in Fig. 4. Vorticity deposited by the initial shock impact causes counter rotating
vortex pairs to be formed which result in the mushroom-like shapes (Fig. 4(a),(b)).
Re-shock at 635μs deposits higher energy into the non-linear flow-field causing
the large scale structures to break up and causing a chaotic flow-field at late times
(Fig. 4(c),(d)).

The fluctuating velocity field is defined as: ui′(x,y,z, t) = ui(x,y,z, t)−〈ui〉(x, t)
where the average velocity field is the velocity averaged over the cross section:

〈ui〉(x, t) =
∫ Ly/2
−Ly/2

∫ Lz/2
−Lz/2 ui(x,y,z, t)dydz. A measure of the turbulent kinetic energy

given by TKE= 〈u′iu′i〉 is plotted in Fig. 5. Following the initial shock impact the
TKE in the domain shows a slow decay and a double peak structure after re-shock
followed by a rapid decay. The fluctuating velocity field is characterized by the
histogram at t∼ 715μs plotted along with the experimental data [2] in Fig. 6. While
the span-wise component of velocity shows good agreement with the experimental
data, the stream-wise component is seen to have a double-peak structure. This is
perhaps due to the fact that the velocity measured in the experiments only records the
velocity of the seeded heavy gas and the component of velocity of the surrounding
air is ignored while the numerical result takes into account the velocity field in the
entire domain (including air and heavy gas). The spectra of TKE and variance of
the scalar mass fraction of the heavy gas measured as the sum of two dimensional
spectras computed over the stream-wise extent of the curtain are shown in Fig. 7(a)
and (b). The spectra show a -5/3 slope for more than half a decade. The large scale
structures persistant at the initial times, characterized by the multiple peaks in the
spectra, are seen to transition into smaller scale chaotic motion at late times. Also the
amplification in TKE following reshock (domain integral of the spectra) is evident
from the overall increase in the magnitude of the spectra.
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and after (red) reshock

4 Conclusions

Impulsive acceleration of a dense gas curtain in air is investigated by carrying out
3-d multi-species compressible Navier Stokes simulation of the flow. The growth
of the primary instability is seen to be sensitive to the initial concentration profile
of the species present in the flow requiring accurate characterization of the initial
flow conditions. The reshock destroys the ordered velocity field present in the flow
leading to a transition to turbulent flow causing enhanced mixing of the species
present in the flow. Statistics of the fluctuating velocity field from the numerical
simulations are compared to experimental measurements. Furthur investigation of
the flow-field will be carried out through higher resolution calculations and reshock
at different times. Other configurations like interaction of a planar shock with a
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planar interface between two material, a spherical shock with a spherical interface
between two material are problems being currently investigated.
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Experimental and Numerical Investigations  
of the Inclined Air/SF6 Interface Instability  
under Shock Wave 

T. Wang, J.H. Liu, J.S. Bai, P. Lit, and K. Liu  

1   Introduction 

When the material interface separating two different fluids is accelerated by  
shock wave, a hydrodynamic instability happens, which is well known as  
the Richtmyer-Meshkov instability (RMI) [1,2]. The physical mechanism for the 
occurrence of RMI is the deposition of baroclinic vorticity produced by the 
misalignment of the pressure gradient of the shock wave and the local density 
gradient at the interface (i.e. ∇ρ×∇p≠0). Another type of instability is called the 
Kelvin-Helmholts instability (KHI) [3], which is because of the presence of 
tangential velocity jump at the interface. At late times of the RMI developing, 
because of the larger velocity difference at both sides of the spike and at the tip of 
the bubble, the KHI also starts to develop. The RMI is of importance in a wide range 
from man-made applications to natural phenomena such as inertial confinement 
fusion (ICF) and astrophysics. The KHI also has a prominent significance in plasma 
flow, radioactively driven molecular clouds [4], etc. So they have gained much 
attention for many years. 

Various experiments [5-8] have been designed to study the interface instability. 
The apparatus of shock tube [7-9] is a kind of more attractive and useful 
experimental equipments. With the help of modern computers, numerical 
simulations have become a very useful and powerful method to investigate the 
interface instability [10-12]. It allows us to examine the data in detail far beyond the 
capability of the experimental apparatus. In this paper, we presented a parallel 
algorithm and code MVFT (multi-viscous-fluid and turbulence) of large-eddy 
simulation, which is based on the piecewise parabolic method (PPM) [13] and 
volume of fluid (VOF) [14], to simulate the multi-viscous hydrodynamic problems. 

                                                           
T. Wang · J.H. Liu · J.S. Bai · P. Li · K. Liu 
Institute of Fluid Physics, China Academy of Engineering Physics, Mianyang 621900, China 



336 T. Wang et al.
 

And the code MVFT is used to simulate detailedly two shock tube experiments of 
shock-accelerated inclined Air/SF6 interface instability, which are conducted in the 
National Key Laboratory of Shock Wave and Detonation Physics (LSD)’s 
horizontal shock tube apparatus. The numerical simulations have reproduced the 
developing process of interface, the complex waves structure. Good agreements 
between simulations and experiments have been achieved. 

2   Experimental and Numerical Methods 

2.1   Experimental Method 

The experiments are conducted in LSD’s horizontal shock tube apparatus of 5 m 
long and 5 cm×5 cm square cross-section. The flow visualization is done by a 
high-speed Schlieren photogray, and the time interval of two consecutive frames is 
100 μs. The initial inclined interface between air and SF6 is separated by the 
nitrocellulose membrane (approximately 1 μm thickness), which has an angle of 60 
degree between its normal direction and the propagating direction of shock wave. 
The Mach numbers of incident shock wave are 1.23 and 1.41 in experiments. When 
the shock wave passes through the interface the nitrocellulose membrane has been 
broken up. A schematic of the shock tube apparatus and the computational model 
are shown in Fig. 1. 

 

Fig. 1  Schematic of shock tube apparatus and computational model 

2.2   Numerical Method 

The governing equations of LES are filtered multi compressible N-S equations 
considering the viscosity and heat conduction. After Favre filtering, dropping the 
nonlinear terms, and assuming the subgrid-scale (SGS) turbulence behavior to be 
analogous to molecular dissipative mechanism, the filtered equations are obtained 
as follows in tensor notation: 
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Here, i and j represent the directions of zyx ,,  respectively; 
( ) Epjikuk ,,,~, =ρ are the resolved-scale density, velocity, pressure and total 

energy per unit mass; N is of the kinds of fluids; ( )sY is the volume fraction of the 
ths fluid and satisfies 1

1

)( =∑
N

sY ; D
~

is the diffusion coefficient and set to 
ScD /

~ ν= , ν is the kinematic viscosity of fluid and Sc is the Schmidt number. 

ijσ is the deviatoric Newtonian stress tensor: 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
∂
∂

+
∂
∂

=
k

k
ij

i

j

j

i
lamij x

u

x

u

x

u ~

3

2~~
δμσ  (2) 

μlam is the dynamic viscosity. ( )ij i j i ju u u uτ ρ= −  is the SGS stress tensor and is 
calculated by the SGS model, which will be described in follows. jq and Qj are the 
resolved and SGS heat transport flux respectively, jlamj xTq ∂∂−= λ , 

jSGSj xTQ ∂∂−= λ , T is the temperature, λlam and λSGS are the resolved and SGS 
heat conduction coefficient, λlam=μlamcp/Prlam , λSGS=μSGScp/PrSGS , cp is constant 
pressure specific heat, μSGS is the SGS turbulent viscosity, Pr is the Prandtl number. 
The equation of state (EOS) is the ideal gas state form. 

The physical process, as described by eqs. (1), is decomposed into three 
sub-processes, i.e. the calculation of inviscid flux, viscous flux and heat flux by 
operator splitting technique. The PPM for multi-fluids is used to calculate the 
inviscid flux. The three-dimensional inviscid problem can be simplified into multi 
one-dimensional ones by using the dimension splitting technique, the two-step 
Lagrange-Remapping algorithm is applied to solving the one-dimensional 
equations in each direction respectively. Then the viscous flux and heat flux are 
calculated based on the computation of inviscid flux by using second-order spatial 
center difference and two-step Runge-Kutta time marching. The detailed 
derivations of numerical algorithm are referred in references [15, 16]. 

The SGS stress is calculated by Vreman SGS model [17], which is proposed by 
Vreman A W in the year of 2004. It is as follows: 

ijij

SGS

B
c

αα
ρμ β=  (3) 
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The model constant c is related to the Smagorinsky SGS model’s constant SC by 
25.2 SCc ≈ , SC is determined to be 0.17 for isotropic turbulent flow by Lilly [18]. 

The symbol α represents the (3×3) matrix of derivatives of the filtered velocity u~ . If 
αijαij equals zero, SGSμ is consistently defined as zero. This model is essentially not 
more complicated than the Smagorinsky model, but is constructed in such a way that 
its dissipation is relatively small in transitional and near-wall regions, and it is found to 
be more accurate than the Smagorinsky model and as good as the dynamic model [17]. 

3   Results and Discussion 

The two shock tube experiments are numerically simulated by the code MVFT. The 
width of shock tube in transverse direction (z direction) is 2.5 cm when simulating, 
the computational domain is [-5 cm, 35 cm]×[0 cm, 5 cm]×[0 cm, 2.5 cm]∈(x, y, z) 
and is divided into 32 sub-zones (using 16×2×1 CPUs) with total 800×100×50 grids 
for parallel calculation, the initial properties of air and SF6 are listed in Table 1. 

Table 1 Initial properties of air and SF6 

Gas ρ (kg/m3) p (Pa) V (m/s) γ μlam (Pa⋅s) 

SF6 5.34 1.0×105 0.0 1.09 1.4746×10-5 

Air 1.12 1.0×105 0.0 1.40 1.8526×10-5 

Fig. 2 shows the comparisons of experimental and simulated images of the 
interface and waves structure at the Mach number 1.23 (left column: experiments, 
right column: simulations, the dark, vertical band is the membrane support.), it 
reveals clearly the propagation of shock wave, the shape and position of shock front, 
its refraction at the interface and reflection at the upper and lower wall of shock tube, 
and the interface configuration, good agreements have been achieved between 
simulations and experiments. In addition to the occurrence of RMI at the interface, 
because the initial interface has an angle to the propagating direction of incident 
shock wave, the presence of tangential velocity difference at the interface also results 
in KHI, the small vortex structures appear at the interface (see Fig. 2(c)) and grow 
larger gradually for merging the surrounding smaller ones (see Fig. 2(c)-(g)). When 
the incident shock wave interacts with the initial inclined Air/SF6 interface, the 
shock wave is refracted at the interface (see Fig. 2(a)). The propagating speed of 
shock wave in air is faster than in SF6, so the refracted wave is also inclined, and the 
interface behind the refracted wave is deflected. The refracted wave is reflected at 
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the lower wall of shock tube, mach reflection occurs (see Fig. 2(b)), which is named 
as the 1st mach reflection. The refracted wave (OI), reflected wave (OR) and mach 
stem (OT) are all curved shock and intersect at a point which is called triple point 
(O), they are displayed in Fig. 3, the reflected wave, mach stem and triple point are 
all called the 1st ones. It can be seen that the waves structure is very complex around 
the triple point. If the angle of refracted wave to the lower wall of shock tube is less 
than a critical value θcr, the regular reflection [19] will happen, which is that the 
refracted wave and reflected wave intersect at a point located on the wall and move 
along the wall with the point, and has been verified in our other simulations. The 1st 
reflected wave interacts with the interface again, and the interface reflects an inward 
rarefaction wave. The 1st triple point moves obliquely-upwardly, and the 1st mach 
stem grows longer gradually. While the 1st reflected wave arrives at the upper wall of 
shock tube, the 2nd mach reflection happens again (see Fig. 2(e)), the 2nd reflected 
wave and mach stem are both weaker curved shock wave, and intersect the 1st 
reflected wave at the 2nd triple point, the 1st and 2nd triple points coincide presently 
(see Fig. 2(e)).  When the 1st  reflected wave has  been reflected completely, the 1st  

Fig. 2 Comparisons of experimental and simulated images of interface and waves structure 
(Ma=1.23, left column: experiments, right column: simulations) 

(a) t=0.1 ms 

(b) t=0.3 ms 

(c) t=0.5 ms 

(d) t=0.7 ms 
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Fig. 2 (Continued) 

 

Fig. 3 Schematic of the refracted wave, reflected wave, mach stem, triple point, width of 
TMZ, displacements of bubble and spike 

triple point has disappeared, the 2nd triple point changes to the 3rd one at which the 
1st mach stem, 2nd mach stem and reflected wave intersect (see Fig. 2(f)). It also has 
been display that the 3rd mach reflection happens, and the 3rd and 4th triple points 
coincide in simulations, which are just beyond the observing test window. 

The schematic of TMZ width, the displacements of bubble LB and spike LS are 
also given in Fig. 3. Fig. 4 shows the time history of TMZ width at the Mach 
number 1.23 (line: simulated results, symbol: experimental results). By the 

 

(e) t=0.9 ms 

 

(f) t=1.1 ms 

 

(g) t=1.3 ms 

 

(h) t=1.5 ms 

1st triple 
point 

2st triple 
point 
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comparison, the simulated width is very good agreement with the experimental one. 
In the beginning, because of the compression of incident shock wave, the width of 
TMZ decreases. When the incident shock wave has passed through the interface at 
about 0.2 ms, the shock compression vanishes, the width of TMZ starts to increase. 
Fig. 5 shows the time history of displacements of bubble and spike at the Mach 
number 1.23 (line: simulated results, symbol: experimental results), the simulated 
and experimental data also agree very well. 

Fig. 6 displays the comparisons of experimental and simulated images of the 
interface and waves structure at the Mach number 1.41 (left column: experiments, 
right column: simulations, the dark, vertical band is the membrane support), the 
propagation of shock wave, the shape and position of shock front, its refraction at 
the interface and reflection at the upper and lower wall of shock tube, and the 
interface configuration are revealed clearly as well, good agreements have been 
achieved. The developing laws of interface and waves are similar to the ones at the 
Mach number 1.23, just because of the larger strength of incident shock wave, more 
energy is injected into the TMZ, therefore the interface and waves develop faster. 
Fig. 7 shows the time history of TMZ width at the Mach number 1.41 (line: 
simulated results, symbol: experimental results), the simulated data agrees well 
with the experimental ones except after about 1.0 ms when the largest error is about 
5%. The interface is compressed more severely before the incident shock wave 
passes through it, and the interface evolves more quickly after the shock has passed 
through the interface completely, the width of TMZ also increases faster. Fig. 8 
shows the time history of displacements of bubble and spike at the Mach number 
1.41 (line: simulated results, symbol: experimental results), it reveals that they also 
agree well. 
 
 

 

Fig. 4 Width of the TMZ vs. time (Ma= 
1.23, line: simulated results, symbol: 
experimental results) 

 

Fig. 5  Displacements of bubble and spike 
vs. time (Ma=1.23, line: simulated results, 
symbol: experimental results) 
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(a) t=0.1 ms 

  
(b) t=0.3 ms 

  
(c) t=0.5 ms 

  
(d) t=0.7 ms 

  
(e) t=0.9 ms 

  
(f) t=1.1 ms 

Fig. 6  Comparisons of experimental and simulated images of interface and waves structure 
(Ma=1.41, left column: experiments, right column: simulations) 
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Fig. 7  Width of the TMZ vs. time (Ma= 
1.41, line: simulated results, symbol: 
experimental results) 

 

Fig. 8  Displacements of bubble and spike 
vs. time (Ma=1.41, line: simulated results, 
symbol: experimental results) 

3   Conclusion 

In this paper, two shock tube experiments of shock-accelerated inclined Air/SF6 
interface with different Mach numbers 1.23 and 1.41 are presented, and have been 
numerically simulated by our parallel code MVFT of LES. The developing process 
of interface and complex waves structures, e.g. the propagation, refraction, 
reflection of shock wave, mach stem and triple point in flows are reproduced and 
revealed by simulations. The interaction and combination of RMI and KHI lead to 
the turbulent mixing. The simulated evolving images are well consistent with the 
experimental ones, including the interface configuration, shape and position of 
shock fronts. The simulated width of TMZ, the displacements of bubble and spike 
also agree well with the experimental ones. The multiple mach reflections at the 
lower and upper walls of shock tube result in the alternate appearance of single 
triple point and double triple points. When the incident shock wave has a larger 
Mach number, more energy will be injected into the TMZ and the perturbed 
interface will develop faster. 
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Experimental Study on a Heavy-Gas Cylinder
Accelerated by Cylindrical Converging Shock
Waves

Ting Si, Zhigang Zhai, Xisheng Luo, and Jiming Yang

1 Introduction

When an initially perturbed interface separating two fluids with different proper-
ties is impulsively accelerated by a shock wave, the flow field will exhibit complex
fluid dynamic phenomena due to the misalignment of the density and pressure gra-
dients. It is often referred to as the Richtmyer-Meshkov (RM) instability [1, 2] and
has been investigated within the past several decades due to its extensive physi-
cal applications such as inertial confinement fusion (ICF) [3], turbulent mixing in
scram jet [4] and collapse in supernova [5]. Specifically, in most applications the
shock waves maintain two-dimensional (e.g. cylindrical) or three-dimensional (e.g.
spherical) converging shapes. Taking the ICF experiments, the thermonuclear fuel
is contained in a small spherical solid capsule in advance and illuminated evenly
by a number of well-designed laser beams. Simultaneously a spherical converging
shock wave is generated and traverses the capsule. In the process even a tiny im-
perfection of the capsule surface can induce the RM instability and may destroy the
fusion reaction [3]. It is therefore of fundamental interest and practical significance
to explore the fluid dynamics of the flows in the interaction of interfaces with a
converging shock wave.

The generation of converging shock waves in laboratory situations is a prerequi-
site in study of the RM instability experiments with respect to such shock waves.
Perry and Kantrowitz [6] reported the design of a horizontal annular coaxial shock
tube for the first time and visualized a cylindrical converging shock wave. Takayama
et al. [7] established a horizontal converging shock tube and observed cylindrical
shock waves with mode three or four instability generated by the struts supporting
the inner core. Subsequently, a vertical coaxial diaphragmless shock tube was con-
structed [8] and later modified to produce a uniform cylindrical converging shock
wave [9]. Besides the annular coaxial shock tube systems, recently Dimotakis and
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Samtaney [10] reported a gas lens technique in a two-dimensional wedge geometry
to generate cylindrical shock waves and Hosseini and Takayama [11] designed an
aspheric lens-shaped transparent test section to produce spherical shock waves by
explosion of silver azide pellets.

Although attempts have been made for generating converging shock waves, most
previous experimental works were conducted by studying the interaction of inter-
faces with a planar shock wave. Experimental study of the RM instability induced
by converging shock waves is still limited [12]. The reason probably lies in the
difficulty of the initial interface formation and the observation of flows [10, 12].
Recently, a simple but effective technique of generating the cylindrical converging
shock waves based on shock dynamics theory was proposed by Zhai et al. in our
laboratory [13]. A curved wall profile is designed in the shock tube test section
and is capable of changing the incident planar shock waves directly into perfectly
cylindrical ones. Experimental studies as well as further numerical and theoretical
analyses have been performed to assess the influence of several parameters includ-
ing the shock tube height, the converging angle and the incident planar shock Mach
number on the wall profile and the resulting converging shock waves. The good
agreement among them is achieved and verifies the method. Furthermore, the test
section seems convenient for setting different types of interface and applying various
diagnostic techniques for flow visualization. These include interfaces such as soap
film bubbles, nitrocellulosic membranes, gas cylinders [14, 15] and gas curtains [16]
and diagnostic techniques such as schlieren, shadowgraphy and laser sheet meth-
ods [14, 15, 16]. The present work is intended to investigate the interaction of the
cylindrical shock waves with a heavy-gas (SF6) cylinder in shock tube experiments.
The originality lies in not only the cylindrical converging shock waves, but also the
imaging method utilizing a high-power continuous laser (532 nm) combined with a
high-speed video camera to capture the evolution of flow structures during a single
test shot. The sequences of images based on the Mie scattering of the glycol droplets
seeded in the gas cylinder obtained in a single run clearly show the development of
the gas cylinder accelerated by converging shock waves.

2 Experimental Methods

The experiments were conducted in our 95 mm× 95 mm square cross section shock
tube, whose total length is 9 m with a driver section of 2 m and a driven section of 7
m. Nitrogen was used as the driver gas and air as the driven gas. A planar shock wave
with the Mach number M0=1.2 was generated by the rupture of a polypropylene
diaphragm initially separating the nitrogen and the driven air. For this investigation,
the test section was fabricated with a well-designed wall profile based on the shock
dynamics theory [13]. The gas cylinder flowing vertically through the test section
was created in a careful procedure. In order to observe the development of the gas
cylinder, planar imaging diagnostics were adopted. In particular, a continuous laser-
sheet imaging method was developed to capture the evolution of the gas cylinder in
a single run. The experimental and diagnostic details are documented below.
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Fig. 1 Drawing of the test section (left) and schematic of initial conditions (right).

Fig. 1 presents the drawing of the test section which is designed by the shock
dynamics theory and schematic of the initial conditions. The lower curved wall
manufactured accurately by the linear cutting technique can be divided into three
parts: the oblique line (from end point O to point Q) for focusing the cylindrical
shock wave, the horizontal line (from point P to point Z) for connecting the shock
tube and the middle curved line (from point Q to point P) for transferring the planar
shock wave into the cylindrical one. In this study, the known parameters are chosen
as the incident planar Mach number M0=1.2, the converging angle θ0=150, the test
section height h=95 mm and length l=730 mm. Then the Mach number of Q can be
calculated as MQ=1.29, and the length of OQ is RQ=143.87 mm.

Light sheet Optical Window

Gas cylinder

Light sheet

Optical
windows

Gas cylinder

Suction

Heavy gas and tracer

High-speed video camera
or ICCD

Fig. 2 Schematic of top view (left) and side view (right) of the test section.

Fig. 2 presents the detailed schematic of the test section showing the planar imag-
ing diagnostics such as Mie scattering. The heavy-gas (SF6) cylinder flows under
gravity into the test section through a single, round nozzle of diameter D0=5 mm
mounted along the bisectrix of the converging angle on the top wall and is sucked
mildly through a plenum on the bottom wall by a vacuum pump. The distance from
the gas cylinder axis to the center of the curvature (i.e. the end point O in Fig. 1) is
L0=181.55 mm (Note that here L0 is a little longer than RQ, which means that the gas
cylinder is not positioned within the converging section. That’s why the evolution
of the gas cylinder shown in Fig. 4 is asymmetric. More experiments will be per-
formed and presented elsewhere.). Optical windows are located in top, bottom and
side walls of the test section. The light sheet with thickness of less than 1 mm illu-
minates the flow through the center of the optical window horizontally. In our early
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experiments, the flow was illuminated by a 1 Hz pulsed Nd:YAG laser operating at
532 nm and the scattering light of glycol droplets mixed with the heavy gas was
captured by a 1024x1024 intensified charge coupled device (ICCD) (DH734i-18F-
03). The triggering of the laser and ICCD was controlled by the pressure transducers
and the timings after shock impact were controlled by a four channel delay gener-
ator (DG645). It is noting that the facility is analogical to the PLIF widely used in
the previous works [14, 15, 16]. In such situations, however, numerous experiments
must be performed to obtain the evolution process and the same initial conditions
must be confirmed prior to each run again and again. In order to avoid the imperfect
repeatability of the experiment, a continuous laser-sheet imaging method utilizing
a high-power continuous laser (SDL-532-15000T, 15 W, 532 nm) combined with
a high-speed video camera (FASTCAM SA5) is introduced in our current experi-
ments. In particular, the evolution of flow structures can be captured during a single
test shot. The success of this method lies in finding the equilibrium between the
shutter speed of the camera and the brightness of the resulting images.

3 Results and Discussion

The shape of the shock waves moving in the converging part without any interfaces
has been proven to be of cylindrical shapes experimentally and numerically [13].
Thus the detailed validation is neglected here and we mainly focus on the RM in-
stability characteristics of the gas cylinder.

As mentioned above, our experiments were carried out using different planar
imaging diagnostics. In the early stage, Mie scattering was implemented using the
pulsed Nd:YAG laser and ICCD. In each test run the incident Mach number was
checked according to the pressure transducer signals and the generation of the gas
cylinder was operated carefully. Fig. 3 presents an example of the distorted inter-
faces captured by this Mie scattering system. It is shown that the gas cylinder is
distorted and the change with time of the interface can be observed. However, it is a
heavy work to obtain quantitative results and moreover, the precision is suspectable
owing to the imperfect repeatability of the experiment. In the current stage, the con-
tinuous laser-sheet imaging method is utilized and the evolution of the gas cylinder
can be observed in a single test run. Fig. 4 gives the evolution of the gas cylinder
when the shock wave propagates towards and reflects from the end point. The time
interval between two consecutive frames is 50 μs and the shutter of the camera is
settled 1/153,000 s to ensure that the images with no superposition are visible.

As the shock passes by, the gas cylinder develops a crescent shape and then forms
a vortex pair due to the vorticity that is initially deposited on the boundary of the
gas cylinder (frames 1 to 11). The interface in bottom position of the frames (named
bottom interface hereinafter) forms an arch and the boundary of the top interface is
spreading, which is different from that accelerated by a planar wave in the previous
studies [14, 15]. About 600 μs after the shock passage, the interface stops moving
and is further compressed due to the reflected shock from the end point (frame
12). Then the bottom interface grows with a round shape, while the top interface
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Fig. 3 Images of the distorted interface captured one per run by Mie scattering at different
times with time interval of 1,000 μs and 200 μs, respectively.

Fig. 4 The evolution of the heavy-gas cylinder. The frame rate is 20,000 fps and the shutter
is 1/153,000 s.

develops into another vortex pair because of the formation of additional vorticity
(frames 13 to 20). The results indicate that the vortical direction of the second vortex
pair is opposite to that of the original one. At late times, the bottom interface diffuses
and the second vortex pair develops due to its induced velocity and small scale
disturbances are amplified (frames 21 to 51).

Although the evolving interfaces are asymmetric because of the nonuniform ini-
tial conditions (i.e. L0 is longer than RQ), the results obtained by the continuous
laser-sheet imaging method still show the complete evolution process of the gas
cylinder, which provides the possibility for further precious measurements and will
be helpful for numerical validation and theoretical modeling.

4 Conclusion

The interaction of a heavy-gas (SF6) cylinder with cylindrical converging shock
waves was investigated experimentally in our well-designed shock tube. The flow
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features were obtained by the Mie scattering. The ICCD combined with the 1 Hz
pulsed laser captured the images only one per run, while the high-speed video cam-
era combined with a high-power continuous laser was able to capture the evolution
process in a single run. The RM instability characteristics of the gas cylinder accel-
erated by converging shock waves were presented. More improved experiments and
corresponding quantitative analysis will be performed in the future.

Thanks to the support of the National Natural Science Foundation of China
Project No. 10972214 and NSAF10776031 and the Fundamental Research Funds
for the Central Universities.
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Richtmyer-Meshkov Instability at the Interface
of Gas-Oil-Water Three Matters

Hong-Hui Shi, Kai Du, Li-Te Zhang, Ruo-Ling Dong, Hui-Xia Jia, and Chao Wang

1 Introduction

Richtmyer-Meshkov (RM) instability occurs when a shock wave passes an interface
that separates two media with different densities [1, 2]. Its research is of importance
in inertial controlled fusion (ICF), shock-flame interaction in Scramjet engines, det-
onation wave generation and propagation in pulsed detonation engines, volcanic
eruption, vapor explosion of nuclear fuel in nuclear power plants, etc. RM instabil-
ity also appears in supernova explosion in astronomy and it has often been used in
modeling the formation of fixed stars. On the other hand, since turbulent mixing be-
comes dominant in the later stage of RM instability, its study is theoretically mean-
ingful in understanding turbulence problems [3]-[6]. The first theoretical model of
RM instability was given by Richtmyer in 1960 [1]. He proposed an impulse model
considering fluid compressibility. The first experiment of RM instability was done
by Meshkov in 1969 [2]. Later, Benjamin and Fritz [7] conducted experiments of
RM instability on a shocked interface between liquids having a density ratio of 10.
In 1972, Myer and Blewett [8] simulated RM instability using Lagrange method
and their results are qualitatively in agreement with that of Meshkov’s experiment.
Recent investigations have shown that the early stage of the instability is compress-
ible and nearly linear and its later stage is nearly incompressible and nonlinear. In
fluid mechanics, RM instability is a typical and difficult problem whereas innova-
tion in experimental techniques is necessary in research deeply into RM instability
phenomenon. Due to the great density difference between a gas and a liquid, it is
convenient to visualize a gas-liquid interface in RM instability [9]-[12]. Based on
these work, we put a layer of silicon oil on the water column. Thus, the oil layer is
bounded by a gas-oil interface and an oil-water interface. Therefore, when a shock
wave passes through the layer, RM instabilities with the Atwood number At = 1 and
At = 0 all occur simultaneously. This means that an interface with a wide range of
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Atwood number from 1 to 0 has been constructed and the experimental capability
of the facility has been extended. The definition of the Atwood number is

A =
ρ2 −ρ1

ρ2 +ρ1
(1)

where ρ1 and ρ2 are the fluids densities at two sides of the interface respectively.
This paper’s results have not been seen in open literatures.

2 Experimental Facility and Method

The experimental system is given schematically in Fig. 1, in which the main part is
a vertical rectangular shock tube with inner dimension of 35 mm. The shock tube
are mainly composed of (a) on the top, a 500 mm long high pressure section 3 filling
with nitrogen or helium gas from high pressure tank 1; (b) in the middle, a 750 mm
long low pressure section 6 at atmosphere; (c) in the lower part, a 200 mm long dis-
charging section 11 that is open to a water container 13. The low pressure chamber 6
consists of two parts: the upper part of 500 mm long stainless section and the lower
part of test section which has two side windows for observation. A light source 17
and a high-speed camera 16 are put on each side of the test section. The camera
is FASTCAM-super10KC, PHOTRON Co. Ltd., Japan. The pictures taken by the
camera are stored in a personnel computer 15. In experiments, the high pressure
and the low pressure sections are separated by an aluminium diaphragm. The low
pressure and the discharging sections are separated by a tin foil of 10 μm thickness.
At the bottom of the water column, a 1 cm thick and 33 mm length square Teflon
plate is placed to make sure the lower water surface keep plane shape in motion. The
plate mass is 24 g. Water 8 is first filled into the low pressure section and then a layer
of dyed silicon oil 7 is put on it. When the nitrogen or helium gas pressure in the
high pressure section reaches the rupture pressure, a shock wave forms and moves
downwards. When the shock wave impacts on the liquid column and accelerates
it, the RM instability occurs. The initial curvature of the interfaces prior to shock
arrival is due to the surface tension effect between the liquid and the solid wall of
the shock tube. The wall effects (boundary layers) may influence the fluids behavior
nearby the wall but will not affect the RM instability nature at the central area of the
interface. Figure 2(a) shows the constructed testing fluid interface. The thickness of
silicon oil layer can be adjusted according to requirements. The downward moving
shock wave first accelerates the air/silicon oil interface and then it accelerates the
silicon oil/water interface. Because silicon oil itself is transparent, this makes that
the interface between silicon oil and water be difficult to be distinguishable. There-
fore, we dye the oil chemically. Thus the interface of gas-oil-water three phases is
clearly constructed. When the interface becomes unstable, the spike height hs and
bubble depth hb are shown in Fig. 2(b). Zhuo [13] and Zhang [14] have provided
their definitions and measurement methods about hs and hb. Combining their meth-
ods, this paper proposes a new measurement method, that is, the bubble depth is
hb(2)=hb(1)+Δhb-νΔ t, where hb(2) is bubble depth at a later time (2) and hb(1) is



Richtmyer-Meshkov Instability 353

Fig. 1 Schematic of the experimental system. (1) High pressure tank; (2) Valve; (3) High
pressure chamber; (4) Pressure meter; (5) Aluminium diaphragm; (4) Low pressure chamber;
(7) Silicon oil; (8) Water column; (9) Teflon plate; (10) Tin foil; (11) Discharging chamber;
(12) Cover; (13) Water container; (14) Sponge; (15) Computer; (16) High-speed camera; (17)
Light source

Fig. 2 The testing fluid interface and the definition of hs and hb

bubble depth at a previous time (1), Δ t interval between time (1) and (2), Δhb dis-
placement of bubble bottom during Δ t, ν interface velocity. When the framing rate
is 1000 fps, Δ t = 1 ms. The spike height is hs(2)=hs(1)+Δhs-νΔ t, where hs(2) is
spike height at time (2), hs(1) spike height at time (1), Δhs displacement of spike tip
during Δ t (from time (1) to time (2)), interface velocity, ν interval between time (1)
and (2).

3 Results and Analysis

Figure 3 gives high-speed photographs of RM instability at the interface of air-
silicon oil-water three matters when nitrogen gas is the driving gas and the shock
Mach number is 1.20. It is seen that the interface experiences different stages
such as small disturbance, interface deformation, formation of spike and bubble.
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In Figs. 3(1)-(9), the interface starts to be accelerated by the shock wave and gradu-
ally becomes narrower after compression. From Fig. 3(10), air-silicon oil interface
begins to be twisted but silicon oil-water interface still remains relatively flat. From
Fig. 3(19), the oil-water interface also starts to deform, on which bubble structure
appears prior to that on the air-oil interface, as shown in Fig. 3(26). Bubble on the
air-oil interface first appears in Fig. 3(30). The annexing phenomenon among bub-
bles with different wavelengths has not been found. The reasons for this are that
(1) bubble number on the same interface are little and there are actually two bub-
bles. The distance between the bubbles is sufficiently large; (2) the velocities of the
two bubbles are quite close so that it will not happen that large bubble becomes
larger and small bubble becomes smaller [10, 13]. Spike structure only appears on
the air-oil interface (see Fig. 3(43)) and is belong to single module. Experimental
results at different Mach numbers all confirm the single module spike structure. In
Figs. 3(26)-(27), hb(L) and hb(R) represent bubble depths on the left and right sides
of the oil-water interface respectively. In Fig. 3(30), h∗b represents bubble depth at
the air-oil interface. In Fig. 3(34), hs represents spike height at the air-oil interface.
Because it is difficult to distinguish outline at the top portion of the oil-water in-
terface, spike height there will not be measured and accounted. The relationships
of above parameters variation with time are given in Figs. 4(a)-(c) respectively.
Figure 4(a) show that at the oil-water interface (when Atwood number approaches
0), bubble depth varies with time linearly. Figure 4(b) show that at the air-oil in-
terface (when Atwood number approaches 1), relationship between bubble depth
and time is a squared one. These results are different from that of Alon et al. [5]
who consider that hb ∝ t0.4 fits any Atwood number. However, they are basically in
agreement with that of Zhang’s experiment [11, 14], i.e., hb ∝ t2, in which Zhang

Fig. 3 RM instability at the interface of air-silicon oil-water three matters. Nitrogen gas as
driving gas, shock Mach number M = 1.20, interframe time Δ t = 1ms, height of water column
145 mm, thickness of silicon oil 9-10mm
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Fig. 4 Relationships of spike height, bubble depth and time. RM instability at the interface of
air-silicon oil-water three matters driven by nitrogen gas. (a) Bubble depth at silicon oil-water
interface, M = 1.20, (b) Bubble depth at air-silicon oil interface, M = 1.20, (c) Spike height
at air-silicon oil interface at different Mach numbers

tested air-water and air-alcohol interfaces where Atwood numbers are close to 1.
We also find that formation of bubble at the upper interface is slower than that at
the lower interface. Therefore, if the shock Mach number is increased, there may be
no bubble formation on the upper interface because the interface is accelerated to
move too fast to allow bubble forming. In accordance with [3], hi=αiAtgt2=2αiAtZ,
where At is Atwood number, Z interface position at time t, α a constant, i rep-
resenting b or s which denotes bubble or spike respectively. Obviously, this for-
mula is not suitable for the case of At → 0 such as a silicon oil-water interface
because the result of hi → 0 is impossible in actual situations. This demonstrates
one of the advantages of our experiment to explore this result. For the air-silicon
oil interface of At → 1, the experimental data show that αs/αb≈0.53 that is much
smaller than αs/αb=3 in [3]. It is seen from Fig. 4(c) that spike heights at differ-
ent Mach number all grow with time linearly, i.e., hs ∝ t. Greater the Mach num-
ber is, much faster the growing velocity. This is in agreement with [5] and [14].
Figure 5 gives high-speed photographs of RM instability at the interface of air-
silicon oil-water three matters when helium gas is the driving gas and the shock
Mach number is 2.25. It is seen that although the interface evolution process driven
by helium gas is similar to that driven by nitrogen gas, there are some differences,
e.g., smooth single module spike can not been seen on the air-oil interface but many
short thin thorns appear (see the black square frame in Fig. 5(22)). The definitions
of hb(L), hb(R) and h∗b in Fig. 5 are same as those previously stated. Figures 6(a)
and (b) gives the measured data. Obviously, under the experimental conditions,
bubble depth at the oil-gas interface is proportional to squared time. It is expected
that as shock Mach number is increased the curves will be more like as quadratic
curves. It has been found that in cases of M = 1.51 and 1.85 driven by helium
gas, bubble depth at the oil-water interface is proportional to first order of time.
At the air-oil interface, the results show that bubble depth grows with quadratic
time.
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Fig. 5 RM instability at the interface of air-silicon oil-water three matters. Helium gas as
driving gas, shock Mach number M = 2.25, interframe time Δ t = 1ms, height of water column
145 mm, thickness of silicon oil 9-10mm

Fig. 6 RM instability at the interface of air-silicon oil-water three matters driven by helium
gas. (a) Silicon oil-water interface, M = 2.25. Relationships of bubble depth and time. (b)
Air-silicon oil interface, M = 2.25.
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4 Conclusions

Silicon oil is a kind of high viscosity fluid. The high viscosity resists surface defor-
mation and this makes turbulent mixing at the later stage of RM instability not occur
or be delayed. This paper’s work confirms the effect of fluid viscosity on transient
RM instability which was reported by Shi and Kishimoto [15]. It is also known that
the interface with small Atwood number is easier to develop in comparison with
the large Atwood number interface. RM instabilities driven by nitrogen and helium
gases are somewhat different. Change in shock Mach number does not change the
general tendency of the instability but changes speed of the upper interface develop-
ment. The thickness of silicon oil layer is also an important factor of affecting RM
instability. When 4 5 mm thick oil layer presents, the layer separates from water and
breaks up after instability begins. When At → 0,hb ∝t; when At →1, hb ∝ t2 and
hs ∝ t. This conclusion is in agreement with those in [14, 15]. However, this paper’s
experiment indicates that when using helium gas as driving gas, the first half of the
conclusion is true only when the Mach number is not large

Acknowledgements. This work was supported by the National Natural Science Foundation
of China with grant no. 10802077 and 10672144.

References

1. Richtmyer, R.D.: Commun. Pure Appl. Math. 13 (1960)
2. Meshkov, E.E.: Fluid Dynamics 4 (1969)
3. Zhou, Y.: Phys. Fluids 13, 2 (2001)
4. Ramshaw, J.D.: Phys. Rev. E 58 (1998)
5. Alon, U., Hecht, J., Ofer, D., Shvarts, D.: Phys. Rev. Lett. 74 (1995)
6. Zhang, Q., Sohn, S.-I.: Phys. Rev. Lett. 212 (1996)
7. Benjamin, R.F., Fritz, J.N.: Phys. Fluids 30 (1987)
8. Meyer, K.A., Blewett, P.J.: Phys. Fluids 15 (1972)
9. Shi, H.H., Zhuo, Q.W.: Chinese Journal of Theoretical and Applied Mechanics 39 (2007)

10. Zhuo, Q.W., Shi, H.H.: J. Exp. Fluid Mech. 21 (2007)
11. Shi, H.H., Zhang, G., Du, K., Jia, H.X.: Journal of Hydrodynamics Ser. B 21(2009)
12. Shi, H.H., Zhuo, Q.W.: Shock Wave Induced Instability at a Rectangular Gas/Liquid

Interface. In: Shock Waves, pp. 1211–1216. Springer (2009)
13. Zhuo, Q.W.: Experimental Study of Richtmyer-Meshkov Instability at a Gas/Liquid In-

terface in a Shock Tube. Masters Thesis, Institute of Mechanics, Chinese Academy of
Sciences (2006)

14. Zhang, G.: Experimental Research on the Linear and Non-linear Fluid Dynamic Pro-
cesses in Richtmyer-Meshkov Instability at a Gas/Liquid Interface. Masters Thesis, Zhe-
jiang Sci-Tech University, China (2009)

15. Shi, H.H., Kishimoto, M.: Explosion and Shock Waves 23 (2003)



Experimental Shock-Initiated Combustion
of a Spherical Density Inhomogeneity

N. Haehn, C. Weber, J. Oakley, M. Anderson, D. Rothamer,
D. Ranjan, and R. Bonazza

1 Introduction

A planar shock wave that impulsively accelerates a spherical density inhomogeneity
baroclinically deposits vorticity and enhances the mixing between the two fluids
resulting in a complex, turbulent flow field. This is known as the classical shock-
bubble interaction (SBI) and has been a topic of study for several decades [1,2,3,4,
5,6,7,8,9,10,11,12], and closely related the Richtmyer-Meshkov instability (RMI)
[13, 14]. While the classical SBI problem concerns a reactively neutral bubble, the
present experimental study is the first of its kind in which a spherical bubble filled
with a stoichiometric mixture of H2 and O2 diluted with Xe is accelerated by a
planar shock wave (1.35 < M < 2.85) in ambient N2, and will be referred to as
reactive shock-bubble interaction (RSBI).

The first SBI experiments were performed by Rudinger and Somers [15]. Haas
and Sturtevant utilized shadowgraph diagnostics to visualize the bubble morphology
and complex shock patterns that develop during SBI [1]. High speed shadowgraph
diagnostics were first implemented by Layes et al. [8, 10, 9] and were used to gen-
erate time histories of the bubble morphology resulting in less temporal variation
inherent to most experiments.

Ranjan et al. utilized a retractable injector which released the bubble into a state
of free-fall (or free-rise) and resulted in more spherical initial conditions while re-
moving the influence of the stationary injector on the evolving flow field [2, 4].
These experiments also used planar Mie scatter diagnostics which provided a 2D
cross-section (as opposed to the integrated nature of the shadowgraph diagnostics)
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which offered better resolution of small scale structures and internal vortex ring ge-
ometry. Haehn et al. performed experiments with reshock, where the incident shock
wave reflects off the tube end-wall and reaccelerates the bubble, which had, at the
time of reshock, developed into a vortex ring [5, 12].

A lot of work has been performed on deflagration to detonation transitions of
reactive flows [16,17]. This class of problems has special significance in astrophys-
ical flows, and as such, are often studied numerically [18, 19]. The experiments
of Liu et al. [17] studied the detonation ignition and diffraction within a layered
shock tube with undiluted mixtures of H2 and O2. This situation has since been
the topic of several numerical studies [20, 21] because of the complex interaction
between detonations, shocks, reacted and unreacted regions and numerous shock
diffractions/reflections.

For the present RSBI experiments, we would like to determine if it is possible
to use the hydrodynamic phenomena of shock-focussing to initiate the chemical
reactions within the isolated reactive mixture. If so, how and when does this reac-
tion initiate and then how does the reaction front progress? Are the two processes
(hydrodynamics and chemical reactions) highly coupled? What are the time scales
associated with each process?

2 Experimental Description

The RSBI experiments are performed at the Wisconsin Shock Tube Laboratory
(WiSTL) in a 9 m-long vertical shock tube with a square (25.4 × 25.4 cm2) cross-
section. A schematic of the last 2 m of the shock tube is shown in Fig. 1. A soap
bubble containing a mixture of gases is prepared on a pneumatically-retracted in-
jector and released into free-fall approximately 250 ms prior to the arrival of the
incident shock wave.

A small quantity of the reactive gas mixture is prepared ahead of time (56% Xe,
29% H2, 15% O2, resulting in a mixture density and experimental Atwood number
of 3.28 kg/m3 and 0.48, respectively). Xenon was chosen for the diluent because it
is chemically inert and has a larger density than Ar (leading to a stronger shock-
focussing effect), even though more data is available in the literature for Ar as a
diluent. For the present study, the higher density of Xe is crucial for maintaining a
large Atwood number, and the converging lens geometry.

The initial bubble free-fall and shock arrival are captured on two front-lit, high
speed, CCD cameras (Redlake MotionPro X4-Plus) at 250 fps, oriented perpendicu-
lar to one another as seen in Fig. 1. This orientation allows the capture of the precise
time, location and size of the bubble prior to the first shock acceleration. It also
serves to ensure that the free-falling bubble has not veered from the imaging plane.
A series of pressure transducers along the length of the shock tube measure the wave
speed and control the external triggering of the time-sensitive diagnostics.

The post-shock bubble morphology is imaged using planar Mie scattering diag-
nostics. A double-pulsed Nd:Yag laser (15 ns pulses at λLaser = 532 nm) illuminates
the midplane of the bubble. The Mie scattered signal is reflected off the atomized
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Fig. 1 Schematic of the experimental setup showing: a) The bottom 2 m of the shock tube.
Two initial condition cameras capture the free-fall and shock acceleration of the bubble with
perpendicular orientations. Two additional cameras are used to image the post-shock bubble
morphology and combustion. b) The initial condition for the free-falling spherical bubble
with a planar shock wave incident from above.

soap film and imaged with a dual frame, 1024 × 1024 CCD camera (Lavision Flow-
master 4) with a band-pass filter centered on 532 nm. Two post-shock Mie scatter
images are recorded per experiment at times tM,1 and tM,2, measured from when the
shock wave first contacts the apex of the bubble. Subscript ‘M’ is used to denote a
Mie scatter image.

As a chemical intermediate of the combustion process, the OH radical (OH∗) is
used to image the ignition and flame propagation separate from the hydrodynamic
bubble morphology. The chemiluminescence signal from the OH* is recorded at a
resolution of 512 × 512 on a dual-frame ICCD camera (Princeton Instruments PI-
MAX 2). The camera is fitted with a UV lens (50 mm, f /1.2) along with a long-pass
(λ > 275 nm), short-pass (λ < 325 nm) and a color glass (UG11) filter. These expo-
sures range from 3-1,000 μs, with two exposures recorded per experiment at times
tC,1 and tC,2, which are again measured from the contact of the shock wave with
the bubble apex. In this case, the subscript ‘C’ denotes a chemiluminescence image.
The exposures durations of each image are labeled as Δ tC,1 and Δ tC,2, respectively.

3 Analysis

Figure 2 shows composite images for three different Mach numbers where the
chemiluminescence images in yellow and red (corresponding to the first and
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second exposures, respectively) have been over-layed upon the planar Mie scatter
images shown in grayscale. In Figs. 2a and b, the combustion is seen to begin at
a single location and to proceed throughout the duration of both exposures. As the
reaction front propagates outward in the spanwise direction away from the ignition
location, the vortex ring also translates downwards. A dramatic change occurs in
the chemiluminescence images between Figs. 2b,c. Instead of a triangular shaped
signal, which suggests a prolonged combustion phase with slower reaction front
propagation speeds, a much faster combustion occurs, resulting in an oblate signal.

Fig. 2 Composite images showing the development of a shock-accelerated bubble filled
with a reactive mixture (55% Xe, 30% H2, 15% O2). Each image consists of two chemilu-
minescence exposures in yellow and red overlayed upon two planar Mie scatter images in
grayscale. For clarity, the signal levels have been adjusted and do not reflect the intensity
of the chemiluminescence signal. In each image, the incident shock wave travels downward.
The corresponding Mach number (in N2) and image times are: (a) M = 1.65, τM,1 = 3.6,
τM,2 = 6.6, τC,1 = 3.6, τC,2 = 6.6, ΔτC,1 = 3.0, ΔτC,2 = 3.0 (b) M = 2.07, τM,1 = 1.90,
τM,2 = 3.75, τC,1 = 1.90, τC,2 = 3.75, ΔτC,1 = 1.85, ΔτC,2 = 1.85, and (c) M = 2.85,
τM,1 = 1.7, τM,2 = 3.7, τC,1 = 1.3, τC,2 = 2.3, ΔτC,1 = 0.6, ΔτC,2 = 0.6

Summaries of the post-shock conditions and time scales are given in Table 1.
The post-shock bubble temperature, TB, and pressure, PB are calculated from 1D
gas dynamics for a slab geometry. The temperature and pressure were then used in
a model developed by Tonello et al. [21] to obtain estimates of induction times, τi,m,
which are also shown in the Table 1. The hydrodynamic time scale, τ , is defined as
the ‘cloud-crushing’ time of the bubble, τ = Do/Wi, where Do is the initial bubble
diameter, and Wi is the speed of the incident shock wave. Induction time estimates
are also obtained from the experiments, measured from time t∗ = 1, where t∗ =
t/τ . Finally, using the hydrodynamic time scale and the experimentally measured
induction time, a Damköhler number can be defined for this flow as Da= τ/τi,e, also
summarized in Table 1. In these RSBI experiments, the temperature and pressure
behind the transmitted shock wave will increase above these slab calculated values
since the curvature of the transmitted shock wave is increased.
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Table 1 Parameter overview for the reacting bubbles.

M TB (K) PB (atm) τi,m (μs) τ (μs) τi,e (μs) Da

1.35 401 2.25 ∞ 85 300 0.28
1.70 506 3.79 ∞ 68 270 0.25
2.07 690 6.63 ∞ 56 72 0.78
2.85 1155 13.96 11 40 5 8

For lower Mach numbers (M = 1.35,1.70,2.07), the 1D gas dynamics calcula-
tions for a slab geometry suggest the temperatures and pressures behind the trans-
mitted shock wave should not be sufficient to initiate the reaction of the mixture
without the benefit of shock-focussing (at least within a time scale relevant to the
hydrodynamics of SBI), as is evidenced by the infinite induction times, τi,m, shown
in Table 1. The shock-focussing effect minimizes the induction time within a local-
ized region, and therefore, the reaction is expected to initiate at this point.

For the high Mach number case, M = 2.85, the model predicts an induction time
of 11 μs. This time scale is now comparable to, and even shorter than, the hydrody-
namic time scale associated with the SBI. These values are also summarized in Table
1. This suggests that ignition could occur before the peak shock focussing has oc-
curred, and could occur just upstream of the bubble nadir. Indeed, the experimental
results suggest that, in the majority of instances, some amount of convergence oc-
curs before ignition begins. The ignition appears to begin at a small region centered
in the span-wise direction and located approximately 1/4 of a diameter upstream of
the original bubble nadir.

4 Conclusion

A series of RSBI experiments have been carried out where shock-initiated combus-
tion was observed as a result of the shock focussing effect. The time scales asso-
ciated with the competing physics (hydrodynamics and chemical reactions) were
shown to play an important role in the reaction ignition and propagation. For lower
incident Mach numbers (M < 2.07), the hydrodynamic times scales are shorter than
the chemical reaction time scales. This relationship inverts for the higher Mach num-
ber (M = 2.85), with a transition occurring just above M = 2.07.
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Investigations on a Gaseous Interface
Accelerated by a Converging Shock Wave

Xiansheng Wang, Ting Si, Zhigang Zhai, Minghu Wang,
Jiming Yang, and Xisheng Luo

1 Introduction

The shock-accelerated inhomogeneous flows have been widely investigated for the
fundamental interests and diverse applications in a broad range of spatial, temporal
and energy scales, such as the supernova explosions, supersonic combustions and
inertial confinement fusion (ICF) implosions. The particularly simple configuration,
the shock-bubble interaction [1], has been considered as a basic configuration to
study the flows. With respect to the development of the density-stratified interface
impulsively accelerated by a shock wave, analogies may be drawn to the study of
the Richtmyer-Meshkov (RM) instability [2, 3].

Most previous investigations were conducted on a simple but effective model in-
cluding a gaseous bubble subjected to a planar shock wave which was first stud-
ied by Markstein [4] and Rudinger and Somers [5] about fifty years ago. Due
to the difficulties in forming the inhomogeneity, Haas and Sturtevant [6] used a
soap film to separate two gases and experimentally observed the shock refrac-
tion and interface deformation. Recently, more detailed mechanisms of the pla-
nar shock wave interacting with the spherical and cylindrical inhomogeneity have
been experimentally studied in the shock tube [7-10] and numerically modeled
[11, 12] in two and three dimensions with the results showing a good agree-
ment with the experiments. The planar shock wave provides a simple configu-
ration to study the shock-bubble interaction. However, in many cases, such as
ICF, it is more suitable to employ the curved shock wave whose intensity varies
with propagation, for example, the cylindrical shock waves generated in an an-
nual coaxial vertical diaphragmless shock tube [13]. The flowfield becomes com-
plex when the curved shock wave is involved. To authors’ knowledge, experiments
about the interaction of a curved shock wave with the inhomogeneity are still
lacking.
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The present paper discussed the interaction of a converging cylindrical shock
wave with a cylindrical sulfur hexafluoride (SF6) bubble. A technique based on the
shock dynamics theory [14] was applied to design the shock tube test-section and
made it available to produce the curved shock wave. The experimental results were
acquired during a single run with assistants of the planar Mie-scattering imaging and
high-speed photography. The corresponding numerical simulation was performed
by means of a two-dimensional solver VAS2D [15]. The results showed a good
agreement with the experiments. Furthermore, the numerical results were analyzed
by a wavelet transform. A quantitative feature of the regular vortical structure in the
flowfield was revealed in the wavelet results.

2 Experimental and Numerical Methods

The present experiments have been conducted at a 70× 40 mm2 rectangular shock
tube consisting of a driver section (1.7 m) and a driven section (2.5 m). A schematic
of the experimental setup is depicted in Fig. 1. The cylindrical shock wave is gen-
erated after passing through the curved wall segment P̂Q which is designed under
the condition of an incident shock wave Mach number Mi = 1.2, a converging angle
θc = 15◦ and a height of curving wall h = 70 mm. When the incident shock wave
enters the linear segment Q̂O of 107.5 mm in length, it deforms from a planar shape
to a cylindrical shape [14] and the corresponding Mach number changes from Mi =
1.2 at point P to MQ = 1.29 at point Q. The total length of the wall ̂ZPQO is 565 mm
in horizontal direction.

In order to form the inhomogeneity, a hole on top of the shock tube is first wetted
with soap liquid prior to the experiment, so that it provides an approach for SF6 to
flow slowly through a pipe with one end inserted in the hole to form a cylindrical
soap interface. When the interface is formed in the test section, the pipe is pulled out
and the hole is sealed by a screw. Due to the gravity effect, the center of the interface
curvature is under the end of the curved wall corresponding to point O in Fig. 1. The
length of DO as shown in Fig. 1 is selected as the characteristic length D0 and it is
nearly 90 mm in the current experiment. As impacted by the shock wave, the soap
film shatters into particles whose size depend on the strength of the shock wave.
The size of atomized soap droplets after impaction of the shock wave is estimated
using the model proposed by Cohen [16]. When the incident shock wave gets close
to the interface, the Mach number increases to around 1.3 and the corresponding
droplet size is on the order of 20 μm. The atomized particles are illuminated by the
laser sheet which is produced by a continuous laser (SDL-532-15000T, 15 w, 532
nm) and shaped through a lens-system. The 105× 15 mm2 optical window on the
top wall permits the laser sheet to illuminate the slice and a pair of 270× 70 mm2

optical windows on the side wall provide the approach to visualize the flow field.
Images have been captured during a single run by a high-speed video camera

(Photron FASTCAM SA5). In present experiments, the camera works at a frame
rate of 50000 frames per second (fps). The size of images is 960× 392 pixel2 with
a spatial resolution up to 0.08 mm/pixel. The entire event lasts about 1200 μs.
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Fig. 1 Schematic view of the experimental configuration.

In order to compare with the experimental results, a numerical method VAS2D
(2-Dimensional Vectorized Adaptive Solver) is applied and it is validated in simu-
lating compressible flows [15]. The initial condition corresponds to the experiments
with an initial temperature 298 K and pressure 1.01 bar. The technique of adaptive
unstructured mesh refinement (AMR) is applied to the solution to enhance the space
resolution. The maximum size of the adaptive grid is 0.5 mm, while the minimum
size is 0.25 mm.

3 Flow Visualization

Various sets of experiments have been carried out. Although the repeatability of
the experiment (especially the initial interface shape) is imperfect, the results in
the same run are in good order and comparable. The evolution of the flow field is
shown in Fig. 2, which involves two processes: one is the interaction of the incident
converging shock wave with the initial bubble, the other is the interaction of the
reshock reflected from the end of the curving wall with the deformed bubble. The
initial geometry of the interface (see Fig. 2(o1)) was captured by a camera (NIKON
D50) at the side of test section prior to the interaction.

Fig. 2 shows that the deformation of the interface agreed qualitatively with the
numerical results. A smoothing technique was imposed on the numerical density
results. The initial stage in Fig. 2(a) was captured at t = 400 μs measured from
the first impact of the converging shock wave. The interface was compressed and
distorted into an oblique profile shape as shown in Fig. 2(b). This can be illustrated
by an important detail that the initial geometry of the bubble caused by the gravity
leads to an impact beginning from the bottom to the top of the interface during a
very short time interval. The variation in velocity among different elements of the
bubble surface was so slight that the oblique profile didn’t deform sharply until
t = 680 μs after the first impact. An example of the deformed interface after the
reshock was shown in Fig. 2(c). The top of the interface was first confronted with
the reshock and became deformed in reverse direction. The post-reshock particles
stopped moving from left to right and then moved back because of the reshock.
The motion of particles indicated the deformation of the interface. Consequently, a
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Fig. 2 Comparison of the experimental and numerical initial geometry (o) and deformations
of the cylindrical bubble interacting with the incident shock wave (a,b) and the reshock (c,d).
The numerical results correspond to the density field.

deformation reversal occurred as a result of the varied velocity on different elements
of the interface.

An obvious feature of the flow was the vortical structure mainly caused by the
baroclinic mechanism of the misalignment of local density and pressure gradients,
as shown in Fig. 2(d). Baroclinic vorticity accumulated on the interface and intensify
the vortical structure.

4 Wavelet Analysis

In order to study the evolution of the vortical structure strengthened by the reshock,
a two-dimensional wavelet analysis was performed on the numerical vorticity filed
under the impact of the reshock. A detailed description to construct the wavelet
transform has been described by Farge [17]. The standard procedure includes 1) se-
lecting a mother wavelet function which satisfies the admissibility condition, namely
an integral function having zero mean; 2) generating a sequence of the daughter
wavelet by translating, rotating, dilating the mother wavelet; 3) filtering the known
field by the daughter wavelets; 4) analyzing the filtered result.

In the current study, an isotropic real-valued mexican hat wavelet is selected as
the mother wavelet. By translating and dilating the mother wavelet ψ(r),r ∈R

2, we
generate a family of wavelets ψl,r′(r):

ψ(r) = (2−|r|2)e−|r|2/2, (1)

ψl,r′(r) = l−1ψ(
r− r′

l
), (2)

f̃ (l,r′) =
∫

D
f (r)ψ∗

l,r′(r)dS. (3)

where l represents the dilation parameter and the scale of daughter wavelet, r′ rep-
resents the translation parameter and location of the daughter wavelet, ψ∗

l,r′(r) de-
notes the complex conjugate of ψl,r′(r) from Eq. (2), f (r) denotes the known scalar
field.
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The application of the wavelet transform used in the term ’wavelet filter’ is per-
formed on the two-dimensional vorticity field at the period of the reshock interacting
with the interface. The operation is equivalent to the convolution of the scalar filed
with the dilated mother wavelet. When a wavelet-like structure, such as vortex, ap-
pears in the vorticity field, the wavelet filter transforms the scalar field to an image
plane, calculated from Eq. (3), with a positive peak value. The peak represents the
most similarity between the scalar field and the daughter wavelet, the scale and lo-
cation of the daughter wavelet correspond to that of the vortical structure [18]. The
scale l and the distances between the structure’s location and the field’s boundary
px, py are shown in Fig. 3.

The results in Fig. 3(a) shows the mexican hat wavelet transforms to the vor-
ticity field. When the reshock passing through the center of the shocked bubble,
the wavelet result appears a peak at the corresponding wavelet scale l/D0 = 0.37.
The location of the vortical structure is shown in Fig. 3(b). Until the arrival of the
reshock, the vortex moves relatively faster downstream. Later, the reshock changes
the direction of the structure’s motion and the location of the structure can be iden-
tified by searching the peak from wavelet transform results.

Fig. 3 Mexican hat wavelet transform of the vorticity field in the numerical simulation.
(a) The peak value hpeak corresponding to the maximum of the transform calculated from
Eq. (3) versus the wavelet scale l, (b) Location of the vortical structure. The characteristic
length was selected as the initial size of the bubble D0.

5 Conclusion

The results of the converging shock-bubble interaction were acquired by the high-
speed photography and planar Mie-scattering imaging. The numerical simulation
and wavelet analysis on the cylindrical bubble configuration were also presented.
The reshock in the flowfield results in a reversal of the interface that is impacted by
the incident shock wave, and evolves the flowfiled into an intensified vortical struc-
ture. The corresponding numerical results show a qualitative agreement with the
experiments. Results from the wavelet transform reveal that the reshock changes the
direction of the vortical structure’s movement and increases its velocity magnitude.
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Overall, the converging shock wave was introduced in the study of shock-bubble
interaction and an attempt was made to analyze the result by wavelet transform
which laid the first stone for the further work.

This research was carried out with the support of the National Natural Science
Foundation of China under Grants 10972214, NSAF 10776031 and the Fundamen-
tal Research Funds for the Central Universities.
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Long Time Observation
of the Richtmyer-Meshkov Instability

C. Mariani, L. Biamino, G. Jourdan, L. Houas,
M. Vandenboomgaerde, and D. Souffland

1 Introduction

Richtmyer-Meshkov (RM) instability occurs when a interface separating two flu-
ids of different density is impulsively accelerated in the direction of its nor-
mal. It is one of the most fundamental fluid instabilities and is of importance to
the fields of astrophysics and inertial confinement fusion. RM instability experi-
ments are normally carried out in shock tubes, where the generation of a sharp,
well-controlled interface between gases is difficult, so there is a dispersion in
terms of experimental results. The experiments presented here were conducted
in a horizontal shock tube where the materialization of the initial interface was
achieved by a thin nitrocellulosic membrane (0.5 μm thick) deposited on a stere-
olithographed grid support, computer-aided designed and constructed with cho-
sen shape and dimensions. As diagnostic, we used laser sheet flow visualization
to yield time-motion image sequences of the linear and the non-linear develop-
ments of the instability. In previous investigation [1], we have already shown
that residual pieces from the membrane constituting the initial interface tend to
delay the interpenetration in the light-to-heavy gas configuration and specifically
during the linear stage of the interface evolution. In order to reduce these ef-
fects in the present experiments, we have increased the strength of the shock
wave (Mach∼1.5). We have also extended the test section from 0.46 m to 1.5 m
which allows the instability to grow further and thus to observe the whole non-
linear phase until the transition to turbulence. The present paper summarizes the
results obtained during this study undertaken for air/SF6 and air/He gas com-
binations (positive and negative Atwood numbers, respectively) in 2D and 3D
geometries.

C. Mariani · L. Biamino · G. Jourdan · L. Houas
IUSTI-CNRS, Aix-Marseille Université, 5 rue Enrico Fermi, Marseille, 13013, France

M. Vandenboomgaerde · D. Souffland
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2 Experimental Set-Up

The experimental investigation was realized in an horizontal shock tube which
square cross section is of 20 cm×20 cm. An extension of the experimental chamber
has been built so that the installation is 1m longer than in its precedent configu-
ration. This was made to delay the return of the shock that is reflected on the end
wall of the experimental chamber. Four piezoelectric dynamic pressure gauges al-
low to measure the velocity of the pressure discontinuities (incident, transmitted
and reflected shocks) and one of them is used to trig the visualization device and the
measurement acquisition. A laser sheet passing trough the end wall of the experi-
mental chamber gives a 2D-longitudinal observation of the flow and an acquisition
is realized with an high speed digital camera at a frame frequency of 10kHz. The
initial perturbated interface is artificially created and stabilized by a nitrocellulosic
film lightly stuck on a CAD grid. By this way, perfect sinusoidal interfaces in 2D
or 3D can be produced to generate the Richtmyer Meshkov instability. One of the
two gases need to be seeded to reveal the position of the interface; incense smoke
is blown into the low pressure section of the tube while the test gas (He or SF6) is
filling the windowed compartement on the other side of the grid.

Fig. 1 View of the test section, extended from 0.46 m to 1.5 m.

3 Results and Discussion

3.1 Remarks on the Initial Conditions

The sizes of the initial perturbations are chosen to follow the development of the
RM instability from the linear stage until the highly non linear one; this implies
that the wave length λ0 of the initial sinusoids is much greater than their amplitude
η0 or η0

λ0
� 1. In order to have close time evolutions of the sinusoid amplitude

in 2D and 3D configurations, the wave lengths in 3D were chosen according to a

known correlation [2] λe f f = λ2D =
λx−3D.λy−3D√
λ 2

x−3D+λ 2
y−3D

and if λx−3D = λy−3D = λ3D then

λ2D = λ3D√
2

.
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3.2 Long Time Observation of the RM Instability

Figure 2 shows the development of the Richtmyer-Meshkov Instability when the
shock passes through a 3D sinusoidal interface from a light gas (seeded air) to a
heavier one (SF6). Concerning the experiments in this configuration, we notice that
after a long time the perturbations are no more sinusoidal. Spike and bubble shapes
appear but they are different in the 2D geometry and in the 3D one. In 2D, due to
a shorter wave length, the bubble structures thicken until they quickly touch each
other; this makes more difficult the measurement of the spike positions especially
on the latest frames. In 3D, the spike and bubble structures are more like pyramid

t=
0 

(f
12

)

1420 mm

20
0 

m
m

t=
30

0 
µs

(f
15

)
t=

60
0 

µs
(f

18
)

t=
90

0 
µs

(f
21

)
t=

12
00

 µ
s

(f
24

)
t=

15
00

 µ
s

(f
27

)
t=

18
00

 µ
s

(f
30

)
t=

21
00

 µ
s

(f
33

)
t=

24
00

 µ
s

(f
36

)
t=

42
00

 µ
s

(f
55

)
t=

65
00

 µ
s

(f
78

)
t=

83
00

 µ
s

(f
96

)

Fig. 2 Laser sheet frames of an air/SF6 3D-interface (λ0=11.317 cm and η0=0.306 cm) ac-
celerated by a strong shock wave (Misw=1.44)
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and bubble structures due to the geometry. Later, slots and crenelate shapes appear
due to the thickening of the sinusoids. A work on Fourier serie decomposition of
the interface profile is in progress in order to measure the deformation of the initial
sinusoids according to time.

In the heavy/light gas configuration (air/He interfaces), the extension of the test
section allows to observe the RM instability three times longer. The frames show the
known reversal phase and the one of linear growth (see Fig.3). It reveals the weakly
non linear stage of development of the RM instability and the apparition of bubble
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and spike shapes in 2D geometry and bubble and pyramids in 3D. Figure 3 shows
an air/He experiment with initial sinusoids in 2D geometry.

3.3 Time Evolution of the Sinusoids Amplitude

The amplitude of the perturbations is measured by taking half the difference of posi-
tions of the opposite extrema of the interface. Figure 4 represents the time evolution
of this amplitude for all the runs in each gas configuration. The significant result
which is revealed by this figure is the good superimposition of the evolutions in 2D
and 3D for same initial amplitude and same incident shock wave; four times, the
graphs are comparable in pairs. This validates the use of the correlation between the
wavelengths in 2D and 3D that must be respected when one wants to obtain simi-
lar chronologies of growth in amplitude. In the case of air /SF6, interfaces strongly
perturbated and accelerated by a strong shock, the growth in the 2D geometry is
slower than in the 3D one. This is due to the faster thickening of the perturbations in
2D which makes the spikes more and more thin so that their length seems to grow
slower.

In figure 5, the time evolution of the amplitude is represented in a dimensionless
coordinate system in order to compare all the results together and also with two
known models. The first observation is the good superimposition of the evolutions
at least on the beginnings (except for the above case in air/SF6 configuration). A
second relevant point is the improvement of the results concerning the linear phase
of growth in the ligth/heavy configuration. Indeed in our previous work, the growth
rate in this configuration was 30 % lower than the one predicted by Richtmyer. In
these experiments, the growth rate is less than 10 % lower; that is the consequence
of a better destruction of the residual pieces of nitrocellulosic membrane by stronger
shock waves. The last interesting point is the good agreement with the non linear
model for the two gas configurations [3]. Notice that the model of Vandenboom-
gaerde is non-dimensionalized by the compressible linear growth rate.
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Fig. 4 Time evolutions of the amplitude for different perturbated air /SF6 (on the left) and air
/He (on the right) interfaces accelerated by shock waves of different intensities.
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Fig. 5 Dimensionless time evolutions of the amplitude for different perturbated air /SF6 (on
the left) and air /He (on the right) interfaces accelerated by shock waves of different intensi-
ties.

4 Conclusion

The Richtmyer Meshkov instability has been studied with perfect sinusoidal inter-
faces which sizes were chosen to follow the different phases of growth in amplitude
of the initial defaults. The non linear phase was longer observed due to the exten-
sion of the test section of the tube. The comparison of the time evolution of the
amplitude in experiments and in theories (linear or non linear) are in well agree-
ment in both light/heavy and heavy/light cases. A real difference in the evolution of
shapes appeared especially after a long time depending on whether the geometry is
2D or 3D.
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Numerical Study of Shock Induced Mixing
in a Cylindrical Shell

Lili Wang, Yihong Hang, and Shudao Zhang

1 Introduction

The Richtmyer-Meshkov instability (RMI) develops when a shock wave traverses a
density interface separating two gases. The miss-alignment of the pressure gradient
across the shock and the local density gradient at the contact during shock passage
leads to vorticity production at the interface. Subsequently the flow driven by the
deposited vorticity leads to interfacial instability growth and eventually to turbu-
lence mixing. RMI is important in many areas of physics, from geophysical and as-
trophysical problems to industrial applications. In particular, attention has recently
focused on RMI and RM mixing in the converging geometry such as that occurs in
an imploding inertial confinement fusion (ICF) capsule. When a stratified cylindri-
cal shell with initial perturbations is driven by a convergent shock wave, the effect
of convergence tends to enhance the perturbation growth compared with that in a
planar geometry. The convergent incident shock wave reflects at the cylinder center
and the succedent reflected shock waves move to and fro within the whole region.
Besides, the Rayleigh-Taylor instability (RTI) also occurs whenever the light fluid
accelerates the heavy one during the evolution. All these factors make the mixing
procedure in a stratified cylindrical shell driven by shock wave much complex than
that in the planar geometry. Although many models have been proposed to predict
the instability growth in the linear, weakly nonlinear, and turbulent regimes, each of
these models has limitations and a restricted domain of applicability. For this com-
plex mixing process with strongly nonlinear transition stage, the direct numerical
simulation with high resolution is the common way to study its evolution. In this
paper a hybrid scheme combined with the finite-difference and the weighted essen-
tially non-oscillatory (WENO) method, combined with high order strong-stability
preserving Runge-Kutta scheme for the time integration, is used to simulate the
mixing due to the interfacial instability in a stratified cylindrical shell driven by
convergent shock wave. Growth and mixing properties of the turbulent mixing zone

Lili Wang · Yihong Hang · Shudao Zhang
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(TMZ) have been investigated using the simulation results. And the effect of initial
perturbation on the mixing has been discussed.

2 Equations of Motion

We use the N-species Navier-Stokes equations to simulate the motion as follows

∂ρ
∂ t

+
∂ρui

∂xi
= 0 (1)

∂ρui

∂ t
+

∂ (ρuiu j + pδi j)

∂x j
=

∂di j

∂x j
(2)

∂E
∂ t

+
∂ (E + p)u j

∂x j
=

∂di jui

∂x j
(3)

∂ρϕm

∂ t
+

∂ρϕm

∂x j
= 0, for m = 1,N − 1 (4)

where repeated indices denote summation and ϕm denotes the m-th species mass
fraction. Pressure is determined from the ideal equation of state for a mixture of
gases,

P =
ρRT

m̄
(5)

where R denotes the ideal gas constant, while m̄ denotes the mean molecular weight
which is given by

1
m̄

=
N

∑
i=1

ϕi

mi
(6)

mi is the molecular weight of the i-th species of the mixture.
The Newtonian stress tensor di j of the mixture is expressed as

di j = μ
[(

∂ui

∂x j
+

∂u j

∂xi

)
− 2

3
∂uk

∂xk
δi j

]
(7)

where the shear viscosity μ is calculated as follows

μ =
∑N

i=1 μiϕim
−1/2
i

∑N
i=1 μim

−1/2
i

(8)

3 Numerical Method

For the turbulent mixing we examined in this paper, simulation demands two mutu-
ally exclusive numerical approaches. On one hand, the presence of shocks, whose
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length scale is of the order of the mean free path, implies that the numerical
method must be of a shock-capturing type. On the other hand, turbulence is better
simulated when the numerical method is non-dissipative. Since all shock-capturing
methods are dissipative, two mutually orthogonal numerical requirements arise. To
address this difficulty, we used the TCD-WENO hybrid method proposed by Hill
and Pullin[1] to approximate the derivatives in the advection terms, in conjunction
with a third-order strong-stability preserving Runge-Kutta scheme for the time inte-
gration. The fluxes of the viscous and diffusion transport terms are computed using
explicit center-difference operator.

The WENO method is a successful shock-capturing scheme with high order pre-
cision. But its up-winding strategy makes it too dissipative for the smooth turbu-
lent regions. In the TCD-WENO hybrid method, the tuned centre-difference scheme
with low numerical dissipation and good wave-dispersion properties is adopted in
the regions away from shocks and material interfaces, while the WENO scheme[4]
based on the characteristic decomposition is used around discontinuities( shocks
and material interfaces) .We utilized a discontinuity detection criterion to switch the
two different schemes suggested by Ref.[2]. In the tuned centre-difference scheme,
the skew-symmetric form is employed to improve the numerical stability. For details
the reader is referred to Ref. [2, 3].

4 Numerical Results

The calculation model is shown schematically in figure 1. The shell is driven by a
convergent incident shock wave. There are three materials and two material inter-
faces within the calculation region. The main parameters we used are as follows:

ρin = 1.0 (9)

ρshell = 10.0 (10)

ρout = 1.0 (11)

P0 = 80000.0 (12)

Ma = 1.5 (13)

For the simulations in this paper, broadband random perturbations have been set
on the initial outer interface. Figure 2 shows the evolution of the mixing zone in a
typical case. During the interval corresponding to fig. 2(1) and fig. 2(3), the shell
is compressed by the incident shock wave. RMI occurs and both the shell’s and the
inner material’s densities increased. Then the shell begins to slow down and then
rebound when the shock wave reaches the center and reflects outwards, and mixing
grows due to both RMI and RTI. We can see mixing near both the outer interface
and the inner interface in fig. 2(5). If the shell is thin enough or the mixing has
undergone enough time, the shell may be shredded.
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Fig. 1 Schematic showing the calculation model.

Fig. 2 Evolution of the mixing zone.

In order to investigate the effect of initial perturbation, various initial spectra
were considered in our calculations including the flat distribution and the Gauss
distribution. Random phases were assigned to each mode in every simulation case.
And the averaged perturbation amplitudes of all cases are the same.
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case 1: flat spectrum within [0,200]
case 2: flat spectrum within [100 , 300]
case 3: flat spectrum within [200, 400]
case 4: flat spectrum within [300,500]
case 5: flat spectrum within [0,400]
case 6: flat spectrum within [200,600]
case 7: flat spectrum within [400,800]
case 8: Gauss spectrum within [400, 800], half-width: 100
case 9: Gauss spectrum within [400, 800], half-width: 50
Figure 3 shows the mixing zone’s width near the outer interface with time. We

can see that the mixing zone’s growth is quite sensitive to the initial perturbation
scale. There is no apparent approach to a self-similar regime independent of the
initial conditions. And the mixing zone grows more slowly with smaller scale per-
turbations.

Fig. 3 Width of the mixing zones vs time.

For better understanding of the mixing evolution, we used some statistical quan-
tities of the mixing zone as follows. The reader is referred to Ref. [5]for details.
Figure 4 shows the mixing fraction within the mixing zone, which indicates the
atomic mixing degree. For this measure, values near unity correspond to complete
mixing, while values near zero correspond to little atomic mixing. In fig. 4, the mix-
ing fractions approach an asymptotic value in range [0.6, 0.8] at late time in all
cases. It means that as refer to the atomic mixing degree, the imprint of initial per-
turbation tends to be lost at late time, although it affects the mixing zone’s width
obviously.
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Fig. 4 Mixing fraction within the mixing zone

5 Conclusions

In this paper the mixing process in a stratified cylindrical shell driven by a conver-
gent shock wave is numerically studied by using a hybrid method combined with the
weighted essentially non-oscillatory shock-capturing method and the tuned center
difference scheme. We investigate the mixing according to the mixing zone width
and the mixing fraction. It was found that the mixing zone’s growth is quite sen-
sitive to the initial perturbation scale, while the atomic mixing degree tends to be
independent of the initial perturbation at late time.
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Effect of Shock Mach Number
on Richtmyer-Meshkov Instability
in Spherical Geometry

Ankit Bhagatwala and Sanjiva K. Lele

1 Introduction

Lombardini et al. [1] have recently carried out Richtmyer-Meshkov instability (RMI)
simulations in cylindrical geometry. RMI for a spherical axisymmetric flow was
investigated by Dutta et al. [2]. We consider a more general initial interface perturba-
tion, with a spherical egg-carton profile similar to the one used in planar RMI simula-
tions [3, 4]. An interesting feature of this profile is that the perturbation wavelength is
nearly constant over the spherical shell spanned by the material interface. The fluids
considered in this study are air outside and SF6 inside. The shock is launched from
the air (lighter) side of the interface. As the flow evolves, a series of reflected and
transmitted shocks are generated, which via baroclinic deposition of vorticity and its
subsequent transport serve to mix the two fluids in a turbulent mixing zone.

2 Methodology and Simulation Parameters

Euler equations for a perfect gas in Cartesian coordinates are solved. Due to the
strong nature of the shocks, shock-capturing is needed and provided through artifi-
cial viscosity following Cook [5], but with a modified coefficient for bulk viscosity
as described in Bhagatwala & Lele [6]. The non-dimensional Euler equations are as
follows

∂Q
∂ t

+
∂Fj

∂x j
= 0 (1)

where Q = (ρ ,ρui,ρet ,ρY ) and Fj = (ρu j,ρuiu j + pδi j,(ρet + p)u j,ρYu j + Jj)
Following Cook [5], the following artificial terms are employed.

μh =Cμρ |∇4S|Δ 6 βh =Cβ ρ |∇4S|Δ 6 κh =Cκ
ρc
T
|∇4e|Δ 5 (2)

Ankit Bhagatwala · Sanjiva K. Lele
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Di =CDcs|∇4Yi|Δ 4 +CY cs{[Yi − 1]H(Yi− 1)−Yi[1−H(Yi)]}Δ (3)

where Δ is the grid spacing, S =
√

S : S is the magnitude of the symmetric strain
rate tensor, Cμ = 0.002, Cκ = 0.01, CD = 1.0 and CY = 100.The effective gamma
formulation is used for computing the ratio of specific heats as follows

γe f f =
Cp,e f f

Cv,e f f
=

Y1Cp1 +Y2Cp2

Y1Cv1 +Y2Cv2
=

Y1γ1
γ1−1 + ε Y2γ2

γ2−1
Y1

γ1−1 + ε Y2
γ2−1

(4)

where ε = M1/M2 is the ratio of gas constants or molecular weights.
The grid is uniform Cartesian with a resolution of 1283. Only an octant of the

sphere is represented and appropriate symmetry boundary conditions are used. A
compact finite difference scheme described in Lui [7] is used. A low dissipation and
dispersion RK4 method described in Hu et. al. [8] is used for time stepping.

The interface perturbation profile is given by h0 = A0cos(32θ )cos((32sinθ )φ) to
obtain an egg carton shaped disturbance. Three simulations with initial shock Mach
numbers MI of 1.2, 1.8 and 3.0 have been carried out. Figure 1 shows density slices
as the flow evolves for a Mach 1.8 initial shock. We study the evolution of the mixing
layer width, vorticity and turbulent kinetic energy. Table 1 lists parameters for the
initial perturbation to the interface and quantities useful for scaling the computed
results.

Fig. 1 Evolution of spherical RMI for MI = 1.8. Slices of density, ρ/ρunshocked
air (a) Converg-

ing t/ts = 0.4, t/ts = 0.8, (b) Post-reshock regimes. t/ts = 2.4, t/ts = 3.1 Only half of the
computed octant is shown.

3 Results

The mixing layer width is defined as h=
∫ s=Rmax

s=0 〈Y 〉(1−〈Y 〉)ds where angled brack-
ets 〈.〉 indicate a tangential average as a function of radius. Figure 2 compares mix-
ing layer widths for the same initial perturbation, only the incident shock Mach
number is varied. For all temporal profiles, time has been normalized with time
taken for the shock to reach the origin so that the time of first shock and reshock are
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Table 1 Initial conditions. Initial radius of shock,Rs0, Initial radius of interface, R0, Initial
pertrubation amplitude A0, Initial wavelength of perturbation, λ0, Initial wavenumber of per-
turbation, k0, Atwood number, At = (ρ2 −ρ1)/(ρ2 +ρ1), Shock Mach number, Ms = Ṙs/c0,
Velocity impulse to interface due to shock, Δv/c0 = 2(M2

s −1)/(γ +1)Ms. c0 is the speed of
sound in air, ts is the time taken for the shock to reach the origin.

Rs0/R0 A0/R0 k0R0 A0/λ0 At Ms Δv/Ṙs0 ts ˙Rs0/Rs0

1.03 0.01 33 0.03 0.67 1.2 0.32 3.8

1.03 0.01 33 0.03 0.67 1.8 0.61 3.7

1.03 0.01 33 0.03 0.67 3.0 0.74 4.0
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Fig. 2 (a) Comparison of mixing layer width. MI = 1.2 (red), MI = 1.8 (black), MI = 3.0
(blue). Width normalized by initial perturbation amplitude. (b) Profiles of 〈Y 〉(1−〈Y 〉) for
MI = 1.8 case, Converging (black) and post-reshock (magenta) phases. For line style labels,
please refer to figure 4. Y is the mass fraction of Air

similar for all cases. Note that they cannot be identical, as in the planar case, because
shock speed is a nonlinear function of time for a spherically converging shock. We
also plot spatial profiles of 〈Y 〉(1−〈Y 〉) for the MI = 1.8 case which corroborates
the trend observed in the temporal profiles.

The h profile has a shape similar to that observed in the planar case, with a slight
initial drop as the incident shock compresses the perturbation, then a rise as the
interface perturbation to grow into spikes and bubbles under the action of baroclin-
ically deposited vorticity. The compression due to the reshock causes another drop
in h, followed by a rise as the mixing layer grows in size and becomes turbulent.
The Mach number dependence is quite evident. In the linear growth phase, the pro-
files line up at early times, except for the lowest Mach number, which flattens out
earlier. After reshock, peaks of the turbulent mixing layer widths occur at different
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times with the chosen time normalization. The shock speed based scaling of time
therefore does not apply to the post reshock phase of the mixing layer growth. It is
not clear that simple scaling parameters exist for this highly nonlinear process. The
slope of the h/h0 curve when evaluated against the scaled time is similar. This is an
indication that the scale used in the plot captures an important dependence. Simu-
lations at other Atwood numbers and interface perturbations are needed to judge if
this is a robust scaling.

Figure 3 shows the evolution of domain integrated vorticity variance i.e enstrophy
and perturbation kinetic energy, which eventually becomes turbulent kinetic energy
(TKE) as the flow becomes turbulent. For ease of nomenclature, both are referred
to as TKE in this paper. Similar to the planar case, it shows a double peak structure.
The first rise and decay corresponds to the linear growth phase, while the second
corresponds to the post-reshock turbulent mixing layer growth and eventual decay.
Enstrophy is normalized by a time scale based on the initial velocity impulse to
the interface by the incident shock, while TKE is normalized by shock speed. The
vorticity profiles collapse quite well during the linear phase, but diverge at late times,
when the flow is nonlinear and turbulent. The TKE profiles do not show as good a
collapse, but the chosen normalization yields the best comparison between different
cases.

To study the spatial nature of the vorticity field as it evolves over time, we plot it
during the converging and reshocked phases of the shock in figure 4. The baroclinic
vorticity deposited by the initial shock passage is amplified by the post-shock com-
pression. The plot for the post-reshock flow shows the turbulent phase of RMI. The
growth of the turbulent mixing layer can be clearly seen in the radial profiles.

Figure 5 plots tangentially averaged radial profiles of TKE for the converging
and post-reshock phases. During the converging phase, we observe two peaks, one
corresponding to the evolving mixing zone where the material interface is and the
other at the shock location due to shock corrugation. The peak at the shock grows as
the shock gets stronger as it propagates inwards, whereas the peak at the interface
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Fig. 3 Comparison of Enstrophy and TKE. MI = 1.2 (red), MI = 1.8 (black), MI = 3.0
(blue). (a) Enstrophy (b) TKE.
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Fig. 4 Radial profiles of vorticity for shock with MI = 1.8 (a) Converging, t/ts = 0.2 (dotted),
t/ts = 0.36 (solid), t/ts = 0.52 (dashed), t/ts = 0.68 (dash-dotted). (b) Post-reshock regimes,
t/ts = 2.23 (dotted), t/ts = 2.88 (solid), t/ts = 3.1 (dashed), t/ts = 3.74 (dash-dotted).
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Fig. 5 Radial profiles of TKE for shock with MI = 1.8 (a) Converging (b) Post-reshock
regimes. For legend, please refer to figure 4

decays as there is no fresh energy deposition and numerical viscosity damps the
fluctuations. Similar to vorticity profiles earlier, growth of the turbulent mixing layer
can be seen in the TKE profiles for the post-reshock flow as well.

4 Conclusion

Exploratory simulations of the Richtmyer-Meshkov instability for an Air-SF6 in-
terface in spherical geometry have been carried out with three-dimensional ‘egg-
carton’ type interface perturbation. Parametric variation with respect to initial shock
Mach number has been studied. Effect of shock Mach number on growth rates of
the mixing layer, vorticity and turbulent kinetic energy have been studied. Through
tangentially averaged radial profiles of vorticity and TKE, the growth of the mixing
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zone through the various phases of linear growth, transition to turbulence and decay
have been studied. Attempt was made to scale the data in different regimes. Addi-
tional simulations with larger set of parametric variation and simulations at higher
resolution are required to establish whether the approximate scaling behavior ob-
served here is more generally valid.
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Experimental Characterization of Turbulence
Produced in a Shock Tube: A Preliminary Work
for the Study of the Turbulent Gaseous Mixing
Induced by the Richtmyer-Meshkov Instability

G. Bouzgarrou, Y. Bury, S. Jamme, J.-F. Haas, D. Counilh, and J.-B. Cazalbou

1 Introduction

The Richtmyer-Meshkov Instability (RMI) occurs in several physical and techno-
logical processes such as supernova explosion, supersonic combustion, detonics or
inertial confinement fusion. This instability develops when interfacial perturbations,
between two fluids of different densities, grow because of a shock wave induced
impulsive acceleration. The basic mechanism for the initial growth of perturbations
on the interface is the baroclinic generation of vorticity which results from the mis-
alignment of the pressure and density gradients when the shock crosses the interface.
Early time linear and following nonlinear growth of the RMI have been, and are still
widely investigated, either theoretically, numerically and experimentally [1]. Nev-
ertheless, experimental investigation of the Turbulent Mixing Zone (TMZ) induced
by a rapidly growing RMI is still nowadays poorly documented, even if we can
mention for instance the work of Leinov et al. [2] who characterized the growth of
the MZ with time following the passage of the re-shock (with an emphasis on the
influence of the initial amplitude of the MZ and the reshock strength), and the study
of Poggi et al. [3] in which the production of turbulence by the TMZ has been inves-
tigated in a vertical shock tube using two-components Laser Doppler Velocimetry
(LDV).

The main objective of the present work is to provide a detailed characterization of
our shock tube in order to discriminate the turbulence level produced by the mixing
of the two gases in the TMZ, through baroclinic effects, from the background turbu-
lence level of the experimental set-up. We thus investigated several configurations
without the mixing zone (pure air).

G. Bouzgarrou · Y. Bury · S. Jamme · J.-B. Cazalbou
Université de Toulouse, ISAE, 10 Avenue Edouard Belin, F-31055 Toulouse, France

J.-F. Haas · D. Counilh
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2 Experimental Set-Up

The experimental apparatus used in this study consists of a 5 m long, 130 mm
square cross section vertical shock tube that was initially operated at CEA [4] be-
fore being transferred to the Institut Supérieur de l’Aéronautique et de l’Espace
(ISAE) in Toulouse in 2009. For studies involving RMI and the resulting tur-
bulent mixing, a shock wave (Mach number 1.2) travels upward and crosses an
air/sulphurhexafluoride (SF6) interface, which sets the Atwood number at 0.699.
Both gases are initially separated by a thin nitrocellulosic membrane (0.5 μm thick)
trapped between two grids, the upper one imposing a two-dimensional initial per-
turbation of wavelength equal to 1.8 mm. According to RMI models, a perturbation
with this wavelength induces a fully developed turbulence in a short time compared
to the transient time of the shock in the observation chamber.

(a) (b)

Fig. 1 Description of the experimental apparatus (a) and (X-t) diagram of an homogeneous
shot (b).

A schematic of the experimental set-up is shown in Figure 1. The length of the
test section has been fixed to L=250 mm. The incident Mach 1.2 shock wave is
generated by impacting a Mylar diaphragm, initially separating the driven and the
driver sections of the shock tube, using a blade cutting device. The pressure ratio
between both chambers is fixed to 2.7 before the diaphragm disruption. One has to
notice that this value differs from the 2.38 value given by the non viscous theory.
This is attributed to dissipative effects in the shock tube.

Mean and fluctuating X and Y-velocities, hereafter denoted U and V, and respec-
tively corresponding to the vertical and first-lateral velocities, are measured inside
the shock tube using two-components LDV. The two measurement volumes, of ap-
proximative dimensions ΔX = 46 μm, ΔY = 46 μm, ΔZ = 850 μm, are located
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at the center of the test section of the tube, 43 mm above the position of the ni-
trocellulosic membrane. The fluid is seeded with 1 μm-diameter olive oil spherical
particles. In the region of interest, located between the incident and the reflected
shock waves, data rates above 500 kHz (resp. 250 kHz) were obtained for the U
velocity (resp. V velocity). Pressure histories of the flow in the shock tube are ob-
tained using five piezoelectric pressure transducers. The acquisition frequency was
fixed to 2.5 MHz. For each shot, the incident Mach number is determined via the two
pressure transducers PPT1 and PPT2 respectively located 315 and 115 mm below
the interface. In the test section, three additional pressure transducers PPT3, PPT4
and PPT5 are mounted respectively at 43, 213 and 250 mm above the interface.
The LDV measurements were triggered on the PPT2 pressure signal. This allows to
achieve phase-averaged statistics based on the crossing instant of the incident shock
in the measurement volume.

Time-resolved Schlieren visualizations are simultaneously operated. Videos of
the travelling shock wave and the resulting series of compression/expansion waves
inside the test section are recorded thanks to a high-speed Phantom V12 camera.
The data rate of the image recording is fixed to 27000 images per second.

3 Turbulence Characterization

Before considering air/SF6 mixing, the background turbulence level of the shock-
tube is evaluated by considering several test configurations with pure air :

• Conf1: experiments with a clean test section (no grid and no nitrocellulosic mem-
brane inside the shock tube);

• Conf2: experiments with two grids at the interface location (bottom wire mesh
with a wire spacing of 1 mm, upper wire mesh with a wire spacing of 1.8 mm),
without nitrocellulosic membrane, in order to quantify the influence of the grids
on the turbulence levels compared with Conf1;

• Conf3: experiments similar to Conf2 with the addition of the nitrocellulosic
membrane trapped between the two grids, in order to quantify the effect of the
fragments generated by the crossing of the shock across the membrane on the
turbulence production.

For each configuration, 40 shots were conducted and the mean and fluctuating,
phase-averaged, U and V velocities were computed. Time discretization into con-
secutive time windows was fixed to 10 μs around the incident and reflected shocks
and to 30 μs elsewhere. Those time steps were determined as a compromise between
sufficiently high number of samples per time step (imposing a minimum temporal
width), and the time-filtering effect induced by too large time steps. Convergence
of the first and second order statistics was demonstrated to be obtained for samples
numbers above 150 in each time window. Figure 2 reveals that this was achieved
in most of the region of interest located between the incident and reflected shocks,
occuring at t = 0 μs and t = 1150 μs respectively, except for Conf3 where large
membrane fragments temporarily cross the LDV measurement volumes, cutting the
Doppler signals between t = 260 μs and t = 560 μs.
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(a)

(b)

Conf1 Conf2 Conf3

Fig. 2 Evolution of the vertical mean velocity Ū (a) and fluctuating velocity
√

u′2 (b) (blue
continuous line, left vertical axis). Number of samples used for the calculation of the statistics
on each time step of the discretized velocity signal (black dashed line, right vertical axis). The
red horizontal line corresponds to the number of samples necessary to get convergence.
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Fig. 3 Static pressure signals PPT3 (X=43 mm above the interface) for the 3 configurations
over the whole history of the phenomenon (a); Concurrent evolutions of the mean vertical
velocity (black continuous line) and PPT3 static pressure (red dashed line), zoom around the
velocity plateau between the incident and reflected shock waves (b).

Figure 2 (a) depicts time evolutions of the phase-averaged U velocity for the three
previously described test configurations. Corresponding PPT3 pressure signals are
illustrated on Figure 3. Figure 4 shows the simultaneously acquired Schlieren im-
ages. Interestingly enough, those images reveal a complex acoustic field in the wake
of the incident shock wave, comprising series of compression/expansion non pla-
nar waves. Those waves are induced by the travelling of the shock wave over slight
parietal defaults, in the form of steps a few tens of micron deep, at the junction of
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the different modules constituting the tube. This results in a non uniform velocity
plateau between the incident and reflected shock waves. For the three test configu-
rations, this plateau displays a first velocity level around 100 m/s, between t = 0 μs
and t = 250 μs, followed by a second velocity level around 107 m/s, corresponding
to the expected velocity behind the M=1.2 incident shock wave. The second part of
the plateau is also characterized by oscillations whose periods are in good agree-
ment with both the PPT3 pressure signals and the tracks of the previously evoked
series of compression/expansion waves clearly observable on the Schlieren images.

t =−74.1 μs t = 0 μs t = 74.1 μs

t =−30 μs t = 44.1 μs t = 155.2 μs

t =−44 μs t = 30.1 μs t = 178.2 μs

t

Fig. 4 Schlieren images of the perturbations generated by the shock wave in pure air, Conf1
(up), Conf2 (middle), Conf3 (down). The black cross on the images indicates the location of
the measurement volume for LDV. The origin of time on the figure corresponds to the passage
of the incident shock wave on the measurement volume.
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Fig. 5 Schlieren visualization of the TMZ 3 ms after the shock passage across the initial
interface.

Figure 2 (b) displays the phase-averaged U-velocity fluctuations for the three test
configurations. The previously evoked level shift of the plateau located between the
incident and the reflected shock waves still remains on the U and V velocity fluctu-
ations time evolutions. For sake of conciseness, only the U fluctuating component
will be analysed. Superimposition of the three curves (not shown) reveals that the
first level is perfectly similar for the three configurations, in terms of duration as
well as turbulence level, close to 3.2%. However, and while for Conf1 the second
level depicts turbulence intensities around 3.7%, this value rises up to 4.9% for
Conf2 (2 grids without nitrocellulosic membrane), and over 7.5% for Conf3 (nitro-
cellulosic membrane trapped between the 2 grids). It can thus be concluded that the
grids increase the turbulent intensity up to 1.5%. The membrane fragments induce
a further increase of 2.6%. This is of prime interest for the precise characterization
of the air/SF6 mixing through the RMI and baroclinic torques induced turbulence
production, illustrated on Figure 5.
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Experiments on the Richtmyer-Meshkov
Instability with an Imposed, Random Initial
Perturbation

J. Jacobs, V. Krivets, V. Tsiklashvili, and O. Likhatchev

1 Experimental Set-Up

Membraneless Richtmyer-Meshkov instability experiments have previously been
carried out in a vertical shock tube using a single-mode two- and three-dimensional
initial perturbations [1], [2]. The present study utilizes the apparatus and experimen-
tal techniques of these previous investigations modified to allow the generation of a
random three-dimensional initial perturbation.

A 5m long vertical shock tube with a 10.2cm diameter round driver, and a
8.9cm square test section is used for this study. The light gas (air) enters the tube at
the top of the driven section immediately below the diaphragm, and the heavy gas
(SF6) enters at the bottom of the test section. The gases exit the shock tube through
a series of small holes in the test section walls, leaving behind a flat, diffuse inter-
face. In the previous studies the initial perturbation was generated by periodically
oscillating the square shock tube, laterally, to produce a nearly single-mode two-
dimensional standing wave. More recently [3] we have found that we can produce
similar single mode three-dimensional standing waves by oscillating the gas column
within the shock tube vertically using the periodic motion of a piston mounted at the
bottom of the test section. The work presented here is a continuation of that work
in which the frequency of this motion is increased producing a more random, short
wavelength pattern.

The initial perturbation for this study is created using two reinforced loudspeak-
ers mounted in the shock tube wall, one near the bottom of the test section and the
other near top of the driven section. The two speakers are oscillated out of phase
from one another producing the vertical oscillation of the gas column within the
shock tube. This motion generates Faraday waves on the interface which result in
a small random three-dimensional perturbation imposed on the otherwise flat inter-
face.

J. Jacobs · V. Krivets · V. Tsiklashvili · O. Likhatchev
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A weak shock wave (1.1 ≤ M ≤ 1.2) is generated in the shock tube by punc-
turing a polypropylene diaphragm. The flow is visualized utilizing planar laser Mie
scattering movies. The light gas is seeded with incense smoke and illuminated by
the second harmonic of a pulsed Nd:YLF laser operated at 6 kHz and positioned at
the lower end of the shock tube. The the laser’s output is passed through circular
and cylindrical lenses and reflected upward through a window in the shock tube end
wall producing a light sheet that illuminates a thin cross section of the interface.
The resulting Mie scattered image is captured using three high-speed CMOS video
cameras positioned to cover the full visualization zone.

2 Results

Figure 1 is three dimensional view of a typical initial perturbation. In this case the
perturbation has been made visible by the addition of a dense water droplet fog to
the heavy gas which is then illuminated using a strobe light source. As can be seen
in this image the perturbation has a complex, random form but with a dominant
wavelength present.

Fig. 1 Three-dimensional view of the form of the initial perturbation.

Figure 2 shows a sequence of Mie scattering images taken from a typical ex-
periment. In this sequence one can observe the initial perturbation prior to shock
interaction followed by the development of the instability following interaction by
the incident shock wave and including reshock. Early in the development the insta-
bility retains an imprint of the initial perturbation. However, with time turbulence
develops in what appears to be a self-similar fashion, with length scales increasing
with time. Following reshock, extremely small scales are generated accompanied by
the accelerated growth of the mixing zone.

Figure 3 is a plot of mixing layer width versus time for 16 experiments showing
the instability growth following initial shock interaction and then following reshock.
As can be observed in this plot, the mixing layer width initially shows power law
growth h = Ctθ with growth exponent θ < 1. After reshock, however, the growth
rate is constant. Evident in this plot is a small amount of scatter produced by small
inconsistencies in the initial perturbation. Note that the amplitude and dominant
wavelength of the perturbation is reasonably reproducible. However, there are vari-
ations in the random nature of the initial perturbation which are difficult to control.
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Fig. 2 Image sequence taken from a typical experiment using the Mie scattering diagnostic.

Nevertheless, in examining the growth curves of individual experiments, two growth
behaviors can be observed and these are illustrated in figures 4. The plot on the right
shows a very rapid initial growth followed by much slower growth later on, while the
plot on the left shows a much more consistent growth rate for the entire experiment.

In order to investigate the value of growth exponent log-log plots of averaged
values of the data from figures 4 are shown in figures 5. Note that if growth of
the form h = Ctθ is expected then the slopes of lines fitted to the curves of figures
5 should yield the growth exponent θ . It can be observed that both sets of data
show two distinct linear regions (in these log-log plots) indicating two values of
growth exponent. In the early portions of both plots a growth exponent of θ ≈ 0.5 is
achieved. However, at later times a much more variable growth constant is observed
with θ lying in the range 0.3 < θ < 0.4.

Following reshock much more consistent growth is observed as can be seen in
figure 6. In this case both sets of experiments show identical values of growth rate
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Fig. 3 Plot of mixing layer half width for 16 experiments.

Fig. 4 The data of figure 3 separated into two groups showing different growth behaviors.

of dh/dt = 9.26m/s. In order to provide comparison with previous reshock ex-
perimental results a dimensionless version of the reshock growth rate is plotted in
figure 7. Note that following the suggestion of Mikaelian [4], Leinov et al. [5] have
proposed that since dh/dt ∝ AΔU , where ΔU is the reshock impulse, one can define
a dimensionless reshock growth rate as C = 2

AΔU
dh
dt . Note that using this definition

Mikaelian has indicated that C = 4α , where α is the Rayleigh-Taylor growth con-
stant. Thus figure 7 is a plot of C versus ΔU for the current experiments along with
those of Leinov et al. showing relatively good agreement with the previous work.
However, it is noteworthy that the present experiments have noticeably smaller val-
ues of growth rate that could be attributed to the fact that the experiments of Leinov
et al used a membrane to initial separate the two gases. Since the presence of mem-
brane fragments could be expected to produce greater mixing upon reshock, our
experiments could be viewed as exhibiting a better correspondence to a membrane
free situation. Also shown on figure 7 are two lines indicating the range of C values
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Fig. 5 Log-log plot of mixing layer half width for the two sets of experiments of figure 4.

Fig. 6 Plot of mixing layer half width for the two sets of experiments showing identical
growth rates following reshock.

Fig. 7 Comparison of measured dimensionless reshock growth rates from this study to those
measured by Leinov et al.
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expected from Mikaelian’s model using the range of expected α values found in
previous Rayleigh-Taylor instability experiments having the same Atwood number
as that used here.

3 Conclusions

The Richtmyer-Meshkov instability initiated with an imposed random perturbation
has been investigated in shock tube experiments. Measurements of the mixing layer
width following initial shock interaction show a power law growth similar to that
observed in previous experiments and simulations. However, two different growth
behaviors are observed. Both behaviors show growth constants θ approximately
equalling one half, initially. However at late times a range of growth constants is ob-
served with 0.3 < θ < 0.4. Following reshock much greater consistency is achieved
with the measured growth rate in good agreement with previous studies. The only
difference observed is that in the present experiments that do not use membranes
to initially separate the two gases, the measured reshock growth rate is noticeably
smaller that that measured in the previous experiments that do employ membranes.

This research was supported by Lawrence Livermore National Laboratory and by
the DOE National Nuclear Security Administration under its Stewardship Science
Academic Alliances program.
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Numerical Discovery and Experimental
Validation of Vortex Ring Generation
by Microramp Vortex Generator

Qin Li, Ping Lu, Chaoqun Liu, Adam Pierce, and Frank Lu

1 Introduction

Micro vortex generators are a new kind of passive flow control instruments for
shock-boundary layer interaction problems. In contrary to the conventional vortex
generator, they have heights approximately 20-40% (more or less) of the bound-
ary layer. Among them, Mircoramp vortex generators (MVG) are given special in-
terest by engineers because of their structural robustness. The mechanism of the
flow control was thought that a pair of streamwise vortex is generated by MVG
and remains in the boundary layer for relatively long distance; the down-wash ef-
fect by the streamwise vortices will bring about momentum exchange, which makes
the boundary layer less liable to separation. During such process, a specific phe-
nomenon called as momentum deficit will happen [1], i.e., a cylindrical region con-
sisted of low speed flows will be formed after the MVG. It was pointed out by Li
and Liu [2] that the origin of deficit comes from the shedding of boundary layer over
MVG.

Numerical simulations have been made on MVG for comparative study and
further design purposes. Ghosh, Choi and Edwards [3] made detailed computa-
tions under the experimental conditions given by Babinsky by using RANS, hybrid
RANS/LES and immersed boundary (IB) techniques. Lee et al [4, 5] also made com-
putations on the micro VGs problems by using Monotone Integrated Large Eddy
Simulations (MILES). Basic flow structures like momentum deficit and streamwise
vortices were reproduced in the computation. Further studies were also conducted
on the improvement of the control effect.

It is definitely needed to find physics of MVG for design engineers. RANS, DES,
RANS/DES, RANS/LES, etc are good engineering tools, but may not be able to
reveal the mechanism and get deep understanding of MVG. We need high order
DNS/LES. A powerful tool is the integration of high order LES and experiment.
An implicit large eddy simulation was conducted on the MVG controlled flow at
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Mach number 2.5. Flows of MVGs are studied with back edge declining angle
(see Figure 1 (left)).The geometries for the cases are shown in Figure 1 (right).
The details about the geometric objects, grid generation, computational domain,
etc, are introduced in our previous paper [3, 6] and will not be repeated here.
Through the computation, a new phenomenon called as vortex rings was first discov-
ered, i.e., a train of vortex rings will be generated continuously within the bound-
ary of the momentum deficit. The mechanism for the vortex rings was analyzed
and found that, the existence of the high shear layer and inflection surface gen-
erated by the momentum deficit will cause the corresponding Kelvin-Helmholtz
instability, which develops into a series of vortex rings. An experiment was de-
signed to validate the discovery. The snapshot of the laser sheet at the center plane
demonstrated the vortex structures after MVG and confirmed the discovery by
our LES.

Fig. 1 Left: the sketch of MVG at b = 70◦, right: the schematic of the half grid system.

2 Numerical Method

In this paper, we investigate vortex ring generation by microramp vortex generator at
M = 2.5 and Reθ = 5760. A kind of large eddy simulation method is used by solving
the unfiltered form of the Navier-Stokes equations with the 5th order Bandwidth-
optimized WENO scheme [7], which is generally referred to the so-called implicitly
implemented LES [8]. Without explicitly using the subgrid scale (SGS) model as the
explicit LES, the implicitly implemented LES uses the intrinsic dissipation of the
numerical method to dissipate the turbulent energy accumulated at the unresolved
scales with high wave numbers.

The adiabatic, zero-gradient of pressure and non-slipping conditions is adopted
at the wall. To enforce the free stream condition, fixed value boundary condition
with the free parameters is used on the upper boundary. The boundary conditions
at the front and back boundary surface in the spanwise direction are treated as the
mirror-symmetry condition, which is under the consideration that the problem is
about the flow around MVG arrays and only one MVG is simulated. The outflow
boundary conditions are specified as a kind of characteristic-based condition, which
can handle the outgoing flow without reflection [3].
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The inflow conditions are generated using the following steps:

1. A turbulent mean profile is obtained from previous DNS simulation result [9]
for the streamwise velocity (w-velocity) and the distribution is scaled using the
local displacement thickness and free stream velocity. The basic transfer is based
on the assumption that the same distribution exists between the relations of
U/Ue ∼ y/δ ∗. And the averaged streamwise velocity of MVG case can be got by
interpolation (3rd spline interpolation).

2. The pressure is uniform at inlet and is the same as the free stream value. The
temperature profile is obtained using Walz’s equation for the adiabatic wall: first
the adiabatic wall temperature is determined using: Tw = Te

[
1+ r (γ − 1)/2M2

e

]
,

where the subscript e means the edge of the boundary layer and r is the recovery
factor with value 0.9; next the temperature profile is obtained by Walz’s equation:
T/Te = Tw/Te − r (γ − 1)/2M2

e (U/Ue)
2.

3. The fluctuation components of the velocity are separated from the velocity at ev-
ery instantaneous data file (total 20000 files). And such fluctuations are rescaled
in the same way. Because T/Te = Tw/Te − r (γ − 1)/2M2

e

(
U/Ue

)2
, considering

the non-dimensional form and ignore the Te and Ue, we get
dT = −r (γ − 1) M2

e UdU, or ΔT = −r (γ − 1) M2
e UΔU . Density fluctuation is

determined by Δρ/ρ =−ΔT/T .
4. Finally, the transformed parameters are u =U +Δu, v =V +Δv, w = Δw,

ρ = ρ +Δρ , p = ρ T/
(
γ M2

)
and T = T +ΔT .

3 Inflection Surface, K-H Instability and Vortex Ring
Generation by MVG

3.1 Inflection Surface in 3-D Flow Behind MVG

In order to explore the mechanism of the vortex ring generation, the distributions
of averaged streamwise-velocity are given in Figure 2(left) along the normal grid
lines at the center plane. The streamwise positions of the lines are Lf rom apex/h ≈
3.3,6.7,10 and 11, where Lf rom apex is the streamwise distance measured from the
apex of MVG. The dip of the lines corresponds to the momentum deficit. From the
results, it can be seen clearly that there are at least two high shear layers in the central
plane, one is located at the upper edge of the dip and the other is located at the lower
edge. Within the shear layer, there is at least one inflection point. In order to demon-
strate the existence of the inflection points, the second order derivative ∂ 2w/∂y2

(w is the stremwise velocity and y is the normal direction) is calculated along the
lines, and the result of the line at Lf rom apex/h ≈ 6.7 is plotted in Figure 2 (center
and right) as an example. The existence and correspondence of the inflection points
at the upper and lower shear layers is illustrated by two dashed lines intersecting the
distribution of the streamwise velocity and its second order derivative.
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Fig. 2 Left:Averaged streamwise velocity at different sections. Inflection points (surface for
3-D). Center: averaged stremwise velocity at L f rom apex/h ≈ 6.7, right: ∂ 2u/∂y2 = 0.

3.2 Vortex Ring Generation

Based on the above analyses, it can be concluded that the existence of the inflection
points (surface in 3-D) in the shear layer causes the flow instability and generates
vortex rollers by K-H instability in a cylindrical coordinate system. Therefore, the
mechanism of the vortex ring generation should be K-H instability. The lost of the
stability of the shear layer will result in the roll-up of the vortex, which appears in
ring-like structure in a 3-D view (Figure 3). In Figure 3 (b), λ2 is certain eigenvalue
of the stress tensor, and its iso-surface is usually used to describe the vortex surface.
The intensity of the upper shear layer appears to be stronger than that of the lower
shear layer (Figure 3). In Figure 4, another qualitative checking about the shear layer
and K-H instability is made by using the instantaneous flow field. In the figure, the
background at the central plane and the spanwise plane is colored by the value of
the streamwise velocity, so that the green regions in two planes represent the mo-
mentum deficit. In the central plane, the pressure contours are superimposed on the
background cloud-map. The figure shows that, the blue circle structures, which in-
dicate the core of the ring like vortices cut by the plane, are located on the boundary
of the deficit circle. Such positions are exactly the same place where the high shear
layer exists. In Figure 5, we give the instantaneous numerical schlieren picture at the
central plane. From the figure, we can see many vortex rings appear in the circular

Fig. 3 Vortex ring generation by MVG due to K-H instability. Left: iso-surface of pressure,
right: iso-surface of λ2.
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Fig. 4 The instantaneous pressure and streamwise velocity contour on different cross
sections.

shapes. After being told the prediction of the vortex rings, the same experimen-
talists in UT Arlington tried some techniques to validate the discovery. They used
techniques of the particle image velocimetry (PIV) and the acetone vapor screen
visualization to track the movement of the flow, and specifically the flash of a laser
sheet is used to provide the light exposure at the time level of micro seconds. In
Figure 6, a typical image at the center plane is presented taken by using PIV and the
acetone vapor (Lu et al [10]). It is clearly demonstrated that a chain of vortex rings
exist in the flow field after the MVG! And these structures qualitatively resemble
that in Figures 5-6.

Fig. 5 The numerical shilieren at the center plane.

Fig. 6 The laser-sheet flash image at the center plane. Upper: using PIV, lower: using the
acetone vapor.
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4 Conclusion

Base on numerical results, the inflection points (surface in 3-D) inside the deficit
area are found. The mechanism for the vortex rings was analyzed and found that,
the existence of the high shear layer and inflection surface generated by the mo-
mentum deficit will cause the corresponding Kelvin-Helmholtz instability, which
develops into a series of vortex rings. Kelvin-Helmholtz type instability is caused
by the momentum deficit. Vortex rings are generated by K-H type instability after
MVG. The experiment work demonstrated that a chain of vortex rings exist in the
flow field after the MVG, and these structures qualitatively resemble that in numer-
ical simulation.
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Shock-Wave Boundary-Layer Interaction
Control on a Compression Corner Using
Mechanical Vortex Generators

C. Manisankar, S.B.Verma, and C. Raju

1 Introduction

Shock-wave boundary-layer interactions (SWBLI) are prevalent in many supersonic
applications, e.g., over deflected flaps, fore-body ramp corners, on leading edges
where the bow shock from the vehicle nose interferes, along axial compression cor-
ners inside air-inlets, shock reflection and crossing-shock interactions in the inlets
etc. The adverse pressure gradient across the interaction shock can cause separa-
tion of the incoming boundary-layer leading to increased aerodynamic drag, heat
transfer and unsteady pressure loads. Much of the early work over forward-facing
steps [1], un-swept compression ramp flows [2-4] and in interactions induced by
blunt fins [5], circular cylinders and sharp fins at angle of attack [6] was focused
on understanding the dynamic/unsteady behavior of these interactions. It has been
observed that the flow in these interactions in unsteady if the pressure ratio across
the oblique shock is such that the mass of the fluid reversed at the reattachment
point does not balance the scavenged fluid from the separated region [7-8]. As a
result, the separated region “breathes” and during one half of pulse, mass is injected
into it while during the other half it is ejected out resulting into an unsteady mass
exchange.

Recently, studies have been carried out to diminish the detrimental effects of
SWBLI using flow control [9]. The most popular of these techniques have been
the use of vortex generating devices such as micro-ramps, vane-type VG fixed at an
angle to the main flow or the use of micro air-jets at an appropriate distance upstream
of the region of interaction [10-14]. These devices generate either co-rotating or
counter-rotating vortices depending upon their design and angular positions with
respect to the main flow direction. Significant modifications in the overall interaction
have been reported with control. The spanwise spacing between the VG devices also
seems to be an important parameter in controlling the flow interaction. However, in
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order to reduce wave-drag penalties, it is suggested [10-11] that the height of VGs
should be below the sonic line of the boundary-layer. Such studies are relevant to air-
inlets so as to increase mass-flow ingestion resulting in enhanced inlet operability
and therefore, improve overall engine performance.

The present paper reports an exploratory study conducted to control the ampli-
tude of shock unsteadiness associated with the SWBLI on a 24◦ compression corner
using mechanical VG devices in the form of single-row delta ramps. The primary
focus of the study is to investigate the phenomena of SWBLI with emphasis on the
effect of VG devices on the overall flowfield characteristics. The interaction is stud-
ied using color schlieren, Kulite pressure sensors, oil-flow and pressure-sensitive
paint (PSP).

2 Experimental Set Up and Procedure

2.1 Wind Tunnel Facility and Model Details

Tests were conducted in 0.457m x 0.3m blow-down tri-sonic wind-tunnel at Na-
tional Aerospace Laboratories (NAL). The compression corner model was mounted
on a sting along the tunnel centerline in order to (i) avoid effects of noise levels
from turbulent boundary-layer present on wind-tunnel wall and to facilitate PSP
measurements. The test Mach number was 2.05±0.02 while the stagnation pres-
sure and temperature was 30psia±1% and 298K±0.4%, respectively. This gives a
unit Reynolds number of 25.257 x 106 m−1. The wall temperature was approxi-
mately adiabatic. The compression ramp model used for the present investigation is
mounted on a sting along the tunnel centerline to (a) avoid effects of noise levels
from turbulent boundary-layer normally present on wind tunnel walls and, (b) to
facilitate PSP measurements. The flat plate of the model is 28cms long with a span
of 11cms, Fig. 1 (a). The ramp plate angle was set at 24 degrees. No side-fences
were used in order to facilitate schlieren imaging. A boundary-layer trip, made of
60 grit carborundum particles spanning 4mm in length and placed at 17mm from
the leading edge was used to ensure sufficiently thick (turbulent) boundary-layer so

Fig. 1 Schematic showing (a) the compression model details with the sensor locations and,
(b) the micro-ramp configurations used in the present study. All dimensions are in mm



Shock-Wave Boundary-Layer Interaction Control 411

as to ensure that the VGs are embedded in them. The boundary-layer thickness δ
is 1.53mm at the VG location resulting in h/δ= 0.65. Figure 1 (b) shows the two
VG configurations tested. The VG insert is located 130mm upstream of the cor-
ner, Fig. 1 (b). With respect to the interaction location (located 20mm upstream of
corner; δ= 4mm), this corresponds to 27.5δ .

2.2 Data Acquisition System and Analysis

Simultaneous wall pressure measurements along the centerline were made using
fast piezo-resistive transducers (Kulite models XT-140M and XCQ-093). Nine such
transducers were mounted upstream of the corner with a pitch of 5.5mm while six
of them were mounted on the ramp surface with a pitch of 5mm. The transducer
data was acquired using truly simultaneous data acquisition card NI4495 DC series
at a sampling frequency of 50kHz. Later on FFT analysis was carried out using
bin size of 4096 points and averaged over 200 samples. Tests were also carried out
using a sol-gel based binary pressure sensitive paint (PSP) in order to study the
overall surface pressure field with and without VGs. Color schlieren was used to
study the flowfield interaction using Palflash 501 with spark duration of 750ns and
pulse energy of 6 Joules.

3 Results and Discussions

3.1 Flow Visualization

Figures 2 show the spark color schlieren images for the test cases without and with flow
control. For the test case with trip and no VG (Fig. 2 (a)), flow-field upstream of the
interaction is clean. A weak wave visible upstream of the interaction is due to the insert
fabricated for the clean case with no VG and does not seem to introduce perturbation
in the boundary-layer. The interaction region is characterized by a λ -shock pattern
consisting of separation and reattachment shocks that merge to form the interaction
point (markedwithadashedcircle)abovetherampsection.IntroductionofVGdevices
are seen to generate flow perturbations - compression wave (inclined at 30◦ to the main
flow and is the Mach angle for M=2 flow) and expansion wave - locally. Relative to the
no VG case, with VG1, it is observed that the angle of the separation shock decreases

Fig. 2 Color schlieren images of the flow over a 24◦ compression ramp at M∞ =2.0
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(from 39◦ to 36◦) along with a downstream shift in the interaction point (Fig. 2 (b))
while with VG2, the interaction point shifts upstream.

A comparison between the surface oil pictures of the interaction region indicates
significant modifications in the surface flow separation pattern without and with
control. A well-defined separation line seen for the case of no control (Fig.3 (a)) is
replaced by a corrugated separation line (Fig. 3 (b))and is caused by the presence of
streamwise counter-rotating vortex pairs (CVP) [14]. Upstream of the interaction,
traces of CVPs are clearly indicated by streamwise accumulation of oil pigment,
Fig. 3 (b). The corrugated separation line is formed as a result of the interaction be-
tween the streamwise CRVs and the reverse flow in the separated region (separation
bubble), as shown in Fig. 3 (c). As a result in the region of the upwash (low shear),
the reverse flow is able to penetrate into the main flow while in the region of the
downwash (high shear), the main flow is able to penetrate into the region of reverse
flow. A well-defined reattachment line for no control case is also completely re-
placed by a striation pattern (beginning from ramp corner itself) with each striation
originating exactly in line with the location of each crest of the corrugated separation
line. The origin of these striations is, therefore, different from those originating due
to Goertler vortices in reattaching boundary-layers. The streamwise vortices gen-
erated by the VG devices, therefore, dramatically modify the overall flow structure
development in the entire interaction region.

3.2 Streamwise Mean Pressure Distribution

Figure 4 shows the distribution of streamwise mean pressure and its corresponding
rms value for the test cases without control and with VG devices. It is seen that in
the region of separation, VG1 results in a higher wall pressure before the pressure
plateau, Fig. 4 (a). When VG2 is used, the pressure plateau seems to get modified
and shows wall pressures in this region much higher relative to other test cases. This
behavior is advantageous as this means a reduction in strength of the reattachment

Fig. 3 Surface oil flow picture showing the flow pattern in the region of separation for (a) no
VG and, (b) with VG2; 24deg, (c) schematic of the surface flow pattern development
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shock and hence, pressure loads. The corresponding rms distributions show a signif-
icant reduction (50%) for VG1 in the region of separation, Fig. 4 (b). VG2, however,
shows an increase in this value.

Figure 5 shows the comparison of spectra of wall pressure fluctuations in the re-
gion of separation for all test cases. Relative to the reference case, the amplitude of
pressure fluctuations in the separation location (1), with VG2, is seen to increase
in the entire range, Fig. 5 (a). With VG1, on the other hand, a considerable drop
in energy levels in compliance with rms values is observed. These high-amplitude
low-frequency fluctuations attribute to the back- and forth unsteady motion of the
separation shock over this sensor location. Further downstream (2) and inside the
separation bubble, the energy levels relative to the separation location drop consid-
erably (which corresponds to the character of the flow structures inside the sepa-
ration bubble), Fig. 5 (b). Relative to the reference case (with control), the spectra
shows a considerable decrease in the amplitude of pressure fluctuations with VG2
showing the lowest amplitude followed by VG1.

3.3 Pressure Sensitive Paint (PSP) Measurements

The intensity based PSP measurements were conducted in the solid-wall test section
of the tunnel with the optical access provided by the modified sidewall-mounted

Fig. 4 Streamwise distribution of (a) mean wall pressure and, (b) the corresponding rms
values for SWBLI at θ = 24◦ and M∞ = 2.0; h/δ = 0.65

Fig. 5 Comparison of the real-time wall pressure signal spectra for the 24o compression
corner, M∞ = 2.0 at (a) separation location (b) inside the separation bubble



414 C. Manisankar, S.B. Verma, and C. Raju

Fig. 6 Quantitative PSP pressure maps of surface pressure (Cp) for (a) no VG, (b) with VG2
for h/δ=0.65 and, (c) comparison of the streamwise mean pressure distribution for no VG
case from PSP and transducer measurements and (d)-(e) spanwise sinusoidal pattern of Cp

variation at two axial locations for VG2 showing trails of streamwise vortices.

Schlieren window (for details see ref. 15). The indigenous NAL-G8 pyrene based
binary PSP is excited at 330 nm using a xenon flash lamp and the PSP emissions
detected using two 12-bit CCD cameras. The intensity images are converted to pres-
sure maps based on a-priori-calibration using OMS processing software. Figure 6
(a)-(b) shows the quantitative PSP pressure maps for no control and with VG2.
These pressure maps are obtained using an appropriate spatial filter (10 pixelx10
pixel Gaussian filter) to smoothen the PSP data [15]. The comparison between the
pressure port data and PSP for no VG case, Fig. 6 (c), is generally good and the
agreement in P/P∞ is within ±0.03 to 0.05 for most data. The region of the sep-
aration on the base plate can be seen very clearly. Further for test case of VG2,
trails of vortices immediately downstream of the VG insert are also seen, Fig. 6
(b), the Cp plot of which is shown in Fig. 6 (d). This sinusoidal pattern of wall pres-
sure seen in the spanwise direction indicates that the VG configurations successfully
generate streamwise vortices that help modify the separation characteristics in the
intermittent region of separation, observed earlier. Further downstream, however,
these vortex trails could not be captured.

4 Conclusions

An experimental study was conducted to control the amplitude of separation shock
unsteadiness on a 24◦ compression ramp using mechanical vortex generators in a
Mach 2.0 flow. Flow control devices in the form of a single-row delta ramps were
placed far upstream (27.5δ ) of the interaction region. Upstream of the interaction,
traces of counter-rotating vortex pairs are clearly indicated by streamwise accumu-
lation of oil pigment. These structures on interaction with the reverse flow in the
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separation bubble, replace a well-defined separation line (with no control case) by
a corrugated separation line. The reattachment line, however, shows no signs of
corrugation. But downstream of flow reattachment on the ramp, a well-defined reat-
tachment line is replaced by a striation pattern (with control) with each striation
originating exactly in line with the location of each crest of the corrugated separa-
tion line. PSP measurements show a spanwise sinusoidal pattern of wall pressure
variation indicating generation of streamwise vortices from these control devices.
The mean pressure distribution in the interaction region also gets modified and the
maximum rms value, in the intermittent region of separation, shows a significant
reduction (50%) in its value for VG1. Further investigations will be carried out for
VG location at 12.5δ with respect to the interaction location (i.e., h/δ= 0.26).
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PIV Investigation of the 3D Instantaneous Flow
Organization behind a Micro-ramp in a
Supersonic Boundary Layer

Z. Sun, F.F.J. Schrijer, F. Scarano, and B.W. van Oudheusden

1 Introduction

Shock wave boundary layer interaction (SWBLI) is a flow phenomenon that is criti-
cal for many high speed applications, such as supersonic inlets and propulsion-wing
or -fuselage interactions. Much effort has been devoted to investigate the mech-
anism of SWBLI, its turbulent nature and the role of large-scale fluctuations[1].
Different types of flow control techniques have been proposed to alleviate the ad-
verse effects introduced by SWBLI, such as flow separation and fluctuating pressure
loads. Micro-ramp vortex generators are considered to be a preferred type of pas-
sive boundary layer control technique, due to a limited increase in drag compared to
conventional larger vortex generators that emerge outside the boundary layer, while
still being effective in reducing flow separation.

Using the geometry that follows the optimization study performed by Ander-
son et al[2], the working principle of a micro-ramp has been investigated through
both experimental and numerical approaches. A mean flow description by Babin-
sky et al[3] depicts the streamwise counter rotating vortex pair and other secondary
vortices in streamwise direction. Using these observations a general working mech-
anism of the micro-ramp was deduced: the boundary layer is energized by the high
momentum fluid in the free stream entrained by the downwash caused by the stream-
wise primary vortex pair. This results in a fuller boundary layer profile, which is
more capable of enduring the adverse pressure gradient induced by incident shock
waves or compression ramps. However, due to the strong three-dimensionality of
the flow past the micro-ramp, the instantaneous flow structure is rather different
from the one obtained in the mean sense. Blinde et al[4] identified several vor-
tex pairs developing downstream of a micro-ramp array through stereo-PIV in two
planes parallel to the surface at different heights. These vortex pairs were suggested
to be cross sections of legs of hairpin vortices similar to those that naturally occur
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in a turbulent boundary layer. Based on their observations Blinde et al formulated
a conceptual model of a train of hairpin vortices developing downstream of each
micro-ramp. An LES simulation of the flow past a single micro-ramp performed
by Li et al[5] visualized a series of vortex elements behind the trailing edge. The
structure of these vortices only partly confirms the model obtained from Blind et
al’s experiment. In fact the legs of the vortices in the computations of Li et al do not
appear to align with the wall like hairpins proposed by Blinde. Instead, they rather
appear to have a ring shape belonging to a plane slightly inclined to the wall nor-
mal direction. In their paper, Li et al concluded that the vortices are connected also
on the bottom side therefore featuring full rings. The structure of the upper part of
the wake has also been confirmed by a recent experimental research performed by
Lu et al[6] using laser sheet visualization. The visualizations revealed a pronounced
Kelvin-Helmholtz instability developing downstream of micro-ramps. According to
the explanation by Lu et al, the KH instability structures develop as a secondary
instability of the streamwise vortex pair, which is more stable in the region near the
micro-ramp and breaks down downstream. This latter description is in contrast with
the previous two where no mention is made of the interaction between the stream-
wise vortices and the hairpin- or ring-shaped rollers formed at the wake interface.

Since the results from experimental and numerical approaches partially agree on
the appearance of the intermittent vortices and their relation with the streamwise
vortices, the present experimental research aims at visualizing the controversial vor-
tices and identifying their origin. Tomographic-PIV (Elsinga et al[7]) is chosen for
the reason that it offers the capability of detecting instantaneous patterns in a com-
plex three-dimensional flow.

2 Experimental Arrangement

Experiments were carried out in the blow-down supersonic wind tunnel ST15 of
Delft University of Technology. The wind tunnel was operated at Mach 2.0 (free
stream velocity Ure f =532 m/s), with a stagnation pressure of P0=3.2 bar. The bound-
ary layer developing along the tunnel bottom wall was selected for the micro-ramp
investigation. After developing for approximately 1.0 m past the throat section of
the nozzle, the boundary layer reaches a thickness of 4.8 mm.

The investigated micro-ramp height is 4 mm, the geometry follows that proposed
in the study of Anderson et al[2] resulting in a chord length of 27.4 mm and a
spanwise width of 24.4 mm. Tomo-PIV measurements were carried out within two
volumes starting 35 mm downstream of the micro-ramp of 25×15×6 mm3 size. The
layout of the two measurement volumes is schematically depicted in figure 1.

The flow was seeded by DEHS droplets with a diameter of approximately 1 μm.
The tracers were injected into the flow through a seeding device placed upstream
of the settling chamber. According to the study of Ragni et al[8] the DEHS particle
tracers have a relaxation time of approximately 2 μs, which enable accurate tracking
of flow structures down to 1 mm. The seeded flow was illuminated by a Spectra-
Physics Quanta Ray PIV-400 double pulse Nd:Yag laser at a wavelength of 532 nm.
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Fig. 1 left: arrangements of the two measurement volumes; right: camera positions with
respect to laser volume and micro-ramp.

Each pulse has energy of 400 mJ and duration of 6 ns. A laser probe was inserted
from the side wall downstream of the test section, through which the laser beam was
shaped into a volume of 6 mm thickness.

Three PCO Sensicam QE CCD cameras with a sensor of 1376×1040 pixels were
equipped with Nikon 105 mm objectives (see figure 1) set at numerical aperture of
f#=11, 11 and 9 respectively and the Scheimpflug principle was applied. Two cam-
eras were viewing from upstream to take the benefit of the forward light scattering of
the particles. The laser pulse separation time was selected at 0.6 μs and image pairs
were recorded at a rate of 5 Hz. A digital image resolution of 43.7 pixel/mm was
achieved with a particle displacement of 14 pixels in the free stream. 400 images
were recorded for each volume to achieve data convergence.

3 Results and Anlysis

3.1 Mean Flow Characteristics

Previous studies on micro-ramp flow reveal that a streamwise counter rotating vor-
tex pair symmetric to the center plane (z=0) dominates the mean flow field. Contour
plots of u-component shown in figure 2 are extracted to represent the mean flow
structure. One of the pairing vortices can be observed through the vectors overlaid

Fig. 2 Selected contour plots of the mean flow field from Measurement II.
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on the y− z plane contours. An additional proof of the vortices is provided by the
streamline pattern in the center plane, which is the footprint of the central upwash
induced by the vortices.

Another significant phenomenon revealed through figure 2 is the wake region
of low streamwise momentum that encompasses the streamwise vortices. Assum-
ing the flow axisymmetric, the wake is expected to obtain a smooth circular shape.
Along its streamwise movement, the wake is lifted and also expands. A shear layer
following the wake configuration is located at the edge, where the streamwise ve-
locity is reduced from Ure f to approximately 0.8Ure f near the core region at this
distance behind the micro-ramp element.

3.2 Turbulent Characteristics

The distributions of the two fluctuation components, 〈u′〉 and 〈v′〉, in the center plane
(z = 0) shown in the left part of figure 3 reveal a similar shear layer structure with
higher fluctuations at the center and lower fluctuations at both edges.

Profiles of the turbulent components and averaged streamwise velocity at x = 40
mm are shown in the right part of figure 3. From the streamwise velocity profile, the
wake is composed of the upper and lower shear layers, within which 〈u′〉 and 〈v′〉 ex-
hibit considerable increase and the maxima are reached in the upper shear layer. The
positions of turbulent maxima do not exactly coincide for the two components. Also,
〈v′〉 is larger than 〈u′〉 in the center region of the wake, which suggests anisotropy
of the turbulent fluctuations.

Fig. 3 Fluctuation velocity distributions, left: contour plots of 〈u′〉 (up) and 〈v′〉 (down) at
center plane; right: fluctuation and averaged streamwise velocity profiles at x = 40 mm of the
center plane.

3.3 Cross-Sectional Representations

To assist the interpretation of the instantaneous flow structure, figure 4 shows three
cross-sectional contours of u-component, two in y − z plane at x = 42 mm and
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Fig. 4 Selected contour plots of the instantaneous flow field from Measurement I.

55mm and the third in x− y plane at z = 0, extracted from an instantaneous three-
dimensional flow field from Measurement I.

The dominating streamwise vortex pair is revealed in the y− z planes. Its ap-
pearance is not as symmetric to the center plane as observed from the mean flow
field, suggesting an instantaneous meandering behavior. Also, the wake exhibits a
modulated edge, whereas it is a smooth and axisymmetric in the mean flow.

The wavy velocity interface of the wake edge visualized in the x−y plane can be
understood as the imprint of a Kelvin-Helmholtz instability of the shear layer. After
subtracting a constant value from the vector field, the KH vortices are visualized,
which are indicated by the white circles in the contour plot. Due to their clockwise
rotational direction these vortices induce local regions of increased and decreased
velocity on the upper and lower sides of the vortices, respectively. It may be noted
that the areas with high streamwise velocity on top of the wake in the y− z contours
are intersections of such high speed regions.

3.4 Volumetric Representations

The instantaneous three-dimensional structure, as obtained from the Tomo-PIV
measurements, is characterized by means of velocity and vorticity iso-surfaces, as
shown in figure 5. These volumetric renderings relate to the same flow realization
as the cross-sectional flow fields in figure 4. Two values of the u-component are
displayed: high speed in pink (1.02Ure f ) and low speed in green (0.8Ure f ), which
correspond to high and low speed regions induced by the KH vortices. Both regions
are separate in space and exhibit a typical intermittency similar to the one observed
in KH instability.

The vorticity representations reveal both the primary streamwise vortex pair and
the KH vortices simultaneously. The streamwise vortices are visualized through ωx

in different colors, because of their opposite rotational directions. The intermittent
KH vortices are presented though ωz, which explains why only the top part of the
KH vortices is visualized, while an arc shape can be expected for the KH vortices
which follow the shape of the instantaneous shear layer in y− z cross section.
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Fig. 5 Volumetric representation, left: iso-surfaces of u-component; right: iso-surfaces of
vorticity.

4 Conclusions and a Conceptual Model

An experimental study has been carried out to investigate the instantaneous orga-
nization of the three-dimensional micro-ramp flow using Tomo-PIV. As a result, a
few conclusions can be drawn.

The streamwsie vortex pair and the arc-shaped Kelvin-Helmholtz vortices ex-
ist simultaneously in the wake of the micro-ramp, thus a two-type vortex flow
model (illustrated in figure 6) can be summarized. These two categories of vor-
tices are generated out of different mechanisms, the streamwise vortex pair is pro-
duced by the chamfered side edges of micro-ramp, while the arc-shaped vortices are
caused by the KH instability at the interfacial shear layer between the wake and free
stream. The streamwise vortex pair makes the major contribution to the control ef-
fectiveness, however, the impact of the KH vortices towards SWBLI requires further
investigation.

Fig. 6 A conceptual model of the instantaneous vorticity structure.
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Flow Topology of Symmetric Crossing Shock
Wave Boundary Layer Interactions

A. Salin, Y.F. Yao, S.H. Lo, and A.A. Zheltovodov

1 Introduction

Three-dimensional crossing-shock-wave and turbulent boundary-layer interactions
can generate intense wall heat flux rates, high pressure levels, and large-scale
flow separations on high-speed vehicle surfaces. To reproduce such complex flow
physics, simple configurations, such as single-sharp fin and double-sharp fin
mounted on a flat plate, were adopted in previous investigations. Review papers
by Knight et al. [1] and Zheltovodov [2] provided summary of current state-of-
the-art of research advancements in this field. Recently, Yao et al. [3] carried out
numerical simulation of symmetric double fin configurations of 7o × 7o, 11o × 11o,
and 15o × 15o wedge angles. Results of surface static pressure distributions were
found in good agreement with wind tunnel experiments [4] and other numerical
simulations [5] but heat flux coefficient distribution differed from experimental data
at the 15o × 15o case. In this work, an additional configuration of 19o × 19o case
is introduced to investigate flow topology due to increased shock-viscous interac-
tion strength. The predicted flow field will be compared qualitatively with available
experiments [6, 7] and other relevant numerical studies [7, 8].

2 Flow Problem and Numerical Methods

Figure 1 depicts top-view of two symmetrical chamfered sharp double fins (DF)
of 15o × 15o and 19o × 19o wedge angles with 192 mm in length, and 100 mm in
height. The throat distance (B) is 32 mm for both cases, whereas the inlet widths
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(A) are 79.2 mm for 15o × 15o case and 83.2 mm for 19o × 19o case, respectively.
Same as Thivet et al. [5], a computational domain height of 80 mm (not shown) is
used, based on the fact that no significant vertical gradients were observed between
y = 70-90 mm. For each configuration, four cross sections are chosen accordingly
to shock flow structures depicted by the pressure gradient magnitude (Fig. 1), such
that results of both cases can be compared consistently.

Fig. 1 Contours of pressure gradient magnitude for double-fin configuration, Left: 15o ×15o

case, Right: 19o ×19o case.

The computation applies an unstructured 3-D compressible Reynolds-averaged
Navier-Stokes (RANS) solver using second-order finite-volume method. An upwind
scheme with the min-mod limiter is used for shock-capturing and the viscous terms
are evaluated by central scheme. Grid refinement and turbulence model influence
were carefully studied in a previous research [3] and results presented hereby are
those from the shear stress transport (SST) k-ω model due to its enhanced capa-
bilities in capturing flow separations. Due to the inherent symmetry of the crossing
shock wave interaction presented, only half of a model has been used for computa-
tion. Further details can be seen in a reference paper [3].

3 Results and Discussions

For clarity, the following nomenclature is adopted; i.e. ’S’ and ’R’ stand for sepa-
ration (convergence) and reattachment (divergence) lines, whereas singular points
are identified with ’C’ (saddle), ’N’ (node), and ’F’ (focus), respectively. Symmet-
ric counterparts’ features have the superscript 1 and arrows give local flow direc-
tions. Figure 2 shows the flow topology on the bottom wall for both 15o × 15o and
19o × 19o DF configurations. At the channel entrance, the flow is determined by
the interaction of swept shock waves that are generated by the sharp fins with a
developing supersonic turbulent boundary layer on the flat plate. Due to the strong
primary inviscid shocks, the boundary layer separates along the lines S1 and S1

1, and
reattaches to the lines R1 and R1

1, forming a pair of counter-rotating vortices. The
incoming bifurcated shock structures merge in a large vortical region on the cen-
treline, becoming distorted slightly but broadly maintaining the typical λ -shaped
shock structure. It was found that the primary separation lines S1 and S1

1 intersect
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the centreline at the node point N0 in a vicinity of observed fluidic throat in ex-
periment between these lines located downstream the central saddle C0 (see, e.g.
[4, 5]). Additional flow features, not observed in the experiment in this case, are
two saddle points C1 and C1

1 located symmetrically near the throat mean line. The
resulting diamond-shaped flow pattern qualitatively agrees with those reported by
previous investigations [5, 9]. A large-scale flow separation region bounded by two
side separation lines S3 and S1

3 is also observed just behind N1, which is found to
be compressed slightly (in width) compared to that observed in the experiments. So
far no RANS-based investigation is able to accurately predict the unsteady inter-
mitted behaviors of the flow observed in the experiments and this causes the noted
differences in the topology of surface flow pattern. Also, using half a domain in the
study will prevent any possible shock movements that may occur for strong cross-
ing shock interactions, and this might be detrimental to capture the inherent flow
physics correctly. For a strong interaction case with the fin angles of 19o×19o, flow
topology shows some interesting features in the vicinity of the interaction region,
similar to those previously observed at Mach 5 test case with 23o×23o wedge angle
[6, 7, 8, 10]. The reversed flow penetrates from the node N1 up to the central saddle
point C0 located in the middle of the cross separation line S0 which is limited by two
symmetric nodes N0 and N1

0 at its ends (Fig. 2 (right)). Interaction of the secondary
flows directed to the central separated zone ceases, forming two additional symmet-
ric saddle points C1 and C1

1 . Interestingly, an additional C2-N2 combination is also
observed downstream at x = 74-80 mm approximately. The focus F1 together with
its counterpart F1

1 , captured on each side of the fin shoulder, blocks almost half a
channel passage suggesting that, for stronger interactions, the channel width should
increase to avoid any flow blockage phenomenon. The interaction of the reflected
shock waves and the expansion waves originating from the fin shoulder, compresses
the secondary separation lines S3 and S1

3 towards the centreline until they penetrate
downstream close to R3 and R4. Note that the well-known topological rule of thumb

Fig. 2 Flow topology at the bottom wall with interaction region details of 15o × 15o case
(left) and 19o ×19o case (right).
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requiring equality of node and saddle points is satisfied for both configurations. It is
worth to point out that, despite the Mach 5 23o × 23o interaction examined in refer-
ence papers [6, 7, 8, 10] is stronger than the present Mach 3.92 19o × 19o case, the
dominant surface oil-film flow features are generally similar, except for a lack of the
distinct secondary separation and reattachment lines arising in the first case close
with the lines R1 and R1

1 in the secondary flows directed to the symmetry plane. As
was demonstrated by Zheltovodov for the interaction generated by a single fin [2],
the secondary separation disappears at the Mach 3.92 for the wedge angles approx-
imately 19o − 25o and reappears again in the conically-supersonic turbulent cross
flow at the angles higher than 25o.

Figure 3 depicts streamlines on the symmetry plane normal to the bottom wall.
In the following flow topology interpretation, lowercase letters are used to identify
critical points and only the 19o × 19o DF case is analyzed. The streamlines exhibits
the presence of two half-saddle points c0 and c1 and an unstable focus/node n1. Ac-
cording to Schmisseur and Gaitonde [8] this feature is similar to the owl-face type
flow pattern described by Perry and Chong [11]. An additional stable focus point
f2 observed downstream suggests a U-shaped like separated flow pattern [11]. As
displayed by the 3-D streamline B in Fig. 3, the fluid particle moves away from
the symmetry plane as it flows around the body, as observed by Visbal [12] on the
structure of laminar juncture flows. Due to the strong adverse pressure gradient en-
countered immediately downstream the crossed shock-wave location, the flow lifts
up without reattaching throughout the domain, as indicated by the boundary layer
vortex interaction (BLVI) shear layer observed by Gaitonde and Shang [9]. The su-
perimposed static temperature contours on the symmetry plane, suggest that higher
temperature values are confined within the separation region, nearby two node/focus
points. Figure 3 also suggests that surface heat migrates from two focus points until
the BLVI shear layer is reached. Details of this heat migration mechanism will be
investigated later. Within the separation region and at one layer above the BLVI,
the flow has been expanded twice (n1 < X < f2 and X > f2). Two high energy jets
are observed and they are formed locally within the BLVI, constituting part of the
entertainment flow which energizes the flow downstream, while a previous study by
Gaitonde and Shang [9] only captured one high energy jet flow.

In order to understand the 3-D kinematic flow structure of the double fin con-
figuration, limiting streamlines are shown on the fin side walls (Fig. 4). Note that
only half a height is presented, beyond that flow features are observed to change
insignificantly. It shows that the agreement between experimental and numerical
oil-flow visualizations on the fin side walls is fairly good. A large separation re-
gion is detected between the separation line S5 and the reattachment line R5, caused
by the interaction of the reflected shock wave impinging onto the fin surface, and
the expansion fan resulting from the fin shoulder. Limiting streamlines prove the
existence of the node N5 and saddle point C3 observed in the experiments [4] and
previous calculations [13]. However, an extra node N4 above the saddle point C3 is
captured for the 15o×15o DF case. This discrepancy with the experiments might be
due to the definition of the top boundary as a free-slip wall condition, which tends
to obstruct streamlines to be lifted up, as observed in the experiment surface oil flow
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Fig. 3 Isometric view of surface streamlines near the interaction region of the bottom and the
symmetry planes of 19o ×19o case. 3-D streamlines - A (blue line), B (violet line).

Fig. 4 Details of flow topology in the interaction region on the fin side walls downstream of
the fin shoulders: the 15o ×15o case (left) and the 19o ×19o case (right).

patterns [4, 13]. Figure 4 also shows an enlarged view of the fin side walls, where
computations reveal the existence of six additional singular points near the bottom
wall; i.e. three saddle points C4, C5 and C6, two nodes N3 and N6, and one focus F2.
Such flow features are not yet observed in the experiment, and this might be due to
either numerical modeling, or possibly poor local measurement quality. On the other
hand, the saddle point C7 and focus F2 are well captured in accordance with the ex-
periments. Two selected 3-D streamlines suggest that the flow tends to be lifted up
from the foci (I, red line) and meet the ’descending’ vortex (II, green line) at about
four boundary layer heights. After this point both streamlines continue downstream
as part of the side entrainment flow.
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As the interaction strength increases, the stable focus is observed to vanish up-
stream towards the bottom wall. The streamline I (red line) is now ’enclosed’ pri-
marily on the bottom wall, where the focus F1 exists (Fig. 1). In the meantime, as
indicated by the streamline II (green line), a side wall vortex firstly descends until al-
most one boundary layer height and then lifts up again due to the upward flow along
the separation line S5. Note that two further separating and reattaching streamlines
S6 and R6 appear downstream. The location and the shape of these lines are consis-
tent with the reflected shock wave patterns within the channel, further confirmed by
the superimposed density gradient vectors.

4 Conclusion

Flow topology of two symmetric crossing shock waves interacting with a turbulent
boundary layer at Mach 3.92 has been numerically examined using RANS approach
with the SST k-ω turbulence model. For 15o × 15o double-fin case, computed flow
topology is in good agreement with the experimental visualization, with new kine-
matic flow structures observed on the fin side walls. For 19o × 19o double-fin case,
computation exhibits additional features, including stable U-shaped like flow struc-
ture downstream the interaction. As the interaction strength increases, the foci on the
fin side wall tends to move upstream towards the bottom wall, then vanishes even-
tually. Higher surface temperature has been concentrated around two foci structures
in symmetry plane. Further in-depth investigation is desirable to explore the method
to reduce surface heating.
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Numerical Simulation of Conical and Spherical
Shock Interaction: Hysteresis Investigations

J.D. Parisse, J. Giordano, and D.E. Zeitoun

1 Introduction

In the literature, we can find lot of analytical or numerical studies about shock wave
interaction. However, in the major part of this work, the two dimensional assump-
tion is used [1]-[4]. Although we know that in real flight conditions the interaction
is at least axisymmetrical or three dimensional, we have also chosen to deal with
axisymmetrical interaction. Indeed, the comprehension of the axisymmetrical phe-
nomena is needed before taken into account a more realistic three dimensional case.
Thus, in the present paper, we have numerically studied the interaction between a
shock generated by a conical ring and a shock generated by a sphere (respectively
called the conical and spherical shock). A schematic description of the study case is
given by the figure 1. The inlet conditions are: M = 4.96, T = 77 K and P= 1700 Pa.
The preliminary results on this topic have been presented in [5] and [6].

Fig. 1 Schematic description

In a first section of this paper, the numerical code used for the simulations will be
presented. Then, several geometry cases will be studied and for the most interesting

J.D. Parisse · J. Giordano · D.E. Zeitoun
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Fig. 2 Preliminary results for a sphere alone

Fig. 3 Preliminary results for a the conical ring alone alone

one hysteresis phenomena will be investigated. Eventually, we will conclude and
give some perspectives of this work.

2 Numerical Method

To solve the laminar Navier-Stokes equations in the axisymetric case, the commer-
cial code STARCCM+, from CD-ADAPCO is used. STARCCM+ has ben chosen
for his versatility, his accuracy and to be used in 3D in a future work. These ca-
pabilities are demonstrated in Figures 2 and 3 which show that the code is able to
capture strong discontinuity as sock waves. Moreover, this code is able to describe
fine structures like boundary layers, slipping lines and after body wake.Besides, this
code is efficient to deal with moving mesh and, as consequence here, allows us to
characterize hysteresis phenomena.

For the calculations the mesh used is a seven block one of 100×100 of Q4 cells,
the minimum cell size is 10−5 m. As a first step, we have chosen to used the the
steady solver with AUFS Riemann solver, the CFL coefficient use for the implicit
solver is equal to 3.0. All the solid part of the calculation domain are supposed to be
adiabatic wall.

3 Results

Taking into account our previous work [5] and [6] the sphere diameter has been set to
15 mm and the X distance range from 12.5 mm to 17.5 mm. To investigate hysteresis
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phenomena calculation have been for X varying from 12.5 mm to 17.5 mm and back
to 12.5 mm.

Figure 4 and 5 respectively show the Mach number and Temperature iso-values
at different positions for the forward and backward motion. As it has already
been demonstrated, [5] and [6], this two figures show that the shock wave

12.5mm

12.5mm return 13mm return 

13mm 

14.5mm

14.5mm return 

17.5mm 

16mm return 

16mm

Fig. 4 Mach number isovalue for different positions for the forward and backward motion
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12.5mm 13mm 

12.5mm return 13mm return 

14.5mm 16mm

14.5mm return 16mm return 

17.5mm 

Fig. 5 Temperature isovalue for different positions for the forward and backward motion

becomes straighter as the increasing of X . This shock wave modification leads to
an increasing of the average temperature over the sphere surface without any no-
table modification of the maximum temperature. For this sphere diameter the shock
interaction looks like a Mach inverse one: the slipping line diverges from the sym-
metry axis.



Conical and Spherical Shock Interaction: Hysteresis Investigations 437

With the taken into account of the sphere motion, we are able to consider hystere-
sis phenomena. Thus, we have found that the shape and the position of the shock
wave are slightly modified. We can seen that the shock is straighter on the way
back and that the stand off distance is greater when the sphere is on its return path.
The shock is also more stable on the way back. For the temperature, there is a de-
creasing in the second case but the variations are quite small. The slipping line is
not really affected by this hysteresis, this logical as its location is due to the sphere
size.

So, there is an hysteresis for that kind of shock wave interaction. It is important
to notice that the differences between the two cases are much more important for
the biggest value of the X distance.

4 Conclusion and Perspectives

This works has shown the capability of STARCCM+ to deal with shock wave in-
teraction for quite high Mach number value. Moreover, it has mainly demonstrated
that there is hysteresis phenomena for this conical-spherical shock wave interac-
tion. Nevertheless, we have to get a closer look to stability problem. To deal with
this problem some explicit unsteady calculations will be done and some investi-
gation about the turbulence will be carried out using the Spalart-Allamaras model
[7] with the Catris and Aupoix’s correction [8] to take into account compressibility
effects.

A more detailed description of the heat exchange between the fluid and the solid
boundary of the fluid domain must be done. The adiabatic wall assumption is to
rough to have a fine understanding of these interactions. To do so, will use STAR-
CCM+ capabilities to solve heat transfer equation in solid and to couple it with the
fluid.
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Transitional Shock-Wave / Boundary Layer
Interaction behind a Roughness Element

Nicola De Tullio and Neil D. Sandham

1 Introduction

Interactions of shock-waves with boundary layers are a common feature in high-
speed flight. Depending on the nature of the incoming boundary layer such interac-
tions may lead to large unsteady thermal and pressure loads which may reduce the
aerodynamic performance and the structural integrity of hypersonic vehicles. De-
spite numerous investigations our current knowledge of the fundamental physical
mechanisms involved in unsteady shock-wave/boundary-layer interactions (SBLI)
is far from complete and a number of aerospace applications would benefit from
a deeper understanding of the subject. Most of the research efforts in this field
have been directed to the analysis of shock-waves interacting with nominally two-
dimensional turbulent boundary layers [1]. Flows over high-speed vehicles and, in
particular, inside the intakes of their air-breathing propulsion systems are very com-
plex and include interactions of shock-waves with three-dimensional transitional
boundary layers. The transition process is very sensitive to flow conditions and ge-
ometric parameters. Experiments have shown that small roughness elements, less
than a millimetre in height, can lead to early breakdown to turbulence even in a
quiet environment [2]. In high-speed flows, transitional boundary layers can also
be affected by the interaction with shock-waves through mechanisms which are
largely unknown. A detailed study of three-dimensional transitional SBLI will help
understand how shock-waves affect the transition process at high-speeds. The lim-
ited number of studies available in the literature on transitional SBLI show that
for strong interactions (in the convective instability regime) small-amplitude distur-
bances experience strong amplification across the separation bubble due to the in-
stability of the separated shear layer [3]. In addition, transitional interactions induce
higher levels of unsteadiness and stronger thermal loads than in the fully turbulent
case [4, 5].

Nicola De Tullio · Neil D. Sandham
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The present work focuses on the interaction of a weak oblique shock-wave
with the transitional boundary layer developing behind an isolated sharp-edged
roughness element, complementing the previous work of [6]. The investigation is
conducted by performing direct numerical simulations (DNS) of the transition pro-
cess with and without SBLI, so that the effects of the shock interaction can be clearly
seen by comparing the two resulting flow fields.

2 Methodology

The present study focuses on DNS of the compressible Navier-Stokes equations.
The calculations were carried out using a parallel, multi-block code which uses
a fourth-order central spatial differencing scheme. Time integration is based on a
third-order compact Runge-Kutta method. An entropy splitting approach by Sand-
ham et al. [7] is used to split the inviscid flux derivatives into conservative and
non-conservative parts, thereby improving the stability of the non-dissipative cen-
tral scheme. Periodic boundary conditions are applied in the spanwise direction,
while the walls are considered no-slip and isothermal, with a temperature equal
to the laminar adiabatic wall temperature. The reflection of waves from the do-
main external boundaries is minimised by using integrated characteristic conditions
for the top and outflow boundaries. The inflow is initialised with the compress-
ible laminar similarity solution and a pressure extrapolation boundary condition
is then applied, whereby in the subsonic region of the boundary layer the inflow
conservative variables are calculated by extrapolating the pressure from the do-
main using a first order approximation.The code was made parallel using the MPI
library.

The impinging shock-wave was captured using the method of Yee et al. [8] cou-
pled with the Ducros sensor [9]. The presence of a sharp-edged roughness element
induces small spatial grid-to-grid-point oscillations in the density field due to an in-
herent discontinuity in the derivatives at the roughness edges. The computational
grid was substantially refined near the roughness element and the residual spu-
rious oscillations were treated using a sixth order filter by Visbal and Gaitonde
[10]. The filter is applied at each time step and the conservative variables array
(U = {ρ ,ρu,ρv,ρw,ρE}T ) is updated as follows

U = U−σ
(
U−U f iltered

)
, (1)

where σ = 0.05 so that only 5% of the filtered field was used.
The transition process is initiated by forcing a small broadband acoustic distur-

bance in the free-stream upstream of the roughness element. The forcing takes the
following form

ρ(x, t) = Aexp
(−r̃2) M

∑
m=1

N

∑
n=1

cos(βmz+φm)sin(ωnt +φn) , (2)
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where M and N are the total number of spanwise wavenumbers and frequencies
respectively. The coordinate r̃ is defined as r̃2 =

[
(x− x f )

2 +(y− y f )
2
]
/Lf , where

Lf determines the radius of the forcing region and x f and y f its centre. Random
phases φ are introduced to avoid spurious high amplitude peaks in the forcing
signal which might trigger nonlinearities. The signal contains N = 18 non-
dimensional frequencies in the range 0.06− 0.4 with steps of 0.02. Here the non-
dimensional frequencies are expressed using the Strouhal number, defined in terms
of the roughness height h∗ and the reference velocity U∗

∞ as St = f ∗h∗/U∗
∞, where f ∗

is the dimensional frequency. The forcing contains M = 25 spanwise modulations.
The amplitude A = 6× 10−5 was selected to introduce disturbances in the linear
regime. Note that here asterisks denote dimensional quantities.

3 Results

As already mentioned the present study focuses on the analysis of DNS data from
two numerical simulations of transition induced by roughness with and without
SBLI at Mach 2.5 and Reδ ∗

in
= 3300. The flow configuration and computational grid

are shown in Table 1 and are the same for the two simulations analysed. The same
table also reports the grid resolution in the turbulent boundary layer and informa-
tion about the sample used to compute statistical data in the two cases. As can be
noticed the interaction studied is relatively weak but still strong enough to trigger
separation. Stronger interactions would induce big separation bubbles making the
simulations both prohibitively expensive and difficult to compare with the case of
no interaction. The grid spacings expressed in wall units are taken inside the tur-
bulent wedge at x/δ ∗

in ≈ 240. The spanwise grid spacing is expressed as an interval
and increases from the roughness centerline to the sides of the turbulent wedge (due
to the grid stretching applied). The grid resolution is typical of fully resolved DNS
studies [11] for both cases, although the grid requirements increase in the shock
interaction case.

Figure 1 shows instantaneous contours of the temperature field on the roughness
centerline plane for the two cases analysed. The main features of the transition pro-
cess can be inferred. The roughness induces a pair of counter-rotating streamwise
vortices (not shown) which lift up low velocity fluid from the wall at the centerline,
thereby creating a region of high shear detached from the wall. The small acoustic

Table 1 Simulation parameters, grid resolution and sampling information.

Wedge angle, degrees 0.0 1.93
Lx×Ly×Lz/δ ∗

in 250×20×60 250×20×60
Nx×Ny×Nz 1989×222×547 1989×222×547
Grid resolution, Δx+, Δy+min, Δ z+ 6.3, 0.73, [2.6,7.6] 7.5, 0.9, [3.1,9.3]
Observation period, TsU∞/δ ∗

in 1200 1600
Sampling frequency, fsδ ∗

in/U∞ 0.1 0.1
Time step, Δ tU∞/δ ∗

in 0.02 0.02
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(a)

(b)

Fig. 1 Instantaneous contours of the temperature field. The white lines show the shock system
and the balck lines indicate regions of separated flow.
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Fig. 2 Contours of time averaged streamwise velocity very close to the wall (y/δ ∗
in = 0.03).

The white line shows the time-averaged separation bubble.

disturbances enter the shear layer and grow exponentially (initially) leading to the
breakdown of the shear layer, which then quickly drives the transition of the entire
boundary layer. The oblique shock is set to impinge at ximp/δ ∗

in = 118 in a region of
three-dimensional transitional flow. The initial growth of disturbances in the shear
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layer is not affected by the interaction. The shock system, highlighted by the two
white lines in the figure, is weak and does not separate the transitional/turbulent
region of the boundary layer. On the other hand, a relatively large separation bub-
ble is formed in the laminar region, as can be seen in figure 2, which shows time-
averaged streamwise velocity contours near the wall. The white contour line shows
the time-averaged separation bubble. The length Lsep of the bubble ranges from
about 30 inflow displacement thicknesses at the sides of the domain to about 40
close to the transitional region. The figure also shows the foot-prints of a pair of co-
rotating horseshoe vortices immediately upstream of the roughness element and the
big streamwise vortices downstream of it. The latter seem to influence the boundary
layer up to the end of the computational domain.

Figure 3 gives the skin friction at two different locations along the span, namely
z/δ ∗

in = 30 (centerline) and z/δ ∗
in = 36. At the centerline the skin friction suddenly

rises and overshoots the turbulent value, as expected for a transitional boundary
layer. The shock displaces the skin friction peak slightly upstream and, more no-
tably, increases the skin friction in the turbulent region downstream. At z/δ ∗

in = 36
transition happens significantly earlier in the case with shock impingement, sug-
gesting an important effect of the interaction on the lateral spreading of turbulence.
Comparing the skin friction at the two spanwise positions one can notice that the
modifications induced by the roughness in the turbulent region of the boundary layer
are not negligible.

0 50 100 150 200 250
−2
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2
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laminar z/δ∗in = 30
z/δ∗in = 30 (SBLI)
z/δ∗in = 36
z/δ∗in = 36 (SBLI)
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in

c
f
×

10
3

Fig. 3 Streamwise evolution of skin friction coefficient at two spanwise locations. The grey
shaded area indicates the position of the roughness.

The lateral spreading of the turbulent wedge developing behind the roughness
element is compared in figure 4, where the distribution of turbulent kinetic energy
at y = 1.0 is plotted for the two cases. The effect of the impinging shock is to induce
a region of high turbulent energy. In particular, the streamwise normal stress (not
shown) accounts for the most energy. The region of amplified turbulent intensity is
located at the sides of the turbulent wedge right after the shear-layer breakdown.
Turbulence spreading is fast in these regions so that the wedge thickens rapidly.
Further downstream the turbulence seems to recover the same spreading rate of the
case without interaction.
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Fig. 4 Contours of turbulent kinetic energy at y/δ ∗
in = 1.0

4 Conclusion

The modifications induced by transitional SBLI in the roughness-induced transition
process were studied by direct numerical simulations. Despite the relatively weak
transitional interaction considered, the results show a big influence of the shock on
the transition process and on the state of the turbulent boundary layer downstream of
the interaction. The shock was found to enhance the lateral spreading of turbulence
locally leading to a thicker turbulent wedge.
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Step Configuration Influence on Structure
of Supersonic Reacting Flows in Channels
with Sudden Expansion

N.N. Fedorova, Yu.V. Zakharova, and M.A. Goldfeld

1 Introduction

The study of supersonic turbulent flows in the channels with sudden expansion (step/
cavities) is actual task since this configuration is used for ignition and flame stabi-
lization. Supersonic combustion is studied for many years in order to support the
future hypersonic flights. It well known that it is rather difficult to get the ignition
and stable combustion at supersonic speeds [1]. The flow in the supersonic com-
bustion chamber js charachterized by a short residence time which is only a few
milliseconds of magnitude. A simple geometry to generate a flameholding region in
supersonic flow is a backward facing step (BFS). Flows around BFS configuration
were studied for decades and many papers were published regarding fundamental
flow properties [2] as well as the scramjet combustion chamber utilization [3]. The
effect of step configuration (”boattailing”) on the structure of compressible base
flows was investigated in a numerous papers since Hama’s work [4]. Nevertheless,
the question is little studied as far as supersonic chemically reacting flows in chan-
nels are concerned.

The main purpose of the present paper is to investigate the influence of the step
configuration on the structure of supersonic reactive and non–reactive flows in the
channel under adiabatic and cold wall conditions. The joint numerical and experi-
mental study was carried out for the three step configurations, namely, a baseline
90◦ BFS configuration, BFS with a preliminary compression and with a preliminary
expansion. It was shown that the change of step configuration affected significantly
the size of the recirculation zone. Essential effect of the temperature factor on the
vortex structure and the temperature level behind a step is revealed. Computations
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of the premixed stoichiometric air and hydrogen mixture were performed to under-
stand the influence of the step geometry on the ignition processes.

2 Experimental Setup and Equipments

Experimental investigations were carried out in the hot–shot aerodynamic wind tun-
nel IT–302M of ITAM SB RAS. This wind tunnel is a short–duration facility, in
which an arc electric–discharge heater is used. The duration of the operation regime
is up to 200 msec. The first pre–chamber of the wind tunnel can be used as a high–
enthalpy gas source to perform the experiments in the connected–pipe mode. In this
mode, tests with a combustion chamber could be performed with incoming Mach
number from 2 to 3 and high total temperatures.

The experimental model of 50 × 100 mm rectangular cross–section was
connected to the nozzle block through isolator being 200 mm length. The backward–
facing step was located at the entrance of the measuring section. The three config-
urations of BFS were experimentally investigated (Figure 1), namely, the baseline
rectangular BFS (1), the step with a preliminary compression ramp of 8◦ (2) and the
step with a preliminary expansion of 8◦ (3). The values of geometrical parameters
used in this study were as follows: h1 = 16 mm, h2 = 22 mm and h3 = 10 mm.

h
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Fig. 1 Three configurations of backward–facing step

The top and bottom walls of model were equipped with the gages for measure-
ments of static pressure and heat fluxes. Experimental runs were performed at in-
coming Mach number M∞ = 2.8. Parameters of flows under investigation for the
three configurations are shown in Table 1.Due to a short run duration, the walls of
the experimental model remained cold (Tw = 300 K) during the operation regime.

3 Method of Computations

The simulation of 2D flows were carried out with ANSYS CFD 12.0 (Fluent) instru-
mentation on the basis of the Reynolds averaged Navier Stokes equation and Wilcox
k−ω turbulence model. The density based solver was chosen together with AUSM
scheme of the third order of approximation. The simplified computational domain
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Table 1 Experimental flow conditions.

Configuration # P0, bar T0, K P∞, bar T∞, K Tad , K

1 35 1721 1.12 643 1672
2 30 1813 0.98 677 1713
3 41 1974 1.3 690 1856

was used where the nozzle part and isolator was replaced by a plane channel of the
equivalent length x0. At the entrance of the computation domain which was 100 mm
upstream of the BFS, the profiles of gas–dynamic and turbulence parameters were
set up. As the experimental measurements at M∞ = 2.8 have shown, the boundary
layer thickness at the entrance of test section was about 10 mm. The same thick-
ness was achieved in the boundary layer computations at x0 = 0.8 m. At the outlet
section, ”soft” extrapolated conditions were used for all gas–dynamic parameters.
At the channel walls, the no–slip velocity and temperature conditions of two types
were specified, namely, the adiabatic and constant temperature conditions.

For the hydrogen combustion modelling, a detailed kinetics scheme [5] with 38
reactions of 8 species was implemented. Previous computations [6] have demon-
strated the ability of this kinetics scheme to describe the ignition delay time in a
wide range of flow temperatures.

4 Results and Discussions

First, the computations were carried out for the baseline configuration 1 under the
conditions presented in Table 1. In Figure 2 (left), the computed static pressure con-
tours are shown. The characteristic flow structure can be seen, which includes the
expansion fan (EF), formed on the external corner of the step, recirculation zone
(RZ) behind the face wall and the tail shock (TS) formed in the region of mixing
layer reattachment. An additional expansion fan is originated in the corner on the
top wall and further falls on the bottom surface resulting in significant pressure de-
creasing. In Figure 3 (left) the experimental (symbol) and computed (lines) pressure
distributions are shown for this configuration. Computations were performed un-
der adiabatic and cold wall (Tw = 300 K) temperature conditions. Variation of wall
temperature did not lead to essential change of the pressure level downstream the
reattachment, but resulted in the change of the base pressure level and the separation
zone length (Figure 3, left). In the case of the cold wall, the level of base pressure
was lower and separation length shorter than those for the adiabatic wall.

Next, the results for the configuration # 2 are presented. The shock wave formed
at the ramp before BFS (Figure 2, left) extended downstream reflecting from channel
walls and essentially reconstructing the flow structure. Repeatedly reflected shock
wave was united with the tail shock wave that resulted in the formation of the mas-
sive separation zone on the top wall. Pressure distributions along the bottom wall
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Fig. 2 Computed static pressure contours (left) and static pressure distribution along the
bottom wall (right) for the baseline configuration 1
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Fig. 3 Computed static pressure contours (left) and static pressure distribution along the
bottom wall (right) for the baseline configuration 2

(Figure 3, right) show that in a case of adiabatic wall, the boundary layer separation
takes place at x ≈ 0.13.

The calculated static pressure distribution on the bottom wall for the configu-
ration 3 is presented in Figure 4. Comparison of Figures 4 and 3 shows that the
preliminary expansion results in some increase of the base pressure. Similar to the
previous configurations, wall temperature influences on the separation zone extent
and the base pressure level. Base pressure for adiabatic wall conditions is higher
than that for the cold wall.

As a next step, the computations of the premixed air and hydrogen mixture flow
in the channel with BFS were performed under the similar conditions. It was sup-
posed that at the entrance of the computational domain, the pre–mixed hydrogen–air
mixture was supplied with hydrogen mass fraction equal to 0.028. First, the flow for
the baseline configuration 1 was computed under the cold wall conditions, namely,
Tw = 300 K. As Table 1 shows, for this case the stagnation temperature was lower

Fig. 4 Static pressure distribution along the bottom wall for the configuration 3
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then that for the two others configurations. Due to this fact, at the cold wall condi-
tion the ignition Tw = 300 K did not occur in the flow. But when flows under higher
temperature conditions (Tw = 800 K or adiabatic) are simulated, the mixture ignited.
The ignition zone could be identified by the non–zero H20 values in Figure 5 where
H2O mass concentrations is presented computed under Tw = 800 K (left) and adia-
batic (right) wall temperature conditions. Figure 5 shows that for a for Tw = 800 K
case, the ignition took place in the region of the reattachment of the mixing layer
and then spreaded downstream, but a flame front did not penetrate into the recircu-
lation region after BFS. For adiabatic conditions, the flame front shifted upstream
and occupied the recirculation zone entirely.

Fig. 5 Mass fraction of H2O for the configuration 1 computed under Tw = 800 K (left) and
adiabatic (right) temperature conditions

Figure 6 demonstrates the results of the reactive flow simulations for the con-
figurations 2 and 3. The cold wall temperature conditions were applied in these
computations, but the additional shock as well as rather high stagnation tempera-
ture assisted the ignition of the flow. The ignition first took place in the separation
zones organized on the top and bottom walls and further spreads upstream. The two
ignition zones merged, and and intensive combustion occured in the whole channel
width.

Fig. 6 Computed H2O mass fraction field for the configuration 2 (left) and 3 (right)

The flow over configuration 3 is characterized by additional expansion that makes
the main recirculation zone shorter. Due to high stagnation temperature, mixture
ignites near the bottom wall just downstream the reattachment of the mixing layer.
The flame spreads upstream and occupies the entire base region. But no ignition
takes place in the vicinity of the top wall. Since the flame shape follows the tail
shock, the burning in the whole channel may be possible further downstream outside
of the computational domain.
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5 Conclusion

Experimental and CFD results are presented for 2D flows in a channel with
backward facing step of the three various configurations. Good agreement between
experimental and simulated results was achieved. Essential influence of the tem-
perature factor on the base pressure level and the separation length was revealed.
Numerical simulations were conducted to predict the ignition of the premixed air
and hydrogen mixture in flows under the conditions which are typical for the exper-
imental facility. It was shown that depending on the incoming flow parameters and
channel geometry, various scenario of ignition can be realized. When the cold wall
condition was considered, the ignition shifted downstream the recirculation zone or
did not occur at all.
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Inviscid-Viscous Interactions of Compressible
Convex Corner Flows

K.M. Chung and P.H. Chang

1 Introduction

Variable camber concept, such as deflection of flaps or ailerons in cruise, could
play a role in performance optimization for current- and future-generation aircrafts.
Within the operational flight envelopes, it would change the flowfield and conse-
quently modify aerodynamic characteristics[1]. A study by Szodruch and Hilibig[2]
also indicated that variable camber can be employed to improve the transonic
maneuvering characteristics of a fighter aircraft. Furthermore, Parndtl-Meyer ex-
pansion is well known in supersonic flows. However, the subsonic expansion or
transonic expansion flows around a sharp convex corner are less studied. At lower
Mach number, the flow is expanded and recompressed around a sharp corner. With
increasing Mach number or convex-corner angle, the boundary layer is subject to
a rapid acceleration and the flow switches to transonic expansion flow. Noted that
Chung[3] proposed a similarity parameter to characterize the flowfield, in which
the transition of subsonic and transonic expansion flows is observed at M2η=6.14.
Shock-induced boundary layer separation is also another concern for application of
variable camber concept.

The focus of the present work is to adopt another similarity parameter to scale
the characteristics of compressible convex-corner flows, including transition of
subsonic and transonic expansion flows and peak pressure fluctuations. The phe-
nomenon of shock excursion is also addressed.

2 Experimental Apparatus and Measurement Techniques

The experiments were performed in the blowdown transonic wind tunnel located at
the Aerospace Science and Technology Research Center (ASTRC) at the National
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Cheng Kung University (NCKU), Taiwan. The test section is 600 mm 600 mm and
1500 mm in length. The operating Mach number ranges from 0.2 to 1.4, and the
simulated Reynolds number is up to 20 millions per meter. Major component of the
facility consists of compressors, air dryers, a cooling water system, air storage tanks,
and the tunnel. The volume of three storage tanks is 180 m3 at 5.15 MPa. The dew
point of high-pressure air through the dryers is maintained at -40◦C under normal
operation conditions. The freestream Mach numbers are 0.34, 0.64, 0.70, 0.83 and
0.89±0.01. All tests were conducted at stagnation pressure of 172±0.5 kPa and at
stagnation temperature of room temperature.

The test model includes a flat plate, an instrumentation plate and a single-
foot support. Chung[4] provide full details of the model geometry and coordinate
system.The sharp convex corner angles are 5◦, 10◦, 13◦, 15◦, 17◦ and 20◦. The in-
strumentation plates had 19 transducers taps available along its centerline at centre-
to-centre spacing of 6 mm. To prevent cross flow from the underside of the plate,
the side fences were installed.

The mean and fluctuating wall pressures were measured using flush-mounted
Kulite pressure transducers (XCS-093-25A). The outside diameter is 2.36 mm, and
the sensing element is 0.97 mm in diameter. The natural frequency is 200 kHz as
quoted by manufacturer. All of the pressure transducers were powered by a Topward
Electronic System (TES-6102) power supply at 15.0 V. The output of each of the
transducers was amplified by an external amplifier (Ecreon Model E713), in which
the roll-off frequency is about 140 kHz, to improve the signal-to-noise ratio. The
sampling rate is 200 ksamples/s (or 5 μs).

The NEFF 620 System and the NI-PXI recorders were used as the data acquisi-
tion systems. The test conditions of wind tunnel were recorded by the NEFF system,
whereas the NI-PXI recorders were used to measure the surface pressure. All input
channels were triggered simultaneously using an input channel as the trigger source.
During a typical run, each data record possesses 131,072 data points for statistical
analysis. The data were divided into 32 blocks. The basic statistical properties of
data (mean, fluctuating, etc) were calculated.

3 Surface Pressure Distributions

Transonic flow is inherently nonlinear. Such a complex phenomena could not be
described by simple linear relationships. However, a similarity parameter β (=
M2η /

√
1−M2) was used in the present study to correlate the experimental data. The

similarity parameter comes from Prandlt-Glauer role [Cp=Cp,0/
√

1−M2 [5]]. In ad-
dition, most early studies about transonic expansion corners have been investigated
by hodograph method, which adopts conformal mapping[6]. The Cartesian coordi-
nate system could be transformed into hodograph without losing physical meanings.

The surface pressure normalized by stagnation pressure and is plotted against
β , as shown in Fig. 1. Although there is a gap between the lower Mach number
and higher one, the experimental data was correlated reasonably well. For β<8, the
pressure distribution shows a typical case of subsonic expansion flow and then the



Inviscid-Viscous Interactions of Compressible Convex Corner Flows 455

flows expand to supersonic speed at higher β . It should be noted that the minimum
surface pressure increases when β> 10 at M=0.70. This is due to the upstream
movement of shock wave. At higher Mach number, the flow switches to supersonic
completely. Furthermore, it is obvious that the minimum surface pressure may be
roughly grouped into two regimes. Each of them was regressed by a straight line
as shown in Fig. 2. The minimum surface pressure decreases linearly asincreases.
Then, in the region of β>20, the minimum surface pressure tends to approach an
asymptotic value.

The ratio of surface pressure and stagnation pressure corresponds to local Mach
number. Fig. 3 shows the distribution of the peak Mach number for all test cases.
Again, β is adopted as the flow similarity parameter. The higher slope of peak
Mach number with β is observed at lower Mach number region. It implies that flow
expansion near a sharp corner is sensitive to β at lower freestream Mach number and
convex-corner angle. It is also observed that the peak Mach number increases with β
except for the case at M=0.7 and near 10<β<15. A early study by Liu and Squire[7]
indicated that the critical peak Mach number Mp,cr at transonic flow regime is about

Fig. 1 Mean surface-pressure distributions

Fig. 2 Mean surface-pressure distributions with linear regression
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Fig. 3 Peak Mach number distributions

1.3, which corresponds to shock-induced boundary layer separation. As shown in
Fig. 4, the peak Mach number with β could be regressed by two straight lines. For
β>20, the slope of peak Mach number become plainer. However, it is not clear that
the peak Mach number distribution approach a asymptotic value at β>20.

Fig. 4 Peak Mach number distributions with linear regression

4 Shock Motion Frequency

The compressible flow around a sharp corner could be accelerated to supersonic,
and usually contains shock wave generated near the corner. Undergoing the shock
formation, the local pressure increases and might induce boundary layer separation.
Fig. 5 (M = 0.89, η = 17◦) shows the successive downstream three pressure signals,
which clearly indicates low frequency shock oscillation. However, it should be noted
that the frequencies, which the last two pressure signals have do not stand for the
principal frequency of the shock motion. In fact, that is the background noise of
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Fig. 5 Wall pressure signal measured in downstream of corner

the wind tunnel. On the other hand, only the first pressure signal can be regard
as the shock induces pressure rise. Furthermore, the pressure rise is less than that
of a normal shock and this might correspond to a λ -shock. Furthermore, there are
two pressure peaks within 0.01 second. Brusniak and Dolling [8] concern with the
bandwidth of the shock-foot-associated low frequency component is a few hundred
Hz to several kHz. Although this study is focused on the corner flow, it has frequency
bandwidth in common with ramp flow.

When the shock strength increases, it would induce boundary layer separation
(SIBLS). Many earlier investigations have showed that the separation onset and its
pressure rise can be influenced by the incoming boundary layer shape parameter
which represents the fullness of the boundary layer, the Reynolds number and the
effect of the downstream flow organization [9][10]. However, when it comes to tran-
sonic corner flow, the effect of downstream flow organization may be a dominator.
The reason is that when the flow was accelerated to supersonic flow, the incoming
boundary layer shape parameter will be damped. In other words, it could be ex-
pected that the downstream flow is more important to the transonic convex-corner
flows.

5 Conclusion

A similarity parameter β was used to correlate the experimental data of compress-
ible convex-corner flows. The surface pressure ratios, the peak Mach number and
the minimum surface pressure coefficients are plotted against β . For β>20, the
surface pressure rations and peak Mach number tend to approach an asymptotic
value. This might correspond to free interactions proposed by Chapman et al. [11],
in which the region of flow are free from direct influence of downstream geometry.
The separation bubbles can be predicted by only the Mach number just upstream of
the shock wave. The shock induced by compressible convex-corner flows is a type
of oblique shock, and the order of shock excursion is the same order as Dolling’s
work.
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Effect of a Counterflow Plasma Jet on
Aerodynamics Characteristic of a Blunted Cone

Xue-jun Zeng, Jie Li, Cheng Cao, and Hai-feng Shu

1 Introduction

The characteristic of aircraft drag is one of main qualifications to judge the perfor-
mance of an aircraft. Aircraft drag reduction is a very actual and important problem.
One percent drag decrease lets, approximately, to 10 percent increase aircraft pay-
load or increase long-range. Many reports[1-7] were made on this subject presenting
multifarious new technique for drag reduction. Hereinto, it is a novel approach for
reducing aerodynamic drag by employing plasma.

An attractive plasma aerodynamic augmentation device is a counterflow plasma
jet. In reference 1-2, tests in wind tunnels and experiments with numerical calcula-
tion were carried out with the same cone-cylinder model to research the influence
of plasma injection from model surface towards external flow on aerodynamic drag.
Injecting gas from cone nose into oncoming flow realized at the same Mach number
Mj=3.65, same stagnation pressure P0 j=1.54 atm and three hard different stagna-
tion temperature T0=600, 2000, and 6000K. The external flow was at P0=12atm,
T0=290K and M∞=4. The investigations showed that the plasma injection can be
used to reduce drag at supersonic Mach number. The drag reduction may be reached
to 2 times and more.

The aim of this work is to investigate the influence of jet pressure ratio on the
value of drag reduction employing counterflow plasma jet. Experiments were car-
ried out on Φ1m Hypersonic Wind Tunnel utilizing a blunted cone with a plasma
generator and a strain gauge annular balance inside it. Mach number of free stream
is 7 and jet pressure ration 1000, 1809, 3000, 5013, 10449 and angle of attack 0◦,
3◦, 5◦, 8◦, 10◦. The investigation showed that the forehead bow shock of the model
expanded and axial force reduced obviously with counterflow plasma jet. Further-
more, the degree of the reduced augmented with the increase of jet pressure ratio.
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However, the axial force reduction achieved on with some certain appropriate jet
pressure ratios if the thrust of the plasma generator was considered.

2 Test Facility and Equipment

The experiments were carried out on Φ1m Hypersonic Wind Tunnel, which is an
intermittent type blow-down conventional hypersonic wind tunnel equipping Laval
nozzle. Diameter of the nozzle exit is 1m and Mach numbers 3, 4, 5, 6, 7, 8.

The counterflow plasma jet was generated by a plasmatron, which has the similar
configuration with the subminiature solid propellant rocket engine and its nozzle
shoots out through the forehead center of the model. The plasma generator is com-
posed of long-tailed nozzle, combustion chamber, solid fuel and igniter body. The
operating principles and steps of the plasmatron are that: first provide a certain volts
d.c. on the igniter electrode, then the amorce is enkindled by the electronic ignition
tube, at last the solid fuel begin to combust. In this way, the plasma gas with high
temperature and high pressure will generate in the combustion chamber and plasma
jet is exhausted from model nose through the nozzle.

The test model was a blunted cone which half-angle is 8◦. Diameter of the
ball as the forebody is 30mm. A stain gauge tubular three-component balance
was utilized to measure the aerodynamic force of the cone model. The precision
of each component is less than 3%. The model was mounted in the wind sec-
tion by means of a strut and its forebody could be seen through the test section
optical glass. A special broach penetrated through the forehead of blunted cone
was necessary to accommodate the nozzle of the plasma generator and to inject
the plasma jet. Fig.1 shows the configuration of the blunted cone, plasma genera-
tor, tubular balance and the strut. The plasma generator was attached to the strut
through the lumen of the tubular balance that did not affect the measured value of
the force to the blunted cone. The strain gauge registered forces acting only on the
blunted cone. The forces acting on the plasma generator (including the jet reac-
tion force), were compensated by the strut response that was not measured by the
balance.

Experiments were performed at Mach number M∞=7, jet pressure ratio 1000,
1809, 3000, 5013, 10449 (by changing stagnation pressure of free stream and total
pressure of plasma jet), and angle of attack α=0◦, 3◦, 5◦, 8◦, 10◦, and stagnation
temperature of free stream T0=650K and total temperature of plasma jet T0 j= 2000K.

The axial force coefficient is

CA =
A

q∞SM
(1)

The normal force coefficient is

CA =
N

q∞SM
(2)
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Fig. 1 The configuration of model

The effect of the plasma jet is

dCA =
CA jeton −CA jeto f f

CA jeto f f
(3)

dCN =
CN jeton −CN jeto f f

CN jeto f f
(4)

3 Experiments Results and Analysis

Fig.2 shows typical schlieren pictures of the flow filed that angle of attack is 0◦.
Fig.2a corresponds to an ordinary shock wave configuration without counterflow
plasma jet. Bow shock presses close to the forehead of the blunted cone.

Fig. 2 Schlieren pictures at different jet pressure ratio, α = 0◦
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At the duration of the counterflow plasma jet injecting from model nose through
the nozzle, the flow picture near the model changed significantly at all jet pressure
ratios. From the video-filming recorded by a color schlieren-meter, you can watch
the decomposition of the original bow shock wave and the formation the plasma
ball in front of the model and forming a quite new shock wave configuration. The
distance between the forehead of blunted cone and the bow shock wave augments
comparing with none plasma jet. And the aggrandizement of separate distance is
along with jet pressure ratio.

Fig.3 shows the curve of time dependence of axial force. After the flow field of
wind tunnel building, the blunted cone model receives stress only from free stream.
At the instant of counterflow plasma jet exhaust from the forehead of the cone
through the nozzle, the cone was forced by external flow and counterflow plasma jet
together, the axial force decreased significantly. When plasma generator quenched,
it restituted to the ordinary state.

Fig. 3 α = 0◦, Dependence of axial force on time

Fig.4 plots the model axial force coefficient dependences on angle of attack at
different jet pressure ratio at prior to and with the plasma injection. Fig.4a corre-
sponds to the case that without considering to the thrust of plasma generator. Com-
paratively, the force of the model cone includes free stream and thrust of the plasma
injection in Fig.4b. Fig.4 plots the model normal force coefficient dependences on
angle of attack at different jet pressure ratio.

In Fig.4a, the axial force of blunter cone only was produced by free stream with-
out considering thrust of plasma generator. Axial force coefficient decreases signif-
icantly with the synergistic effect of counterflow and external flow. Furthermore,
the degree of the reduction augments with the increase of jet pressure ratio. At zero
angle of attack, axial force coefficient decreases about 50% when jet pressure ratio
is 10449, decrease about 40% when jet pressure ratio is 3000, and decrease about
22% when jet pressure ratio is 1000.

However, if the plasma generator is integrated with the blunted cone, axial force
coefficient (in Fig.4b) could be calculated from the axial force of cone measured by
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the balance and the thrust of the plasma generator. At this rate, axial force coefficient
increase about 50% when jet pressure ratio is 10449, without obvious change when
jet pressure ratio is 5000, decrease 13%, 11% and 12% when jet pressure ratio is
3000, 1809, 1000 respectively.

As jet pressure ratio is bigger, normal force coefficient reduces obviously. But
along with the jet pressure ratio diminishing, normal force coefficient decreases
first and increases afterward.

(a) no considering thrust of plasma generator (b) considering thr

Fig. 4 Dependence of axial force coefficient on angle of attack at different jet pressure ratios

Fig. 5 Dependence of normal force coefficient on angle of attack at different jet pressure
ratios

4 Conclusion

With a counterflow plasma jet injecting from a blunted cone nose through the nozzle,
the flow picture near the model changed significantly at all jet pressure ratios. The
distance between the forehead of blunted cone and the bow shock wave augments
comparing with none plasma jet. And the aggrandizement of separate distance is
along with jet pressure ratio.
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Axial force decreases significantly with the synergistic effect of counterflow and
external flow. Furthermore, the degree of the reduction augments with the increase
of jet pressure ratio. However, axial force reduction achieved on with some certain
appropriate jet pressure ratios if the thrust of the plasma generator was considered.

Summarily, it is demonstrated that the possibility of reducing aerodynamic drag
by employing a counterflow plasma jet. The value of drag reduction depends on jet
pressure ratio.
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A Non-linear Eddy-Viscosity View of Shock
Wave/Boundary Layer Interaction Flow
Simulation

Y. You and D. Liang

1 Introduction

Shock wave/boundary-layer interaction (SWBLI) is a common but important flow
phenomenon, within various engineering design areas such as engine inlets, com-
pressors and turbines. In past decades, researchers have made great efforts to-
wards better understanding and modeling of SWBLI flows. The reviews by Knight
and Degrez[1], Zheltovodov[2], Dolling[3] examine the capability of Reynolds-
averaged Navier-Stokes (RANS) turbulence models in the prediction of SWBLI.
The common conclusion is that most RANS models based on the linear formula-
tion of the Boussinesq assumption are difficult to accurately predict details of flow
separation, i.e. the distributions of pressure loads, heat transfer and skin friction.
In consequence, a lot of efforts are put in deriving non-linear RANS turbulence
models, either in an explicit algebraic form or through transport equations for the
Reynolds stress components. The ongoing research emphasis is to get a physically
reliable understanding of SWBLI and to reach a point where a unique non-linear
formulation could be used for the modeling of Reynolds stress in a large range of
flow configurations.

The objective of this paper is firstly to make some analyses of the SWBLI phe-
nomenon and then couple a non-linear formulation obtained from the experimen-
tal result[4] with the eddy-viscosity gained in a conventional algebraic turbulence
model to construct a mathematically simple non-linear eddy-viscosity turbulence
model. Afterwards, two cases of SWBLI are chosen for model assessment. Com-
parisons with experimental surface pressure and profile measurements for turbulent
quantities are performed to study the model’s capability in predicting detailed flow
phenomenon. These test cases contain fundamentally essential characteristics of the
SWBLI flows so that the verified model could be extensively used in other separa-
tion cases.

Y. You · D. Liang
College of Energy and Power Engineering, Nanjing University of Aeronautics and
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2 A Non-linear Eddy-Viscosity View of SWBLI

In order to have a deeper insight of the turbulence characteristics of SWBLI, an
intensive experimental study was undertaken by Delery[4] in 1983. Figure 1 shows
the measured developing history of the dissipative layer by plotting the square root
of the maximum shear stress coefficient Cτ against the equilibrium shape parameter
J = 1− 1/H. H refers to the boundary layer shape factor given by δ ∗/θ .

According to Delery’s analysis, the straight line in Figure 1 specifies a function
G based on the maximum stress, which is constant for all equilibrium incompress-
ible boundary layer flows and equal to the flat plate value 6.55. The experimental
points fall below the equilibrium locus at the beginning of the interaction, indicat-
ing that, there exists a departure from equilibrium characterized by a lag of the shear
stress. Then, as a consequence of the continuous increase of

√
Cτ , whereas J passes

through a maximum and then diminishes, the corresponding curves bend and cross
the equilibrium locus. Thereafter, the points are above the equilibrium locus and
reach a new situation of maximum departure from equilibrium. Downstream of this
station, the flows relax towards a new equilibrium state.

Fig. 1 Evolution of the maximum shear stress with the equilibrium shape parameter
(Delery[4]).

The out of equilibrium property shown in Figure 1 can be illustrated in the view
of eddy-viscosity development,

Cτ =

√
2τmax

ρeūe
2 (1)

τmax = [(μl + μt)S]max (2)

where S is the strain rate. According to the classical turbulence boundary theory
of inner and outer eddy-viscosity distributions, μt gets its peak value and keeps
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constant during most of the outer region. In addition, Delery’s experimental results
present a good similarity of the velocity profile in separated zones, which indicates
that the maximum value of strain rate (simplified as normal velocity gradient in
two-dimensional flows) is constant in separated flows. Thus,

τmax = [μl +(μt)max]Smax (3)

As laminar viscosity is relatively small when compared to the maximum value of
eddy-vicosity, it can be concluded that (μt)max has the same distribution as τmax in
the separated zone, by substituting Smax = const. into Equation 3. In other words,
the eddy-viscosity should be lowered in the separated part and then enlarged during
reattachment and relaxation processes. This is a useful indication for the non-linear
eddy-viscosity construction in SWBLI zone. A new mathematic simple algebraic
correction is developed as follows,

(μt)
nonequilibrium
max = (μt)

equilibrium
max (

dc + kcJ
kcJ

)2 (4)

where nonequilibrium refers boundary layer behaviors during the separation pro-
cess which is out of equilibrium. And dc denotes the departure of

√
Cτ between

equilibrium locus and the experiment data, as shown in Figure 1. kc is the slope of
the equilibrium locus[6] that equals to 0.215877. The variable dc is then modeled
as,

dc =
J − 0.2
Jc − 0.2

(0.1471−1.0763Jc+2.9097J2
c −4.0602J3

c +2.0457J4
c ),

dJc

dξ
> 0 (5)

dc =
J− 0.2
Jc − 0.2

(−0.2834+ 2.3152Jc− 5.0307J2
c + 4.6480J3

c − 1.6843J4
c ),

dJc

dξ
< 0

(6)
Please note that these correlations only be available when J > 0.2, where Jc is the
non-dimensional shape parameter.

Jc = 0.2+ 0.8× J− 0.2
Jmax − 0.2

(7)

Jc helps dc of separation flows with different intensities converge to the universal
formula of Equation 5 and 6. Corresponding to different developing trends of

√
Cτ

in the separation and reattachment regions, the formula of dc is grouped into two
branches. In the numerical process, the selection of Equation 5 or 6 is determined
by the streamwise gradient of Jc, dJc

dξ .
In summary, an algebraic simple non-linear eddy-viscosity correction is proposed

in this section, see Equation 4. This modification concentrates on the non-linear
adjustment of the maximum eddy-viscosity. We take the simplest turbulence model,
Baldwin-Lomax model [5], as our baseline model in this paper. The improved BL
(IBL) model is validated for two separated flows in the following section.
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3 Results and Discussion

3.1 Delerys Transonic Bump

Delery’s Case C is selected as the first validation case of the new model, since
the present nonlinear eddy-viscosity model is originated from this experiment.The
resulting wall pressure distribution is shown in Figure 2 (left). The pressure dis-
tribution of the IBL model agrees well with the experimental data. The agreement
is even better than that of the v2 − f model, which is a two-equation model incor-
porated some near-wall turbulence anisotropy as well as non-local pressure-strain
effects[7]. Moreover, in all the previous RANS modeling study of this case, a known
issue is that the wall pressures after the shock, particularly within the separation re-
gion, are higher than that in the experiment. Only with an additional 3-5% increase
of the back pressure at the outflow plane can derive the shock to the appropriate
position. This back-pressure enhancement was usually viewed as the effect of the
blockage’ arising from boundary layers on the side walls of the wind tunnel since
the real flow is three dimensional [7] [8]. However, the IBL model achieves the cor-
rect shock position and the pressure plateau without any enlargement of the back
pressure. The back pressure shown in Figure 2 (left) is set up to be 60500 Pa, almost
the same as the experiment data.

Fig. 2 Delery’s Case C transonic bump flow. left: pressure predictions by different turbulence
models, upper right: experimental interferogram; lower right: density isolines.

The two figures on the right side of Figure 2 are the comparison of shock patterns
between the numerical result of IBL model and the experimental interferogram. The
calculated density isolines distribute properly according to the test result. The large
lambda shock is accurately captured by the IBL model in the correct position. The
recirculation bubble size also agrees well the the experimental observation. All these
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results above indicate that the proposed non-linear model has a good performance
in simulating this Delery’C flow.

3.2 Axisymmetric Transonic Bump Flow, Case 8611

A transonic flow with embedded shock waves is selected as the second test case
and its flow sketch is shown in Figure 3. This flow was identified as Case 8611 in
the 1980 AFSOR-HTTM-Stanford Conference [9]. Test conditions are a freestream
Mach number of 0.875 and unit Reynolds number of 13.1×106/m. Figure 3 shows
the comparison of the pressure coefficients along the surface of the axisymmetric
bump and the shear stress values at several different slices of the flowfleld. Sev-
eral other models feature in the comparisons, and are designated as follows: IBL,
Improved BL model, the nonlinear eddy-viscosity model proposed in this paper;
JK, Johnson and King’s half-equation model [9]; SST, Menter’s Shear Stress model
[10]; and the standard linear k−ε model. The linear k−ε model predicts a delay of
the shock position and therefore underpredicts the size of the flow separation. The
improved BL model, JK model and the SST model return a considerably more pro-
nounced pressure-plateau region. The IBL model proposed in this paper provides
the best overall performance.

Fig. 3 Comparison of wall pressure and shear stress distributions; left: wall pressure, right:
shear stress.

As for shear-stress profiles, after the transform suggested by Johnson [11], in
the region of strong interactions (x/c=0.75-1.125), JK model seems to simulated a
slightly better peak value of the Reynolds shear stress. However, at the reattachment
region (x/c=1.25, 1.375), the IBL model has a better prediction. Anyway, the IBL
model has a very similar global performance as the JK model, which is originated
from the 8611 case. All these results show that the IBL model can be used for the
prediction of transonic shock/boundary layer interaction.
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4 Conclusions

A study of turbulence modeling of shock wave/boundary layer interaction flows
is presented. Analysis of Delerys transonic bump experiment data shows that the
eddy viscosity should be lowered in the separation part and then enlarged during
reattachment and relaxation processes. The nonlinear correlation obtained from the
experiment data is applied into the Balwin-Lomax model according to this idea.

The new non-linear model’s predictions of two transonic SWBLI flows are com-
pared with experimental data and with other RANS models. While the current model
is still mathematically simple algebraic turbulence model, it yields acceptable re-
sults and provides improvements over some other models in predictions of surface
pressure and shear-stress profiles.

Acknowledgement. The work is supported by the Chinese National Nature Science Foun-
dation No 51006051.
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Boundary Layer Effects behind Incident
and Reflected Shock Waves in a Shock Tube

S. Li, W. Ren, D.F. Davidson, and R.K. Hanson

1 Introduction

In ideal shock tube experiments, flow properties behind the incident and reflected
shock waves do not vary with distance or time, and can be calculated using the
standard normal shock equations and the known incident shock speed. However,
nonideal effects result in flow nonuniformity behind the incident shock wave, lead-
ing in turn to nonuniformity behind the reflected shock. It has been observed that
behind the reflected shock, pressure typically increases gradually with time (positive
dP5/dt) [1-3]. Such deviations of pressure (and concomitantly the temperature) from
ideal values cause errors in chemical kinetic studies of rate coefficients and ignition
delay times [2, 3]. Thus it is worthwhile to analyze nonideal shock tube effects and
determine their impact on flow conditions, with a goal of improving experimental
methods and gasdynamic models that will lead to more accurate experiments.

One of the most important nonideal effects is sidewall boundary layer forma-
tion. Among previous studies of boundary layer formation behind incident shocks,
Mirels’ method [4, 5] is most widely adopted. In Mirels’ model, it is assumed that
the boundary layer formed behind the incident shock is equivalent to a 1D distri-
bution of mass sink that generates pressure waves and perturbs the core flow. As
a result of boundary layer growth, the incident shock speed attenuates along the
tube. The perturbation at a specific point in the region between the incident shock
front and the contact surface can be found by summing the perturbation of pressure
pulses that arrive at that point along characteristic lines from both upstream and
downstream on an x− t diagram [4]. It is assumed that the perturbation to the main
flow is small, so that the perturbation can be superimposed linearly on the main flow
[4, 5].

Most shock tube kinetics studies are carried out between the reflected shock and
the shock tube end wall. Since the gas between the reflected shock front and the end
wall is substantially brought to rest, it is assumed that no further waves are generated
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in this region, and the flow conditions can be determined using the wave-diagram
techniques by Rudinger [6]. Using this boundary layer model, the spatial and tem-
poral variations of pressure and temperature behind the incident and reflected shock
waves were calculated and compared with recent experimental data. In Mirels’ the-
ory, the boundary layer is assumed to be either totally laminar or totally turbulent.
In the real case, a laminar boundary layer exists before transition into a turbulent
boundary layer. In this work, a transition Reynolds number [7] was used to deter-
mine where the transition takes place, and the effects of boundary layer transition
on property time-histories were analyzed.

2 Flow Nonuniformity behind the Incident Shock

For flow behind the incident shock, the wall boundary layer acts as a mass sink to
the inviscid flow [5]. By averaging mass fluxes over the shock tube cross section at
different locations, the equivalent one dimensional (1D) volumetric mass source can
be used for flow perturbation calculations. Based on Mirels’ small perturbation as-
sumption [4], flow properties in region 2 can be inferred by superimposing boundary
layer perturbations to the value predicted by ideal shock-jump equations.

In Mirels’ turbulent boundary layer theory, the Blasius wall friction relation was
used [4]. However, simulations using this relation predict a shock attenuation rate
different from our experimental results. The method introduced by Petersen and
Hanson [8] was thus implemented to incorporate different wall friction relations
into Mirels’ model, leading to better agreement with experimental results.

The method of characteristics was used to analyze the spatial and temporal influ-
ences of the boundary layer formation on specific points in the core flow. The x− t
diagram used for the method of characteristics analysis is shown in Figure 1. (Note
that the incident shock propagates from right to left in this coordinate system.) To
simplify the calculation, the shock trace and all the characteristic lines on the x− t
diagram were assumed to be straight. The overall boundary layer perturbation at a
specific point in region 2 can be obtained by summing all the perturbations along
the characteristic lines that intersect at that point. Details of Mirels’ boundary layer
model and the method of characteristics can be found in [4].

In practice, the incident shock speed is typically measured using pressure trans-
ducers mounted at multiple axial locations. In order to compare with experimen-
tal results, an initial Mach number was specified that leads to the observed shock
strength at the test location [6]. For our experimental conditions, the laminar por-
tion of the boundary layer is usually very short and hence it has been assumed in
sections 2 and 3 of the paper that the boundary layer is totally turbulent to simplify
the calculations.

Using Mirels’ model, simulations were carried out to compare with pressure and
temperature measurements [9] in the 14cm diameter Kinetic Shock Tube (KST) [10]
at Stanford University. Calculated flow property results right behind the incident
shock, for one specific condition with Ms = 2.1 and an attenuation rate of 1.1%/m,
can be found in Figure 2. The model predicts that temperature and pressure behind
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Fig. 1 x− t diagram for shock tube flow; incident shock propagates from right to left

the incident shock decrease as the shock moves toward the end wall with a corre-
sponding decrease in shock strength. As the incident shock travels down the tube,
the boundary layer behind the shock grows and the mass sink effects of the layer
become more significant, causing the incident shock to slow down.

A snapshot of the property distributions between the shock front and the contact
surface, at the time when the shock arrives at the test location (69 cm from the end
wall), is shown in Figure 3. Properties are normalized with the respective value right
behind the shock (with the subscript s). Figure 3 shows that the pressure, temper-
ature and density all decay in value from the contact surface to the incident shock
front. Compare two points at the same time but different locations on the x− t di-
agram (d1 and d2 in Figure 1). The boundary layer located within the end points
of left and right running characteristic lines in region 2 affects the point we are in-
terested in (boundary layer spatially between b1 c1 for point d1, and between b2 c2

for point d2). For a location closer to the shock front (d2), the length of the bound-
ary layer affecting that point is longer than that for a location closer to the contact

Fig. 2 Pressure and temperature behind the
incident shock as a function of shock posi-
tion

Fig. 3 Snapshot of property distributions in
region 2
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surface (d1). Hence the property values at a point closer to the shock front are lower
than those at a point closer to the contact surface.

3 Flow Conditions behind the Reflected Shock

Rudinger’s method [6] was used to calculate time- and space-varying flow variables
in region 5, for the same experimental conditions considered in the previous sec-
tion. For shocks of moderate strength (Ms around 2), the gas velocity in region 5
and the entropy changes along characteristic lines may be neglected [6]. The flow
immediately behind the reflected shock is determined by the upstream conditions
(region 2, calculated using Mirels’ boundary layer model) and the inferred reflected
shock strength, while the flow conditions at other region 5 locations are related to
the points behind the reflected shock through characteristic lines.

Temperatures and pressures immediately behind the reflected shock, as the re-
flected shock propagates from left to right, are shown in Figure 4. The model pre-
dicts that both pressure and temperature behind the shock front increase as the shock
moves away from the end wall. Because the flow field ahead of the reflected shock is
nonuniform, the increase of properties behind the reflected shock does not necessar-
ily indicate that the reflected shock strength increases. Calculations and experiments
show that the reflected shock attenuates.

Shown in Figure 5 is a snapshot of the pressure, temperature and density distri-
butions in region 5, when the reflected shock meets the contact surface at x = 1.2m.
It is evident that pressure, temperature and density are greater further from the end
wall. It is thus possible that a combustible mixture could first achieve ignition at a
location far from the end wall, instead of closest to the wall as normally be expected.

The simulated pressure time history at the test location 69 cm from the end wall
shows that pressure increases continuously with time behind both the incident and
reflected shocks, assuming the incident boundary layer is totally turbulent. This re-
sult differs from experimental observations. In our experiments, it is often observed

Fig. 4 Pressure and temperature immedi-
ately behind the reflected shock as a function
of shock position

Fig. 5 Snapshot of region 5 property distri-
butions at t = 2.6ms after shock reflection
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that the pressure in region 2 drops very slightly before it increases with time, and the
pressure in region 5 typically stays at a near constant level for a short time before
a subsequent increase in pressure (positive dP5/dt) is observed (see Figure 6a). The
experimental pressure time history can be found in Figure 6a. It is suspected that
laminar to turbulent boundary layer transition, neglected in the previous sections,
might explain this type of pressure time history.

4 Boundary Layer Transition

In order to add boundary layer transition effects to the original Mirels’ model, a
transition Reynolds number was defined as Ret = (Us − u2) (ρ2/ρ1 − 1)2 lt/ν2 [7].
Ignoring the transition region length, Mirels’ laminar and turbulent boundary layer
model can be used ahead of and behind the transition point respectively. In this
study (Ms around 2.0), Ret values ranging from 0 (total turbulent boundary layer) to
1× 106 were tried in an effort to achieve a good comparison with experiment.

A simulated pressure trace considering boundary layer transition is shown in Fig-
ure 6 (a), with the corresponding experimental data. It can be seen that pressure
behind the incident shock drops slightly before increasing as time increases. This
can be explained by the existence of a short laminar boundary layer segment ahead
of the turbulent boundary layer. For a total laminar or turbulent layer, at a fixed
location for increasing time, the perturbation at this location becomes weaker (see
Figure 1), and the pressure increases. For the case with transition, and before the
transition point arrives at the test location, as time increases there is an increasing
portion of the turbulent layer that influences the test location. The turbulent layer is
thicker and has larger mass sink effects than the laminar layer, and the increase of
this turbulent portion causes the pressure to drop. After the transition point passes
the test location, the pressure will start to rise for the same reasons as in the total

(a) (b)

Fig. 6 Measured and simulated pressure (a) and temperature (b) time histories at a fixed loca-
tion 69 cm from the end wall. The simulations using extended Mirels’ model with Spalding-
Chi turbulent wall friction relations [8] and a transition Reynolds number of 8×105
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turbulent boundary layer case. The corresponding temperature measurement of the
same shock, using CO2 absorption near 2.7 μm [9], is shown in figure 6 (b) and
compared with the simulated results using our extended Mirels’ model. By choos-
ing proper boundary layer wall friction relations and laminar to turbulent transition
Reynolds number, simulations are in close agreement with the measured P and T
time-histories. The success of this model, in capturing the temperature and pressure
time histories, supports use of this boundary layer model in further study of nonideal
effects in shock tubes.

5 Concluding Remarks

Mirels’ boundary layer theory was extended using Rudinger’s method to study
shock tube flow variations behind the incident and reflected shock waves in a shock
tube. The simulations predict that properties behind the incident shock increase
from the shock front to the contact surface. This nonuniformity leads in turn to
an increase of property values from the shock tube end wall to the reflected shock
wave. Boundary layer transition effects were studied based on a chosen transition
Reynolds number. By including boundary layer transition, simulated pressure and
temperature at a fixed location behind the incident shock drop very slightly before
increasing with time; and behind the reflected shock, pressure and temperature also
drop very slightly for a short period, before increasing gradually. These simulations
are in good agreement with experiments.
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Simulation of a Practical Scramjet Inlet Using
Shock-Unsteadiness Model

Amjad Ali Pasha, C. Vadivelan, and Krishnendu Sinha

1 Introduction

The main function of a scramjet inlet is to capture air flow from the incoming hy-
personic stream, compress it through a series of shocks or compression waves, and
provide uniform flow to the combustor. There should be maximum mass capture
along with a minimum stagnation pressure loss in the inlet.

The shock waves in the inlet duct interact with the boundary layer on the walls
and can result in flow separation due to strong adverse pressure gradient across
the shock wave. The shock/boundary-layer interaction often results in a complex
flow pattern, comprising of additional shocks, expansion waves, shear layer and
separation bubble. The separation bubbles are highly viscous, and hence increase the
stagnation pressure loss. Peak values of pressure, skin friction and heat transfer rates
are found at reattachment point. Also, the separation bubble acts as a blockage to the
flow inside the inlet duct and can result in inlet unstart. It is therefore important to
predict the shock/boundary-layer interactions in a scramjet inlet, including the size
of the recirculation region, accurately.

Reynolds-averaged Navier-Stokes methods are commonly used in simulation of
practical configurations of engineering interest. However, their accuracy is often
limited in shock dominated flows, where conventional turbulence models developed
for low-speed flows do not predict the underlying physics correctly. Several modifi-
cations have been proposed in literature [1], namely, compressibility correction, re-
alizability constraint, rapid-distortion correction and length-scale correction. Their
performance vary from one test case to another.

The flowfield in a shock/boundary-layer interaction is inherently unsteady. Sinha
et al. [2] found that unsteady shock interaction with incoming turbulence fluctua-
tions dampens the amplification of turbulent kinetic energy. A correction was added
to standard one- and two-equation turbulence models to account for this damping
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effect. The resulting model predictions were found to match DNS data of turbulent
kinetic energy amplification across a shock. The shock unsteadiness modification
when applied to canonical compression corner [3] and oblique shock impingement
flows [4] improved the prediction of flow separation point, and the resulting pressure
and skin friction distribution.

In a practical inlet configuration, presence of geometric variations add to the over-
all complexity of the flowfield. In the absence of experimental data, CFD is often
relied upon to predict and improve the performance of scramjet inlets. It is therefore
essential to perform detailed CFD simulations of the flowfield inside an inlet duct.
The focus of the current work is to study the reflection of the cowl shock and to
predict the resulting separation bubble size accurately using the shock-unsteadiness
model.

2 Simulation Methodology

We solve two-dimensional Reynolds-averaged Navier-Stokes (RANS) equations.
The Spalart-Allmaras (SA) turbulence model with shock-unsteadiness correction [3]
is used in the simulations. In-house code [5] based on finite-volume formulation of
the governing equations and a modified low-dissipation form of the Steger-Warming
flux splitting approach is used. The discretization method is second-order accurate
in space. The implicit Data Parallel Line Relaxation method is used to integrate the
equations in time and reach a steady-state solution. The code has been validated for
several supersonic and hypersonic flow applications [3, 4].

A scramjet inlet of the mixed-compression type is shown in Fig. 1. The geometry
consists of two forebody ramps of 10.5◦ and 21◦ respectively, followed by three
expansion corners, each of 7◦, leading to the inlet duct. The forebody shocks and
expansion fans are shown in the figure.

The cowl is bent by 6◦ and results in formation of oblique shocks from the cowl
tip and hinge location. The shock/boundary-layer interaction due to the impinge-
ment of the cowl and hinge shocks on the opposite wall is marked in the figure.

Freestream conditions of M∞ = 6.5, temperature = 219.3 K and pressure = 2.16
kPa correspond to an altitude of 26 km. Isothermal (Tw = 300 K), no-slip and
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forebody
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M∞ = 6.5
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flow
expansion
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inlet duct

cowl tip cowl shock

hinge shock

shock/boundary-layer
interaction

10.5o

Fig. 1 Geometric configuration with flow schematic for the scramjet inlet.
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zero pressure gradient boundary conditions are assigned at solid boundaries. An
extrapolation condition is specified at the exit of the inlet duct. Freestream and
wall conditions for turbulence model are calculated from the formulations used in
Ref. [3].

Based on a separate grid refinement study, a 337× 190 mesh is used for the
simulation. A wall-normal spacing of 1× 10−6 m corresponds to about 0.35 wall
units on the forebody and less than 1.7 wall units in the inlet duct. CFL numbers up
to 1000 are used in the simulation and it takes 40-cpu hours to obtain a steady state
solution.

The computed shock-structure inside the inlet duct is shown in Fig. 2a in terms of
the normalized mean dilatation contours. The shock structure is similar to that ob-
tained in the interaction of an incident oblique shock with a flat plate boundary layer,
shown in Fig. 2b. The incident shock, separation shock, induced shock, transmitted
shock and reflected shock follow the same pattern in the two flows. The differences
are the additional shock generated by the hinge and the reflection of the induced
shock from the top wall. These are not present in the isolated shock impingement
case shown in Fig. 2b.

The impingement of an incident oblique shock on a turbulent boundary layer de-
veloped on a flat-plate is studied experimentally in Ref. [7]. Measurements are taken
in the shock/boundary-layer interaction region for 14◦ shock generator at Mach 5.
The variation of surface pressure in the interaction region is plotted in Fig. 3 where
the initial pressure rise at x ≈ −38 mm represents the separation location. It is ap-
parent that the standard SA model predicts a delayed separation (x ≈ −20 mm)
as compared to the experiment. The shock-unsteadiness correction reduces the tur-
bulent eddy viscosity at the separation shock and thus enhances flow separation.
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Solutions computed using different values of the shock-unsteadiness parameter c′b1

are also plotted in Fig. 3. A higher magnitude of c′b1
yields a larger separation, and

c′b1
= -2.0 is found to match the experimental separation location closely. This value

of the shock-unsteadiness parameter is found to match the separation location for a
range of shock strengths and therefore it is used in the study of cowl shock impinge-
ment.

3 Flowfield and Wall Data

Figure 4 shows the flowfield in the inlet duct in terms of computed pressure con-
tours. The cowl shock and hinge shock impinge on the turbulent boundary layer on
the vehicle wall and form a recirculation region. A separation shock is formed at the
separation point and a shear layer develops over the separation bubble. Intersection
of the separation and incident shocks generate the induced and transmitted shock
waves. The flow turns over the separation bubble to generate an expansion fan. The
compression waves generated by flow reattachment coalesce to form the reflected
shock. There are multiple reflections of shocks and expansion waves in the duct.

The surface pressure and skin-friction coefficient along the inlet bottom wall is
shown in Fig. 5. The wall pressure drops across the two expansion corners at x = 0.86
m and x = 0.94 m. The expansion fan at the third expansion corner is cancelled by the
separation shock. Pressure rises at flow separation, remains approximately constant
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along the separation bubble and rises to peak values in the reattachment region.
The skin friction data shows a large negative region between the separation (S) and
reattachment (R) points. The separation bubble is 104 mm long in the streamwise
direction and extends to about one third of the duct height.

The computed separation bubble size is compared with available experimental
data to ascertain the accuracy of the results. In the absence of experimental data
for the current geometry, the data reported by Schulein [7] is used for validation.
Specifically, the size of the separation bubble predicted in the inlet duct is compared
with those reported in the oblique shock impingement experiments. The variations
due to differences in the inflow conditions are accounted for three cases reported in
Ref. [7], which correspond to shock generator angles of 14◦, 10◦ and 6◦ placed in
a Mach 5 flow. By comparison, the flow conditions at the entrance of the inlet duct
correspond to a Mach number of 3.4, density of 0.089 kg/m3 and temperature of
382.2 K. These are the inviscid conditions downstream of the forebody ramp shock.

The extent of flow separation in a shock/boundary-layer interaction mainly de-
pends on the shock strength and the Reynolds number of the flow. A stronger inci-
dent shock wave results in a larger separation bubble and vice versa. On the other
hand, a higher Reynolds number results in a higher level of turbulence. This in turn
leads to a fuller boundary layer profile, thus resulting in delay of flow separation.
Also, the separation bubble size is found to scale with the boundary layer thickness
upstream of the interaction. These parameters are listed for the current configuration
and for the three test cases of Schulein [7] in Table 1.

Deflection of a Mach 3.4 flow by the cowl shock results in a pressure rise of
11.34. A comparison of the inviscid pressure rise values places the shock/boundary-
layer interaction in the inlet duct between the experimental test cases 1 and 2. The
recirculation bubble in the inlet duct is however much larger than those reported
in the experiments. This is because of a thicker boundary layer than that in the
experimental cases. On normalizing the separation bubble size with the incoming
boundary layer thickness, the simulation results compare well with the experimen-
tal data. From above analysis, Δs/δ0 = 4.58 for the inlet duct lies in between the
experimental test cases 1 and 2.

Table 1 Comparison of flow parameters between the scramjet inlet configuration and oblique
shock impingement cases [7].

Parameters Inlet Oblique shock impingement
case-1 case-2 case-3

Free stream Mach number, M∞ 3.4 5 5 5
Deflection angle, θ ◦ 15 14 10 6
Inviscid incident shock strength, p2/p1 11.34 13.62 7.63 3.76
Unit Reynolds number, Re1∞ ×107, m−1 0.74 3.7 3.7 3.7
Upstream boundary layer thickness, δ0, mm 22.7 4.66 4.66 4.66
Separation bubble size, Δ s, mm 104 34 12 -
Normalized separation bubble size, Δ s/δ0 4.58 7.30 2.58 -
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4 Conclusions

Reynolds-averaged Navier-Stokes simulations are performed for a practical scram-
jet inlet geometry at Mach 6.5 and the focus is the shock/boundary-layer interaction
generated by cowl shock impingement on the opposite wall. The flow is similar
to the canonical oblique shock/boundary-layer interaction. The geometry of the in-
let generates additional shocks and expansion waves and adds to the complexity
to the flowfield. The shock-unsteadiness modified Spalart-Allmaras model is used
in the simulations and the model parameter is calibrated against experimental data
for canonical oblique shock/boundary-layer interactions. The simulations predict a
large separation bubble inside duct and its size is validated against available experi-
mental data for canonical flow configurations.
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Part XVIII
Shock Propagation and Reflection



Consideration of von Neumann Reflection
and Mach Reflection for Strong Shock Waves

S. Kobayashi and T. Adachi

1 Introduction

Oblique shock reflection phenomena have been long considered to preserve self-
similarity. However, the authors’ investigation of von Neumann reflection [1] was
a turning point that cast doubt on self-similarity. The von Neumann reflection is a
new type of oblique reflection first referred to by Colella and Henderson [2]. This
reflection is geometrically characteristic in that a Mach stem is tangentially con-
nected with an incident shock at a triple point. Furthermore, its reflected wave is
very weak and a slipstream is barely optically observable (Fig. 1 (a)), and stands in
contrast to ordinary Mach reflection (Fig. 1 (b)). This reflection takes place when
the incident shock Mach number Mi and/or the reflecting wedge angle θw are small.
According to Colella and Henderson [2], von Neumann reflection exhibits the von
Neumann paradox. For weak shock waves, Kobayashi et al. [1, 3] found that, as the
incident shock proceeds, the wave angles vary along a trivial solution curve of von
Neumann’s three-shock theory, while the triple point moves along a straight line
passing through the wedge apex as if self-similarity holds. Further investigations
[4] revealed experimentally that oblique shock reflection in a shock tube is gener-
ally non-self-similar, even though the triple-point trajectory is linear. This non-self-
similarity is a new idea requring reconsideration of the von Neumann paradox.

In the early period of the investigation, the transition criterion between Mach and
von Neumann reflection was a point of issue [5, 6]. It is quite reasonable to consider
that there might be some criterion that discriminates the two reflections, just as in the
case for regular and Mach reflections. The classical idea of transition is based on the
pseudo-steadiness of shock-reflection phenomena, i.e., the reflection configuration
is determined by three dimensionless parameters, Mi, θw, and the specific heat ratio
κ . However, according to Kobayashi et al. [1, 3], the von Neumann reflection is
neither pseudo-steady nor self-similar, and thus the transition criterion had to be
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reconsidered. A conspicuous case is the dynamic transition [7, 8, 9] that occurs when
θw is slightly below the transition wedge angle, in which regular reflection becomes
Mach reflection during propagation. This dynamic transition suggests that Mach
reflection might not be observed because it does not become well-developed when
the wedge length is short. This phenomenon explains the von Neumann paradox of
the first kind in which regular reflection persists for an incidence angle where it is
theoretically impossible.

(b)
Fig. 1 Shock reflection configuration for Mi = 1.915. (a) θw = 5.93◦, x = 67.5mm. (b) θw =
19.33◦, x = 61.3mm.
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Fig. 2 Relation between angles of incidence and reflection (Mi = 1.915).

According to the authors’ investigation of strong Mach reflection [10], the wave
angles do not agree with the three-shock theory in an early stage of reflection (the
von Neumann paradox), but they approach the theory as the incident wave propa-
gates, and the paradox is resolved in the end (see Fig. 2 for θw = 29.12◦; angles in
the legend are rounded). For a smaller wedge angle, θw = 19.33◦, the wave angles
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approach the theory but the paradox is not resolved. For θw = 5.93◦, von Neumann
reflection occurs. In this case, the wave angles are not constant and, except for an
early stage of reflection where the error due to wave thickness is large, they vary al-
most along a trivial solution branch of the three-shock theory toward an asymptotic
state where the reflected wave is a sound wave (Fig. 2). However, for intermediate
incidence angles, the three-shock theory gives a large reflection angle and it seems
difficult to attain such a value. The authors had a question: What would happen
when the reflecting wedge angle θw lies in between these angles? It seems that the
theoretical value is far greater under these conditions and is difficult to attain. In the
present study, we carried out a series of experiments using reflecting wedge angles
between the Mach and von Neumann reflections and investigated the behavior of
the various wave angles.

2 Experiment

2.1 Apparatus

A conventional shock tube at the authors’ institute was used; details are given in
Kobayashi et al. [3]. To generate a strong shock wave, the driver gas was He at high
pressure and the driven gas was air at room temperature and atmospheric pressure.
The incident shock Mach number Mi was 1.915±0.005, meaning that only data for
1.910 < Mi < 1.920 were utilized. The reflecting wedge angle θw was 14.90◦.

2.2 Measurement

The triple-point coordinate (x,y) and the angle ωir made by the incident and re-
flected shocks at the triple point were measured directly from photographic nega-
tives enlarged by a factor of fifty using a profile projector (V-12, Nikon, Inc.). The
triple-point location was first measured in the coordinate system (ξ ,η), where ξ is
the abscissa along the wedge surface, and η is the ordinate perpendicular to it, with
the wedge apex taken as the origin O (Fig. 3).

3 Results

3.1 Mach Stem Near the Triple Point

Figure 4 presents visualized wave configurations around the triple point for various
reflecting wedge angles. One of the characteristics of von Neumann reflection is
that the Mach stem is tangentially connected with the incident shock, as seen in Fig.
4 (a) for θw = 5.93◦. Figure 4 (c) depicts a typical Mach reflection, in which the
incident shock and the Mach stem make a corner (θw = 29.12◦). For an intermediate
angle θw = 14.90◦, the Mach stem is curved near the triple point, but makes a small
angle with the incident shock. This means that the reflection is not von Neumann
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Fig. 4 Enlargement near the triple point for Mi = 1.915. (a) θw = 5.93◦, x = 59.65mm. (b)
θw = 14.90◦, x = 60.21mm. (c) θw = 29.12◦, x = 56.42mm.

type. The reflection configuration in Fig. 4 (b) has been considered to be a Mach
reflection, but the Mach stem near the triple point is obviously different from that in
Fig. 4 (c).

3.2 Triple-Point Trajectory

Figure 5 plots the location of triple point over the model wedge for θw = 14.90◦, and
good linearity is evident. The slope of the least-squares approximation line is 29.76◦,
which corresponds to χ +θw. The error in the incidence angle ωi due to wave thick-
ness is as large as 5◦ near the wedge apex (0mm < x < 10mm). Self-similarity is
not ensured by the linearity of the triple-point trajectory alone, as discussed in the
next section.
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Fig. 6 Variation of the wave angle (Mi = 1.915, θw = 14.90◦).

3.3 Variation of Wave Angle

Figure 6 presents the variation of the angle ωir made by the incident and reflected
shocks for θw = 14.90◦. In the early stage of reflection, the rate of change is large,
but it diminishes as the incident wave proceeds. There seems to be some asymp-
totic value. The angle ωir is independent of a reference line such as the triple-point
trajectory, and thus Fig. 6 proves non-self-similarity.

3.4 Relation between Angles of Incidence and Reflection

The experiment data for θw = 10.03◦ and θw = 14.90◦ are added to Fig. 2 and ap-
pear in Fig. 7. Due to wave thickness, the error in ωi and ωr near the wedge apex
is very large. These are circled in Fig. 7. Except for these data, for θw = 14.90◦,
the reflection angle increases but the discrepancy with the three-shock theory is
still large (the three-shock theory gives ωr = 75.20◦ for ωi = 60.24◦). How such a
discrepancy is supported physically is a point of issue. Kobayashi et al. [10]
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Fig. 7 Relation between angles of incidence and reflection.

indicated that it could be explained by supposing a small quantity of slipstream
divergence δ .

4 Conclusion

We conducted a series of strong-shock reflection experiments for various wedge
angles. For all cases, the wave angles vary as the incident shock proceeds, and thus
the reflection configuration is not self-similar. For large wedge angles, the wave
angles approach the three-shock theory, and the paradox is resolved in the end. For
small wedge angles, the wave angles vary almost along the trivial solution curve
of the three-shock theory. For intermediate wedge angles, although the wave angles
seem to approach some asymptotic values, the paradox is not resolved. In the case
of intermediate wedge angles, the Mach stem is curved near the triple point but the
reflection is not von Neumann type. Our results suggest that a reflection whose Mach
stem is curved near the triple point should be discriminated from Mach reflection.
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Study of Shock-Wave Mitigation through Solid
Obstacles

A. Chaudhuri, A. Hadjadj, O. Sadot, and G. Ben-Dor

1 Introduction

The physical understanding and modeling of shock mitigation are important for the
development of an effective barrier arrangement related to disaster management.
While it is not currently feasible to simulate and analyze full configurations in de-
tail, sufficient progress has been made to analyze the dynamics of simpler build-
ing block flows that provide useful insights into the underlying dynamics of these
complex flows. Also, apart form the experimental study, numerical simulation has
become quintessential tool for prediction of complex physics in solid/fluid interac-
tion problems. Several authors dealt with experimental or numerical approaches in
order to study the unsteady shock wave interaction with multiple obstacles, such as
cylinders, spheres and triangular prisms [1, 2, 3, 4]. According to the recent find-
ings of [5], the influence of different geometrical shapes on shock-wave attenua-
tion is negligible for higher open passage. However, this finding requires a sys-
tematic study of the effects of different parameters for lower values of the open
passage. In our previous works [6, 7], excellent agreement between experimen-
tal and numerical results is obtained for the case of shock-wave interaction with
single cylinder and triangular prism. These validations prove the reliability of the
computational techniques used for the present study. It is being observed that af-
ter the passage of the shock through the obstacle matrix, eddies of different length
scales are generated, but the later stage of shock-vortex, shocklet-vortexlet interac-
tion are different for inviscid and viscous computations [8]. We carried out several
preliminary test cases with cylinder matrix configuration to investigate i) the effect
of the variation of the open passage (or porosity). The open passage is defined as
ε = 1−∑Nc

i=1 (Di/Ly) and the porosity is given by ϕ =Vv/Vt , where Nc is the number
of cylinder in a column, Di’s are the diameters of the cylinders, Vt is the total vol-
ume and Vv is the void volume. ii) the number of cylinders in a column of obstacles,
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iii) the relaxation length between two consecutive columns, iv) the number of
columns. The usual trend of pressure attenuation and speed of the transmitted shocks
are found by the simulations (for a given obstacles arrangement at lower ε (or ϕ),
the pressure attenuation as well as the speed of the reflected shock are higher, while
the speed of the transmitted shock is lower). It has also been found that, the reduc-
tion of the speed of the transmitted shock can become significant with the increase
of the number of cylinders in a column of obstacles for lower ε . Similar results of
shock attenuation have been reported by Suzuki et al. [9], for higher porosity cases,
by varying the diameter of the cylinder. It is important to note that, although this
fact appears to be contradictory with the usual effects of variation of porosity, the
effects of transverse waves are evidently important in the cases of more cylinders.
It can be concluded that the evolution of transverse waves produces drag effects on
the speed of the axial shock front. At low open passage (ε ≤ 0.25), we compared
the three different 6× 4 matrix configurations with the variation of the relaxation
length λx (distance between two consecutive columns). Although the reduction in
speed of the transmitted shock is found to be insignificant for these cases, the pres-
sure attenuation shows the following trend; λx = 0.7D < λx = 2.4D < λx = 4.1D.
This obviously reflects the importance between the interaction of the moving shock
and the transverse waves in terms of pressure attenuation.

The present paper focuses on the geometrical aspects of the matrix like barrier
with lower open passage for shock mitigation. The paper is organized as follows.
In section 2, brief descriptions of the numerical solver as well as the flow config-
uration are given. Results for various geometrical configurations are presented and
discussed in section 3. Finally, conclusions are drawn in section 4 along with rec-
ommendations for future investigations in this area.

2 Numerical Method and Problem Setup

An in-house compressible Navier-stokes flow solver equipped with a fifth-order
WENO scheme and an immersed boundary method [10] is used to simulate the
interaction of shock waves with rigid obstacles. The ghost fluid based direct forcing
methodology is adopted for this purpose. We carried out 2D viscous computations
for all the cases presented in this paper. Detailed description of the applied method-
ology is presented in our previous work [6]. Series of different benchmark problems
are solved to validate the developed solver. Based on our previous experience, the
simulations are carried out on an uniform mesh using Δx ≈ 60 μm to ensure grid
independent solution.

A rectangular domain of size 400 mm×46.7 mm is taken as computational do-
main. The width of the computational domain, Ly, is similar to the experimental
shock-tube dimension reported in [9]. The leading point of the first column of the
4× 4 obstacle matrix is located at 160.6 mm. The relaxation length λx is taken as
10 mm. Transient flow-field data are recorded for downstream (70 mm) and up-
stream (300 mm) probes for analysis of the physics of the complex flow. We have
also recorded the centerline density field to track the speed of the reflected and
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transmitted shock waves. In order to avoid shock-boundary layer interactions, top
and bottom boundaries are treated as symmetry planes. Computations are stopped
before the reflected and transmitted waves reach the domain boundaries (left/right).
At time t = 0, the position of the shock is considered at the leading edge of the first
column of the obstacles. The initial flow discontinuities for the shocked gas (left
state, subscripted as “2”) and the stagnant gas (right state, subscripted as “1”) are
specified using the Rankine-Hugoniot relation. Seven test cases of 4×4 matrix con-
figuration are formulated with various obstacle geometries and arrangements while
keeping ε = 0.25. The first four cases are having non-staggered arrangement of ob-
stacles (C1 : square prism , C2: cylinder C3: triangular prism C4: reverse triangular
prism) and rest of the cases are arranged in a staggered manner (C1S : staggered
square prism , C2S: staggered cylinder, C4S: staggered reverse triangular prism). In
order to keep a constant ε , the diameters of the cylinders, the dimension of bases of
the triangular prisms (wedge angle 30◦degrees ) and the dimensions of box prisms
are taken as 8.8 mm.

Fig. 1 Numerical schlieren for different test cases (C1, C2, C3, C4 and C4S, from top to
bottom).

3 Results and Discussion

Numerical schlieren pictures at time t = 500 μs are shown in Fig. 1. A careful exam-
ination of the locations of the transmitted shock fronts of these figures reveals that
the staggered arrangement of the obstacles are advantageous in terms of reduction
of the shock speed traversing through the obstacle matrix.
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Fig. 2 Pressure evolution at downstream probe, dynamic pressure pd is normalized by pd2.
The normalized over-pressure is given by Π = (p− p1)/(p2 − p1). Static and dynamic pres-

sure impulses are defined as IP =

∫ t f

t0
pdt and IPd =

∫ t f

t0

1
2 ρu2 dt , respectively.

The downstream signals are important in terms of pressure attenuation for differ-
ent barrier arrangements. Fig. 2 shows both static and dynamic pressure impulses,
along with the corresponding normalized signals. It appears that case C4 is the most
favorable among the non-staggered arrangements of matrices. The initial peak pres-
sure as well as the impulses are least for C4 when compared with C1 to C3. The
effect of non-staggered arrangement is visible in the bottom plots of Fig. 2. Also,
one can observe that the first peak pressures as well as the impulses for the cases
C1S, C2S and C4S substantially get reduced when compared to their correspond-
ing non-staggered counterpart C1, C2 and C4, respectively. The level of pressure
attenuation appears closely similar for cases C1S and C4S. As mentioned before, the
centerline transient data are utilized to retrieve the relevant speeds of the princi-
pal shock waves. Fig. 3 shows the variation of the reflected (xR) and transmitted
(xT ) shock fronts in time. After an initial nonlinear evolution, the reflected shock
moves at a constant velocity as shown in this figure. This is true for the evolution
of transmitted shock as well. However, due to the presence of multiple transverse
wave interactions just downstream of the shock front, the tracked shock front ap-
pears little wiggly sometimes. We presented the linear fit of the tracked locations for
transmitted wave in Fig. 3. Table. 1 summarizes the extracted properties for all test
cases.

It can be seen, from table 1, that uT/a1 is least for case C4S and it reduces from
1.4 to 1.11. The lowest normalized velocity of the reflected shock uR/a1 for case
C3 also corroborates the observed upstream pressure signals (figure not shown).
The calculated pressure impulses during the relevant time duration also reflect the
suitability of staggered reverse triangular prism agreement as a most effective barrier
configuration among the considered cases.
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Fig. 3 Evolution of reflected and transmitted shock fronts.

Table 1 Comparison of different parameters for all test cases. The mean pressure,

p̄ =
1

ΔT

∫ t f

t0
pdt, is integrated over a time interval ΔT = (t f − t0), where t0 is the time when

the shock arrived at the probe location, and t f is a given final time taken as 500 μs.

Case C1 C2 C3 C4 C1S C2S C4S

ϕ 0.32 0.46 0.70 0.70 0.32 0.46 0.70
uR/a1 0.84 0.83 0.82 0.85 0.87 0.83 0.85
uT /a1 1.26 1.25 1.25 1.22 1.16 1.23 1.11
ΔT ≈ 0.2 s
IP (N s m−2) 63.06 61.60 60.95 56.95 54.75 60.92 54.48
IPd (N s m−2) 2.69 2.29 2.08 0.97 0.42 2.14 0.39
p/p2 0.78 0.77 0.76 0.67 0.60 0.76 0.60

4 Conclusions

In this paper, we report a numerical study of shock wave interaction with matrix of
different geometrical obstacles for ε = 0.25 with Ms = 1.4 and Re ≈ 1.1×105. The
computations highlight the essential flow features of the complex shock/obstacle
interactions. The analysis of the downstream pressure signal reveals the behavior
of the principal shock waves in relation with the overall attenuation of the barrier
configurations. Based on the present investigation, the following conclusions are
drawn i) there exists an influence of the geometry at low opening passage of the
barrier configuration, ii) among the non-staggered formulations, reverse triangu-
lar prism matrix arrangement (C4) shows ≈ 13% of reduction in the speed of the
transmitted shock with ≈ 30% of pressure attenuation. Subsequently, this arrange-
ment produces least impulses compared to other non-staggered arrangements, iii)
staggered arrangements of obstacles favor overall performance towards shock wave
mitigation, iv) among all the reported test cases, the reverse triangular prism, with
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staggered arrangement (C4S), is the most effective in terms of shock attenuation. We
observed ≈ 21% reduction in speed of the transmitted shock and ≈ 40% pressure
attenuation for this arrangement. Although, the overall performance of staggered
box prism arrangement (C1S) is comparable to C4S, it can be realized that the poros-
ity of the latter case is maximum. This additionally makes the performance of C4S

as superior over C1S. Further investigations will concern the effectiveness of barrier
configurations having combinations of geometrical shapes/arrangements, as well as
the extension of the above findings to higher Ms.
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Guderley Reflection for Higher Mach Numbers
in a Standard Shock Tube

André Cachucho and Beric Skews

1 Introduction

To resolve the von Neumann paradox, Guderley (1947) proposed a four-wave struc-
ture, consisting of an expansion fan in addition to the three shock wave config-
uration [1]. Despite intensive experimental work at the time, no evidence of this
expansion fan was observed, therefore dismissing Guderley’s proposal. Experimen-
tal work conducted by Skews and Ashworth [2] with the use of a large-scale shock
tube showed experimentally for the first time that Guderley’s proposal was, in fact,
correct.

It is known that the size of the supersonic region behind the triple point is
proportional to the length of the Mach stem [3]. Hence, a large-scale shock
tube was thus necessary to produce weak Mach reflections with Mach stem
lengths of approximately 0.8 m. The large scale Mach reflections allowed the
four-wave structure consisting of the expansion wave emanating from the triple
point to be observed. This rare shock wave reflection was consequently named
the Guderley reflection (GR). Further experimental work by Skews et al. [4]
yielded improved evidence that there were at least two supersonic patches
along the Mach stem, shown in Fig. 1(a). This validated the numerical results
of Tesdall et al. [3] which showed a sequence of supersonic patches along the
Mach stem, shown in Fig. 1(b).

The observation in Fig. 1(a) required the use of a specially constructed shock
tube (large-scale, height of 1.10 m), but the present study finds a novel and prac-
tical method to observe the GR using a standard shock tube (small-scale, height
of 0.45 m).

André Cachucho · Beric Skews
School of Mechanical, Industrial and Aeronautical Engineering, University of the Witwater-
srand, PO WITS, Johannesburg, 2050, South Africa.
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Fig. 1 Comparison between sequence of supersonic patches observed: (a) experimentally in
Skews et al. [4], and (b) numerically in Tesdall et al. [3].

2 Apparatus

Experiments were conducted using a standard shock tube facility combined with
a variety of optical components to capture both single and multi-frame images of
the GR.

2.1 Experimental Facilities

The shock tube layout (Fig. 2) consists of a cylindrical cross-sectional driver and a
variable diverging section connected onto a 4.0 m expansion chamber (rectangular
cross-sectional of 0.45 m × 0.10 m). Three ramp angles (10◦, 15◦, and 20◦) were
interchanged in the diverging section, and the expansion chamber length could also
be shortened by removing the first 2.0 m expansion section. Tests were conducted
for nominal driver pressures of 1.4, 3.4, 7.0, and 13.0 bar and the incident shock
Mach numbers were estimated by the time taken for the shock reflection to travel
between the two pressure transducers positioned at A in Fig. 2. For an ambient
pressure of 0.83 bar and an average temperature of 20◦C, the Mach numbers were
measured approximately as 1.10, 1.20, 1.30 and 1.40 respectively. Actual Mach
numbers of the shock reflection in the viewing port were determined from the multi-
exposure imaging. Note that the triple point of the reflection did not passing by the
viewing port for a number of test conditions.

2000

Test section

450

Expansion chambers

2000 2000 20002300

Driver

Diverging
section

Plunger

Viewing port

A

10050

Fig. 2 The shock tube. Dimensions in mm.



Guderley Reflection in a Standard Shock Tube 501

2.2 Photography

A general Z-layout schlieren system was used to capture the GR. Single-frame im-
ages were captured using a 1.9 μs xenon flash lamp and a Nikon D40X digital
camera of 10.0 million pixels. All images were captured at least twice to ensure the
repeatability of the results. The sensitivity of the system was continuously adjusted
during testing which resulted in the varying illumination of the images.

The most resolved images of the GR were obtained for a knife edge
positioned parallel to the reflected wave. A multi-frame camera (Cooke Corpora-
tion) was used to obtain superimposed images of the propagating shock reflection,
but due to the lower pixel resolution no clear evidence of the expansion waves were
detected. The application of the oblique shock equations to the superimposed im-
ages allowed quantitative data of the wave velocities to be obtained.

3 Principle of Experiment

Previously experiments required a large-scale shock tube to produce Mach stem
lengths in the order of 1.0 m [2, 4]. However, a new technique is found whereby
longer Mach stem lengths can be attained by the successive reflections of Mach
reflection off the ceiling and floor of a standard shock tube. Fig. 3 shows the overall
trajectory path of the triple point of the developed shock reflection at different time
intervals ti. The cylindrical wave at t0 in the diverging section strikes the roof of
the facility resulting in the desired reflection pattern at t1. The shock reflection then
propagates downstream where it undergoes three triple point reflections, off the floor
and the ceiling of the shock tube, before being observed at t5. After each triple point
reflection the orientation of the wave configuration changes, where it is seen that the
Mach stem before the triple point reflection transforms into the incident wave for
the new shock reflection. A detailed analysis of the wave strengths as a result of the
triple point reflection is presented in Section 5.

This paper determines that the Mach stem attached to the shock reflection is not
the apparent Mach stem length observed at each time interval, but rather the overall
vertical distance traveled by the triple point from where the reflection was created.
We denote the latter as the virtual Mach stem length (lvms).
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Fig. 3 Progression of developed shock reflection downstream for different time steps ti
showing the overall trajectory path of the triple point in a standard shock tube, and the change
in shock wave orientation after each triple point reflection.
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4 Numerical Set-Up

Two-dimensional simulations of the propagating weak Mach reflection were per-
formed using the Fluent package on the commercially available Ansys 12. The sim-
ulations were built on a density explicit solver and an inviscid model, where an
adaptive mesh scheme based on pressure gradients refined the moving shock waves
in the flow field. The computational work was mainly used to predict the propaga-
tion path of the triple point downstream, and was not capable of resolving the flow
features in the vicinity of the triple point.

5 Results and Discussion

5.1 Shock Wave Amplification Due to Triple Point Reflections

Fig. 4 shows the dynamics of a shock reflection produced for a 15◦ ramp angle and a
test section Mach number of Mts = 1.30. The successive triple point reflections off
the floor and ceiling of the shock tube resulted in the amplification in strength of the
incident wave and Mach stem by approximately 3% and the reflected wave by 0.2%
after each reflection. This is an important characteritic of the experiment, as the
strength of the shock reflection is maintained, allowing stronger shock reflections in
the order of M = 1.40 to be studied. It is seen that a final incident wave and Mach
stem strength of around 1.30 was obtained at the end of the shock tube. A very
weak reflected wave of Mach 1.003 was also produced. Note that the triple point
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Fig. 4 Dynamics of the shock reflection in the shock tube for a 15◦ ramp angle, M = 1.30,
4.0 m expansion chamber. First image illustrates the change in orientation of the shock re-
flection downstream, second image illustrates the trajectory path of triple point, and the third
image plots the incident wave and Mach stem wave strength versus the downstream shock
tube length.
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traverses five heights of the shock tube, developing a virtual Mach stem length
(lvms) of 2.25 m.

5.2 The Expansion Wave

A number of tests showed evidence of the expansion wave of the GR as shown in
Fig. 5. The orientation of the shock reflection pattern in the images consist of the
undisturbed flow on the right and the incident shock at the top. The dark vertical
and horizontal lines are cotton threads mounted across the window, separated by 50
mm, to give a scale to the images. Note all the images have been scaled and cropped
to show only the region behind the triple point.

All the images presented in Fig. 5 show a black fan-shaped region immediately
behind the reflected wave. This region emanates from the triple point and is referred
to as the expansion wave as originally predicted by Guderley [1]. It is shown that the
GR occurs for various conditions, where in some cases more clearly defined flow
features are observed which could be attributed to the sensitivity of the schlieren
system. A number of tests were not captured as the triple point trajectory path did not
pass by the viewing port. Despite the very sensitive schlieren system, no evidence
was found of a slipstream when changing the knife edge orientation.

(a) 10 M1.106° (b) 10 M1.373° (d) 20 M1.107°

Shock reflections for 4.0 m expansion chamber

(c) 15 M1.097°

(e) 10 1.208° M (g) 20 1.2° M 06(f) 15 1.3° M 01

Shock reflections for 2.0 m expansion chamber

Fig. 5 Summary of the images showing evidence of the fourth wave of the GR for both the
2.0 m and 4.0 m expansion chambers. The black fan-shaped region immediately behind the
reflected wave represents the expansion wave. All images are the same scale.
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5.3 Evidence of First Shocklet

Fig. 6 shows the images captured with an expansion fan and a clearly defined ter-
minating shock as predicted in [3] and observed in [2, 4]. The reflection patterns
observed in Fig. 6 are similar to those seen in [4], except that a second expansion
wave and shocklet were not resolved. When analysing Fig. 6(b) for the 4.0 m expan-
sion chamber it is seen that the expansion wave and shocklet are more than double
the length when compared to the images in Fig. 6(a). This is expected as the shock
reflection shown in Fig. 6(b) traveled nearly double the downstream distance com-
pared to Fig. 6(a) resulting the flow features behind the triple point to be enlarged.
It was determined that the size of the supersonic region was directly proportional
to the size of the virtual Mach stem length. The supersonic patch size was found to
vary between 2.3% to 4.8% of the virtual Mach stem length which is comparable to
the 2% obtained experimentally in [4].

15 M1.177° 20 M1.200°20 M1.206°15 M1.204°

(a) 2.0 m expansion chamber

1050 mmlvms ≈

(b) 4.0 m expansion chamber

lvms ≈1980 mm

Fig. 6 Comparison between the shocklets produced by the 15◦ and 20◦ ramp angles for 2.0 m
& 4.0 m expansion chambers. Larger expansion waves were observed for the 4.0 m expansion
chamber tests shown in (b) due to the larger virtual Mach stem lengths.

An oblique shock analysis under the assumption of plane waves was conducted
on superimposed images for the 15◦ ramp angle for M ≈ 1.20. It was shown that
the reflected wave was very weak with the flow Mach number ahead of it being
approximately 1.02 with a reference frame fixed to the primary triple point. It was
determined that the flow behind the Mach stem was approximately 1.02, which be-
ing supersonic confirms that the reflections observed for the 15◦ ramp angle and
M ≈ 1.20 are in fact GR.

6 Conclusions

The high-resolution experiments with the use of a very sensitive schlieren system
showed evidence of the fourth wave in the GR, confirming that the GR can be pro-
duced in a standard shock tube. The overall vertical distance travelled by the triple
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point during the successive reflections in the shock tube was determined to be the
length of the Mach stem attached to the Mach reflection. This provides a new tech-
nique in which shock reflections can be studied. The majority of the images captured
only the expansion wave behind the reflected wave, whilst a few images provided
evidence of the shocklet terminating the expansion wave. Interestingly the shocklet
was mostly observed for incident Mach numbers of around 1.20 for the 15◦ and 20◦

ramp angles. The multiple supersonic patches as predicted by the computations of
Tesdall et. al [3] were not resolved.
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Wave Processes in Transonic Airfoil Flows

V. Hermes, J. Nies, I. Klioutchnikov, and H. Olivier

1 Introduction

Upstream moving pressure waves are observed in transonic flows over airfoils al-
ready for decades. They can be generated actively by flap or airfoil oscillations [6].
But, they are also naturally present in airfoil flows [1, 4]. Upstream moving pressure
waves can lead to flow instabilities by forcing shock and stagnation point oscilla-
tions. Furthermore, it is expected that they affect the laminar-turbulent transition [5].
Hence, the phenomenon is of great engineering interest.

The goal of the presented experimental and numerical investigation is the re-
duction of the pressure wave amplitude by passive means like serrated trailing
edges. For this, reference experiments are performed without serrated trailing edge
with a symmetric, generic airfoil model with blunt trailing edge. The trailing edge
bluntness generates pressure waves of a specific frequency (Srd ≈ 0.2) via wake
fluctuations. Here Srd is a non-dimensional frequency scaled with the inflow veloc-
ity u∞ and the trailing edge thickness d. First, the base flow is assessed and analysed
in detail. The inflow conditions are systematically varied. Preliminary results of the
flow over generic airfoil model with serrated blunt trailing edges are also presented.

2 Experimental and Numerical Methods

The used test facility is a modified shock tube allowing transonic Mach numbers
(0.6 < Ma∞ < 0.85) and relatively high Reynolds numbers based on chord-length
(1 ·106 < Rec < 4 ·107) [1]. The main disadvantage, which is typical for all impulse
test facilities, is the relative short testing time of 5 - 10 ms. Nevertheless the testing
time is sufficient to establish the flow and perform reliable measurements during the
quasi-stationary flow period. To reduce the influence of the channel walls a relatively

V. Hermes · J. Nies · I. Klioutchnikov · H. Olivier
Shock Wave Laboratory, RWTH Aachen University, Templergraben 55, 52062 Aachen,
Germany
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thin airfoil model with 8.8 mm thickness is used. The generic airfoil model has a
chord length of 80 mm and a variable trailing edge to modify its thickness.

Several measurement techniques are applied simultaneously. The free stream
Mach number is deduced from Pitot and static pressure transducers, which are
mounted upstream of the airfoil model. To perform pressure measurements four
miniature Kulite pressure transducers are mounted flush to the upper model sur-
face inbetween x/c = 0.386 and x/c = 0.611. The natural frequency of the pressure
transducer configuration is 150 kHz. Furthermore, a Schlieren/shadowgraph system
using a high speed Shimadzu-HV1 camera is used to obtain highly time-resolved
visualisation of the flow. The laminar-turbulent transition is detected by infrared
thermography.

The numerical simulations are performed using a solver, which was developed
at the RWTH Aachen University based on a finite-difference WENO method of
high order accuracy in space and time and shock capturing capability. The inviscid
fluxes are approximated using a ninth order WENO scheme formulation accord-
ing to [2]. The viscous fluxes are discretised using central difference operators of
tenth order accuracy. The time integration is explicit and performed with a third or-
der, low-storage Runge-Kutta-TVD-Scheme. The numerical method is described in
detail in [3].

3 Flow over Straight Blunt Trailing Edges

Figure 1 (right) shows an experimental Schlieren picture of the instantaneous air-
foil flow over the generic model. The trailing edge thickness is d = 4 mm and
the inflow conditions are Ma∞ = 0.71 and Rec = 1 · 106. Distinct, upstream mov-
ing pressure waves are observed on both airfoil sides. Furthermore, the pressure
waves on the upper airfoil side are shifted by the half of the wavelength compared
to the lower airfoil side. The pressure waves are generated near the trailing edge
due to wake fluctuations. An ordered vortex street is observed in the wake forcing a

Fig. 1 Schlieren visualisation of the flow over two different airfoil models at transonic speed.
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sinusoidal wake oscillation. The frequency of the pressure wave corresponds well
to the typical frequency of vortex streets behind blunt bodies of Srd ≈ 0.2− 0.3.
While propagating upstream, the pressure waves become apparently weaker and
disappear near the leading edge. A three-dimensional numerical simulation of the
flow under the same condition has been performed using a grid of 1280x128x128
grid points in wall-tangential, wall-normal and spanwise direction, respectively. It is
found that the pressure wave fronts are two-dimensional (figure 2 a)). Furthermore, a
laminar-turbulent transition is observed at x/c ≈ 0.3 that corresponds well to exper-
imental findings. There the transition is found to take place between x/c = 0.25 and
x/c = 0.33 using infrared thermography. In figure 2 b) an instantaneous configura-
tion of vortices inside the boundary layer is depicted. The turbulent boundary layer
vortices interact at the trailing edge with the vortex street. Nevertheless, the vortices
in the wake stay predominantly two-dimensional. Hence, the generation of the pres-
sure waves and their propagation is mostly two-dimensional and the phenomenon
can be sufficiently well described using two-dimensional numerical simulations.
In figure 3 the flow visualisation and the powerspectra of the normalised pressure
measurements (normalised with p∞) obtained experimentally and numerically (2D-
simulation) are compared for the same flow conditions. The qualitative agreement
between experimental and numerical Schlieren is excellent. Even the reflection on
the wind tunnel walls are captured well in the numerical simulation. The qualita-
tive comparison of the powerspectra is good as well. The amplitude of the pressure
waves (peak for Srd = 0.2− 0.3) is about p′/p∞ = 0.005. Besides the upstream
moving pressure waves (Srd = 0.2− 0.3), strong pressure fluctuations are detected
for low frequencies (Srd ≈ 0.04). This frequency range corresponds to natural wind
tunnel frequencies and to a natural airfoil flow instability frequency (compare with
i.e. [1]).

The Reynolds number is varied in the experiment between Rec ≈ 5 · 105 and
Rec ≈ 3 · 106. The absolute pressure amplitude increases nearly linear with in-
creasing Reynolds number. Therefore, the upstream propagating pressure waves are

a) b)

Fig. 2 a) Isosurface of |grad(ρ)| and b) visualisation of instantaneous vortex formation for
Ma∞ = 0.71, Rec = 1 ·106 and d = 4 mm
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Fig. 3 Schlieren visualisation of the instantaneous flow field from a) Experiment and b) 2D-
Simulation. Powerspectra: c) Experiment and d) 2D-simulation. Flow over generic model
with Ma∞ ≈ 0.65, Rec ≈ 1 ·106 and d = 8.8 mm.

easier to visualise and to measure in experiments at higher Rec. But the pressure
amplitude normalised with the ’ambient’ pressure p∞ are nearly independent on
Reynolds number. Thus, it can be concluded that the Reynolds number Rec has no
major influence on the observed phenomenon in the assessed range.

The Mach number is varied in the experiment between Ma∞ = 0.65 and Ma∞ =
0.8. The numerical simulations are performed for three different Mach numbers in
the same range. It is found that the Strouhal number determined by the fluctuating
wall pressure is nearly constant with Mach number Ma∞ (fig. 4 a)). The damping
of the pressure wave amplitude is strongly dependent on Mach number. In figure 4
b) the standard deviation of the pressure fluctuations is depicted for two different
inflow Mach numbers. The pressure wave amplitude at the trailing edge is nearly
constant. While propagating upstream the pressure waves are decaying more rapidly
with higher Mach number before a plateau is reached. By analysing the distribution
of the pressure amplitude over frequency for two different positions, it is found
that the low frequency pressure waves are nearly undamped. Whereas the amplitude
of the pressure waves in the frequency range Srd = 0.2− 0.3 is strongly decaying
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Fig. 4 a) Strouhal number Srd for different inflow Mach numbers Ma∞ and trailing edge
thicknesses d. b) Numerically obtained standard deviation of the pressure fluctuations for
Ma∞ = 0.65 and Ma∞ = 0.75 and constant Rec = 106 and d = 8.8 mm

with propagation distance from the trailing edge. Thus, for low Mach numbers the
upstream moving pressure waves are better detectable in the pressure history plots.

Trailing edges with two different thicknesses d1 = 4 mm and d2 = 8.8 mm are in-
vestigated experimentally and numerically. Whereas, the upstream moving pressure
waves are visuable for both trailing edges using Schlieren, the result of the pressure
transducer signal is meaningfull only for d2 for the whole Mach number range. With
the small trailing edge bluntness d1 the upstream moving pressure signal is only de-
tectable for low Mach numbers Ma < 0.7. Furthermore, numerical results indicate
a weak dependence of the pressure wave Strouhal number Sr on the trailing edge
thickness d (s. fig. 4 a)) that is observed in the experiment as well.

4 Flow over Serrated Blunt Trailing Edges

In figure 5 a) a Schlieren picture of the instantaneous flow field over the sketched
model with Ma∞ = 0.66, Rec = 2 · 106 and d = 8.8 mm is depicted. The up-
stream moving pressure waves are not detectable here. The distinct peak observed
in the powerspectrum of the reference case (fig. 3 c)) in the frequency range of
Srd ≈ 0.25− 0.27 cannot be found for the serrated trailing edge. It is rather ob-
served that the powerspectrum becomes more ’noisy’ for Strouhal numbers smaller
than Srd = 0.3 (s. fig. 5 b)). First results of the 3D zonal numerical simulation of the
serrated trailing edge flow show that instead of the spanwise oriented vortex street
fully three-dimensional oriented vortices are present in the wake (fig. 5 d)). Thus,
the wake fluctuation are less ordered. These findings will be further analysed by
a combined experimental and numerical approach to clarify the main cause of the
reduction of the pressure wave amplitude.
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Fig. 5 Experimentally obtained a) instantaneous Schlieren visualisation and b) powerspec-
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of vortices using |grad(ρ)| in the wake of the serrated trailing edge.
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Shock Wave Reflection Off Convex Cylindrical
Surfaces

H. Kleine and B. Skews

1 Introduction

In spite of considerable research effort in past decades, the reflection of shock waves
off convex cylindrical surfaces still poses a number of unanswered questions. For
a given shock Mach number MS, the reflection pattern changes from regular to ir-
regular at a certain wall angle ΘW . If one determines this transition angle by visual
inspection of the reflection pattern and defines it as the location of the first occur-
rence of a visible Mach stem, one typically arrives at wall angle values lower than
the one found in the pseudo-steady case for a straight wedge at the same Mach num-
ber [1]. This would indicate that the regular reflection pattern is maintained longer
on the cylindrical surface compared to the straight wedge case. Numerical simula-
tions, on the other hand, suggest that the transition occurs at the same wall angle
as for the straight wedge. If this were the case, the transition would be governed
by the local wall angle and would not be influenced by the preceding history of the
reflection. Furthermore, the delayed transition observed experimentally would then
have to be explained as a consequence of insufficient spatial resolution of the optical
records used to classify the type of reflection: If the Mach stem is too small to be
optically resolved, the reflection pattern will remain to appear regular beyond the
transition angle predicted by the theory for straight walls.

The situation is further complicated if one considers the location at which the
flow behind the reflected shock becomes subsonic relative to the reflection point so
that perturbations created by the reflecting shock catch up with the reflection point.
For a straight wedge, such a ‘catch-up’ condition is known to be an indicator of the
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t = 23 s� t = 53 s�

perturbation
sources

t = 15 s�

5 mm

Fig. 1 Three frames of a time-resolved visualization of a shock (MS = 1.22) reflecting off a
60 mm diameter cylinder with perturbations on the surface; time t is counted from the instant
the wave hits the cylinder; the first perturbation at 25◦ generates a forward- and a backward-
facing wave, while the second perturbation at 40◦ only produces a backward-facing wave
which indicates that the flow has become subsonic with respect to the reflection point. The
angles indicated in this front-lit shadowgraph visualization are the polar angles Θp of the
cylinder with ΘW = 90◦ −Θp . A Mach stem only becomes visible at later times (see third
frame)

onset of irregular reflection, as formulated in the so-called sonic criterion [2]. Tests
with a new experimental technique based on the tracking of deliberately introduced
small perturbations in the flow [3] have revealed that the ‘catch-up’ occurs at wall
angles ΘW that are larger than the transition wall angle for this Mach number on
a straight wedge (Fig. 1). Therefore an area of flow behind a shock reflecting off
a convex circular surface becomes subsonic relative to the reflection point much
earlier than one would expect from predictions based on the sonic criterion on plane
walls or from results based on the first visual appearance of a Mach stem. If this
‘catch-up’ were the mechanism responsible for the transition, the reflection may
already become irregular at wall angles larger than the one for straight walls.

Two other points of contention in this shock reflection configuration are whether
the radius of the cylinder and the initial angle (in the case of partial cylindrical
models) influence the transition point. Experiments reported in the literature [1]
appear to confirm such an influence. Our results so far [4] suggest that the afore-
mentioned catch-up angle is, indeed, a function of radius while the initial angle has
no influence, provided it is larger than the catch-up angle. The tests described in
the following were conducted to clarify these two aspects of shock reflection off a
cylindrical surface, namely the role of cylinder radius and initial angle. Both aspects
are directly linked to the aforementioned quest for a transition criterion for shock
reflection off curved surfaces.

2 Experimental Setup

As the shock Mach number MS is expected to be an important factor so that the
shot-to-shot repeatability of the shock tube may become crucial, tests are conducted
with two cylindrical models mounted on top and bottom floor of the shock tube,
respectively, so that both models are subjected to the same shock wave. The models
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Fig. 2 Test configurations: (a) cylinder models of different radius (75 mm and 450 mm)
(b) cylinder models (75 mm radius) with different initial angles

have either identical radii but different initial angles or identical initial angles but
different radii. The investigated configurations are schematically summarized in
Fig. 2. Time-resolved flow visualization with a high-speed video camera (Shimadzu
HPV-1) is the key diagnostic tool for the tests. All models are equipped with a
degree scale that is imaged simultaneously with the flow field by adequate front
lighting. The camera is typically run at its maximum frame rate of 106 frames per
second (fps). The relatively moderate resolution of the camera (312 × 260 pixel)
necessitates high image magnification, which in turn means that the models have to
be brought as close together as possible, as shown in Fig. 2b. The used conventional
shock tube with a cross section of 150mm (height) × 75mm (width) is operated at
ambient pressure in the test section for shock Mach numbers up to MS ≈ 1.4 and
at subatmospheric initial test gas pressures for higher shock Mach numbers. The
nominal Mach numbers investigated here were MS = 1.23,1.34 and 1.49.

3 Results

3.1 Models with Different Radii

Data from the literature [1] as well as our previous results [4] indicate that the tran-
sition point moves to smaller wall angles if the cylinder radius is increased. These
results also show that at identical wall angles on cylinders with significantly differ-
ent radii (radius ratio ≥ 6), the complete shock profiles are not self-similar, which
indicates Reynolds number effects and thus a possible influence of cylinder radius
on the transition process. The tests described in this section were conducted to clar-
ify the extent of the aforementioned Reynolds number effects. The dimensions of
the shock tube allow one to use two models with a scale factor of six, one with a
radius of 75 mm and the other with 450 mm. The models are arranged in the test
section in such a way that the shock passes the wall angle ΘW = 45.2◦ ± 0.1◦ si-
multaneously on both models, but the time-resolved recording also allows one to
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Fig. 3 Shock shapes for cylinders with different radii (75 mm and 450 mm) for three different
shock Mach numbers

compare the patterns at other wall angles in the range 35◦ ≤ ΘW ≤ 53◦. In the
shock reflection process with these two models, the Mach number is identical while
the Reynolds numbers differ by a factor of six and thus by almost one order of mag-
nitude. Scale factors higher than six, which would require a second model with a
radius significantly smaller than 75 mm, are impractical for the given test section
size and the possible spatial and temporal resolution of the visualization system.

Figure 3 summarizes the results obtained for three different Mach numbers for
wall angles close to ΘW = 45.2◦. For these images, the shock contour on the smaller
model on the top of the test section is magnified six times and superimposed on the
shock pattern obtained for the larger model on the shock tube floor. As the initial
angles of both models are identical, the influence of the corner signal on the shape of
the reflected shock is also identical so that the complete patterns can be compared.
While the results indicate that the reflected shock on the larger model is always
slightly shallower compared to the one seen on the smaller cylinder, which con-
firms the observation made in [4], the differences are less significant than previously
assumed. On the basis of these observations, the Reynolds number influence can
therefore be considered to be minimal unless the differences exceed one order of
magnitude. Time-resolved visualizations with at least the same frame rate (106 fps)
and twice the current spatial resolution or exactly synchronized single high-
resolution images would be needed to fully quantify the effect of cylinder radius
on shock shape and possibly on the transition point.

3.2 Models with Different Initial Angle

Shock tubes can only accommodate partial cylinder models once the cylinder ra-
dius exceeds the height of the shock tube test section. As long as it is above the
value associated with the catch-up of signals from the wall, the initial wall angle
of the partial model should have no influence on the subsequent reflection process
other than generating a different corner signal from the model’s front edge, which
subsequently changes the shape of the reflected shock downstream of the reflection
point [4]. On the other hand, if the transition were governed by the same processes
as on a straight wall or if it were, indeed, delayed to even smaller wall angles as
suggested by the experimental records, one could expect that the initial wall angle
would only influence the onset of irregular reflection if it were below the wall angle
associated with the transition. The initial angles of the partial models used here were
chosen to fall below at least one of the angles expected to be relevant for transition,
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as indicated in Fig. 4. The partial models were placed directly opposite to a half-
cylinder of the same radius. If the initial angle of a partial model influenced the
transition, it was expected that this influence would become directly obvious in the
form of an asymmetry of the shock reflection patterns.

Fig. 4 Initial wall angles ΘW of the partial models compared to the wall angles at which
perturbations from the surface of the cylinder are seen to catch up with the reflection point
(from [4]) and to the wall angles at which a Mach stem becomes visible for the first time
(these tests).

A set of representative results obtained with these models is given in Fig. 5. The
influence of the initial angle is most obvious for the reflected shock, which is af-
fected by the earlier corner signal. In the case of the partial model with the lowest
initial wall angle of ΘW in3 = 40◦, the expected asymmetry of the reflection pattern
is clearly obvious for all three investigated shock Mach numbers. The Mach stem
on the partial model is smaller and its foot is at a visibly lower wall angle than that
of its counterpart on the half-cylinder, which indicates that the transition process
on the partial model “missed” the initial stages and was hence delayed. The first
visible Mach stem appears about two degrees later than on the half-model. These
results clearly indicate that the transition process has started before the Mach stem
becomes visible.

a) b) c)

Fig. 5 Superimposed shock patterns of the half model (black) and the partial model (red) for
MS = 1.49 (a) initial angle ΘW in1 = 50◦ (b) initial angle ΘW in2 = 45◦ (c) initial angle
ΘW in3 = 40◦
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For the second partial model with ΘW in2 = 45◦, the asymmetry is only obvious
in the case of the highest shock Mach number MS = 1.49 (Fig. 5b). A minute dif-
ference can be detected for the medium shock Mach number of MS = 1.34, while
the patterns for MS = 1.23 are indistinguishable within the given image resolution.
The initial angle of the largest partial model, ΘW in1 = 50◦, while below the catch-up
values for MS = 1.34 and 1.49 and hence in a regime where the flow behind the re-
flected shock is already subsonic with respect to the reflection point, does not lead to
asymmetries that can be measured with the available resolution. The time-resolved
records indicate, however, a systematic difference in the onset of the irregular re-
flection – for all three shock Mach numbers, the Mach stem appears consistently
about one degree later on the partial model than on the half model. Similarly to
the tests described in the previous section, visualizations with considerably higher
spatial resolution will be needed to fully clarify this aspect.

4 Summary

The analysis of the obtained records is, at the time of writing this paper, not com-
pleted, but based on the results gathered so far, one can draw the following conclu-
sions:

• the radius of the cylinder influences the shock pattern, but this influence appears
to be minute unless one compares cylinders that differ in size by more than an
order of magnitude.

• tests with the partial models have clearly shown that the transition process has
started before the Mach stem becomes visible; the transition delay reported in the
literature may therefore simply be caused by the difficulties to detect a minute
Mach stem.

• it could not clearly be shown whether the transition process already starts once
the flow becomes subsonic with respect to the reflection point, as it was not pos-
sible to detect asymmetries in the shock patterns that were large enough to be
properly resolved; the time-resolved records indicated, however, that the first ap-
pearance of a visible Mach stem is delayed by about one degree if the partial
model has an initial angle lower than the catch-up value found in [4], which
could suggest that an initial phase of the transition has already commenced.
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Aerodynamic Ground Effect for Transonic
Projectiles

H. Kleine, J. Young, B. Oakes, K. Hiraki, H. Kusano, and Y. Inatani

1 Introduction

The aerodynamic characteristics of an object flying in close proximity to a solid
surface are altered by the presence of this boundary. This phenomenon, known as
aerodynamic ground effect, has been thoroughly investigated in the subsonic flow
regime [1], but to the best of the authors’ knowledge, high-speed applications of this
effect with objects flying at transonic speeds have only been briefly considered on a
theoretical basis [2]. Furthermore, most of the ground effect literature concentrates
on lift-generating objects such as wings and/or aircraft where the presence of the
ground alters an existing but inherently asymmetric pressure distribution. A non-
lifting body – a projectile – is arguably a simpler case as the ground effect would
immediately become obvious through an asymmetry in the originally symmetric
pressure distribution. This was clearly shown in an earlier study on projectiles at
medium supersonic speeds (M = 2.4). In this case, the pressure distribution around
the projectile remained unaffected by the presence of the ground until the reflected
bow shock impinged on the projectile. From this point onward, the pressure distri-
bution was drastically changed and led to a non-negligible lift force, an associated
pitching moment and a change of the drag (the latter influence was primarily due
to a change of base pressure). As soon as the reflected shock did no longer impinge
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on the projectile or the near wake, the pressure distribution was not affected and the
aerodynamic ground effect became negligible and eventually non-existent. For the
investigated projectile at M = 2.4 this occurred for clearances h/d > 1, where h is
the clearance between the projectile and the ground and d is the projectile diame-
ter. Experiments and numerical simulations established the trends for lift, drag and
aerodynamic moment [3].

The situation is expected to be different in the transonic case, when the projectile
moves with a Mach number slightly larger than unity. Using the same approach as
for the previously discussed supersonic case, it was the aim of this investigation to
identify and possibly quantify these differences.

2 Methods of Investigation

2.1 Ballistic Trials

In the ballistic tests, a projectile was fired from a rifle to fly at a small distance over a
flat plate which was typically positioned at a distance of 25 m. A set of two pressure
transducers recorded the pressure signature of the projectiles immediately upstream
of the plate in order to determine the projectile speed and to trigger the visualization
system, which was a standard schlieren setup with a powerful flash (Metz Mecablitz
CT45) and a high-speed camera (Shimadzu HPV-1) on the light source and camera
side, respectively. A second strong flash light was used for front lighting, so that one
could determine the spin rate of the projectile and also identify surface irregularities
as possible sources of occasionally observed asymmetries in the flow pattern around
the projectile. These tests required a high degree of accuracy and repeatability from
shot to shot, and apart from choosing an adequate high-precision rifle with appropri-
ate visor for accurate aiming, the choice of the projectile was of crucial importance.
The requirements were that the projectile be stable in the desired speed range (be-
tween Mach 1.05 and 1.2) and that it be of similar secant ogive design as the ones
used in the supersonic tests. As it was not possible to source commercially available
ammunition that met these requirements, it was decided to use reloadable cartridges
and adjust the amount of propellant in order to achieve the required projectile ve-
locity. The chosen projectile was a Nosler 50gn S.H.O.T., which through a priori
calculations and independent testing was shown to be sufficiently stable when flying
at transonic Mach numbers [4].

2.2 Wind Tunnel Tests

Two 7.5:1 scale models of the selected Nosler projectile, each instrumented with
16 pressure tappings, were used in the wind tunnel experiments. A bracket that
allowed the projectiles to be rotated and indexed every 15◦ was also manufactured.
From previous ground effect experiments it is known that in wind tunnel tests the
flow field and thus the pressure distribution are influenced by the boundary layer
developing along the test section walls. To overcome this problem, the symmetry
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or mirror method was used, in which the effect of the wall is simulated by placing
a second identical model below the original model, at a distance 2h, where h is
the distance between the projectile and the solid surface [5]. The holder for the
models had four possible mounting points which allowed one to test three different
model separations, corresponding to h/d = 0.5,0.75 and 1. The wind tunnel tests
were conducted at the transonic wind tunnel facility of the Institute of Space and
Astronautical Science (ISAS) of the Japan Aerospace Exploration Agency (JAXA)
in Sagamihara, Japan. The tunnel has a test section of 600mm× 600mm and was
run at Mach number M = 1.1.

2.3 Computational Fluid Dynamics

The flow around the bullet at M = 1.1 was simulated with the commercial solver
Fluent 13.0. The flow was solved as two-dimensional axisymmetric for the free
flight condition (h/d = ∞) and three-dimensional for the h/d = 0.5 case. In the
latter, the wall was simulated both with wall and symmetry boundary conditions, and
negligible differences were found between these two approaches. A density-based
solver with second-order upstream spatial discretisations was used, with the Spalart-
Allmaras turbulence model. The mesh was adapted based on density gradients to
refine the solution around the shocks, resulting in final mesh sizes of 52,000 cells
for the 2D axisymetric case and 8.25 million cells for the 3D case.

3 Results

Figure 1 is a sequence of schlieren images showing how the bow shock around a
Mach 1.13 Nosler projectile changes as it encounters a straight wall at a clearance
of h/d = 0.46. At this clearance, the bow shock does not reflect but curves forward
to meet the wall at a right angle. During the initial interaction process, neither the
shock shape on the freestream side nor the stand-off distance are visibly affected
by the interaction with the wall. A generally similar behavior is observed further
downstream of the edge of the flat plate (Fig. 2a). The images give a clear indication
of an established asymmetry in the flow, caused by the presence of the solid wall.

Fig. 1 Initial interaction of the bow shock with the ground plate for a projectile flying with
Mach number M = 1.13,h/d = 0.46; sequence taken with 500,000 fps, time between shown
frames: 20μs; the small discontinuities visible downstream of the nose of the Nosler projec-
tile are caused by a small surface step generated by the leaden tip of the projectile – these
perturbations change size and location as the projectile rotates, because the tip has no straight
border (adapted from [4])
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a) b)

Fig. 2 a) three frames from a time-resolved visualization of the Mach 1.1 flight of a Nosler
projectile over a wall at h/d = 0.9; sequence taken with 500,000 frames per second (fps),
time between shown frames: 20μs; b) M = 1.08,h/d = 1.59 (adapted from [4])

Whether or not a reflected shock forms, depends for the given projectile and the
given nominal Mach number of M = 1.1 primarily on the clearance h between the
projectile and the ground. Other ballistic tests show that at this Mach number, one
can expect a reflected shock for clearances h/d > 1.5, see Fig. 2b.

The physical reason for the observed shock reflection behavior is the presence
of a large subsonic zone behind the bow shock. The numerical simulation indicates
that for the given projectile at M = 1.1, this zone can extend as much as 1.8d from
the projectile surface (Fig.3). If the bow shock encounters a solid wall while its
post-shock flow is still subsonic, no reflected shock can be formed and the shock
itself has to change its curvature to allow its post-shock flow close to the shock
impingement point on the wall to move parallel to the wall.

Results of the wind tunnel tests are shown in Fig.4. There is good agreement
in terms of shock shape and stand-off distance between the single model test and
the ballistic trial without a wall (h/d = ∞). In the double-model configuration that
represents the h/d = 0.5 case, however, both shock shape and stand-off distance are
considerably different from the flow field observed in the ballistic tests: the shock
has become steeper and the stand-off distance has increased, which resembles the
flow field one would expect for this projectile flying at a lower Mach number. The
steady-state numerical simulation of this configuration reproduces the flow field
seen in the wind tunnel tests.

A numerical simulation of the transient initial wave impingement process ob-
served in Fig.1 indicates a multi-step adjustment process with different inherent time
scales. The wave impingement and the subsequent change of shock shape lead to a
growth of the subsonic zone, both downstream in the area between the projectile

d/2

1.8 d
M < 1

Fig. 3 Subsonic zone behind the bow shock of the Nosler projectile flying at M = 1.1 for
h/d = ∞ (results of numerical simulation)
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Fig. 4 a) flow field around the Nosler projectile model at M = 1.1 for h/d = ∞; ballistic trial
(top) and wind tunnel test (bottom); b) wind tunnel test at M = 1.1 for h/d = 0.5; in both parts
of the figure, the superimposed curve is the shock shape obtained from numerical simulation

and the wall, and in vertical direction towards the free stream. The downstream
growth occurs in parallel with the adjustment of the bow shock shape to avoid a re-
flection from the wall, while the growth of the subsonic zone in vertical direction is
at least one order of magnitude slower. As a consequence of this adjustment process,
the shock stand-off distance gradually increases and the leading shock front steep-
ens until eventually the configuration observed in the wind tunnel tests is reached.
The simulations indicate that this process requires several tens of projectile lengths
to be completed whereas the initial shock shape adjustment next to the wall is fin-
ished within less than five projectile lengths, as also seen from the ballistic records.
As the field of view of the schlieren system used in the ballistic trials was limited
to about 150 mm, it can be assumed that the shock configuration seen in the wind
tunnel tests and the simulation will only be reached outside of the field of view
currently available. A future test series with visualizations conducted over a consid-
erably wider field of view is planned to verify the findings of the wind tunnel tests
and the numerical simulation.

In the tests with the supersonic projectile ([3], [5]) the reflected bow shock pro-
vided a clear demarcation line between parts of the flow influenced by the presence
of the ground and those not affected. In the transonic case where no reflected shock
is formed, this boundary has disappeared, and one has to assume that the entire pro-
jectile “feels”the vicinity of the ground. This is also seen in the pressure distribution
along the length of the projectile (Fig.5). The reference test (Fig.5a) is a single pro-
jectile that corresponds to the free flight case. Measured pressure coefficients are
compared with the numerical prediction from the simulation. With the exception of
a single outlier which is attributed to a possibly faulty pressure tube connection the
agreement is seen to be excellent.

The pressure data indicate that the presence of the ground (Fig.5b) leads to
an overall change of the pressure levels compared to the free flight case and to
the expected asymmetry between the pressure on the ground-facing side and the
freestream-facing side, which will result in an overall vertical force. The single-
point pressure measurements are, with one or two exceptions, in excellent agreement
with the simulation results. From these measurements it is obvious that the pressure
on the freestream-facing side is only mildly modified by the presence of the ground.
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Fig. 5 Pressure distribution along the centreline of the Nosler projectile model at M = 1.1
a) for h/d = ∞; b) for h/d = 0.5

The limited amount of measured pressure data is not sufficient to determine the sign
of the resulting force with confidence and a large degree of certainty, but it is ob-
vious that the differences are not as pronounced as in the supersonic case. Further
measurements of aerodynamic forces and moments as well as CFD are required to
confirm the trend the initial results indicate.

4 Summary

The aerodynamic ground effect of projectiles flying in close vicinity to a straight
solid surface was investigated numerically and experimentally through a number of
ballistic trials and corresponding wind tunnel tests with scale models. All data ob-
tained so far indicate that in contrast to the similar scenario with supersonic projec-
tiles, the presence of the ground led to a growth of the subsonic zone behind the bow
shock, which in turn changed shape and position of the shock. This bow shock was
seen, over a range of clearances, to bend forward or to straighten and move away
from the projectile, in each case avoiding the establishment of a reflected shock.
Pressure measurements indicated that the ground led, as expected, to an asymmetry
in the pressure distribution and thus to a vertical force that is not present in free
flight. Based on the limited amount of quantitative data obtained so far, the effect of
this asymmetry is, however, relatively minor.
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Analytical Theory for Planar Shock Focusing
through Perfect Gas Lens: High Compression
Designs

M. Vandenboomgaerde and C. Aymard

1 Introduction

As it can be used to efficiently concentrate energy through high compressions [1],
the collapse of imploding shock waves is of great interest. The stability and the
modeling of these waves are still subject to studies. Furthermore, when a shock
wave crosses an interface between two materials, this interface becomes unstable
and the Richtmyer-Meshkov (RM) instability develops [2, 3]. In spherical geometry,
experiments about this instability are scarce. As a consequence, there is a strong
need of experiments about spherically imploding shock waves.

Planar shock waves are most easily generated in conventional (straight section)
shock tubes [4, 5]. Some attempts have been carried out to generate convergent
shock waves and RM instabilities in these shock tubes. Conical or wedge test sec-
tions were mounted on these tubes, but the waves remain roughly planar. In 2006,
Dimotakis and Samtaney [6] proposed an elegant method in order to convert a planar
shock wave into a cylindrical two-dimensional (2D) one. This is done as the shock
wave passes a shaped interface between two gases. The shape and the impedance
mismatch at the interface build a transmitted circular shock wave. This interface
leans on a wedge which guides the shock wave towards the focus line. The shape of
the lens is found to closely match an ellipse or a hyperbola. In 2010, we revisited
this gas lens theory and generalized it [7]. The spherical three-dimensional (3D) ge-
ometry was considered and we established that the cross-section of the lens, viewed
in a plane of symmetry, is exactly an ellipse or an hyperbola. A simple formula was
derived for its eccentricity.

In this paper, we focus on the design of high compression experiments using a gas
lens. These experiments would give data in order to study the stability of high Mach
number 3D shock waves and to benchmark numerical simulations. We will char-
acterize the compression by the Mach number, Mt , of the imploding shock wave.

M. Vandenboomgaerde · C. Aymard
CEA, DAM, DIF
F-91297 Arpajon (France)
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In Sec. II, we validate our theory and study the time evolution of Mt when the Mach
number, Mi, of the incident shock wave equals 1.15. Theoretical and numerical re-
sults are presented. In Sec. III, higher values of Mi are used in order to reach higher
values of Mt . This leads to a disruption of the sphericity of the implosion as a shock-
shock[8] appears on the main shock. We discuss this disruption and present a way
to avoid this problem.

2 The Gas Lens Technique

2.1 Principle

We intend to create a circular (cylindrical or spherical) shock wave by morphing the
refracted wave of a planar shock wave through a shaped gas interface, C . The mis-
match between the velocities, Wi and Wt , of the incident and the refracted waves, and
the shape of the interface can build a circular transmitted wave. A circular refracted
wave imposes the following set of geometrical equations, if Wi >Wt (fast-slow (f-s)
configuration) (see Fig. 1-a):{

r(0)− t Wt = r(θ )
r(0)− t Wi = r(θ ) cos θ , (1)

where θ , r and t are the angle and the radius of the curve which describes C in
the polar coordinate system, and the time (t = 0 is the time of the shock wave-
interface contact), respectively. The Eqs.(1) lead to the following expression for C :
r(θ ) = r(0) 1−e

1−e cos θ , where e=Wt/Wi. It can be verified that this formula also holds
in the slow-fast (s-f) configuration (see Fig. 1-b). It has been verified in Ref.[7] that
such a shape of the interface is an arc of ellipse or hyperbola with the eccentricity, e.
It has also been shown that the pressure field behind the transmitted shock wave is
uniform. As the shock is circular and the pressure field uniform, the flow is purely
radial and the shock wave should remain circular during its collapse.
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Fig. 1 Sketches of circular transmitted waves. The dash-dotted line and curve represent the
incident shock wave (s.w.) and the interface C at t = 0, respectively. The hatched curves
represent the transmitted s.w.(a) and (b): f-s and s-f configurations.
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2.2 Domain of Validity

The wedge of the lens guides the shock wave during its collapse. The fact that the
wedge intersects the interface imposes that the half aperture, θw, of the wedge has a
maximum value, θm, which is given by: cos(θm) = min (e,1/e). Some other limits
can further restrict θw: the here-above modeling is derived on the assumptions of the
regularity of the waves and unperturbed pressure field behind the shock. The transi-
tion from regular to irregular shock-interface interaction is determined by the value
of the angle, α(θ ), between the incident shock wave and the interface. Extensive
literature about this transition and various criteria can be found to estimate critical
values of α . Here, we will mainly consider the sonic criterion, i.e. the critical angle
for the flow to remain sonic behind the wave, and the precursor criterion, i.e. the
critical angle for a precursor wave to appear and link the incident shock wave and
the refracted one. Since the shape of the interface is a conic, the two angles, α and
θ , are related by sin(α − θ ) / sin(α) = ±e. A critical value for α leads to a new
value θm which can be more restrictive than the one given above.

The assumption of an uniform pressure field behind the shock wave is expected
to be fulfilled as the wave quickly moves away from the interface and the potential
perturbations that it could emit.

2.3 Numerical Validation

In order to test the accuracy of our theory, we have computed several gas lenses
for the fast-slow and the slow-fast configurations in 2D and 3D. The simulations
were run by the multi-material Arbitrary Lagrangian Eulerian (ALE) package of
the Hesione code [9]. Computations are run in cylindrical (2D) as well as in axy-
symmetrical (3D) geometry. An incident shock wave in Air with a low Mach num-
ber, Mi = 1.15, is considered and the pressure of Air at rest is P0 = 1 atm. SF6 and He
are used as second gases for the f-s and the s-f configurations, respectively. These
parameters give respective eccentricities equal to e = 0.42 and e = 2.75. The height
of the shock tube is taken equal to 0.08 m and θw = 30◦ for the convergent section.
The Figs. 2-a,d present the morphing of the transmitted shock waves into circular
ones. The Figs. 2-b,e show the fully formed waves as they travel down the wedge.
It can be verified that no deviation from the circular arc with center O , which is
used for reference, is noticeable. The Figs. 2-c,f present the trajectories of the shock
waves. Their velocities are found nearly constant and equal to the velocity of the
planar case during about 2/3 of the implosion. In a second stage, the waves acceler-
ate and the trajectories are in very good agreement with the Guderley’s strong shock
model [10].

The theoretical study of spherically imploding shock waves is commonly based
on the Whitham’s geometrical approximation [8]. The following equation between
Mt , and the area, A, of the shock wave can be derived:

Mt dMt
M2

t −1
λ (Mt)+

dA
A = 0, (2)
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Fig. 2 Upper and downer figures present f-s and s-f configurations. (a),(d) Morphing of the
transmitted shock wave. (b),(e) Circular shock wave. (c) Trajectory and Mach number of the
shock wave. (f) Trajectory of the shock wave. Squares and circles represent the 3D and 2D
geometry, respectively. The dashed and full lines are calculated from the planar case and the
Guderley’s model.

where λ (M) = (1+ 2
γ+1

1−μ2

μ )(1+2μ + 1
M2 ), with μ2 = ((γ −1) M2 +2)/(2γM2−

γ + 1). The strength of the shock wave, as it implodes, can be studied through Mt .
This Mach number can be estimated in two ways. Firstly, Eq.(2) can be used with
an estimate of A(t). Secondly, Mt can be computed from the pressure jump across
the shock wave in the simulations. Hereafter, as the constant velocities of the shock
waves allow to easily estimate A(t), we will consider the first stage of the implosion.
The Fig. 2-c presents the comparison between the theoretical and computed Mt ,
in the 3D case. It can be verified that the theory and the simulations are in good
agreement. This agreement and the fact that the transmitted shock waves are circular
in s-f as well as in f-s configurations, and in 2D or 3D geometry, validate our design
of gas lenses.

3 Strong Shock Wave Designs

As shown in Fig. 2-c, values of Mt about 3 are reached; they corresponds to a com-
pression ratio equal to 9.35. The study of higher compression would require mea-
surements in the last few micro-seconds of the implosion, which would be extremely
difficult experimentally. In order to increase the compression, we have naturally in-
creased the value of Mi. We have taken Mi = 1.5, keeping θw = 30◦ for the Air/SF6

configuration. The following numerical results underline the fact that the reflected
shock wave cannot expand freely as supposed in the theory (see Fig. 3-a).

The wave bounces back on the straight section of the shock tube and crosses the
interface which increases the RM instability. At Mi = 1.5, these two phenomena con-
cur in the disruption of the refracted shock wave. Firstly, the twice-reflected shock
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Fig. 3 Pressure field of the Air/SF6 case for Mi = 1.5 at r/r0 = 0.91 and r/r0 = 0.67, re-
spectively.

wave is strong enough to generate a shock-shock on the refracted shock. Secondly,
the RM instability is enhanced and becomes able to interact with the refracted wave
(see Fig. 3-b). As a result, the refracted shock wave is no more circular. Further-
more, the shock-shock travels towards the axis where it rebounds. At that time, the
pressure sharply increases on the axis which can even reverse the curvature of the
imploding shock wave. The effect of the rebound of the shock-shock can be tracked
through the local Mt on the axis. The Fig. 4-a presents this value of Mt versus r/r0,
where r now represents the location of the shock wave and r0 its initial radius, re-
spectively. The jump pressure due to the shock-shock can be clearly identified at
r/r0 ≈ 0.4 for the Air/SF6, θw = 30◦ case.

A lower value of θw will reduce the strength of the reflected shock wave: as the
geometry tends to the planar one, the twice reflection tends to disappear. A numer-
ical simulation with θw = 15◦ was run. The overpressure is lessened (see Fig. 4-a)
but the sphericity of the transmitted wave is nevertheless disrupted. In order to fur-
ther lessen the twice-reflected wave effect, the density ratio across the interface must
also be reduced. This induces three effects: the reflected Mach number is lessened,
the difference between the velocities of the interface and the transmitted wave is
increased, and the growth rate of the RM instability is decreased. In order to check
this statement, we have run an Air/CO2, with Mi = 1.5 and θw = 15◦. The density
ratio is now equal to 1.54 against 5.04 in the Air/SF6 case. As expected, the Fig. 4-b
shows a spherical unperturbed transmitted shock wave. This is further confirmed by
the computation of Mt on the axis which is nearly unaffected by the shock-shock
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(see Fig. 4-a). Near the collapse time, Mt easily reaches the value of 4 which corre-
sponds to a compression ratio of 18.

4 Conclusion

We have established that an interface between two gases can focus a planar shock
wave into a spherical one if the shape of the interface is a conic with an eccentricity
equal to Wt/Wi. This has been validated by numerical simulations. As the incident
shock wave Mach number increases, the assumption of uniform pressure behind
the imploding shock wave is no more fulfilled. As a result, a shock-shock disrupts
the sphericity of the shock wave. In order to address this issue, the aperture of the
convergent section and the density ratio between the two gases must be reduced. In
these conditions, the shock-shock effect becomes negligible and high compressions
can be easily reached before the final collapse of the shock wave.
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Nonlinear Analysis of Stability of Plane Shock
Waves in Media with Arbitrary Thermodynamic
Properties

A. Konyukhov, A. Likhachev, V. Fortov, and S. Anisimov

1 Introduction

S. D’yakov was the first who considered the problem of the shock wave (SW) stabil-
ity in media with arbitrary thermodynamic properties [1]. He developed the linear
theory of the plane SW stability on a basis of the normal mode analysis and obtained
simple quantitative criteria for different types of the shock behavior: −1 < L < L0

(absolute stability), L0 < L < 1+ 2M (neutral stability), L < −1 or L > 1+ 2M
(instability). The notations are the same as in [1], correct expression for the lower
boundary of the neutral stability region L0 was given by V. Kontorovich in [2].
The same results were obtained in works [3-5] differing from [1] in the features of
the linearized formulation and/or used mathematical technique. More recently (see,
e.g., review [6]), it was found that the Hugoniot fragments meeting to the instability
conditions lie within the region of the SW ambiguous representation. The solution
choice in such regions is of great interest, the more so the feasibility of the unstable
SW with an unlimited growth of the amplitude of the front perturbations raises jus-
tified doubts [6]. It is also problematic the spontaneous sound emission by the front
of the neutrally stable SW predicted by the linear theory. The attempts of the theo-
retical analysis of the neutrally stable SW behavior in certain nonlinear formulations
[6-7] gave sufficiently presumable and discrepant results. Besides, the neutral stable
or unstable SW (at least, in the form predicted by the linear theory) are not yet ob-
served in experiments. It is clear that the problem considered goes beyond the linear
theory and must be solved in the framework of as far as possible complete nonlinear
formulation. In the paper presented we briefly review results of our systematic non-
linear analysis of the plane SW stability problem. Due to space restrictions some
details of problem formulations and solutions we are obliged to omit, but they may
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be found in our works [8-10] The emphasis is placed on the origin of the cellular
shock front structure arising if the SW has ambiguous representation caused by the
fulfilment of the instability condition L > 1+ 2M (this phenomenon has been first
found in [10]).

2 Neutral Stability of Shock Waves

The approach elaborated in [9] allows determining the SW neutral stability region
from the analysis of the equation of state (EOS) (pre-shock pressure is used as pa-
rameter). This approach has been applied for the analysis of the EOS of some real
media and to define the initial conditions for simulation. The numerical modeling
of the neutrally stable shock behavior in media with real (van der Waals gas and
magnesium) and model [5] equations of state has been performed. The problem has
been solved in inviscid and viscous models in two- and three-dimensional formu-
lations (for details see [9]). In all versions of calculations, the spontaneous sound
emission by the neutrally stable shock wave was not observed. As result of forced
emission the characteristic lattice of downstream acoustic waves is formed with
time. The angles acoustic waves make with undisturbed shock front coincide with
the predictions of the linear theory (Figure 1a), but their intensity decreases. The
damping of acoustic perturbations behind the neutrally stable shock wave is much
slower than that for absolutely stable shocks (Figure 1b, inviscid model). Dissipa-
tive processes accelerate the damping of the post-shock flow perturbations. Besides,
the data obtained have confirmed found theoretically ”angle rule” [9]: the angle
between the acoustic and entropy-vortex waves in the triple configuration on the
neutrally stable SW front is smaller than 90o; if the SW is absolutely stable, this
angle is greater than 90o. This rule is useful to detect the neutrally stable SW in
experiments.

Fig. 1 The neutrally stable shock behavior in the van der Waals gas: the change of the lattice
of the acoustic waves in time (a), and the damping of perturbations in neutrally and absolutely
stable shock waves (b).
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3 Shock Ambiguous Representation

The shock instability condition L <−1 means the presence of a bend (in the limiting
case, kink) on the Hugoniot curve at a negative sign of the derivative (∂ p/∂V )H and
is satisfied in real substances near a first order phase transition or at the transition
from an elastic state to a plastic one. It directly follows from this condition that the
Mach number in the flow behind the SW (in the reference frame tied to the front)
is greater than unity and, hence, one of the conditions of the SW evolutionarity is
violated. Moreover, the derivative (∂ 2 p/∂V 2)S at the beginning of the Hugoniot
curve section with L < −1 is negative; i.e., compression SW corresponding to this
region cannot exist. Such SW appearing naturally or created artificially must instan-
taneously decay. It is more difficult to predict the SW behavior in the ambiguous rep-
resentation region expanding beyond the section L < −1 towards higher pressures,
where the choice between the primary SW and the splitting wave configuration is
independent of the thermodynamic constraints. To study the shock behavior in the
region of its ambiguous representation caused by the fulfillment of the condition
L <−1 the one- and two-dimensional computations in inviscid and viscous models
have been carried out (for details see [8,10]). The results obtained are presented in
Figure 2. In the case of the smooth Hugoniot (Figure 2a) the primary shock splits
into the incomplete (interval 1-2) or complete (interval 2-4) composite compression
wave. The former consists of shock wave corresponding to the point 1 and adjacent
isentropic (”nonbreaking”) compression wave. The latter involves in addition the
second (closing) SW moving in the same direction as the first (opening) shock but
with a higher velocity. Approaching the ambiguity region boundary 4, the veloci-
ties of opening and closed shocks are equalized and only the primary SW can exist
beyond this region. It has been first found that the closed shock may be neutrally
stable [8]. For the kinked Hugoniot (2b) the fragment with negative (∂ 2 p/∂V 2)S

contracts into a point. In this case only the complete composite compression wave
occurs within the ambiguity region 1-4, but instead isentropic compression wave
the section of the uniform flow occurs between shocks (so-called ”two-wave”
structure).

Although the shock instability condition L > 1+2M is not limited by basic ther-
modynamic constraints, its fulfillment in real media has not yet been found. Never-
theless, the analysis of the shock behavior in the corresponding ambiguity region is
of undoubted fundamental interest as a part of the problem of the plane shock wave
stability and can be valuable to identify this phenomenon in future experiments. To
study the shock behavior caused by the condition L > 1+ 2M fulfillment the one-,
two- and three-dimensional computations have been carried out using modification
[10] of the model equation of state [5]. The theoretical analysis of the intersections
of the Hugoniot under consideration with the secondary Hugoniot curves and isen-
tropes has been carried out. Its results are shown in Figure 3a. The region of the
ambiguous SW representation DG overlaps the section EF in which the instability
condition L > 1+2M is fulfilled. In addition to the primary SW, the following wave
configurations are possible within the region DG:

←−
S T

−→
S in section DE,

←−
S T

−→
S or←−

S T
−→
R in section EF, and

←−
S T

−→
R in section FG, where S is the shock wave, T is the
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Fig. 2 The analysis of the SW behavior on the basis of the model EOS [5] (a) (left panel: split-
ting diagram in terms of pressure versus scaling variable x/t; right panel: the smooth Hugo-
niot fragment) and the deuterium EOS [11] (b) (left panel: the two-wave structure occurrence;
right panel: the kinked Hugoniot). The intervals of the stability (0-1), negative (∂ 2 p/∂V 2)S
(1-2), condition L < −1 fulfillment (1-3), neutral stability (upper point 3), and ambiguous
shock representation (1-4) are indicated.

Fig. 3 The Hugoniot curve (a) and results of the one-dimensional simulation with pertur-
bation of the parameters behind the shock wave (b-d). The dashed lines correspond to the
primary shock wave. The deviation of the solid lines from the dashed line characterizes the
perturbation type and intensity.

contact discontinuity, R is the rarefaction wave, an arrow indicates the direction of
the motion of the wave with respect to the contact discontinuity. The results of the
one-dimensional simulation of the behavior of the SW disturbed by weak compres-
sion or rarefaction wave are shown in Figure 3(b-d). As is seen from pictures, the
primary shock belonging to the region DF may split or remain unchanged depending
on the position within this region and the disturbance type. The last circumstance
is important to understand results of the multidimensional modeling demonstrating
the shock front undamped oscillations with the formation of the unsteady cellular
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Fig. 4 The initial stage of the two-dimensional solution (viscous model) with periodic per-
turbation of the shock front in terms of pressure (a) and density (b).

structure. The initial stage of the process is shown in Figure 4. The primary SW cor-
responds to the Hugoniot point situated in the section DE with theoretical possibility
of its preservation or splitting on two oppositely directed shocks. At the initial in-
stant of time the SW surface has been periodically disturbed (the formulation details
see in [10]). The SW distortion leads to post-shock pressure perturbation: rarefac-
tion and compression regions appear behind respectively convex and concave (with
respect to the shock wave propagation direction) sections of the SW front. In ac-
cordance with the one-dimensional results, the SW remains in the initial state in
the convex segment and splits into two oppositely directed shocks (

←−
S T

−→
S con-

figuration) in the concave one (Figure 4, middle panels). Pressure between these
shocks is much greater than its value behind the primary SW and corresponds to
the Hugoniot section FG. Triple-shock configurations are formed on every semi-
period. The nodal points on neighboring semi-periods move towards to each other.
The pressure between shocks near the nodal point increases to values going be-
yond the upper bound of the ambiguity region DG. Since the shock

−→
S is diverging,

the rarefaction wave propagating to the shock
←−
S is formed. As follows from the

one-dimensional analysis the interaction of
←−
S with rarefaction wave leads to its

break-up into configuration
←−
S T

−→
R . The intensity of shock in this configuration ap-

proaches the intensity of the primary SW, and its front becomes practically flat. It is
attended with occurrence of specific ”disks” of elevated density seen in right panel
of Figure 4b. After intersection of the nodal points the region of elevated pressure
arises and the process continues as if semi-periods reverse roles. After few cycles
the solution gains periodic character as shown in Figure 5. Thus the shock behavior
observed is explained by the switching of the shock parameters between the wave
configurations found in one-dimensional computations. The switching is induced
by the transverse waves which propagate along the shock front from the post-shock
side.
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Fig. 5 The instant of the shock periodic regime in terms of pressure (a), density (b), and
transverse velocity (c).

4 Conclusion

The nonlinear analysis conducted showed that the predictions of linear theory [1,2]
do not fulfilled completely (for unstable shocks) or partially (for neutrally stable
shocks). When the shock wave belongs to the ambiguous representation region, it
splits or has cellular structure. The origin of the latter is revealed and described. The
spontaneous sound emission from the neutrally stable shock wave is not observed.
If the emission is forced, acoustic waves downstream the shock front are slowly
damped.
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Shock and Blast Wave Propagation
through a Porous Barrier

D.B. Epstein and A.N. Kudryavtsev

1 Introduction

It is well known that a shock wave can be attenuated when propagating through
a porous barrier. Better understanding of this phenomenon is of significant impor-
tance in practical applications, e. g. in problems of industrial safety. As a result, the
interaction of shock waves with a porous barrier has been studied in many papers.
In particular, in [1, 2] a theoretical model, which assumes that a discontinuity break-
down happens at the moment when the propagating shock wave hits the barrier, has
been developed. In accordance with this model the flow at large times is self-similar
and the intensities of reflected and transmitted shock waves can be determined pro-
vided that some model is adopted for the flow through the barrier itself (typically it
is considered as a steady subsonic flow).

In recent years, this problem has been investigated repeatedly both numerically
and experimentally. In the experiments [3] a shock wave interacts with a regular
system of cylinders installed inside a shock tube of rectangular section. Shock wave
reflection from a rigid wall covered by a porous material is investigated in [4]
and transmission of a shock wave through a perforated wall is considered in [5].
B. Skews has studied oblique interaction of a shock wave with a perforated plate [6]
and reviewed results of experimental investigations of the problem in [7]. The nu-
merical investigation [8] deals with the pressure amplification experienced behind
a rigid, porous barrier exposed to a shock wave. Recently shock wave attenuation
over obstacles of different geometrical shapes has been studied in [9].

In the present paper we investigate numerically the interaction of shock and blast
waves with a porous barrier which is modelled by system of regularly spaced cylin-
ders and spheres. The shock or blast wave intensity as well as the barrier poros-
ity and thickness are varied and results of this parametric study are presented and
discussed.

D.B. Epstein · A.N. Kudryavtsev
Khristianovich Institute of Theoretical and Applied Mechanics, Institutskaya St. 4/1,
Novosibirsk, 630090, Russia
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2 Governing Equations and Numerical Method

The problem under investigation is simulated by solving numerically 2D and 3D
Euler equation for the perfect gas with the ratio of specific heats γ = 1.4. An un-
structured, finite-volume flow solver, which utilizes triangular (in 2D) or tetrahedral
(in 3D) grid cells as control volumes, is employed. The solver is based on a shock-
capturing TVD scheme with the second-order MUSCL reconstruction of cell-face
variables from cell-averaged values. The minmod limiter is used to avoid numerical
oscillations. Numerical fluxes through cell boundaries are calculated with the HLLE
approximate Riemann solver. Time integration is performed using the second-order
Runge-Kutta method. The numerical code is parallelized using the MPI library.

Fig. 1 Numerical schlieren pictures of shock wave (Ms = 1.4) interaction with a cylindrical
array mounted in a plane channel.

Numerical simulation of the interaction between a shock wave propagating with
the Mach number Ms = 1.4 and an array of 14 cylinders mounted inside a plane
channel has been performed in order to validate the code. The computations were
performed exactly at the same geometrical arrangement and flow parameters as in
the experiments [3].

Numerical schlieren pictures of Fig.1 shows the flow images at two time mo-
ments: when the incident shock wave has just passed the second column of cylinders
(left) and when multiple shock waves generated during the interaction have merged
and formed the transmitted and reflected shock waves (right). In the last picture a
complex structure of weak shock waves, contact surfaces and vortices in the space
between the transmitted and reflected shocks is also clearly visible. Comparison of
pressure time histories in several points with experimental measurements reveals
reasonable agreement of the data.

3 Interaction of Shock Wave with a Porous Barrier

Detailed numerical simulations of the interaction between the incident shock wave
and a cylinder array, which model a porous barrier, have been performed. Unlike the
previous test case, the barrier is assumed to be infinite in the vertical direction so that
the periodic boundary conditions can be imposed on the top and bottom boundaries
of the computational domain. The cylinders are arranged in several columns and the
centres of three neighbouring cylinders form an equilateral triangle.

The major parameters of this study are the ratio of the distance between the cen-
tres of cylinders H and the cylinder radius R and the Mach number of the incident
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Fig. 2 Numerical schlieren pictures of Ms = 4.0 shock wave transmission through a cylin-
drical array at H/R = 2.25,2.5,3.0,4.0.

shock wave Ms. Both the parameters have been varied in rather a wide range. The
Mach number is varied from 1.2 to 6 by increments of 0.4, while the distance be-
tween the cylinders was taken equal 2.1, 2.25, 2.5, 3.0 and 4.0 radii.

Fig.2 shows typical numerical schlieren pictures obtained at Ms = 4.0 and
H/R = 2.25,2.5,3.0,4.0 for the barrier composed of 7 columns. There is a complex
flow structure consisting of multiple secondary shock waves and vortical wakes be-
hind the barrier, however the transmitted shock waves recovers a plane shape at the
distance of a few barrier thicknesses.

Computations have also been performed for 3D interaction of a shock wave with
a system of spheres. The spheres are arranged in a body-centred cubic lattice. The
length of cube edge H is 3.0, 4.0 and 5.0 of R and the barrier is also composed of 7
layers. The Mach number of incident shock is varied from 2.0 to 4.0 by increments
of 0.5.

A typical flow images obtained is shown in Fig.3 where density isosurfaces are
displayed for the 3D interaction at H/R = 5.0, Ms = 3.0.

The pressure rise Δ p behind the transmitted shock wave has been determined as
the maximum pressure jump over a region between the barrier (stepping few radii
downstream) and the transmitted shock wave. These results are shown in Fig.4 as
function of the incident shock Mach number at some fixed distances between the
bodies for the 2D (left) and 3D (right) configurations. As can be seen, Δ p mono-
tonically increases when the Mach number grows. For the 2D case, with increasing
distance up to 4 radii, the pressure behind the transmitted shock wave almost co-
incides with that behind the incident shock wave. This means that the attenuating
effect of the barrier is hardly noticeable at large barrier porosities. Surprisingly, for
the 3D case the attenuating effect vanishes at the same distance between spheres
H/R = 4.0 as in the case of cylinders. For a large distance H/R = 5.0 even small
shock wave amplification has been observed.
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Fig. 3 Density isosurfaces for 3D interaction of shock wave and array of spheres at H/R =
5.0, Ms = 3.0
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Fig. 4 Pressure rise in transmitted shock wave as function of M in 2D (left) and 3D (right)
cases.

4 Interaction of Blast Wave with a Porous Barrier

The problem of a blast wave propagating from a localized explosion and interacting
with the barrier has also been considered. The major differences with the previous
case are the cylindrical (in 2D) rather than plane shape of the incident wave and a
non-uniform flow behind the wave. As earlier, the porous barrier is modelled by an
array of the cylinders.
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The computational domain, in this case, has the following configuration. The
bottom and left boundaries are solid walls where the reflection boundary conditions
are imposed. On the right and the top boundaries the extrapolation conditions are
used. The initial flowfield is a quiescent gas. The localized explosion is modelled by
a significant pressure and temperature rise in several cells in the left lower corner
of the domain. The pressure rise there Δ p can be calculated from the given energy
deposition as Δ p = (γ − 1)E/V where V is the total volume of the cells in which
the pressure was risen.

As a result of the pressure rise, a blast wave propagates from this place, and very
soon its shape becomes cylindrical (numerical simulations for the cylindrical blast
wave have been performed as a first step to more realistic spherical blast wave case).

The flow evolution for the energy deposition E/γ p0R2 = 1000 (where p0 is the
quiescent gas pressure) is shown in Fig.5. As can be seen in the Fig.5 (middle and
right), after passing through the barrier, shock wave propagation along the X axis is
delayed with respect to the wave moving along the Y axis.

Fig.6 shows the pressure distributions along the X and Y axes for different dis-
tances between the cylinders at the moment when the waves reach points located at
the distance L = 35R from the place of explosion. As seen in the figure, the closer
the cylinders to each other, the lower pressure behind the transmitted wave. Namely,
the pressure rise Δ p is 0.8, 1.0, and 1.12 for H/R = 3, 4, and 5, respectively while
it is equal to 1.14 with no barrier.

Fig. 5 Blast wave interaction with a cylinder array. H/R = 3, E/γ p0R2 = 1000
.
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5 Conclusions

Numerical simulations of interaction of plane shock wave with porous barrier mod-
elled by an array of cylinders or spheres has been performed. Influence of the shock
wave Mach number and the distance between cylinders has been investigated. It has
been shown that pressure behind the transmitted shock wave is reduced by barrier
provided that H/R < 4. The interaction of blast wave with the porous barrier has
also been numerically investigated to study the effect of the cylindrical shape of the
blast wave and non-uniformity of the flow behind it. The influence of the distance
between cylinders has been studied. It has been observed that in all cases simulated
the pressure behind the blast wave is lower than without barrier. The decrease in the
distance between cylinders leads to attenuation of the transmitted shock wave.
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under the Program ”Fundamental Problems of Mechanics of Interactions in Technological
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Supersonic Patches in Steady Irregular
Reflection of Weak Shock Waves

M. Ivanov, G. Shoev, D. Khotyanovsky, Y. Bondar, and A. Kudryavtsev

1 Introduction

Guderley theoretical model [1, 2] for weak shock wave reflection is a well-known
way to overcome the von Neumann paradox within the gas dynamic framework.
Recent Euler calculations [3] confirmed conceptual issues of Guderley theory for
steady shock reflection. An expansion fan and a local supersonic patch were found
behind the triple point. A numerical simulation based on the shock fitting technique
was used in that study. Ivanov et al. [4], however, did not reveal any supersonic
patches in Euler computations based on both the shock-fitting and shock-capturing
techniques. Tesdall et al. [5] discovered a sequence of supersonic patches and triple
points along the Mach stem for unsteady shock reflection. The results of numerical
simulation showed a sequence of triple points and tiny supersonic patches behind
the leading triple point. Another interesting result was also obtained in [6] within the
framework of depth-averaged two-dimensional inviscid shallow water flow model.
The nested-block grid refinement technique was used in those studies to achieve
high resolution of the computational mesh. A supercritical patch was discovered.
Thus, at the present time, the question about the supersonic patch structure is still
open.

Another way to overcome the von Neumann paradox is to take into account the
effects of viscosity [7, 8]. According to Sternberg model [7], instead of the triple
point, there must be a transition zone in a viscous flow, where the Rankine-Hugoniot
(R-H) relations cannot be applied. Recent viscous computations [9] at low Reynolds
numbers confirmed the validity of this viscous model and did not reveal any super-
sonic patches. Moreover, similarity of the flow fields at different Reynolds numbers
was found in the vicinity of shock intersection. However, it is still unclear whether
the viscous flow structure at Rew → ∞ can continuously transform into the flow pat-
tern predicted by the inviscid Guderley model. This question became curious, since

M. Ivanov · G. Shoev · D. Khotyanovsky · Y. Bondar · A. Kudryavtsev
Khristianovich Institute of Theoretical and Applied Mechanics,
Institutskaya str. 4/1, Novosibirsk, 630090, Russia
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the size of the supersonic patch obtained in inviscid computations is commensurable
in order of magnitude with the shock wave thickness at moderate Reynolds numbers
Rew = 104−106. The computations at extremely high Reynolds Rew = 109 numbers
are required to completely clarify the behavior of the viscous solution.

2 Problem Formulation and Numerical Methods

In this study we investigate irregular reflection (Fig. 1) of weak shock waves in a
steady supersonic flow with a Mach number M∞ between two symmetrical wedges
with identical angles θw. The reflection of the incident shock (IS) occurs on the
plane of symmetry half-way between the wedges. A reflected shock wave, RS, and
a Mach stem, MS, are formed at the intersection triple point. The trailing edge of the
wedge generates an expansion fan that is refracted on the RS and then interacts with
the slip surface (or mixing layer in viscous case). The computations are conducted
with the Euler, Navier-Stokes (NS) equations and the direct simulation Monte Carlo
(DSMC) method [10]. The Euler/NS code is a time explicit shock capturing code
based on 5th order WENO reconstruction of convective fluxes and central 4th order
approximation of dissipation terms. The 2nd order Runge-Kutta scheme was used
for time iteration. The NS computations were run in a rectangular computational
domain (see Fig. 1). The left boundary of the computational domain is a super-
sonic inflow, the right boundary is a supersonic outflow. At the lower boundary
of the domain, symmetrical boundary conditions were used. The upper boundary
was placed at y = g corresponding to the vertical position of the trailing edge of
the wedge. The boundary conditions on the upper boundary were specified using a
special procedure to maintain flow conditions at the horizontal line y = g. Super-
sonic free stream conditions were specified along the segment 1-2 (see Fig. 1). The
segment 2-3 corresponds to a smooth variation of the flow parameters inside the
shock. Along the line segment 3-4 the flow parameters corresponding to R-H con-
ditions behind the incident shock were imposed. Along the segment 4-5 the inviscid
wall boundary conditions were used. The power-law dependence of the dynamic
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Fig. 1 Structure of Mach reflection and schematic of computational domains (left). Euler
computations on the nested-block grids (right).
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viscosity coefficient μ on temperature T with the exponent ω = 0.81 was used in
the NS computations.

The DSMC computations were performed by the SMILE software system [11].
The DSMC computational domain is shown in Fig. 1. Specular reflection condition
was used at the lower boundary (the symmetry plane), the wedge surface (to avoid
the viscosity effects on the wall) and the part of the upper boundary (y = g). The
variable hard sphere model (VHS) was used in the DSMC computations with the
VHS parameter chosen to provide the same dependence of viscosity on temperature
as in NS computations.

The NS and DSMC computations were performed at various Reynolds/Knudsen
numbers with full resolution of the internal structure of shock waves. To eliminate
possible DSMC and NS cross-validation issues, a monatomic gas, argon, with γ =
5/3 was considered.

Numerical simulations in the entire domain become computationally expensive
as the grid resolution increases. Therefore, we also used the nested-block grid refine-
ment technique [6], which has the following features. The computational domain
size is reduced, but the number of grid nodes remains constant. The nested-block
domains are shown in Fig. 1. Then, the numerical solution obtained in the entire
computational domain is interpolated to the sub-domain. After that, the computa-
tions are continued in the sub-domain. This procedure was repeated until necessary
grid resolution was achieved.

3 Results of Numerical Simulations

The results of DSMC and NS computations are shown in figure 2. As can be seen
these two numerical results are very close to each other (Fig. 2a, 2b). The results of
the computations are also illustrated by diagram (θ ,P) (Fig. 2c). Point A is located
directly on the symmetry plane, where the Mach stem in the limit with y → 0 is
a normal shock. At this point, the angle of flow deflection equals zero, and the
point in the plane (θ ,P) lies on the intersection of the polar of the incident shock
with the P axis. By moving upward along the Mach stem (from point A to point
B), we obtain points with lower pressures and higher deflection angles, which is
associated with curving of the Mach stem. The point where the computed results
start to deviate from the theoretical polar is denoted as point B. Point C corresponds
to the maximum angle of flow deflection along the both shocks considered. At point
D, the numerical values arrive on the reflected shock polar and follow this polar from
point D to point E. Above point E, the reflected shock starts interacting with the
expansion fan and the points go away from the reflected shock polar. The deviation
of the flow parameters from the shock polars between point B and point D effectively
means that the R-H relations are not valid within the viscous triple-shock zone,
which supports the conclusions of analysis [7]. Figure 2d shows a zoomed-in area
of the plane (θ ,P), where curve corresponding to the Guderley solution [1, 2] is
clearly visible. The numerical results in Fig. 2c, however, do not coincide with this
solution.
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Fig. 2 Results of NS and DSMC computations at M∞ = 1.7, γ = 5/3, θw = 13.5, Rew =
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DSMC computations, respectively. a) Pressure. b) Mach number. c) Plane (θ ,P). d) Guderley
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incident waves.

The results of NS computation obtained by the nested-block grid refinement tech-
nique are presented in Fig. 3. This computational method allows considering flow
fields in a large range of Reynolds numbers. Numerical simulations predict subsonic
flow fields in the vicinity of shock intersections at Rew < 8 · 108. At the same time
flow fields near the shock intersection are distinct from each other. It is possible to
distinguish two main types of a flow near shock intersection. First one is a smooth
transition zone between Mach stem and reflected shock without any patches, like in
Fig. 3a and 3b. Second one is the flow with sub- or super- sonic patches, like in
Fig. 3e, 3f and 4a. It is worth to note that there is transition regime between first
and second type. The flow patterns of transition regime are shown in Fig. 3c and
3d. The results of the computations are also illustrated by diagram (θ ,P) in Fig. 3g.
Numerical data become closer to curve, corresponding to expansion fan centered at
the triple point, as the Reynolds number increases.

Figure 4 shows comparison between Euler computation and NS computation at
Rew = 1.6 · 109. Both computations predict supersonic patches behind shock inter-
section, but structure and size of these patches are different. Comparison of numer-
ical data in plane (θ ,P) is given in Fig. 4c. It is clearly seen that numerical data of
both computations are close to Guderley solution.
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4 Conclusions

A steady flow around symmetric wedges with Mach number M∞ = 1.7 was numer-
ically studied under von Neumann paradox conditions.

Euler computations based on shock-capturing technique predict supersonic
patches in the vicinity of the triple point, which confirm conceptual issues of Gud-
erley model.
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In the range of Reynolds numbers Rew = 103 − 109 results of NS computations
did not reveal evidence of supersonic patches. Instead of a supersonic patches, in
viscous flow there is a smooth three shock transition zone, where R-H relations are
not valid.

The first indication of supersonic patch formation near the triple point can only
be observed at Rew > 109. It seems that the viscous solution can ultimately converge
to the inviscid pattern as the viscosity tends to zero, but the effects of viscosity are
essential in the vicinity of the triple point at finite Reynolds numbers.

This work was supported by the Russian Foundation for Basic Research (grant
No. 10-08-01203-a), Government contract N16.740.11.0303, Board of the Rus-
sian Academy of Sciences (Fundamental Research Program 11), Russian-Taiwanese
joint project SB RAS - NSC 2010 “Numerical Study of Rarefaction Effects and
Thermochemical Nonequilibrium Problems on Hypersonic Flow around Space Ve-
hicles”. The computations were performed at the Siberian Supercomputer Center,
Novosibirsk, and at the Joint Supercomputer Center, Moscow.
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Shear Layer Evolution in Shock Wave
Diffraction

B.W. Skews, C. Law, A.O. Muritala, and S. Bode

1 Introduction

All previous studies on shock wave diffraction in shock tubes have spatial and tem-
poral limitations due to the size of the test sections. These limitations result from
either the reflection of the expansion wave, generated at the corner, from the top wall
and/or of the reflection of the incident diffracted shock from the bottom wall of the
test section passing back through the region of interest. This has limited the study
of the evolution of the shear layer and its associated vortex which forms a relatively
small region of the flow behind the shock and yet is a region of significant interest.
A special shock tube is used in the current tests which allows evolution of the flow
to be examined at a scale about an order of magnitude larger than in previously pub-
lished results, with shear layer lengths of up to 250 mm being achieved. Tests were
conducted at Mach numbers from 1.4 to 1.6 with wall angles of 10, 20, 30 and 90◦.

2 Apparatus

The basic facility consists of a simple rectangular shock tube 100 mm wide and
450 mm high with a 2 m long driver and a 6 m driven section. It opens up into a 2
m long test section of the same width and 1100 mm height thereby enabling large
scale diffraction experiments to be carried out compared to most conventional tubes
with test sections about one fifth this size. Because it is impractical to have windows
spanning the full height of the test section, two pairs of 310 mm diameter windows
are mounted in a rotating frame allowing most of the test section to be covered
in turn. Figure 1 shows the arrangement. Two pressure transducers positioned just
upstream of the entrance to the test section are used to determine the transit time of
the incident shock wave, and hence its Mach number.

B.W. Skews · C. Law · A.O. Muritala · S. Bode
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The test pieces were bolted onto a universal mounting frame and the surfaces
following the corner were fitted with transducer ports down their length, of about
400 mm. As it has been shown [1] that the greatest variability in flow patterns occur
for small wall angles, models were made with 10, 20, 30 and 90◦ corners.

Imaging was done with a conventional Z-configuration schlieren system, with a
2μs duration xenon flash light source. A series of thin threads were accurately posi-
tioned 50 mm apart across the windows in a grid fashion for scaling and distortion
tests.

Fig. 1 Experimental layout showing the 1.1 m high test section with rotatable window frame
connected to the 450 mm high shock tube driven section

3 Results

3.1 10◦ Corner

Previous research [1] has indicated that no visible separation occurs at this wall
angle. This is confirmed in the current tests. However, the larger scale allows a
more detailed view of the corner flow. Figure 2 clearly shows the expansion at the
corner with the shock and contact surface further downstream. What is particularly
noticeable is the distinct thickening of the boundary layer, particularly in the second
image. It is important to note that this occurs between the corner and the contact
surface. The contact surface separates the gas that has passed over the corner from
that which has been engulfed by the shock wave only after it passed over the corner.
This thickening of the boundary layer may eventually lead to a more clearly defined
separation at much later times, as is shown for the 20◦ case discussed below.

3.2 20◦ Corner

This wall angle is particularly interesting being midway between the case of no
evident separation and distinct separation found for a 30◦ corner. For a low Mach
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Fig. 2 Diffraction of a Mach 1.51 incident shock over a 10◦ corner, showing the shock and
contact surface positions

number of 1.3, as shown in Fig. 3, there is no separation at early times but a short
while later (middle frame) the flow downstream of the corner thickens with clear
indication of instability and possible separation. At later times as shown in the last
frame not only is there clear evidence of separation but the boundary layer upstream
of the corner also appears turbulent. This possible upstream influence on the down-
stream flow has not been considered before.

Fig. 3 Shear layer development in diffraction of a Mach 1.3 incident shock over a 20◦ corner.
Images at 430, 630 and 930μs after shock arrival at the corner.

For a higher Mach number the situation becomes more complex because of the
generation of transonic flow over the corner, resulting from the expansion of the
flow. Figure 4 shows this development. The initial stage, shown in the first frame,
indicates growing, and somewhat regular, instabilities developing on the boundary
layer with it growing all the way from the contact surface upstream to the cor-
ner. This increases and by the fourth and fifth frames there is clear evidence of the
expected transonic lambda shock developing with its downstream leg terminating
above the wall, thus confirming distinct separation of the flow. The downstream
flow becomes increasingly turbulent and by the last frame this turbulence extends
to the upstream boundary layer before the corner as well. The early tests [1] were
unable to determine whether there was a shear layer or not for this wall angle and
Mach number because of the small scale of the experiments.

3.3 30◦ Corner

Figure 5 displays a series of images of the evolution of the shear layer and separated
region for a Mach 1.5 incident shock. These images show similar features to those
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Fig. 4 Shear layer development in diffraction of a Mach 1.51 incident shock over a 20◦
corner. Images at 220, 330, 410, 470, 630, and 940μs

of previous tests taken at earlier times but now show details not distinguished be-
fore. In the first three frames the shock is still visible and the shear layer terminates
in a distinct vortex. Transonic lambda shocklets appear on the upper surface of the
shear layer as expected for this Mach number. However, in contrast to the impression
obtained from smaller scale tests there is now distinct evidence of shear layer broad-
ening and instability with some evidence of structure and turbulence development
underneath. In the second row of images the main vortex breaks down into a turbu-
lent patch although there are signs of some of the smaller vortices generated from
the initial instability remaining.The wavelet system above the shear layer is more
complex and structured and has been affected by the breaking up of the shear layer
into vortices. This occurrence enhances the development of a strong turbulent flow
around the shear layer. It may be that the shear layer break up is not two dimensional
and that it develops some structure in the transverse direction. This will clearly in-
fluence the development and position of the lambda shocks and explain the much
more complex appearance of a multiplicity of shocklets that are visible. The pattern
of shocklets moves down with the shear layer as shown in the last row of images
but appear to become successively weaker with time. The angle that the shear layer
makes with the downstream wall also increases with time becoming almost parallel
to the upstream surface. The turbulent patches become more homogeneous and the
remaining small vortex structure disappears in the last frame. It is also apparent in
the last frame that the upstream boundary layer has become turbulent.

3.4 90◦ Corner

The 90◦ corner diffraction case has become somewhat of a standard test case, par-
ticularly for an incident wave Mach number of about 1.5. Takayama and Inoue [2]
reported on it as a benchmark test for numerical simulations. Many of these showed
Kelvin-Helmholz instability developing on the shear layer even at short times,
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Fig. 5 Shear layer development in diffraction of a Mach 1.5 incident shock over a 30◦ corner.

although no experiments did. This issue has been explored in more detail by Sun
and Takayama [3] who showed that by increasing the numerical dissipation through
viscous laminar and turbulent models that experimental results with no vortex break-
down could be simulated.

The first frame of Fig. 6 is a typical result similar to that obtained many times in
typical laboratory scale shock tubes with the incident shock having traveled some
200 mm from the corner. At a time about three times longer the second frame shows
distinct development of Kelvin-Helmholtz instability with three distinct small vor-
tices becoming evident with a clear S-shaped flow feature between the second and
third, typical of this flow.

As the flow develops further the shear layer extends and the main vortex enlarges.
The recompression shock between the main vortex and the wall is evident in all
subsequent images but appears to become weaker as the vortex core moves away
from the wall. The main vortex develops a set of spiral arms similar to that noted
for galaxies and there is strong evidence of transition to turbulence throughout the
flow, part due to the break up of the shear layer and part due to the propagation of
the turbulence initially generated under the shear layer and which remains close to
the wall.

It is evident that a more detailed examination of such flows is required since
they indicate that small scale tests are unable to capture the full complexity of the
evolving flow. It indicates that although there is no length scale associated with
the geometry the process is not self similar in time due to the effects of viscous
dissipation. It would be expected at even longer times than those achieved with this
large facility, that the features will eventually decay fully.
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Fig. 6 Shear layer development in diffraction of a Mach 1.5 incident shock over a 90◦ corner.

4 Conclusion

A series of large scale experiments have been conducted over a limited range of
Mach numbers, of the diffraction of a shock wave over a sharp corner between two
plane surfaces. It is shown that the separation patterns of the shear layer and the
evolution of the flow is somewhat different to that obtained in small scale tests,
primarily due to the development of flow instabilities, boundary layer effects, and
transition to turbulence. It thus is clear that any numerical simulation of these phe-
nomena to replicate realistic scales of the phenomena need to take account of these
effects as well as upstream flow within the boundary layer.
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Shock Reflection Off Combined Surfaces

Beric Skews and Anneke Blitterswijk

1 Introduction

A mismatch has been shown to exist between the shock wave reflection behaviour
on a circular arc and that on a plane wall at the same angle of incidence [1]. For
reflection off a plane wall, this change in reflection pattern from regular to Mach
reflection occurs at a wall angle where the flow behind the reflection point is just
sonic in a frame of reference fixed in the reflection point. This transition condition is
labeled the sonic criterion [2]. Experiments confirm this (except for some minor ef-
fects due to boundary layer growth). Data for convex cylindrical surfaces has shown
that the visible eruption of a Mach stem, which is taken to be evidence of the point
of transition, occurs at smaller wall angles than for plane walls [3]. On the other
hand, recent tests [1] using perturbations generated by shock passage over a very
small step in the wall have shown that the sonic catchup occurs at wall angles not
only larger than those found for the visible eruption but also larger than the angles
associated with sonic catch-up for the plane wall case. Due to the relatively low
resolution of the time-resolved imaging system used, the accuracy of identifying
the angle of sonic catchup could be questioned in the same way as identifying the
visible eruption of the Mach stem could be resolution dependent. The stem could
be erupting earlier if beyond the imaging resolution and the catch up could be oc-
curring later bringing them both closer to the plane wall case. Due to this limitation
time resolved tests were then conducted on a 45◦ plane wall preceded by a 75mm
circular arc and the change in reflection angle measured in order to confirm that the
reflection was different for the same incidence angle on the two different surfaces
[1], this technique not being dependent on using perturbations. The existence of a
significant transition length was confirmed in the reflection pattern adjusting from
the curved wall to an eventual pseudo-stationary pattern on the plane wall. The re-
sults were still limited due to imaging resolution issues so a new set of tests have
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been undertaken using high resolution single shot tests over a range of wall angles
and a range of combined surfaces. An additional test was conducted with a circular
surface on both ends of a plane wall to explore how information from each of the
joints influence the reflected shock.

2 Apparatus

Experiments were conducted in a simple shock tube at a Mach number of 1.346±
0.005. Test section dimensions are 180 mm high and 76 mm wide. Three test pieces
consisting of circular sections of 30, 50, and 75 mm radius, followed by a plane
wall section were made from aluminium and were polished to a near-mirror finish.
An adjustable mount was used to set wall angles and these were measured using
a digital inclinometer to better than 0.1◦. Additional tests were conducted on a 57
mm long plane wall model with 30 mm radius circular sections on either end. Flow
visualization was done using standard shadowgraph and schlieren systems. Single-
shot recording was with a Fujifilm Finepix S3 Pro digital camera at a resolution of
3030x2036x48b. The viewing area of the test section had a square wire grid fitted
on the outside of the test section door, with dimensions of 25 mm x 25 mm.

3 Results

3.1 Transition Lengths

Multiple tests were undertaken with the test pieces at a variety of wall angles and with
the point of reflection at increasing positions along the plane section of each test piece
for each angle. The images were used to determine the angle of the reflected wave and
the corresponding position of the shock. Only regular reflection cases were recorded.
Once Mach reflection was observed no further images were taken higher up the wall.

Figure 1 shows enlarged images of tests on the 44◦ wall. von Neumann theory
does not permit regular reflection at this angle but the previous studies showed reg-
ular reflection to exist on the circular section at the same angle. The situation is
complicated by the known boundary layer effects resulting in the persistence of reg-
ular reflection but this wall angle is sufficiently far from the detachment condition
(47.19◦) that a Mach stem could be expected to erupt. Smith [4] showed that for
a Mach number of 1.363 the persistence exists for about 1◦ so a similar difference
would be applicable for the current Mach number of 1.346. Three-shock theory
gives a triple point trajectory angle of 1.744◦ so Mach reflection should become
visible. Nevertheless in the current work comparisons will be made with reflected
shock angles as a better indicator of a flow approaching transition conditions.

The first two images, and the corresponding enlargements below them, clearly
show regular reflection. The third image appears to show a regular reflection but the
enlargement indicates the possibility of the existence of a shear layer although no
Mach stem is evident. Both a very small Mach stem and a shear layer are detectable
in the final frame.
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Fig. 1 Shock wave propagation up a plane wall at 44◦, with enlargements of the reflection
area

Typical results for the reflected shock angle at different positions along the plane
section for the 50 mm radius leading surface test piece is given in Figs. 2. The reflec-
tion angle was measured along the plane section where regular reflection persisted.
Clear trends are evident. The figures indicate that the reflection angle generally in-
creases along the plane wall section of the test piece until it reaches an asymptote.
Estimates of this asymptotic level are shown as solid horizontal arrows and will be
discussed further later. The leveling out of the reflection angles illustrates the po-
sition along the length of the plane section where the flow becomes pseudosteady.
Propagation further up the wall would then be the same as that along a wedge. The
influence of the circular inlet thus reduces and eventually becomes insignificant.
The vertical arrow in the 45◦ wall angle case is for a test where a Mach reflection
became visible in the image. It is notable that this is significantly higher than where
the reflection angle tends to become independent of wall angle. This implies that
transition and eruption of a Mach stem occurs earlier but cannot be seen because of

Fig. 2 Typical results for the 50 mm radius leading surface test piece. The horizontal arrow
is the estimated asymptotic vale of the data, the dashed line is from two- and three-shock
theory, as appropriate, and the vertical arrow is where a Mach reflection is visible
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the imaging resolution. The theoretical reflection angle was determined using three-
shock and two-shock theory as appropriate for the Mach number and wall angle,
and is indicated on each image as a dashed line.

Whilst it is not simple to accurately identify the asymptotic level that the reflec-
tion angle reaches, in most cases this may be estimated to within ±1 degree. These
estimates are given in Fig. 3 where they are compared with the two- and three-
shock theories. The results are what would be expected for reflection off a plane
wedge without a curved leading surface since pseudosteady flow has been achieved.
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Fig. 3 Reflection angle asymptotes. Lower and upper three-shock theory curves are for an-
gles relative to the surface and relative to the triple point trajectory respectively

For large wall angles the experiments lie on the regular reflection curve except for
the 47◦ case which lies close to the regular reflection curve. Theoretical transition
(detachment criterion) is at 47.2◦ for a Mach number of 1.346 so Mach reflection is
predicted. However, it is well known that regular reflection persists beyond detach-
ment and this result is simply evidence of that.

For the smaller wall angles (44, 45 and 46◦) the reflection angle approaches the
theoretical three-shock curve as the reflection approaches transition. It should be
noted that since reflection angle measurements for the experiments are made relative
to the wall and not to the triple point trajectory comparisons need to be made on
the same basis; thus the lower of the two theoretical curves shown in Fig. 3 is the
relevant one. The results indicate that the reflection is Mach reflection even though
in many cases no Mach stem or shear layer is actually visible. All the above results
are totally consistent with those of Smith [4] for a similar Mach number of 1.363
(inverse pressure ratio of 0.50) with actual transition occurring about 1◦ lower in
wall angle than detachment and the difference between measurement and the three-
shock theory becoming greater as the wall angle decreases. From the current data
and extrapolating from the regular and Mach reflection cases it would appear that
the pseudosteady transition is occurring at a wall angle of about 46.7◦.

It is even more difficult from the given data to estimate at what distance along
the plate the asymptotic level is reached. Rough estimates are plotted in Fig. 4. Also
shown, as a vertical dashed line, is the transition angle inferred from the data of
Fig. 3 and the length where Mach reflection is visible in terms of the appearance of
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Fig. 4 Estimated transition lengths. The dashed line is the estimated experimental transition
angle between regular and Mach reflection as determined from Fig. 3. Filled symbols are for
the positions where a Mach reflection becomes visible in the images

a Mach stem and/or shear layer. It is notable that these lie further along the surface
thus again indicating that embryonic Mach reflection occurs well before it becomes
visible in the image. In view of the limited accuracy associated with the estimation
of transition length it is not possible to correlate whether the upstream radius has an
influence. This figure supplies very interesting indications. For Mach reflection the
transition length increases as the wall angle increases toward the transition condition
indicating that it could be quite significant near transition. On the other hand, in the
regular reflection regime the transition length steadily reduces as the wall angle in-
creases and may well become zero at increasing angles. More refined measurements
are called for.

3.2 Propagation of Curvature Information

It is clear from the above that for surfaces with different curvatures joined together it
takes some time for the flow to adjust to new boundary conditions. The mechanism
whereby this occurs is for information from the one surface to communicate to the
reflected wave through acoustic signals so that it can adjust to the new boundary. In
order to demonstrate this a test piece was constructed consisting of a 57 mm plane
section with a 30 mm circular arc on either side. Tests were conducted at the same
Mach number as those described above with the plane section at a wall angle of 60◦.

In order to track how information is propagated perturbation sources are posi-
tioned on the surface so as to generate very weak, nearly sonic, waves, as described in
[5]. Perturbation sources were placed at the points where the circular sections joined
to the plane section of the test piece. Two 18 mm wide pieces of 45μm thick adhe-
sive tape were attached transversely on the test piece. This resulted in two further
perturbation sources; one 18 mm further up the plane section and one 18 mm further
down the plane section from the second circular section. Single-shot high resolution
schlieren images were obtained as the incident waves moves along the test piece. The
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perturbation wave moving up the plate toward the reflection point is called a P wave
and the wave moving toward the start of the plane section is called a Q wave. Where
these waves meet the reflected wave defines the point where the reflected wave is
informed of the conditions at the perturbation source point on the wall.

A typical result is given on the left in Fig. 5. The white dots are where the P wave
from the lower change of slope and the Q wave from the upper change intersect the
reflected wave. A series of such images are overlaid on the right image. Within the
accuracy of measurement the trajectories of these intersection points appear to be
straight up until they meet. The important point to note is that in the triangular area
between the trajectories and the surface of the test piece the reflected shock remains
straight. This is because it has no knowledge of the existence of the two circular
sections. During this phase the curvature of the reflected shock on either side of the
straight section is determined by the combined surface contour on either side.

Fig. 5 Determination of the trajectories of how information from the changes in slope reach
the reflected wave. The right image overlays a number of tests. The black line is for the P
wave and the white line for the Q wave. The reflected wave remains plane between these
lines until they meet

4 Conclusion

When a plane shock wave propagates over a surface made up of multiple sections
of differing shapes and slopes it takes a finite time for the reflected wave profile to
adjust to the new boundary conditions. In flows near transition conditions between
regular and Mach reflection the adjustment time appears to increase as the transition
conditions are approached.
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A Simple Scheme for Calculating Distortion of
Compression Wave Propagating through a
Tunnel with Slab Tracks

T. Miyachi, S. Ozawa, T. Fukuda, M. Iida, and T. Arai

1 Introduction

A high-speed train entering a tunnel generates a compression wave that propagates
through toward its exit. When the compression wave reaches the tunnel exit, a pres-
sure pulse (“micro-pressure wave” [1, 2]) is radiated from the exit portal, and it
causes an environmental problem. The magnitude of the micro-pressure wave is ap-
proximately proportional to the maximum pressure gradient ∂ p/∂ tmax (p: acoustic
pressure, t: time) of the compression wave arriving at the tunnel exit [1].

This paper is concerned with the distortion of the compression wave in a con-
crete slab-track tunnel of the Japanese Shinkansen without ballast. In the slab track
tunnel, the whole of the boundary wall, such as a tunnel wall and a track surface,
is smooth. The nonlinear effect that tends to steepen the compression wavefront
surpasses the attenuation effects that tend to spreads it out in the slab-track tunnel.
Many studies have been made on the distortion of the compression wave, for ex-
ample [2, 3, 4, 5]. Numerical simulations have been usually conducted for these
studies, although the calculations require a great amount of time and memory. For
reducing them, a coordinate system fixed to the compression wave has been used in
1D CFD (Computational Fluid Dynamics) [4].

In the present study, a simple scheme for calculating the distortion of the com-
pression wave in the concrete slab-track tunnel is proposed. The accuracy of the
proposed scheme is verified by comparison of the calculation results by this method
with those by 1D CFD.
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2 Governing Equation

We derive a simple scheme for calculating the distortion of the compression wave
propagating through a concrete slab-track tunnel from the following equations of
1D CFD [4]

∂
∂ t

⎡⎣ ρ
ρu
e

⎤⎦+
∂
∂x

⎡⎣ ρu
p+ρu2

(e+ p)u

⎤⎦+

⎡⎣ 0
f
q

⎤⎦= 0, (1)

f =
4τ
dH

, (2)

where, t: time, x: axial coordinate fixed on the ground, p: acoustic pressure, u: air
velocity, e: total energy per unit volume, ρ : density, f : frictional term, q: heat trans-
fer term, τ: sheer stress at wall, dH : hydraulic diameter of the tunnel. Air at any
observation point in the tunnel is at rest before the compression wave arrives there.
Combining three equations of Eq. (1) yields the following equations along the char-
acteristic lines dx/dt = u+ c, u, u− c (c: speed of sound), respectively:

D+p
Dt

+ρc
D+u
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D−u
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= [c+(γ − 1)u] f − (γ − 1)q,
D−
Dt

=
∂
∂ t

+(u− c)
∂
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. (5)

Equation (3) describes the distortion of the compression wave (the forward traveling
wave) propagating through the tunnel. Fluctuations of pressure, density and veloc-
ity of the air in the tunnel excited by the compression wave are small relative to
their undisturbed values, p0, ρ0 and c0, respectively. The friction term and the heat
transfer term are very small relative to the acoustic pressure gradient of the com-
pression wave. Additionally, along the characteristic lines u and u− c the friction
term and the heat transfer term affect in small length as long as the compression
wave relative to the length of the tunnel. Accordingly, we use Eq. (3) directly and
approximate Eqs. (4) and (5) as follows, respectively:

d p
dρ

≈ c2 =
γ (p0 + p)

ρ
, (6)

d p ≈ ρcdu. (7)
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Integrating Eq. (7) and neglecting the second order perturbations, we have

p ≈ ρ0c0u. (8)

Substituting Eqs. (6) and (8) into Eq. (3) and neglecting the second order perturba-
tions except for the nonlinear term and the third order perturbation for the nonlinear
term, we have

∂ p
∂ t

+

(
c0 +

γ + 1
2

p
ρ0c0

)
∂ p
∂x

=−1
2

[
c0

4τ
dH

+(γ − 1)q

]
. (9)

Furthermore, dividing Eq. (9) by c0 +(γ + 1) p/2ρ0c0, and neglecting the third
order perturbation for the nonlinear term again, and performing the coordinate trans-
formation x′ = x, t ′ = t − x/c0, we obtain the following space evolution equation:

∂ p
∂x

=
γ + 1

2
p

ρ0c3
0

∂ p
∂ t

− 1
2

[
4τ
dH

+(γ − 1)
q
c0

]
, (10)

where x′ and t ′ are rewritten again as x and t respectively. In the present study, we
propose a simple simulation scheme based on Eq. (10) for calculating the distortion
of the compression wave in the concrete slab-track tunnel. Hereafter, this scheme is
called a “simple scheme”. The simple scheme is suitable for predicting the micro-
pressure wave for the following reasons:

(a) The calculation using the proposed scheme is very fast because its CFL con-
dition is relaxed to O(M) (M = u/c), namely calculation time is reduced to about
1/100, from that of the CFD based on Eq. (1),

(b) The space evolution equation such as Eq. (10) is useful because we can obtain
time series data of the compression waveforms directly and they are suitable for
comparing the calculated results with those of the field measurements or model
experiments.

3 Numerical Simulations

We verify the accuracy of the simulation scheme based on Eq. (10). Tables 1 and
2 show the parameters used for numerical simulations of the compression wave
propagating through a typical Shinkansen tunnel with slab-tracks. The grid interval
of CFD and that of Simple 1 in Table 2 are equal. The Chakravarthy’s TVD scheme
[6] is employed for both of the numerical simulations.

The following models [7, 8] are employed as the friction term and the heat trans-
fer term with isothermal wall assumption,
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4τ
dH

=
λ

2dH

(
p2

ρ0c2
0

)
+ ε

4
√

ν√
πc0dH

∫ t

0

∂ p
∂ t

(t −φ)
exp

[−B4νφ/d2
H

]
√

φ
dφ , (11)

B∗ = 0.135Re
log10

(
14.3

Re0.05

)
, (12)

q =
4Cp (T −T0)

(p/ρ0c0)dHPr
2
3

τ, (13)

where λ : pipe friction factor, ε: unsteady friction factor [9], Re: Reynolds number
(Re = ((p/ρ0c0)dH)/ν), ν: kinematic viscosity, Cp: specific heat at constant pres-
sure, T : temperature, Pr: Prandtl number. Using Eqs. (6), (10), (13) and the equation
of state of ideal gas, we have

Table 1 Parameters of concrete slab-track tunnel.

Cross-sectional area (m2) 63.4
Hydraulic diameter (m) 8.0

Cross-sectional area (m2) 7.1
Length (m) 2.0

Cross-sectional area (m2) 7.1
Length (m) 5.0

Side branch
Type 1

Side branch
Type 2

Main tunnel

Table 2 Parameters for calculation.

CFD Simple 1 Simple 2

Grid interval Δx =0.8 m Δt =2.35×10-3 s Δt =1.0×10-3 s

Integration interval Δt =1.5×10-4 s Δx =4 m Δx =2 m
Courant Number

Pipe friction factor

Unsteady friction factor i
Speed of sound c 0 340 m/s

approx. 0.1
0.04

8

Type 2 Type 2

Type 1

500 m 500 m

Main tunnel

500 m

Type 1 + Type 2

Type 2500 m

Fig. 1 Arrangement of short side branches for numerical simulations.
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2
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− 1
2

(
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Pr
2
3

)
4τ
dH
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We assume that the short side branches are arranged at regular intervals of 0.5 km
for simulating a typical Japanese Shinkansen tunnel as shown in Fig. 1. The effects
of these branches are calculated using one-dimensional acoustic analysis [2, 4].

Figures 2 and 3 show comparisons between the compression waveforms calcu-
lated by the 1D CFD and those by the simple scheme. Figure 4 shows the maximum
pressure gradients of the compression waves. In two cases, case 1 and case 2, the
initial waveforms of Figs. 2 to 4 at the tunnel entrance (x = 0) are measured data
by different actual Shinkansen trains. Discontinuities of the lines in Fig. 4 show the
effects of the short side branches arranged at regular intervals. Figures 2 to 4 show
that the calculated results using the proposed scheme agree well with those by the
1D CFD. Additionally, the calculation time by it is approximately 1/100 as long as
that by the 1D CFD.

4 Conclusion

A simple scheme for calculating the distortion of the compression wave propagating
through the concrete slab-track tunnel of the Japanese Shinkansen is proposed. This
scheme is composed of a single equation derived from three conservation equations
of compressible fluids (mass, momentum and energy) considering the effects of wall
friction and heat transfer. The calculated results using the proposed scheme agree
well with those by the 1D CFD based on the three conservation equations. Besides,
remarkable reduction of computing time is obtained. The proposed simple scheme
is practical and useful for the estimation of the micro-pressure wave.
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Studies on Shock Wave Attenuation in Small
Tubes

S. Janardhanraj and G. Jagadeesh

1 Introduction

Shock waves are formed when there is a sudden release of energy in limited space
resulting in a supersonic displacement of the gas. Shock tubes are one of the eas-
iest ways to generate good repeatable shock waves in ground-based test facilities
with a good control over its parameters. A classical shock tube consists of a driver
section(filled with high pressure gas) and a driven section(filled with low pressure
gas) separated by a metal diaphragm. The rupture of the metal diaphragm gener-
ates a shock wave in the driven section of the shock tube. This mechanism of shock
generation has been used for many decades and has been well investigated[1]. For
classical aerodynamics studies, shock tubes of circular, rectangular or square cross-
section and length scales of the order 50-100 mm are usually used. But the appli-
cations of shock wave assisted techniques in new areas like industry and medicine
has led to reduction in the diameter of shock tubes and requires the understanding
of shock tube flow at different length scales. The Ideal shock tube theory is based
on assumptions like inviscid adiabatic flow, instantaneous diaphragm rupture and
ignores aspects like diameter of the tube, surface roughness, boundary layer effects,
heat and mass transfer effects, non-uniformity in driver section (Eg: combustion
driven shock tube), possibilities of combustion at the contact surface and chemical
kinetic effects. These effects which are ignored at macro-scales play a very impor-
tant role when the diameter of the shock tubes are reduced and give rise to very
interesting gasdynamic phenomena.

Various research teams around the world have presented numerical and exper-
imental studies for shock wave transmissions and propagation in small channels
[2],[3]. But there is lack of experimental data in diaphragm-type shock tubes of
diameters less than 10mm which is mainly attributed to difficulties in choosing di-
aphragms and also difficulties in makes measurements at these length scales. The

S. Janardhanraj · G. Jagadeesh
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numerical studies also do not give any final word on the flow physics in small-scale
shock tubes. In this study, we focus on investigating the effects of important param-
eters like P4/P1 and T4/T1 as a function of diameter of the shock tube(the subscript
4 refers to the initial conditions int he driver section and subscript 1 refers to the
initial conditions in the driven section). The internal diameters of the shock tube
that are studied for the variation of P4/P1 are 50 mm and 6 mm while it is 100 mm
and 6 mm for variation of T4/T1.

2 Experimental Studies

Experiments are first carried out to investigate the effect of the ratio P4/P1 in some
of the existing facilities like CST3(50 mm diaphragm-type shock tube) and DST(50
mm diaphragmless shock tube). The details of the shock tubes are presented in the
table 1. DST is a facility that uses a fast acting pneumatic cylinder instead of a metal
diaphragm to generate shock waves in the driven section[4]. But since the speed of
the pneumatic cylinder cannot match the metal diaphragm rupture, it can be used to
study the effect of diaphragm opening time on shock wave attenuation. Air is used
as driver and driven gas in all the cases. Static pressure measurements are made
by flush mounting PCB piezoelectric pressure transducers to the inner wall of the
shock tubes. Figures 1(a) and 1(b) show the typical pressure signals obtained from
the pressure transducers for CST3 and DST respectively for P4/P1 = 15.

A new small-scale diaphram-type shock tube of internal diameter 6 mm has
been built as shown in the figure 2. Different grades of paper have been used as
diaphragms to obtain different pressure ratios of P4/P1. Air is used as driver and
driven gas while few experiments have been performed for helium as driver gas.
Figure 3(a) shows the plot between LogP41 and shock Mach number (MS).

Table 1 Details of the various shock tubes and the measured quantities

CST3 DST Small-scale
shock tube

Internal diameter 50 mm 50 mm 6 mm
Type Diaphragm-type Diaphragmless Diaphragm-type
Driven tube length 5 m 6.024 m 70 mm
Sensor locations sensor1 - 3.78 m sensor1 - 3.944 m sensor1 - 48 mm
(from diaphragm sensor2 - 4.46 m sensor2 - 5.954 m sensor2 - 58 mm
station) sensor3 - 4.94 m
MS (Experiment) 1.71 1.57 2.06
Diaphragm opening time 390 μs 4.85 ms to be calculated
Shock intensity at 2.067 2.5 3.24
sensor locations
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(a) CST3 (50 mm diaphragm-type shock
tube)

(b) DST (50 mm diaphragmless shock tube)

Fig. 1 Static pressure signals obtained for P4/P1 = 15

Fig. 2 Schematic diagram of the 6 mm diaphragm-type shock tube

(a) Plot of LogP41 vs MS (b) Static pressure signals for P4/P1 = 15

Fig. 3 Experimental results for the small-scale shock tube (6 mm diaphragm-type shock tube)
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Figure 3(b) shows the pressure signals obtained from the pressure transducers.
Schlieren images are also obtained from the open end of the small-scale shock tube
for P4/P1 of 15 shown in figure 4. A high-speed camera (Vision Research,USA,
Phantom 7.1 operated at 40,000 frames per second and 256 x 128 pixel resolution)
has been used to carry out the visualization studies.

The ratio T4/T1 is changed in the shock tube by performing H2-O2 combustion in
the driver section. A simultaneously in situ generated H2-O2 mixture is used in the
driver section of the small-scale diameter shock tube. The mixture is generated by
using a H2-O2 generator which is connected to the small-scale shock tube through a
non-return valve to prevent explosion of the generator during ignition. The mixture
is ignited using a spark plug mounted near the diaphragm. The experimental setup
is shown in the figure 5. The numerical code developed by Joarder [5] is modified
to get an idea of the pressure and temperature in the driver section of the small-scale
shock tube. The initial pressure in the driver section is 0.85 bar(gauge) and the H2-
O2 fill pressure is 0.45 bar(gauge). From the code, the P4 and T4 are 15 bar and 900
K respectively. Therefore, experiments are carried out in the small-scale combustion
driven shock tube for the same initial conditions and pressure signals are obtained
at the end of the shock tube shown in the figure 6. Experiments are still underway
in the 100 mm internal diameter combustion driven shock tube.

3 Numerical Studies

A 1-D numerical code has been written on the formulations of Mirshekari [2]. The
code is run for the inviscid case first for conditions of P4/P1 = 15 and compared to
the experimental signals obtained for the 50 mm diaphragm-type shock tube shown
in the figure 7. The simulations for the viscous case and comparison with the signals
obtained from the 6 mm shock tube is still underway.

Fig. 4 Schlieren photographs at the open end of the 6
mm shock tube

Fig. 5 Photograph of the
setup used for 6mm com-
bustion driven shock tube
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Fig. 6 Pressure signal obtained from the
end of the 6 mm combustion driven shock
tube

Fig. 7 Comparison of the pressure signal
obtained through experiment and 1-D code
for the 50mm shock tube

4 Results and Discussion

The empirical relations for attenuation of shock wave intensity (P2/P1) and opening
time of diaphragm have been given by [6] and [7] respectively.

π∗ = π∗
i .e

(− Ax
r ) (1)

where π∗ =
(

P2
P1
− 1

)
, A = 0.0024, x = distance along the tube, r = hydraulic radius

and the subscript ’i’ refers to the unattenuated shock intensity.

top = K

√
ρbτ1

P4
(2)

where K = 0.93, ρ = density of material, τ1 = length of petal base and b is the
thickness of diaphragm.

The theoretical values of shock wave intensity and diaphragm opening time have
been calculated using the above relations and presented in table 1. The dotted line
in figures 1(a), 1(b) and 3(b) indicates the theoretically calculated attenuation at
the sensor locations using empirical relation aforementioned. It can be seen that the
theoretical values of shock wave intensity are closer to the experimental values for
the 50 mm diaphragm type and the 6 mm diaphragm type but not in the case of
the 50 mm diaphragmless type. This is due to the larger value of top for the 50 mm
diaphragmless shock tube. The attenuation of shock in the case of the 6 mm shock
tube is lesser compared to the larger diameter shock tubes. Also, the experimentally
obtained shock Mach number is higher in the case of 6 mm shock tube and the
trend followed by the experiments in the calibration plot (Figure 3(a)) is completely
different from the inviscid theory. The schlieren images obtained from the open end
of the 6 mm shock tube shows flow features that are typical of the macro-scale open
ended shock tube flows as indicated in the figure 4. The presence of an initial shock
wave, vortex ring, Mach disc and barrel shock show the formation and propagation
of a shock wave in the 6 mm shock tube. Using the values P4=15 bar and T4 = 900
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K from the modified Joarder’s code, the inviscid theory gives values of P2 = 4.5 bar,
P5 = 10.3 bar and MS = 2.167. The dotted lines indicate these values of P2 and P5

in the figure 6(subscript 2 indicates the region behind incident shock and subscript
5 indicates the region behind the reflected shock). It can be seen that the P5 is close
to the theoretical value for one of the pressure sensors. The experimentally obtained
shock Mach number is 2.16 which is close to the theoretical value. From figure 7, it
can be seen that the pressure signals are not matching for the first two sensors but
for the third sensor the experimental value is close to the numerical value. But the
pressure jumps at the various sensor locations are the same instants of time which
shows that the shock Mach number is the same for the experiment and the signal
obtained from the code.

5 Conclusions

Experiments have been performed in the small-scale shock tube of diameter 6 mm to
investigate the effect of P4/P1 on shock wave attenuation. The shock Mach number
obtained experimentally is higher than the theoretical value for the 6 mm shock
tube. But the value of experimentally obtained shock intensity is close to the value
given by the empirical relation. Schlieren images have been obtained from the open
end of the 6 mm diaphragm-type shock tube which shows that a shock is formed
in the tube and propagates through it. A novel in situ generated H2-O2 combustion
driven small-scale shock tube has been designed, fabricated and initial experiments
have been performed to investigate the effect of T4/T1 on shock wave attenuation.
A numerical code has been developed on basis of Mirshekaris 1D model and initial
attempts have been made to complement the experiments performed.
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Standing Shock Formation in a Non-reflected
Shock Tube

R.G. Morgan, U.A. Sheikh, and D.E. Gildfind

1 Introduction

The study of thermo-chemical relaxation processes in shock tubes requires flow with
sufficient residence time to allow the relaxation process to complete. In the context
of hypersonic reentry, the length scales of interest are determined by the size of the
flight vehicles, which in general are too large to be reproduced in the laboratory. For
non-equilibrium binary kinetic processes, density-length scaling (where the product
of density with a characteristic length scale is conserved) may be used to reproduce
flight conditions. However, for situations where equilibrium is reached, any change
to the overall pressure level will change the chemical composition, and similarity
with flight will not occur, Morgan [1]. Therefore to study the radiation from regions
of equilibrium flow, test gas at the same pressure as exists in flight must be used. Be-
cause the conditions at equilibrium are not path dependent, provided the appropriate
pressure and temperature are reached, it is possible to study the radiation from an
equilibrium region by creating just a small section of the flow field.

In order to achieve this, it is necessary to reproduce the region of non-equilibrium
flow that precedes the equilibrium zone. The physical extent of this section is highly
condition dependent, reducing with simulated altitude, but may extend up to 100’s
of mm for upper atmosphere flight. In studies relating to reentry vehicles of the
order of 5 m diameter near peak heating, length scales of several mm will usually
suffice. Blunt bodies in non reflected shock tubes represent a possible mechanism
for doing this, but their shock stand-off distances scale between 0.1 to 0.35 of the
body radii (axi-symmetric shapes), effectively limiting the useful length scale to less
than approximately 0.175 times the test section diameter.

An alternative to using a large blunt body is offered by configuring the shock
tube to create a standing shock wave in the test section, without using a model,
as shown in Figure 1. In this configuration, a standing shock is created in the test
section by installing an extra section of tube downstream of the inspection station. If
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the density of the downstream tube is correctly set, a shock will form at the interface
between the two gases which is stationary in a laboratory reference frame, and will
stay there until the test gas is used up, or other wave processes intervene. The full
width of the test section and axial extent of the slug of processed gas is available for
viewing, not just the small region contained between the bow shock and the model
placed in the exit flow. Instrumentation mounted on the side of the tube can then
make detailed radiation measurements transverse to the flow direction. This paper
presents preliminary results from testing this configuration in the X2 expansion tube,
operated as a non-reflected shock tube. The pressure ratio required between the
driven tube and the downstream deceleration tube to create a stationary shock is
only weakly Mach number dependent at high speeds. For perfect gas air, a pressure
ratio of 25 will create a standing shock, but for highly reacting flows the increased
shock density ratio leads to a required pressure ratio of the order of 200 to 300.

2 Apparatus

The region where the standing shock is created is shown in Figure 1, and the overall
facility layout is shown in Figure 2, where the region of heated test gas behind the
standing shock is identified as region 8.

Interface

Diaphragm and
location of standing shock

Interface and
diaphragm fragments

Transmitted
shock

Observation window

Primary shock

Standing shock

Test gas

Interface

Interface and
diaphragm fragments

Transmitted shock

Time

x

Major flow features:

Fig. 1 Formation of standing shock. The location of flow features shown at the bottom of the
figure correspond to the time indicated by the red dotted line.
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Fig. 2 x-t diagram for standing shock.

The driver conditions from Gildfind et al. [2] were used to drive a shock heated
driver through helium initially at 45 kPa (region 1, Figure 2) at a speed of 4450 m/s.
The shock tube was filled with air at a pressure of 200 Pa (region 5, Figure 2),
and an incident shock speed of 6800 m/s resulted. The dump tank and acceleration
tube section were filled with air at 45 kPa (region 10 in Figure 2). The proposed
flow conditions were predicted using an equilibrium chemistry 1D analysis. For
the initial ‘proof of concept’ study, no transparent section was fitted to the tube to
observe the standing shock, and correct operation could only be deduced from ob-
servations of the pressure sensors, and the subsequent x-t diagrams. The primary
shock speed agreed well with the analytical predictions, and CFD, and was mea-
sured at 6800 m/s. The standing shock could not be seen in the pressure traces, but
the relative trajectories of the incident and transmitted shocks were seen from Fig-
ure 3 to closely match equivalent values computed using the 1D equilibrium CFD
code L1D2 code, Jacobs [3].

In Figure 3, the ‘standing’ shock is seen to be propagating slowly downstream
at about 200 m/s, and there is a lag of approximately 30 μs between the extrapo-
lated arrival of the incident shock, and the initiation of the transmitted shock at the
tertiary diaphragm location. These computations were run assuming instantaneous
diaphragm rupture, to give a ‘best case’ analysis of the flow conditions. The discrep-
ancy is attributed to diaphragm opening delay. The CFD was rerun with an inertial
diaphragm rupture model, whereby the diaphragm mass was removed over a char-
acteristic timescale (Potter [4]). The results of this simulation are shown in Figure
4, and give very close agreement with the experimental data.

The reverse shock starts out as a fully reflected wave, and decays to a stand-
ing shock in about 25 μs. The length of the slug of processed test gas is approxi-
mately 50 mm at the termination of the test flow. This calculation is inviscid, and
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Incident Shock

Diaphragm

Standing Shock

Driver Gas Interface

Decelerator Gas Interface

Transmitted Shock

Fig. 3 x-t diagram from CFD with experimental shock arrival marked ×.

Incident Shock

Diaphragm
Standing Shock

Driver Gas
Interface

Decelerator Gas Interface

Transmitted Shock

Fig. 4 CFD with inertial diaphragm rupture model removed over 100 μs.

unconfirmed by any direct experimental measurements or observations taken in the
actual shock heated region. However, the quality of the data and the good agreement
with analysis justifies the continuation of the program to construct a transparent test
section, and to proceed with high speed visualisation and spectrometric measure-
ments.

The presence of a diaphragm adjacent to the region of interest is of concern,
because of the possibility of contamination of the test gas with vapourised or solid
diaphragm fragments, and because diaphragm curvature may preclude 1D shock
formation. The bulging of the tertiary diaphragm would be expected to be of the
order of a centimetre or two, so with the slug of pre-shock processed gas being
of the order of 200 mm, it is possible that a planar shock might not form within
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the available flow. This needs to be investigated by further experimentation and
visualisation.

A possible way to overcome this issue is to set up a counter flow shock tube, as
shown in Figure 5. This configuration has an upstream facing shock tube mounted
near the tunnel exit, which fires a reverse shock back through the quiescent test gas
just before the incident shock arrives. If the conditions are matched appropriately,
when the two shocks collide, a standing upstream propagating shock will form at the
point of intersection, and the reverse shock will reflect back downstream. The flow
conditions behind the standing shock will be identical with the former configuration
presented above, but now there will be no diaphragms in the vicinity of the test gas.
Practical difficulties anticipated would be the precise and repeatable timing of the
two shocks so that the standing shock forms in the instrumented test section, and
the extra experimental uncertainties introduced by two colliding shocks. However,
it would form a very clean environment in which to study radiation, and provide a
very useful test bed for the study of shock-shock interactions and CFD validation.

Primary
 driver

 Shock 
heated
 driver

Shock tube

H2 driver

xReverse shock

Time
Standing Shock Test 

time

11
4

1

2
3

5

6

7 8 9

10

D1 D2

Fig. 5 Standing shock formation using counter flow shock tube.

This technique is analogous to the counter flow facilities that were used from
the 60’s whereby projectiles were launched upstream into the nozzles of hypersonic
shock tubes (Seiff, [5]), but without the difficulty of launching and controlling free
flying bodies.

3 Conclusions

Pilot tests have been performed on a shock tube to create a standing shock for the
study of radiation in shock layers, by the addition of a ‘deceleration’ tube at the exit
of a shock tube. Preliminary results at an enthalpy of 43 MJ/kg indicate that a stable
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standing shock can be formed, and can give a much larger slug of shock heated gas
than can be obtained in the same facility by using a stationary blunt body in the
test section. The current configuration does not permit observation of the standing
shock directly, but its location is inferred from CFD which gives a very good match
to the measured shock propagation paths. Follow on experiments are planned with
a transparent and heavily instrumented test section to observe the standing shock
directly, and to make spectrometric measurements of the radiation from the shock
layer. Because the shock layer is fixed in space and time, it is expected that more
accurate spatial resolution can be obtained than is possible in either a non reflected
shock tube with a moving shock, or behind a bow shock on a laboratory fixed model.
The difference between this configuration and using a reflected shock tube at the
same total enthalpy, is that test conditions are created in a steady flow situation. The
stagnation region created in a reflected shock tube is ‘no-flow’, and will suffer from
a continuous reduction in total temperature from radiative cooling in highly coupled
flows.

The presence of a ‘tertiary’ diaphragm between the test gas and the decelerator
gas in the current configuration can potentially contaminate the test gas and perturb
the flow field. A new operating mode using a reverse propagating ‘counter flow’
shock wave is proposed which would create a standing shock without the associated
diaphragm. This technique would be valuable for the study of radiation flows, and
the study of shock-shock interactions in general.
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Area Change Effects on Shock Wave
Propagation

J.N. Dowse and B.W. Skews

1 Introduction

When a planar shock wave propagating down a channel encounters a decrease in
cross-sectional area, not only is the shock strengthened but the shock shape and
post-shock flow are disturbed. The current research investigates how various area
reduction profiles affect the shock strength and shape, as well as the uniformity of
the post-shock flow for planar shocks. Bird [1] and Russell [2] investigated experi-
mentally the effects of wall shaping and strengthening by convergence respectively
using strong incident shock waves; however the current study looks at relatively low
Mach numbers of 1 < M < 2. By optimising the wall shape an area reduction can
be used to increase the strength of a shock significantly without compromising on
the quality of the post-shock flow, which is of particular importance in the design
of experimental shock tube testing. More importantly, by analysing different pro-
files using numerical studies, the technique could then potentially be generalized
to examine to what extent a shock shape may be purposefully manipulated to a re-
quired profile by suitable wall shaping. In order to provide a comprehensive study
of the topic, numerical, analytical and experimental analyses are conducted. A com-
parison of computational fluid dynamic (CFD) simulations and Milton’s corrected
ray-shock theory [3] is examined in detail.

2 Review of Shock Wave Strengthening by Area Reduction

When a shock wave travelling down a channel encounters a small change in area,
the strength of the incident shock changes continuously and during the transition
reflected disturbance waves and contact surfaces are also generated. Chester [4, 5]
analysed this problem and assumed that if the area of the channel changes by a
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small fraction of itself, the disturbances produced in the flow behind the shock are
regarded as negligible thus enabling the equations of motion to be linearised. The
approximate solution derived by Chester was also derived by Chisnell [6] using
steady state theory, and Whitham [7] using a simpler linearised characteristics ap-
proach. The derived relation is a one-dimensional differential solution that relates
the average shock strength to the cross-sectional area of a channel, and is referred to
as the CCW relation. It is described as an approximate solution because the CCW
relation neglects the effects of reflected disturbances from the subsequent flow and
Russell [2] suggests it is only valid within a region of monotonically changing area.
So, when considering a large change in area, the CCW relation can only provide
an approximation because any disturbances on the shock front caused by reflected
shock waves are no longer negligible [8].

Whitham later developed an approximate theory that uses analytical methods to
predict the shape and strength of a moving shock in two-dimensions [9]. The theory
is based on a grid of progressive shock front positions and orthogonal ’rays’ that are
used as coordinates. Whitham’s theory is particularly successful at predicting the
shock’s motion at high Mach numbers, as well as predicting the triple-point locus,
but is regarded as unreliable at lower Mach numbers where the effect of weak re-
flected and re-reflected waves are no longer negligible. Milton’s [3] modified version
of the ray-shock theory introduces a correction term that accounts for the disturbed
Mach reflection case. The correction term was evaluated using “strong” shock equa-
tions for the shock front, but the range of agreement with experimental data is vastly
improved over the unmodified ray-shock theory.

Bird [1] showed experimentally that the degree of reinforcement of a converging
shock wave is critically dependent upon the wall shape; where the gain in shock
strength continues to increase with the number of incremental steps taken to reduce
the area. He showed that by optimising the transition region for the area reduction,
the gain in shock strength rose significantly and approached theoretical maximum
values. Theoretical maxima were based on the ideal case of an infinite number of
vanishingly small area changes. Bird conducted his research using very strong ini-
tial shock waves where his initial shock Mach numbers ranged between 6.4 to 7.3.
Later, Russell [2] investigated shock wave strengthening by area convergence and
compared his results with the CCW relationship. Russell analysed an area conver-
gence from a 17 inch shock tube to a 1 inch tube with a 10◦ convergence half-angle
with initial shock speeds of between Mach 2.0 and 6.0. He showed that shock exit
speeds agreed to within 5% of predicted non-steady theory for a real-gas based on
the CCW relation. Russell also investigated how the strengthened shock decays once
it has passed through the area change. Once the shock has left the convergence, weak
reflected waves attenuate it to an asymptotic solution which is typically reached after
a distance of four to six convergence lengths. He suggested that for half-angles un-
der 30◦ two-dimensional effects are of limited importance when considering shock
decay.
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3 Numerical Computation of Planar Shock Waves through
Area Reductions

Numerical simulations carried out involved an unsteady two-dimensional analysis
of a planar shock wave propagating through a channel with a variable area reduc-
tion. By varying the Mach number and wall shape the change in shock strength,
shock shape and post-shock flow were analysed. The curve defining the boundary
wall profile consists of two intersecting parabolic curves as shown in Figure 1. The
point of intersection between the two parabolic curves or the ‘point of inflection’
was varied by moving it to 25%, 50% and 75% of the total profile length. Shifting
the point of inflection provides different cases for variable rates of shock compres-
sion and expansion as the shock progresses through the area change. Based on the
maximum length of the experimental facilities available, the profile lengths cho-
sen were 130mm, 195mm and 260mm. Similarly, the total channel inlet height was
fixed at 120mm. The range of area reductions chosen for investigation include 40%,
60%, 80%, 90% and 95%. Finally, the analysis was conducted for shock waves with
initial Mach numbers of 1.2, 1.4, 1.6 and 1.8.

Initial
shock

A2

A1

Profile length
(130mm, 195mm, 260mm)

Point of infliction
(25%, 50%, 75%)

(Mach 1.2, 
1.4, 1.6, 1.8)

A  - A A1 A2
A1

AR = x 100%

(40%, 60%, 80%, 
90%, 95%) 

Area ratio

Fig. 1 Illustration of parameters used to define a double-sided parabolic area reduction

Numerical simulations were carried out in ANSYS FLUENT 12.0 using an in-
viscid, second order, implicit, density-based solver. The domain consisted of a half
profile reduction with a symmetry boundary condition enforced on the upper plane;
a pressure inlet located 50mm upstream of the profile start and a pressure outlet
200mm downstream of the profile end. The flow was modelled using a third or-
der MUSCL scheme with Roe-Flux Difference Splitting scheme where the domain
was meshed using the least-squares, cell-based spatial discretisation technique. The
mesh was adaptively refined up to five times in regions where pressure and Mach
number gradients exceed 10% of the local normalized value. Initial simulations
were run with a minimum cell size of 1mm and 0.5mm, but reduced to 0.2mm to
adequately capture shock curvature and possible shear layer development. Quadri-
lateral, triangular and tri-quad meshes were compared and a mapped quadrilateral
mesh was chosen due to its superior computational efficiency whilst producing sim-
ilar results. Pressure data for the average pressure ratio across the transmitted shock
were extracted when the shock reached a distance of between 0.4 and 0.8 conver-
gence lengths downstream from the exit of the area reduction. At this position the
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shock in all numerical cases proved to be planar in shape. Theoretical curves were
calculated by integrating Milton’s modified A = f (M) relation and evaluating the
integral using initial area and final area conditions for various initial shock Mach
numbers.

4 Discussion

Figure 2 shows a comparison of Milton’s modified ray-shock theory and calcu-
lated transmitted Mach numbers for a given percentage in area reduction and profile
length at various Mach numbers. The filled data points indicate that the reflection
pattern transitioned to a simple Mach reflection, whilst the open points indicate that
only a strong compression wave behind the incident shock was observed. Figure
3 shows a comparison between the development of Mach 1.8 planar shock wave
propagating through a 260mm (a,b,c,d) and 130mm (e,f,g) parabolic profile respec-
tively. The flow features are labelled as follows: m - Mach stem; i - incident shock;
r - reflected shock; s - shear layer; T - triple point.
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Fig. 2 Comparison between numerical results for 130mm, 260mm parabolic profiles and
theoretical predictions from Milton’s modified A = f (M) relation for Mach 1.2, 1.4, 1.6 and
1.8

At smaller area reductions of 40 and 60%, the theoretical prediction for the trans-
mitted Mach number agrees well with results from simulations for all tested Mach
numbers. The difference in results between 130 and 260mm profiles in this region is
also negligible. This indicates that any reflections and re-reflections produced from
the profile are relatively weak compared to the strength of the incident shock and
later transmitted shock. In the larger area reductions of 80, 90 and 95% results from
the shorter 130mm profile start to deviate from those obtained for the 260mm profile
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as well as the theoretical prediction. The difference in transmitted Mach number be-
tween theoretical and the 130mm profile is quite significant at Mach 1.8 where the
difference is Mach 0.98. The difference in results between the 130mm and 260mm
profiles for 95% area reduction continues to increase as the incident shock strength
increases. This shows that losses associated with the formation of Mach reflection
and its interaction with the incident shock negatively affects the performance of the
area reduction. This means that the performance of the area reduction is dependant
not only on the rate at which the area decreases, but also on the incident Mach num-
ber. Simulations conducted for the point of inflection located at 25% and 75% of
the profile’s length for an 80% area reduction and 130mm profile showed only 0.5%
difference in shock strength. Given the possibility of numerical noise propagating
through the system, it is reasonable to conclude that changing the profile by moving
the point of inflection does not improve the efficiency of the design. Bird [1] showed
that he was able to obtain a maximum rise of 130% in Mach number for an 80%
area reduction and M = 7.0 incident shock. For this case, Bird calculated that the
theoretical maximum gain in Mach number is 150%. In comparison, results for an
80% area reduction and 260mm parabolic profile varied from 112% (M = 1.4) to
128% (M = 1.8) where all approached to within 1% of their respective theoretical
maxima.

Fig. 3 Development of Mach 1.8 planar shock wave propagating through a 260mm (a,b,c,d)
and 130mm (e,f,g) parabolic profile respectively

In Figure 3(a) a strong compression wave is seen developing behind the curved
incident shock but this does not result in Mach reflection at (b). Instead, due to the
gradual slope of the compression the shock and flow are able to adjust adequately.
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Besides the relatively weak reflections that arise from the reflection of the original
compression, the flow is quite uniform by position (d) and the shock is almost planar.
In contrast, the shock propagating through the 130mm profile has transitioned to
Mach reflection at position (e). At position (g) the re-reflected shock is distorted as
it moves through different flow regions thereby bowing the shock further. In later
time steps (not shown), the reflected shear layers are shown to break down and form
large Kelvin-Helmholtz instabilities, the formation of which is doubtful considering
the exaggeration of such features for the solution to the Euler equations. Overall, it
is clear that formation of a strong Mach reflection increases the level of entropy in
the system thereby affecting the quality of the post-shock flow.

5 Conclusions

Results showed that Milton’s modified ray-shock theory accurately predicts trans-
mitted Mach numbers for lower area reductions of 40 and 60% for relatively weak
incident shock waves. At high area reductions, theoretical predictions do not agree
with numerical results because the Mach reflection developed is of significant
strength relative to the transmitted shock to affect it. Overall, the performance of
the area reduction is dependant not only on the rate at which the area decreases but
also on the incident Mach number. Adjusting the profile for variable rates of com-
pression does not produce any difference in the transmitted shock strength as shown
in results by changing the profile by moving its point of inflection.
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Analytical and Numerical Study of Three Shock
Configurations with Negative Reflection Angle

L.G. Gvozdeva, V.L. Borsch, and S.A. Gavrenkov

1 Introduction

The three-shock configuration is quite typical for the aircraft internal and exter-
nal aerodynamics. For example, it appears at supersonic steady free-stream condi-
tions in intakes (Fig. 1, left) and unsteady shock wave reflection from 2D wedges
(Fig. 1, right). In the latter case the resulting flow is experimentally proven to be
pseudo-stationary, and the triple point trajectory makes the constant angle χ with
respect to the 2D wedge surface.

The triple shock configuration is perfectly predictable using the three-shock the-
ory [1], the free-stream Mach number and the specific heats ratio being given, and
the triple point location being specified. This means that one can compute the con-
figuration as a part of the corresponding well-posed boundary-valued problem using
some proper numerical approach. The results obtained are known to agree well with
the theory [1] for strong shock waves in some close vicinity of the triple point A
dashed round in Fig. 1.

Numerous known numerical computations for the three-shock configuration per-
formed at γ = 1.66 and 1.4 are similar to those shown in Fig 2, a and in all the cur-
rent textbooks. The computations manifest that the reflection angle ω2 > 0 with re-
spect to the free-stream direction at any admissible Mach number. The configura-
tion with ω2 > 0 is experimentally confirmed to exist at flow conditions when in-
ternal degrees of freedom are not excited and the effective specific heats ratio γ �
1.4. For flow conditions when physical and chemical phenomena behind the in-
coming and/or reflected shock waves take place the three-shock configuration with
negative reflection angle (Fig. 1, b) is experimentally shown to exist in pseudo-
stationary flow over 2D wedges and is known as double Mach reflection (DMR) with
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negative reflection angle. Since the above flow conditions lead to decreasing the ef-
fective specific heats ratio it was hypothesized in [2] that at supersonic steady flow
conditions similar to that shown in Fig. 2, b there emerge a transition to some un-
known flow regimes.
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Fig. 1 Schematic illustrations of Mach reflection with ω2 > 0, left: stationary flow, right:
pseudo-stationary flow
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Fig. 2 Schematic illustrations of three-shock configurations: (a) ω2 > 0, (b) ω2 < 0
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Fig. 3 DMR over the wedge (ω2 < 0): (a) schematic illustration of DMR; (b) schlieren image
of DMR in carbon dioxide at M1 = 5.18, p∞ = 20 torr, α0 = 32◦ [3]
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One of possible logical chains leading to putting forward the above hypothesis is
as follows. Self-similar DMR with ω2 < 0 is known to exist in a pseudo-stationary
flow [3], and both experimental [4, 5, 6] and numerical [7] studies revealed intensive
wall-jetting very similar by its nature to the flow choking in intakes. Such flows
are pseudo-stationary since the leading front of the shock wave configuration runs
away from the 2D wedge sharp leading edge faster than the wall jet moves, and
the former is not influenced by the latter. It is in agreement with [8]. In 2D case at
stationary flow conditions the negative reflection angle immediately leads to the flow
choking, but contrary to self-similar solutions the resulting flows are conjectured
to be transient since the flow choking is a time-dependent phenomena influencing
the subsonic region upstream. But it is the point what sort of transition develops.

The underlying idea of the current study is to implement a preliminary testing
the conjecture [2]. it is obvious that the verification of it should be carried out nu-
merically. The study is organized in two parts. In the first part an analytical study is
performed, whereas in the second part numerical testing the conjecture is performed.

2 Analytical Study of the Problem

Analytical study was performed using the exact 2D gas dynamics known as shock
polar based approach to prove: 1) that stationary three-shock configurations (Mach
reflections) with ω2 < 0 (Fig. 2, b) are theoretically admissible; 2) to evaluate con-
ditions at which searching for such configurations is promising. Results obtained
are briefly presented in Fig. 4. They prove that: 1) reflection angle is always posi-
tive for γ � 1.4 and the Mach numbers M even as large as it is physically possible;
2) negative reflection angle configurations are possible at low values of the specific
heats ratio γ and high Mach numbers M.
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Fig. 4 The angle of reflection ω2 vs the angle of incidence ω1 for steady Mach reflection: (a)
γ = 1.4, M = 3−15; (b) M = 5, γ = 1.2−1.6; (c) γ = 1.3, M = 6−15
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3 Numerical Study of the Problem

Two approaches are used in the current numerical study of shock wave reflections.
The first approach is fully based on the self-similar formulation of the time-

dependent Euler equations. The governing equations are explicitly integrated in
time-asymptotic manner to obtain stationary solutions provided they do exist. Nu-
merical fluxes at the intercells of structured grids are computed using various
1D Riemann solvers, spatial second order being achieved by using MUSCL ex-
trapolation.

The problem of DMR (ω2 < 0) over the 2D wedge (Fig. 3) has been studied using
the above approach. All the solutions obtained turned out to be converged, that is
they are all of pseudo-stationary type. The agreement with the three-shock theory
is satisfactory, the condition ω2 < 0 being necessary for the DMR. The influence
of γ on the flow pattern turned out to be direct and is clearly seen from Fig. 5.
As γ decreases the wall-jetting increases, and eventually approaches the Mach shock
wave and destroys it from within. It should be noted that the phenomenon was not
reported in [7], and very similar results were obtained numerically in [10].

a

b

c

d

Fig. 5 Numerical isopicnics of DMR [3] (see Fig. 3), numerical flux [9] + minmod, the num-
ber of nodes along the wedge surface ∼1000, ωr (< 0 or > 0) and wall-jetting are clearly
seen to be dependent on γ : (a) 1.40; (b) 1.30; (c) 1.25; (d) 1.20

The second approach is fully based on the Navier-Stokes time-dependent gov-
erning equations for turbulent 2D flows closed with the Spalart-Allmaras model
implemented in the STAR-CCM+ code.

The problem considered using this approach is the shock wave reflection from
the plane of symmetry shown in Fig. 1, a. During the preliminary runs of the STAR-
CCM+ code the agreement with the known experimental test cases proved to be
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Fig. 6 Regular reflection in air at M1 = 5, θi = 25◦, left: schlieren image, right: numerical
isopicnics (STAR-CCM+)

Fig. 7 Mach reflection in air at M1 = 5, θi = 27◦, left: schlieren image, right: numerical
isopicnics (STAR-CCM+)

Fig. 8 Numerical isopicnics (STAR-CCM+) for Mach reflection at M1 = 5, θi = 27◦, in air
(two small wedges placed in subsonic region lead to the increase of the Mach stem height
essentially)
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perfect (Figs. 6 and 7). Mach reflection is known to be very sensitive to the flow con-
ditions downstream the shock wave intersection. Introducing in this region two very
small 2D wedges imitates the influence of some disturbances and leads to the in-
crease of the Mach stem height (Fig. 8). Currently 2D time-dependent shock wave
reflections at different incoming flow conditions leading to ω2 < 0 are studied.

4 Conclusions

There are theoretically admissible two distinct three-shock configurations depend-
ing on the free-stream Mach number, the incidence angle ω1, and the gas specific
heats ratio, with ω2 > 0 and ω2 < 0. In pseudo-steady case the condition ω2 < 0
leads to DMR with negative reflection angle. In 2D case the resulting flow is still un-
known, but it has been conjectured that there should appear a transient flow with de-
tached single shock wave, and it is probable that the transition is eventually followed
by some oscillations. In any case a preliminary conclusion has been put forward that
configurations appearing in this case can not be steady. Currently computations for
2D case are in progress to test preliminary conclusions.
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Shock Detachment from Curved Surfaces

S. Mölder, E. Timofeev, and G. Emanuel

1 Introduction

Attached-to-detached-shock transition analysis is of particular interest because the
transition introduces radical changes in the flowfield and abrupt changes in flow
characteristics. Section 2 of this paper discusses the possible causes of shock de-
tachment from a sharp curved wedge. The concepts of local and global chok-
ing are introduced as causes for shock detachment from a sharp curved leading
edge. Then the analytical conditions are shown under which the above causes
are produced. Section 3 is a CFD confirmation showing flow field computations
of attachment/detachment with the unstructured adaptive finite-volume Euler code
SolverII [4] at the analytically predicted conditions. Two items are introduced
here to aid the subsequent development of discussion, theory and computation.

The Unit Ring-Wedge (URW) is an annular ring with a sharp leading edge that
is everywhere at unit radius from the axis of symmetry (y = 1). The outer surface of
the ring turns the flow outward by δo and the inner surface turns the flow towards
the axis by δi, at the leading edge. The surface curvature, D2, in any meridian (flow)
plane is zero, positive (when the flow turns away from the axis) and negative (when
the flow turns toward the axis). The shock has an acute angle on the outside and
an obtuse angle on the inside; giving a positive/negative flow deflection on the out-
side/inside. Shock curvature in the meridian plane is Sa, defined as positive when
the shock is concave towards the oncoming flow. In the transverse plane the shock
curvature, at the leading edge, is Sb =−cosθ/y, which, for the URW becomes sim-
ply −cosθ . All radii of curvature Ra = −1/Sa, Rb = −1/Sb and r2 = −1/D2 are
normalized with respect to the unit ring-wedge radius y = 1. The URW provides the
normalizing dimension and a convenient geometry for the study of doubly curved
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shock waves and surfaces in axial flow. The term axial is synonymous with axisym-
metric and what is often called two-dimensional is referred to as planar; the latter
being a limiting case of the former when y → ∞.

Curved shock theory (CST) relates flow gradients on the up and downstream
sides of a doubly curved shock wave. Two major results of CST, applicable to shock
detachment formulations, are the algebraic expressions for pressure gradient and
streamline curvature behind a curved shock in terms of the shock’s curvatures:

P2 = a1Sa + a2Sb ; D2 = b1Sa + b2Sb , (1)

where Sa and Sb are the shock’s curvatures and their coefficients are all functions of
shock angle and freestream Mach number [1, 2, 3].

2 Shock Detachment from a Sharp Leading Edge

The oblique shock equations readily show that a shock, attached to the leading edge
of a wedge, is incapable of turning the free stream flow into being parallel with the
wedge surface beyond a certain maximum wedge angle. This can be referred to as
detachment by excessive flow turning – δmax criterion. The appearance of another
type of detachment – detachment by excessive back-pressure – is more likely in
internal flows where it is easier to apply a back-pressure through downstream flow
choking. Two types of excessive pressure choking are possible and here referred to
as global choking and local choking.

Shock detachment by global choking appears in internal flow when the mass
outflow is restricted to such an extent that it is less than that passed into the inlet by
an attached shock at the entrance. The excess flow must be spilled overboard and
this is made possible by the shock detaching and moving upstream to allow a gap
for flow spillage. Shock detachment by local choking appears, near the leading
edge, when the sonic surface is not able to pass all the mass flow entering the por-
tion of the shock between the leading edge and the sonic line behind the shock. As
with detachment due to global choking, the shock detaches, opening a gap between
the leading edge and the shock for excessive flow spillage. In distinction to global
choking, the conditions for detachment due to local choking depend on the geomet-
ric details of the leading edge surface. It is the purpose of this paper to examine the
conditions necessary for detachment by local choking using both analysis and CFD.

An approximate analytical method, based on CST, is developed below for pre-
dicting the conditions necessary for shock detachment by local choking in axial
flow. The major premise is that a sonic line cannot exist on a surface if the flow area
on that surface is contracting, this principle is the same that applies to steady flow in
a converging/diverging passage where the sonic surface can exist only at the throat.
For any wedge geometry (angle and curvature) we attempt to find the wedge length
required to choke the flow. The starting point is the curved shock equations (1).
Using Sb =−cosθ for the URW and eliminating Sa from Eqn. (1) gives,
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P2 = (a1/b1)D2 + cosθ (a1b2 − a2b1)/b1 . (2)

This expression gives the normalized pressure gradient at the URW leading edge
(both top and bottom) in terms of the leading edge curvature, D2, and the Mach
number and shock angle which are the only parameters contained in the a and b
coefficients. The first term on the r.h.s. is the contribution to pressure gradient due to
the stream-wise curvature of the surface, D2, and the second term, which vanishes
for planar flow, is the contribution of lateral surface curvature. For the isentropic
flow behind the shock the Mach number gradient can be written in terms of the
pressure gradient. This enables the Mach number gradient to be expressed in terms
of the normalized pressure gradient, dM2

2/ds = −[2+(γ − 1)M2
2 ]M

2
2 P2, where s is

the distance along the wedge (streamline) in the flow direction. Using P2 from above
and making the approximation that the post-shock Mach number gradient equals
the average gradient to the sonic surface, dM2

2/ds = (1−M2
2)/L∗, where L∗ is the

distance from the leading edge to the sonic point on the wedge, gives,

L∗ =
b1
a1
(M2

2 − 1)

[2+(γ − 1)M2
2 ][D2 − (b1

a2
a1
− b2) j cosθ ]

, (3)

where j = 0/1 for planar/axial flow. The post-shock Mach number, M2, is expressed
in terms of M1 and θ , so that the independent parameters that make up the right-hand
side of this expression are the freestream Mach number, M1 , the shock angle, θ , and
the wedge curvature, D2. The shock angle can be traded for the wedge angle, δ , by
the (M,θ ,δ )-relation for oblique shocks so that the right side becomes an expression
containing the freestream Mach number, M1, and wedge geometry as specified by
(δ ,D2,L∗). Equation (3) implies that shock detachment is promoted by a decrease
in freestream Mach number and an increase in value of any one of the geometric
parameters. It gives the relationship between the variables at incipient detachment;
the inference being that the shock will detach at the sonic wedge angle when L∗ is
zero and at the maximum deflection angle when L∗ becomes very large. So that, if
the surface length in the flow direction at any intermediate wedge angle, is more
than L∗, the shock will detach at this intermediate wedge angle. Figure 1 is a plot
of Eqn. (3) for L∗ against M1 with the wedge angle as parameter for D2 = 0, i.e
an URW as described above with straight conically convergent inner surface. The
various values of δ on the abscissa, where L∗ = 0, are the δmax values, indicating
that, for δmax, local choking occurs right at the leading edge, effectively requiring
a very short duct length to cause detachment. An examination of this figure shows
that moving to a smaller duct convergence angle increases the length of duct, L∗,
required to produce local choking and hence detachment at that angle. At Mach
numbers below 2.5 the colour bands for δ are almost vertical so that the effect of
local choking on shifting shock detachment away from δmax is small.
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Fig. 1 Distance from leading edge to sonic line L∗ vs. Mach number M1 and wedge angle δ

a b

Fig. 2 Mach contours on URWs (the sonic line is shown in black): (a) the freestream
Mach number M1 = 2.7, the upper (outer) and lower (inner) wedge angles are both 30◦;
(b) M1 = 1.7, the wedge angles are both 16◦; an infinitely thin tube has been inserted, ex-
tending forward from the leading edge into the free stream. Its purpose is to isolate the outer
and inner flow calculations so that surface curvature effects appear separately on each side
without spillage effects from detached flows on either side affecting the flow on the other side

3 Computational Examples

Figure 2 illustrates the difference between global and local flow choking in an axial
converging duct. For the case shown in Fig. 2a, the maximum deflection angle is
31.7406◦ and the sonic shock deflection is 31.64294◦ so that on a plane wedge the
shocks would both be attached. Flow is supersonic on the outer wedge surface and
the shock is attached. On the lower wedge the flow is subsonic and the shock is very
close to detaching. This is an example of shock detachment by local choking where
the sonic surface, appearing as a black line from the shoulder to the shock, is not able
to pass the flow entering through the shock in front of it. Although there is a Mach
disk at the centre line, the global (inside) flow is not choked and the choked flow
is confined to the leading edge without being affected by downstream conditions –
hence the term ‘local choking’. Shock detachment is caused by the curved shape of
the inside surface at the leading edge. For the case shown in Fig. 2b, the maximum
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deflection and sonic shock angles are 17.01194◦ and 16.63108◦. In this case the
outer shock is attached whereas the inner shock is detached from the leading edge.
All of the inner flow is choked at the sonic surface and the shock has assumed a
steady shape and position in front of the URW.

a b

Fig. 3 Constant Mach number contours for a Mach number of 3 over an URW with a wedge
angle of 33.5◦. The axial wedge surface at the top is curved towards the flow with a radius of
curvature of 1. The distance from the axis of symmetry at the bottom to the top of this figure
is also 1. Image (b), where detachment is clearly visible, is an enlarged view of the subsonic
region of the flowfield depicted in the contour plot (a)

a b

Fig. 4 (a) Mach number shading over the leading edge of a URW with outer/inner deflection
angles ±30◦ in a Mach 3 freestream flow. An infinitely thin splitter tube is inserted, in the
computational domain, projecting upstream from the leading edge, to keep the effects of the
upper and lower curvatures from interacting. The streamwise curvature for both surfaces is
zero, D2 = 0. For the upper/outer surface the lateral curvature is −cos30◦ = −0.8660 and
for the lower/inner surface it is −cos150 = 0.8660 with curvature radii 1.1547 and −1.1547
respectively; (b) Constant Mach number lines for planar flow at Mach 1.7, where the outer
and inner wedge angles are ±16.5◦

For the Mach number of the case shown in Fig. 3 the flow deflection angle for
sonic flow is 34.00835◦ and for maximum deflection it is 34.07344◦ so that, on a
plane wedge, the shock remains attached. The doubly curved leading edge supports
a detached shock with subsonic flow between the shock and the surface and a sonic
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line from the corner to the shock. The result is in agreement with the CST predic-
tions of Eqn. (3). This is an example of shock detachment occurring due to local
flow choking as induced by wedge curvatures in both streamwise and transverse
directions. In the case shown in Fig. 4a the negative and positive curvatures cause
expansive and compressive flows on the upper and lower surfaces as specified by the
second term of Eqn. (2). Expansive flow on the top is supersonic whereas compres-
sive flow on the bottom is subsonic. The bottom flow chokes at the corner causing
detachment of the lower shock. This is an illustration of shock detachment as caused
by lateral surface curvature through the action of local choking. At the Mach num-
ber of Fig. 4b the sonic and maximum deflection angles are 16.6311◦ and 17.0119◦,
so that, on plane wedges the shocks would remain attached. In fact the upper wedge
is plane and the shock is attached with a sonic line shown between the plane surface
and the shock, indicating just-supersonic flow. The bottom wedge is curved towards
the flow in the streamwise direction (D2 =−1) so that, according to the first term in
Eqn. (2), the flow is compressive. The thin black line shows where the flow chokes
locally by streamwise surface curvature, eventually causing shock detachment.

4 Conclusions

Detachment by global choking is a flow area effect that occurs in the starting and un-
starting of air intakes. It is due to the global mismatch of mass flow passing through
the shock and the sonic surface downstream. If it occurs in a duct, it preempts lo-
cal choking, which is due to the same mismatch but now at the leading edge. It
has been shown that shock detachment can occur from a sharp leading edge that is
curved either along or transverse to the freestream direction by local choking of the
post-shock flow. Detachment by local choking is attributed uniquely to the shape of
the leading edge and the freestream Mach number and occurs when the convergent
flow is not globally choked. Both local and global choking can cause shock detach-
ment from a sharp wedge whose angle is smaller than the maximum flow deflection
angle as well as smaller than the angle for sonic down-shock flow. Mach number
driven hysteresis is possible for both global and local choking. If the mechanism
for RR→MR transition has the same underlying cause as shock detachment from
a curved wedge then the occurrence of transition depends on the curvature of the
reflecting surface and hysteresis-induced flow duality becomes a possibility.
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Effect of Solution Conductivity on Shock Wave
Pressure Generated by Multichannel Electrical
Discharge in Water

V. Stelmashuk, P. Lukes, and P. Hoffer

1 Introduction

Starting from the mid-1980s and up to now, experimental studies of the extracorpo-
real shock wave lithotripsy (ESWL) applications are performed in different fields
of medical sciences, such as the treatment of kidney stone disease, neurosurgery,
assisted drug delivery, the treatment of cerebral embolism, orthopedics and in the
veterinary medicine. A generator of focused shock waves based on a high current
spark discharge in water was developed in the Institute of Plasma Physics AS CR
(IPP) [1, 2]. Hospitals in the Czech and Slovak Republic are equipped by such gen-
erators produced by the company MEDIPO, Brno. Number of patients undergo a
course of medical treatment by these devices every year.

A new apparatus for shock waves generation using cylindrical electrode was de-
veloped in IPP [3, 4] (Fig.1). An experimental setup of the arrangement is schemat-
ically shown in Fig. 1. A tank containing conducting and non-conducting liquids
is separated by acoustically transparent partition. Conductive part, which is filled
with highly conducting saline solution (with the conductivity in the order of tens
mS/cm), consists of a metallic cylindrical high-voltage electrode covered by a thin
porous ceramic layer (composite anode) placed along the axis of the outer metallic
parabolic reector (cathode). The pulsed high voltage applied to the composite elec-
trode is provided by a pulse power supply that consists of a 0.8 μF capacitor charged
up to 30 kV and a triggered spark gap. The focal point of the reflector is situated in
the second part of the generator, which is filled by a tap water.

Design of the composite electrode allows simultaneous generation of a large
number of filamentary discharge channels in water, which are distributed almost
homogeneously along the whole surface of the electrode at a moderated applied
voltage (20-30 kV) [5]. Every discharge channel creates a semi-spherical pressure
wave, and by superposition of all of the waves a cylindrical pressure wave propa-
gating from the anode is formed. The primary cylindrical pressure wave is focused
by a reflector and it is transformed into a strong shock wave near the focus [3, 4].
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Fig. 1 Experimental setup

A special sensor assembly (Fig. 1) was constructed for measuring high voltage
and current directly on the electrode. It is designed to withstand high voltage break-
down and is compatible with high voltage (HV) cable RG58A utilised in our labora-
tory. An induction coil sensor based on Faradays law followed by a passive integra-
tor is a suitable solution for current pulse measurements. Three windings of the coil
were made of RG174 coax cable with shield interruption for the screening against
the electric field. The coil is mounted in the middle of the 25 cm long copper tube
with a diameter of 10 cm and is followed by the passive integrator [6]. This sensor
system was calibrated using Pierson probe.

The temporal waveforms of the focused shock waves were measured by polyvinili-
dene fluoride (PVDF) shock gauges model S25TCB, produced by a French company
PIEZOTECH S.A. and Muller-Platte Needle Probe produced by Mueller Instru-
ments. Both sensors are based on the same principle of the generation of electric
signal on piezo element under changing pressure.

2 Experimental Results

The measurements of shock waves generated by the discharge on composite elec-
trode were performed in our laboratory. The results of these measurements by PVDF
sensors at different water conductivity can be seen in Figure 2. Measurements were
made along the major axis of the reflector at different distance from the focus. As
well as the well-known pressure distributions in the focus region, this plot illustrates
the fact that the shock wave amplitude has non-linear dependence on water conduc-
tivity. The focus profile reveals maximum shock wave amplitude at water conduc-
tivity 18 mS/cm ÷ 19mS/cm. Further increase of conductivity from 18 mS/cm up
to 36.5 mS/cm leads to the decrease of the shock wave pressure. The lower curve in
Fig.2 shows that the shock wave generated at 15 mS/cm possesses minimum acous-
tical energy, in comparison with other measurements.
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Fig. 2 The effect of solution conductivity on the energy injected to the discharge.

In an attempt to understand the effect of water conductivity on acoustical energy
of shock wave, the voltage-current measurements of the electrical discharge on com-
posite electrode were performed. The obtained voltage-current temporal waveforms
vary at different water conductivities. As an example, voltage and current traces at
15 mS/cm and 39 mS/cm are presented in Fig.3. It should be noted that negative
part of current trace grows with water conductivity. This fact points to the increase
of the impedance mismatch between power source and electrode-reflector system.
As a result, the part of the energy delivered to the electrode from the source reflects
back. This reflections increase with the increase of water conductivity.

The instantaneous power delivered to the discharge is given by multiplication of
instantaneous current by instantaneous voltage. The time integral of power gives the
total energy injected into the discharge. Performing calculations by using the data
obtained from our experiments, we received the plot presented in Fig.4. One can
conclude from Fig.4, the increase of water conductivity leads to the monotonic de-
crease of electric energy delivered to the electrode-reflector system. Approximately
25 % of electrical energy delivered to the discharge is spent on the acoustical energy
of streamers expansion [7]. Therefore, the acoustical energy of the shock wave in
the focus must decrease with water conductivity. This is clearly visible for water
conductivities 18 mS/cm ÷ 39 mS/cm, as shown in Fig.3.

The Fig. 3 contains the focus profile with anomaly low pressure amplitudes. In
spite of the fact that the maximum electrical energy injected to the discharge was at
water conductivity 15 mS/cm, the acoustical energy is minimal. We think that the
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Fig. 3 Voltage-current temporal waveforms measured for water conductivity, left: 16.0
mS/cm, right: 39.0 mS/cm.

explanation of this contradiction is to be found in the characteristics of the streamer
expansion. As noted by Joshi at all [8] in their comprehensive review, exchange
of energy and momentum between the streamers and surrounding liquid is a com-
plex process determined by the plasma composition, streamer conductivity and self-
consistent electric field updates. From this review we want to highlight three major
factors determining streamer expansion: the dependence of streamer growth on the
rate of field ionisation which has an exponential dependence on the local electric
field; the filamentary brunching of streamers and the generation of shock waves
non-perpendicular to the electrode surface; the streamer expansion in the radial
direction.

Fig. 4 The effect of solution conductivity on the energy injected to the discharge.

We can only suppose that in accordance with Joshi at all [8], these processes
can be advanced or expelled, depending on water conductivity during discharge on
composite electrode. Precise measurements of streamer speed and observation of
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their shape are not possible in the experimental setup available. Special apparatus to
be utilised for such studies is being constructed at present.

3 Conclusion

The amplitudes of shock wave in the focus region were measured at different water
conductivities. The combined effects of electrical energy injected to the discharge
and characteristics of the streamer propagation result in non linear character of the
dependence of amplitude of focused shock wave versus water conductivity. The wa-
ter conductivity affects the impedance of the electrode-reflector system thereby in-
fluences the energy delivered to the discharge. Unusually low energy of shock wave
generated at water conductivity 15 mS/cm can be explained by the characteristics of
the growth speed of the streamer and its specific shape.
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Sonic Line and Stand–Off Distance on Re–entry
Capsule Shapes

Hans G. Hornung, Jan Martinez Schramm, and Klaus Hannemann

1 Introduction

In hypersonic flow over a sphere, the shock wave stand–off distance is related to the
density ratio by

Δ/r = 0.78ρ∞/ρ,

where Δ is the stand–off distance, r is the sphere radius, ρ∞ is the free–stream den-
sity and ρ is the average density along the stagnation streamline, see e. g., Hor-
nung [1]. For a sharp cone of a given angle, the stand–off distance increases linearly
with ρ∞/ρ from a critical onset point and is scaled by the base radius R of the cone,
see e. g., Leyva [2]. For a spherically blunted cone, one may therefore expect a
transition to occur between sphere behavior and sharp cone behavior. This would
be undesirable for stability and heat–flux reasons. A possibly more benign shape
is an oblate ellipsoid, as suggested by Brown [5]. We study features of such flows
on the basis of perfect–gas computations. Since the density ratio is very sensitive
to reaction rate in flows with vibrational and chemical relaxation, these phenomena
are very important in entry of vehicles into atmospheres such as that of Mars. The
computations are therefore extended to include the effects of reacting CO2 flows.

2 Theoretical Considerations

The sketches of Fig. 1 illustrate the features of the flows of interest here. When the
angle of a sharp cone in a steady supersonic flow is increased, there comes a point
at which a sonic line appears at the surface of the cone. As the angle is increased
further, the sonic line moves toward the shock wave, and reaches it at the point of
shock detachment. Further increase of the cone angle causes the shock to detach
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Δ/
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low ρinf/ρs

high ρinf/ρs

Δ
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θ

equilibrium

frozen

Fig. 1 Sketches of the behavior of the shock standoff distance on a sharp cone. Left: frozen
flow. Right: reacting flow. On the left, if, in a flow with a particular density ratio (particular
γ), the shock angle is increased, there comes a point where the angle reaches the detachment
angle, i. e., the point where the oblique line for that γ intersects the θ axis. Further increase in
θ causes Δ/R to increase along the oblique line. For a cone of a particular angle, a change of
density ratio causes Δ/R to follow the vertical line. On the right, for reacting flow, changing
the density ratio from very large to very small causes the curves to change from the straight
oblique line for frozen flow to the straight oblique line for equilibrium flow. For intermedi-
ate values of the density ratio all the curves emanate from the frozen detachment point, see
Leyva [2]. For a fixed angle, changing the density ratio therefore causes the stand-off distance
to behave differently in reacting flow.

Δ
/R

ρinf/ρav

frozen conenonequil. cone

sphere

Fig. 2 Sketch of expected behavior of the stand–off distance on a spherically blunted cone
of a particular angle with density ratio. The consequence of the features described in the
sketches of Fig. 1 is that the stand-off distance at small density ratios follows the line for the
sphere in both frozen and reacting flow. However the transition to the sharp cone behavior is
different. In the frozen case, the transition occurs fairly abruptly at the point where the sharp–
cone line intersects the sphere line. In reacting flow the transition is more gradual, because
the sharp–cone line leaves the density ratio axis at a smaller detachment angle.
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by a distance which increases linearly with further shock angle increase. This is
illustrated in the left part of Fig. 1 corresponding to perfect–gas or frozen flow. For
decreasing values of ρ∞/ρs the detachment angle increases.

The situation is different for reacting flow. This is illustrated by the sketch on the
right of Fig. 1. Here the detachment angle for frozen flow is significantly smaller
than that for equilibrium flow. In each of these limits, Δ/R increases linearly with
further increase of cone angle. However, at intermediate values of the density ra-
tio, where nonequilibrium effects apply, all the curves for different density ratios
emanate from the frozen detachment point. This was shown by the extensive exper-
iments and computations of Leyva [2].

The difference between the behaviors of the sharp–cone detachment process in
perfect–gas and in reacting flows as illustrated by the sketches of Fig. 1 now permits
us to construct an expected behavior of the detachment process on a spherically
blunted cone. This is illustrated in the sketch of Fig. 2.

In the following we aim to test these theoretical considerations by performing
numerical computations of the relevant flows. In addition, we test the feasibility
of using an oblate ellipsoid to avoid the relatively sudden transition from sphere
behavior to sharp cone behavior that is typical of the spherically blunted cone.

3 Computational Method

The perfect gas computations were made with the Euler code formulation within the
computational system Amrita written by Quirk [3]. A kappa-MUSCL scheme was
used with HLLE reconstruction and a coarse Cartesian 400×500 grid with adaptive
mesh refinement of one level by a factor of 3. The body was inserted by a level set.

The reacting flow computations were performed with the hybrid structured–
unstructured grid DLR-Navier-Stokes solver TAU which has been validated for
a wide range of steady and unsteady sub- trans- and hypersonic flow cases, see
Schwamborn et al. [4]. For the present investigation an AUSMDV flux vector split-
ting scheme is used with HLLE gradient reconstruction. The gas is considered to
be a reacting mixture of thermally perfect gases. Equilibrium properties are cal-
culated from partition functions or look–up tables. Modified Arrhenius reactions
model the forward reactions and the vibrational equilibrium and rate equations use
the Landau–Teller and Millikan–White models. While TAU is designed for viscous
flow with heat and species diffusion, inviscid, non-conducting flow is assumed for
the present calculations.

4 Results of Computations

The results of Euler computations of flows over blunted cones shown in Figs. 3 and
4 nicely confirm the behavior expected from the sketch of Fig. 2. A brief discussion
of the behavior of the sonic line on blunted cones may also be found in [6].

Brown [5] showed that an oblate ellipsoid is a better reentry shape than the
blunted cone, or, for that matter, the Apollo shape. The latter two suffer from the
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Fig. 3 Euler computations of perfect–gas flow over a spherically blunted 65◦ cone with
different specific heat ratios ranging from 1.07 to 1.4. Note how the sonic line terminates at
the junction of the sphere and cone for γ close to 1 (or small ρ∞/ρs, top half of figure) so that
the stand–off distance follows the sphere behavior, until the density ratio reaches a value at
which even the sharp cone would exhibit a detached shock.
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Fig. 4 Left: Results of computation of frozen flow over a 65◦ spherically blunted cone,
showing that the behavior is indeed as discussed in the sketches. The short vertical line indi-
cates the theoretical detachment value of the density ratio. Right: Same as left, but for a 70◦
cone.

fact that the heat flux at the high–curvature shoulder is high, which is avoided by
the smooth change of curvature of the ellipsoid. In gases where a very high density
ratio occurs across a normal shock wave, the blunted cone exhibits the undesirable
abrupt change from sphere to sharp–cone behavior discussed in the previous section.
To show that the ellipsoid also avoids this difficulty, we present ellipsoid computa-
tions in Fig. 5. Also, Fig 6 (left) shows the stand–off density ratio graph, in which a
very smooth transition away from the sphere–behavior is exhibited.
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Fig. 5 Euler computations of perfect–gas flow over a 3:1 oblate ellipsoid with different
specific heat ratios. For this body the sonic line moves smoothly from the sphere behavior
for γ close to 1 to the situation in which it terminates on the body shoulder as γ increases.
Accordingly, the stand–off distance also increases smoothly, see Fig. 6.
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Fig. 6 LEFT: Results of computation of perfect–gas flow over a 3:1 oblate ellipsoid, showing
that the stand–off distance increases smoothly away from the straight line for the sphere as
the density ratio is increased. RIGHT: Results of computations of reacting CO2 flow over a
spherically blunted 68◦ cone, showing that the stand–off distance follows sphere behavior at
small density ratios and departs to the cone behavior earlier and less abruptly than the perfect
gas line, just like the curve labeled ”nonequil. cone” in the sketch of Fig. 2.
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Fig. 7 Reacting CO2 flow over a spherically blunted 68◦ cone. Left to right, increasing
ρ∞/ρ . The leftmost case exhibits sphere behavior, while the sonic line terminates at the cone
shoulder in the other cases.

5 Conclusions

Theoretical arguments about the behavior of the stand–off distance on various reen-
try shapes lead to the expectation that changing the density ratio leads to a dramatic
change of behavior in the case of the spherically blunted cone. A difference in this
transition between perfect–gas and reacting CO2 flow is predicted. Computation of
perfect–gas and reacting CO2 flows confirm these arguments nicely. Choosing an
oblate ellipsoid as first suggested by Brown [5] avoids the dramatic change that oc-
curs on the spherically blunted cone and should also be desirable from the point of
view of heat flux distribution.
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Numerical and Experimental Investigation of
the Effect of Bypass Mass Flow Due to Small
Gaps in a Transonic Channel Flow

M. Giglmaier, J.F. Quaatz, T. Gawehn, A. Gülhan, and N.A. Adams

1 Introduction

Within the joint project PAK 75 (Deutsche Forschungsgesellschaft DFG), a novel
process for the production of gas phase synthesized particles is developed. The key
features of the process are shock induced precursor combustion, homogeneous par-
ticle growth at constant thermodynamic conditions and gas dynamic nozzle quench-
ing within a double choked Laval nozzle system (fig. 1) [1] [2].

Fig. 1 Schematic of the new process of gasdynamically induced particle production

In order to guarantee a homogeneous mixture of the precursor with the carrier
gas, a certain mixing length is needed. For this purpose, a low static temperature
is necessary to suppress a pre-reaction of the precursor. This is achieved by ac-
celerating the flow to supersonic speed. The required mixing length results in the
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development of the boundary layers that reach a maximum thickness of 15% of the
channel height at the desired shock position. The shock boundary layer interaction
within the channel leads to the formation of a series of oblique shocks and rarefac-
tion waves, a so-called pseudo-shock system. Thereby, the heating rate across the
shock system is decreased, recirculation zones are formed and inhomogeneous flow
conditions downstream the shock system reduce the homogeneity of the particle
growth. Previous investigations within the project already improved the understand-
ing of the dominating effects on the shock structure [3], shock asymmetry and un-
steady behaviour [4], active and passive shock stabilisation and the turbulent flow
characteristics shortly downstream of the shock system [5]. Pseudo-shock systems
are investigated by other groups as well, a detailed review of the topic is given by
[6]. Various measurement and visualisation techniques (e.g. Schlieren visualisation,
LDV, PIV, LIF) require optical access to the flow. Commonly, quartz glass windows
are mounted on the side walls of the test section. However, to avoid strong stresses
within the glass, these windows should not be flush mounted to the facility. Thus,
small gaps of Δz = O(10−4) m can occur between the glass side walls and the metal
contour. During our previous investigations we observed that these gaps result in a
small bypass mass flow. Especially at high pressure gradients (e.g. shocks and criti-
cal cross sections), this mass flow results in a significant drift of the measurements.
The focus of the present study is a detailed numerical analysis of the flow within the
gaps and its feedback on the transonic main flow within the slender nozzle.

2 Experimental and Numerical Set-Up

To investigate occurrence and shape, as well as the dominating mechanisms of
pseudo-shock systems for a certain range of operating conditions and nozzle ge-
ometries, a test rig with optical access is build up at the DLR in Cologne.
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Fig. 2 Geometry of the test rig in Cologne
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Similar to the previously described particle reactor, the test rig consists of a dou-
ble choked Laval nozzle system (fig. 2). The primary nozzle (1, 2) is equipped with
parallel quartz glass side walls in order to perform Schlieren imaging. To record the
wall pressure distribution, the upper and lower contour inliners are equipped with 28
pressure sensors. The flow is further decelerated in the double divergent reactor part
(3, 4). A slender movable cone within the second Laval nozzle (5) defines the area
of the second critical cross section. For constant adiabatic mass flow, the ratio of
the critical cross sections A∗

1/A∗
2 is proportional to the inverse ratio of the stagnation

pressure. The reduction of the stagnation pressure is caused by shock-losses and by
friction. However, shock-losses can be reduced by decreasing the area of the sec-
ond critical cross section. As a result, the pseudo-shock system moves upstream and
re-establishes at a lower pre-shock Mach number. The influence of different nozzle
shapes is investigated by two interchangeable contour inliners (fig. 3a) within the
first Laval nozzle. The gap flow is analysed for three experimental set-ups. Refer-
ence data is obtained with approximately zero gap width by using flush mounted
metal side walls. Two gap sizes of 0.1 mm and 0.2 mm are investigated with quartz
glass side walls mounted on both sides of the nozzle (fig. 3b).

7.5 mm
a cb

2 mm

Fig. 3 a) Primary nozzle with contour inliners b) cut view through x=0 c) mesh at x=0

For the computation of the flow, the commercial pressure-based solver Ansys
CFX is used. The governing equations are the 3-D time dependent Favre-averaged
Navier-Stokes equations for compressible flow. By applying an explicit algebraic
Reynolds stress turbulence model (EARSM) the occurrence of secondary flow, such
as corner vortices in the square cross section of the reactor, is resolved. The compu-
tational effort is significantly reduced by assuming symmetry boundary conditions
in order to model only one quarter of the flow field. Furthermore, the second Laval
nozzle is not considered but a suitable boundary condition is used instead. Grid stud-
ies showed that 4.1 ·106 finite volumes (hexahedrons) provide sufficient resolution
to resolve even delicate 3-D flow details arising within the channel with zero gap
width. The boundary layers are resolved by at least 20 finite volumes in wall-normal
direction, resulting in a dimensionless wall distance of y+ ≤ 1. For the computation
of the gap flow, two additional grids are employed. The cross sections of the gaps
along the primary nozzle (fig. 2, 1 and 2) are 2 mm x 0.1 mm and 2 mm x 0.2 mm.
The 0.1 mm gap is discretised with 1.7 · 105 additional finite volumes, the 0.2 mm
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gap with additional 2.9 ·106 finite volumes. A planar cut of the mesh at the critical
cross section is shown in fig. 3c.

3 Experimental and Numerical Results

In the present study, a numerical analysis of the main effects of the gap flow is
performed by investigating one characteristic operating point in detail.
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Fig. 4 Experimental (left) and numerical (right) pressure distribution along the upper nozzle
wall

Figure 4 shows the experimental (left) and numerical (right) dimensionless pres-
sure distributions along the upper wall of the primary nozzle. The critical cross sec-
tion is located at x = 0 mm, the inlet conditions are p01 = 6 bar, T01 = 300 K, and
a total pressure ratio of p01/p02 = 0.70 is applied. Discrete measurement points are
connected by line segments. The solid line represents the pressure distribution for
the flow without gaps, the dashed line and the dash-dotted line indicate the pressure
distributions corresponding to a gap width of 0.1 mm and 0.2 mm. The experiment
shows three reproducible differences between the flow with approximately zero gap
and the flows with gaps:

1© The pressure directly downstream of the critical cross section increases due to
the gap flow and shows a local peak at x = 22 mm.

2© The pressure significantly increases ahead of the pseudo-shock system.
3© The pressure in the region of the pseudo-shock system in the case of the gap

flow is slightly decreased.

One difference between the numerical results and the measurements is that the
simulation without gap does not produce a local pressure peak at x = 22 mm. Since
the overall tendency is clearly reproduced as soon as the gap flow is taken into
account we assume that even for this configuration the experiment was not perfectly
sealed. An obvious reason for the occurrence of the pressure peak can be found by
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investigating the flow through the gap. Figure 5 shows the Mach number distribution
together with representative streamlines on a cut plane through the middle of the
gap. Since the maximum mass flow density is reached at M = 1, the flow is forced
to enter the gap in the subsonic region slightly upstream of the critical cross section.
It re-enters into the shear flow of the supersonic part downstream of the critical cross
section, where mass addition leads to a deceleration of the flow and to an increase
of the pressure. This mechanism is comparable to heat addition or to a reduction of
the cross section in supersonic flows.

Fig. 5 Mach number distribution at a slice through the gap. Streamlines indicate the flow
direction.

A significant impact of the bypass flow on the main flow can be seen by inves-
tigating the structure of the pseudo-shock system. Figure 6a) shows a simulation
of the flow without gaps. The yellow iso-surface of Mach number M = 1 shows
the supersonic flow while recirculation zones are indicated in blue (iso-surface
u = −0.01 m/s). One observes oblique shocks originating from all side walls at
the same x-position. Recirculation zones shift the pseudo-shock system towards the
centre of the channel. Figure 6b) shows the influence of the gap flow onto the shock
system. In this case, the high positive pressure gradient across the shock leads to
a massive reverse flow through the gaps. Therefore, the first oblique shocks are in-
duced by a predominant corner separation and the entire pseudo-shock system is
deformed. In particular, these shocks are responsible for the pre-compression ob-
served at position 2©.

Fig. 6 Comparison of the shock system without and with gap, the yellow iso-surface with
M=1 covers the supersonic flow, the blue iso-surface with u=-0.01 m/s covers the recirculation
zones

This effect becomes more obvious by comparing the flow at different x-positions.
The left slice in fig. 7 depicts the Mach number distribution at x = 90 mm. The
bypass mass flow from the gap re-enters the main flow and causes an oblique shock
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Fig. 7 Mach number distribution at different x-positions for the flow with and without gap

that can be seen at the second slice with x = 92 mm. In contrast, the third slice with
the same x-position for the flow without gap shows a homogeneous core flow.

Another effect of the bypass flow is that the supersonic part of the shock sys-
tem remains much closer to the side walls due to the suppressed separation of the
entire boundary layer. This explains the numerically predicted pressure oscillations
between 2© and 3©, which can not be resolved by the measurement. Furthermore,
the displacement thickness of the corner separation increases the velocity of the core
flow. Consequently, the static pressure in the pseudo-shock system and the following
mixing zone (position 3©) is decreased.

4 Conclusions

Our numerical investigations demonstrated that small experimental uncertainties of
the facility (gap width) may result in significantly altered flow physics. For a com-
parison of experimental and numerical results a detailed specification of all possible
uncertainties seems inevitable in case of sensitive transonic flows. Heat deformation,
potential gaps and surface roughness are the predominant effects.
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Flow behind a Concave Hyperbolic Shock

S. Mölder, E. Timofeev, and G. Emanuel

1 Introduction

In the design of supersonic airplane and air intake shapes, for specific performance,
it is useful to begin with a known shock wave shape and flow-field and deduce the re-
quired wall shapes – design methods referred to as “wave rider” or “wave trapper”.
Questions then arise as to the nature and existence of flow behind a given shock
shape. The left lobe of a hyperbola of revolution shape is proposed as a particu-
lar example of a doubly curved, concave axisymmetric shock surface. It offers an
analytically simple surface for the study of pressure gradient and flow curvature ef-
fects on shock detachment and reflection where the cumulative effects of both shock
curvatures are present. Such shock shapes are physically plausible for internal, con-
verging flow and Mach disk shapes. In this paper the concave, hyperbolically shaped
shock in both planar and axial flow is investigated analytically with oblique shock
theory as well as curved shock theory to discover any tendency towards the forma-
tion of a shock wave in the flow immediately behind the hyperbolic shock. If such a
shock appears, and impinges on the back of the shock, then there would have to be a
kink in the originally posed smooth shock and a Mach interaction would ensue. The
onset of Mach interaction, at the sonic point is shown to depend on the freestream
Mach number and the ratio of shock curvatures. Critical roles are attributed to both
the subsonic patch of flow behind the strong portion of the shock and the orientation
of the sonic surface at the shock. There is much experimental evidence of the exis-
tence of strong concave shock waves in the studies of Mach reflection where such
shocks constitute the Mach stem. No experimental or CFD examples of continu-
ously curved concave shocks that span both the weak and strong shock range have
been found; probably because the enclosing ducts have to have very special shapes.
Such surface shapes (both planar and axial) are suggested here.
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a b c

Fig. 1 Hyperbolic shock and subsonic patch

2 Geometry of the Concave Hyperbolic Shock

In Fig. 1a,b, the hyperbolic shock is shown as a purple surface. Its enveloping Mach
cone is in green. In Cartesian coordinates the equation of a hyperbola of revolution,
that has two lobes lying on the positive and negative x-axis, is,

x2/a2 − y2/b2 = 1 . (1)

The left lobe, which presents a concave surface to the left, towards the oncoming
flow, has a shape that can be found from, x = −a

√
1+ y2/b2. Setting a = M2

1 − 1

and b =
√

M2
1 − 1 makes the far-out branches of the hyperbola asymptotic to the

freestream Mach waves and the radius of curvature of the hyperbola at the horizon-
tal axis equal −1 (see Fig. 1c). Each freestream Mach number, M1, thus has a unique
shock shape with the common radius of curvature−1 at the axis and with its extrem-
ities asymptotic to the Mach waves. Such a shock shape, for Mach 1.7, is shown in
Fig. 1c, located inside its Mach cone asymptote. Keeping the radius of curvature
constant with Mach number is for convenience; it sets the problem’s scale and facil-
itates comparison between shocks for various Mach numbers on the same plot. For
any one Mach number the hyperbolic shock contains all possible shock angles for
that Mach number, from normal shock to Mach wave. The slope of the hyperbolic
shock, at any point (x,y) on the hyperbola is, from Eq. (1), dy/dx = tanθ = n(x/y),
where n = b2/a2 = 1/(M2

1 −1) = tan2 μ and θ is the shock angle (obtuse in second
quadrant), so that the left-lobe shock curvature is,

Sa =
d2y/dx2[

1+
(
dy/dx

)2]3/2
=

n[1− n(x2/y2)]

y[1+ n2(x2/y2)]3/2
=

tan2 μ − tan2 θ
y(1+ tan2 θ )3/2

. (2)

This formulation for Sa matches our definition of shock curvature in the flow plane1

Sa = dθ/dσ . Flow-plane shock curvature, Sa, is defined to be positive when the

1 The flow plane is the plane surface that contains the smallest angle between the down-
shock flow vector and the shock surface; it also contains the upstream flow vector.
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shock is concave towards the oncoming flow. The curvature in the flow-normal
plane, Sb, and the ratio of shock curvatures, Sa/Sb, for obtuse shocks, at any value
of shock angle, are,

Sb =−cosθ/y , R =
Sa

Sb
= (1+ n)sin2 θ − n . (3)

On the shock surface, R varies from 0 to 1 as θ varies from μ to π/2. The shock
intercepts the x-axis at x = −a and y = 0 so that the shock angle there is π/2 and
the ratio of curvatures is 1. The solution for x and y with the shock angle appearing
as parameter is x = a tanθ/

√
tan2 θ − n and y = 1/

√
tan2 θ − n. The (x,y)-location

of any significant shock angle, such as the angle for sonic post-shock flow, can then
be determined directly using these equations. Positive square roots are taken in both
cases resulting in a positive y and a negative x value for the upper-left branch of
the hyperbola. The above has shown that, given a Mach number, a hyperbolic shock
shape can be calculated and, given any shock angle, locates a point on the shock
where the shock’s surface curvatures are determinable. All of this applies to planar
shocks as well as axial ones. For planar shocks Sb = 0 so that R → ∞.

3 Flow Properties and Streamlines behind a Curved Shock

We now establish relations for flow properties behind the hyperbolic shock. The
properties fall into two categories: the ‘zeroth order’ properties such as pressure,
Mach number and the flow deflection angle; these requiring as inputs the ratio of
specific heats, the shock angle and the freestream Mach number. The second cate-
gory, the ‘first order’ properties, such as pressure gradient, streamline curvature and
vorticity, require the previous three inputs plus the shock curvature(s). The zeroth
order quantities are obtained from the algebraic Rankine-Hugoniot equations and
the first order quantities require the use of the Euler equations. Curved shock theory
(CST) for planar flow is derived in [1, 4, 7, 8]. Application of CST to axial flow
and shocks with compound curvature is found in [5]. The streamline curvature, D2,
pressure gradient, P2, [5], and vorticity, Γ2, [2], behind the hyperbolic shock, are
found from the curved shock equations,

P2 =
[BC]
[AB]

Sa +
B2G′

[AB]
Sb; D2 =

[CA]
[AB]

Sa − A2G′

[AB]
Sb; Γ2 =

ρ2

ρ1

(
1− ρ1

ρ2

)2

cosθ ·Sa ,

(4)
where the coefficients multiplying Sa and Sb are all functions of the freestream Mach
number and the shock angle. These equations are general to any doubly curved,
axial shock surface. For a given Mach number, the shock geometry, including the
shock curvatures are calculated, at selected points, using Eqs. (1) to (3). Oblique
shock theory gives the slope, tanδ2, of the post-shock streamlines at any point on
the shock. The curved shock theory equations (4) are then used to find the streamline
curvature, D2, at the selected points, (xs,ys), along the shock and the streamline
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shape is calculated from a Taylor series approximation y = ys + (x − xs) tanδ2 +
0.5(x− xs)

2D2, where (xs,ys) is the starting point of the streamline, on the shock.

4 Orientation of Sonic Line behind the Shock

The angle α∗, between the sonic line and the streamline is, from Eq. (6.1.1) in [3]
and curved shock theory, tanα∗ = −(dM/ds)∗/(dM/dn)∗ = P∗

2 /(D
∗
2 −Γ ∗

2 ), where
the asterisk indicates that all quantities have been evaluated at the sonic condition.
Hayes and Probstein [3] present a formula for α∗ for acute shocks in planar flow,

tanα∗ =
tan3 (θ ∗ − δ ∗)[3(γ + 1) tan2 (θ ∗ − δ ∗)+ 5− γ]
[1− tan2 (θ ∗ − δ ∗)][(γ + 1) tan2 (θ ∗ − δ ∗)+ 2]

. (5)

a b

Fig. 2 (a) Illustration of the flow types at the sonic point, depending on the orientation of the
sonic line; (b) Diagram showing the three types of sonic flow in the shock curvature ratio vs.
Mach number space

One of three types of flow can exist at the sonic point on the shock, depending on
the orientation of the sonic line, α∗: Type I for α∗ < 0, Type II for 0 < α∗ < π/2,
and Type III for α∗ > π/2. Figure 2a illustrates the three types where shocks are
black, streamlines are blue, sonic lines are green and the C+ characteristics are red.
Flow is left-to-right. These three types determine the existence and nature of the
flow at the sonic point. For Type I, supersonic flow, leaving the shock just outboard
of the sonic point continues supersonically. Hayes and Probstein have shown that
Type I flow does not exist for planar flow. For Types II and III the supersonic flow
outboard of the sonic point has to cross the sonic line to become subsonic and then to
accelerate to sonic at its second crossing of the sonic line. Types II and III are further
distinguished by the fact that, for Type III, the C+ characteristics, reflecting from
the supersonic downstream side of the shock near the sonic line become incident
on the sonic line and are thus intercepted and blocked from coalescing to form a
reflected shock. This occurs in the area shaded red on the Type III sketch. Thus
Type III flow may have a continuous incident shock whereas Types I and II are
likely to develop a reflected shock and Mach reflections. This will become more
evident when considering the orientation of reflected characteristics and the sonic
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line. For planar flow, the angle that the sonic line makes with the streamline is shown
in Fig. 3a. Type III flow exists between Mach 1 and 1.7. Above Mach 1.7 only Type
I or II flow is possible. This means that, in planar flow, a continuous shock can be
expected only below Mach 1.7 and above that a Mach reflection will occur. Type I
flow is not possible for planar flow since the curve never becomes negative. Shock
curvature does not affect these results since the flow has planar symmetry.

The picture is more complicated when the shocks are axial (axisymmetric) with
curvatures Sa and Sb, and curvature ratio R∗ = S∗a/S∗b at the sonic point. In this
case the curved shock theory equation (5), for the sonic line orientation, α∗, takes
the form tanα∗ = (k1R

∗ + k2)/(k3R
∗+ k4), where asterisks denote values at the

sonic point. The coefficients k1-k4 are all functions of the specific heat ratio and the
freestream Mach number only. The shock curvature ratio plays an important role in
determining the character of flow behind a doubly curved shock.

a b

Fig. 3 (a) Angle between streamline and sonic line for planar flow; (b) Angle between
streamline and sonic line vs. Mach number and shock curvature ratio

In Fig. 3b, α∗ (AlphaStar), the angle from the streamline to the sonic line, is
plotted against the freestream Mach number, with the shock curvature ratio, R∗ =
Sa/Sb, at the sonic point, as parameter. The two red, horizontal lines, at zero degrees
and 90 degrees, separate the regions for the three types of flow. The top-most curve,
for Sa/Sb = 1e6 (i.e. 106) is effectively for planar flow as was presented in Fig. 3a.
The bottom curve, for Sa/Sb = 0, is for conical flow. Type I flow, generally above
Mach 2, appears for curvature ratios below 0.5. For a curvature ratio of 0.5, above
Mach 3, α∗ is approximately zero, indicating that the sonic line and streamline are
collinear. This, in turn, means that the isobaric (Thomas) point is at the sonic point
and that pressures in the supersonic/subsonic regions on either side of the streamline
are increasing/decreasing. Type II flow is possible for curvature ratios between 0.5
and 106 for all Mach numbers. Type III (α∗ > 90◦) flow is possible for curvature
ratios above 1 and Mach numbers between 1 and 1.7. Only for these conditions can
a smoothly curving incident shock wave be expected for the whole range of shock
angles from μ to π/2. The above conclusions apply to concave shocks of any shape
– not only hyperbolic. For planar, concave, hyperbolic shocks the top-most curve
applies, showing that both Types II and III flow are possible and that we can expect
a single shock, without a reflected shock, at Mach numbers below 1.7. This lower
limit to Mach reflection of 1.7 is only for planar incident shocks. For axial shocks the
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lower limit depends on the ratio of shock curvatures at the sonic point. For example,
for a ratio of 2 the lower limit is about Mach 1.4 and for a ratio of 1 there is no lower
limit – implying that Mach reflection will appear for all Mach numbers as long as
the ratio of shock curvatures is below 1. The green curve is for concave, hyperbolic
shocks, showing that only Type II shocks are possible and we should not expect a
complete hyperbolic axial shock at any Mach number. At the same time it does not
mean that complete axial shocks (Type II) do not exist. If they do, they would have
to have a ratio of shock curvatures at the sonic point higher than that provided by
the present type of axial, hyperbolic shock. Figure 2b shows where the three types
of sonic flow exist in the shock curvature ratio (Rstar) vs. Mach number space.

5 Conclusions

Analytical results are presented for flow behind concave shocks. The existence of a
reflected shock and hence the non-existence of a continuous smooth shock depends
on the orientation of the sonic surface at the back of the shock. In turn, sonic surface
orientation depends on the upstream Mach number and the ratio of shock curva-
tures at the sonic point. For planar shocks, a single, continuously curved shock is
possible only below Mach 1.7. At higher Mach numbers Mach reflection will re-
sult in planar flow. For shocks with positive curvature ratio, R∗, this Mach number
limit is reduced until for R∗ < 1, no continuous concave shock is possible for any
Mach number. A hyperbolic shock will revert to Mach reflection. The analytical re-
sults show that the shock curvature ratio plays an important role in determining the
character of flow behind a doubly curved shock. It is a determining factor, beyond
shock polar intersections, as to what type of shock reflection can take place at any
freestream Mach numbers.
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Simulations of Reflected Shock Bifurcation
in a Square Channel

A. Khokhlov, J.M. Austin, C. Bacon, B. Clifford, A. Knisely, and S. Aithal

1 Introduction

Reflected shock interaction with an incoming boundary layer produces a complex,
unsteady, three-dimensional flow field. Shock bifurcation, formation of recircula-
tion bubbles, and turbulent jets are all observed and have been extensively studied
experimentally ([1, 2, 3, 4, 5, 6]). The details of the reflection are known to depend
on the inflow conditions, including the boundary layer behind the incident shock,
and the wall boundary conditions. Reflected shock tube experiments have been con-
ducted in shock tubes with both circular and rectangular cross-sections. There is
experimental and numerical evidence that the bifurcated structure is substantially
more complex near the corners of a rectangular tube as compared to the bifurcated
structure on the centerline of a rectangular tube or in a round tube ([7, 8]). In this
study, we present and analyze results of three-dimensional Navier-Stokes direct nu-
merical simulations (DNS) of shock reflection in a square channel for three different
incident shock Mach numbers. Key features of the present simulations are very high
resolution inside the boundary layer and temperature-dependent material and trans-
port properties. We compare and contrast our results as a function of the incident
shock Mach number with the existing theoretical model of Mark [1]. The simula-
tions reveal additional flow features in the recirculation and corner regions that are
not captured by the model.

2 Results

Simulations were performed using the high-speed combustion and detonation code
(HSCD) which includes the multi-species equation of state and viscous terms for
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Fig. 1 Reflected shock density contours. The shock surface is blue. Incident shock Ms = 3.0.

hydrogen-oxygen combustion. The code is based on the fully threaded tree (FTT)
dynamic adaptive mesh refinement, Godunov-type fluid-dynamic solver for Euler
terms and second-order central differencing for viscous terms [9, 10, 11]. In the
simulations presented in this paper the mesh is refined around shocks, discontinu-
ities and in regions containing large gradients of physical variables such as density,
temperature, and shear. The computational domain is a 2.5 × 2.5 cm square channel
of 10 cm length with a closed end wall representing a quarter of the crossection of a
square tube. Maximum resolution is 25 μm. Non-slip adiabatic boundary conditions
are imposed on the side and end walls, symmetry conditions on center-planes, and
zero-gradient conditions on the inflow boundary.

Simulations were carried out for three incident shock Mach numbers: Ms = 1.5,
2.0, and 3.0 in a (non-reactive) 2H2-O2 mixture initially at 0.1 atm and 300 K. A
sample three-dimensional plot of the reflected wave structure (Ms = 3.0) is shown
in Figure 1 when the main shock is at 45 mm from the end wall. An oblique shock
developed near the side walls, the boundary layer separated from the wall, and a
growing low pressure recirculation bubble formed, with a turbulent jet moving along
the side walls towards the oblique shock. The simulation reveals a narrow three-
dimensional Mach stem structure due to interaction of the two systems of bifurcated
shocks, one for each wall. The growth of the boundary layer behind the incident and
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reflected shocks is resolved, and the development of a highly non-equilibrium and
non-isotropic turbulence in the recirculated region is revealed.

Figure 2 shows schlieren images for all three Ms when the reflected wave is at
45 mm distance from the end wall. The color palette of the images has been adjusted
to reveal features for all cases. The reflected shock structure at a given location
exhibits significant sensitivity to Ms. The weakest case, Ms=1.5, does not show a
distinct triple point kink. The three-shock bifurcated structure is formed in Ms=2.0
and 3.0 cases.

Mark’s theory predicts transition from normal to bifurcated reflection regimes
(from his Region 1 to Region 2, respectively) with increasing Ms when the post-
shock static pressure behind the reflected shock, P4m, becomes greater than the stag-
nation pressure, Pstag,bl in the incoming boundary layer (we use here Mark’s nomen-
clature). We cannot directly use Mark’s formulae for the critical Ms separating the
two regions as the present wall boundary condition is adiabatic, rather than isother-
mal. To address this, we first recover the universal scaling of the velocity profile
in the boundary layer and calculate the mean velocity and the sound speed in the
boundary layer. The boundary layer stagnation pressures are then calulated using
these parameters.

P4m and Pstag,bl obtained for each of the three cases are listed in Table 1 for the
channel center-planes. Results of our simulations are consistent with Mark’s pre-
diction for the onset of reflected shock bifurcation when P4m/Pstag,bl exceeds one,
with our Ms = 1.5 case corresponding to conditions of Region 1 where bifurcation
is not expected. For the Region 2 cases in which bifurcation occured, the shock and
shear layer angles in the present study were measured. Near the channel center-
planes the measured angles are within  20% of the Mark’s theory, with the shock
angles systematically underestimated (Table 2). The latter might be partially related
with using adiabatic as opposed to isothermal boundary conditions (see [12]). The
simulations reveal much more complex additional features of the flow, Figure 3. In
the streamwise plane, the interaction of the reflected shock with the shear layer is
evident with a significant increase in the shear layer instability and the formation
of a colder region in the expansion wave created at the interaction. In the strongest
incident shock case, significant instability is observed in the shear layer even up-
stream of the interaction point with fluctuations generating acoustic waves behind
the oblique shock. The turbulent fluctuations in this case are on the order of the
sound speed. These large velocity fluctuations are accompanied by a  30− 40%
decrease in pressure in the recirculation region. In the corner regions, the spanwise
cross-sections reveal significant distortion of the boundary layer. This is consistent
with the experimental observation of separation region deformation and retardation
in square channels, with the length of the deformed region being of the order of
the bifurcation foot height ([1, 7]). Whether this phenomenon can be interpreted
within the existing theory is not clear. At the corners, the velocity in the incoming
boundary layer is noticeably less then near the centerline. Based on Mark’s transi-
tion criterion, we would thus expect the onset of bifurcation in the corners first but
the present results do not reflect this. On the other hand, using Mark’s argument
that the shear layer angle is determined by the rate of the mass inflow through the



628 A. Khokhlov et al.

Fig. 2 Numerical schlieren images of the reflected wave for Ms = 1.5 (top), 2.0 (center), and
3.0 (bottom). Coordinates are scaled to the tube length.

boundary layer would lead us to the conclusion that, all else being equal, the shear
layer angle in the corners should be less than on the centerline. The latter seems
to be qualitatively consistent with the simulations. The difficulty should not be sur-
prising. In a rectangular tube, the bifurcated shock structure and the recirculation
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Table 1 Post-shock pressure P4m and stagnation pressure in the incoming boundary layer
Pstag,bl normalized by the inflow static pressure P2 along the channel centerline.

Ms=1.5 Ms=2.0 Ms=3.0

P4m 2.2 3.3 5.0

Pstag,bl 2.4 3.0 3.7

Table 2 Oblique shock and shear layer angles (degrees) from the present study compared
with theory [1].

Ms=2.0 Ms=2.0 Ms=3.0 Ms=3.0

Present Theory Present Theory

Shock angle 43.5 50.2 34.1 46.5

Shear layer angle 14.2 12.8 14.1 17.4

Fig. 3 Temperature field for Ms = 3.0. Top - centerline streamwise (XZ) plane, bottom -
spanwise (YZ) plane at x = 0.45; left - T in Kelvin, right - P in atm. Coordinates are scaled
to the tube length.
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flow must simultaneously adjust to the varied mass inflow field in the corners and
on the center-planes which cannot be considered in isolation. That this adjustment
is indeed happening is evidenced, in particular, by the pressure buildup in the cor-
ners as compared to center-planes (see Fig. 3). A self-consistent three-dimensional
treatment of the process would require a modification of the theory.

3 Conclusions

We carry out Navier-Stokes DNS to examine reflected shock bifurcation, a flow
field known to be sensitive to three-dimensional effects, in a square channnel. The
flowfield structure and the transition between regular and bifurcated shock reflection
as a function of incident shock Mach number was found to be consistent with the
existing theory of Mark. A reasonable agreement with predicted shock and shear
layer angles was obtained near the channel center-planes. The simulations indicate
that Mark’s theory may not be adequate for the bifurcation structure in the corner
regions. The simulations also reveal very large fluctuation velocities and a corre-
sponding pressure loss in the recirculating region that are not included in the theory.
The latter effect may be increasingly important at high Mach numbers.
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Dr Mark Pederson, Dr Randall Laviolette (current), Dr Lali Chatterjee (former),
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Experimental and Numerical Investigation of
Shock Wave Interaction with Rigid Obstacles

E. Glazer, O. Sadot, A. Hadjadj, and A. Chaudhuri

1 Introduction

Shock wave interaction with obstacles of various geometric shapes has always at-
tracted attention in a large number of experimental and numerical studies. During
the interaction of a shock wave with an obstacle a very complex wave pattern is
formed which affects the shock-wave induced flow. The interaction reduces the
shock-wave strength and generates rotational flow behind the obstacle. The inter-
action of shock waves with rigid obstacles is of significant importance in aero-
dynamic science and other engineering applications. Whitham [1] formulated an
approximate theory for the dynamics of two- and three-dimensional shock waves
and applied this theory to the description of shock diffraction by wedges and cor-
ners. Bryson & Gross [2] broadened Whitham’s theory and applied it to two- and
three-dimensional bodies such as cylinders and spheres. They carried out theoret-
ical and experimental work to assess the analytical computations that were made
by Whitham. One dominant direction in investigation of shock-cylinder interaction
is finding the RR→MR transition criterion. When the shock wave strikes a cylin-
der, it is reflected as an RR and then transforms to a Mach reflection MR. Major
RR→MR transition criteria were summarized and discussed in a scientific mono-
graph by Ben-Dor [3]. Since 1970, due to progress in numerical techniques, very
accurate simulations of shock wave propagation over obstacles have been achieved.
In most of studies efforts to validate the Euler scheme were undertaken. In the nu-
merical study of Drikakis et al. [4] viscous effects were examined at various Mach
numbers during of shock-cylinder interaction by comparing the inviscid and viscous
calculations. It was found that the flow field in the downstream half of the cylinder
is influenced by viscosity. The main objective of the present study is to better un-
derstand the physical elements governing the flow induced by the shock wave and
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the elements affecting the shock wave strength after passing the obstacle. To carry
out the overall research plan two different approaches have been utilized - experi-
mental and numerical. In the present study we focused on the investigation of the
reflected shock wave from a single cylinder for low Mach numbers (MS ∼ 1− 1.4)
in order to characterize the physical factors affecting its propagation. The first part
of a broad investigation of the shock wave interaction with complex geometries is
presented.

2 Experimental System

Figure 1 presents a schematic diagram of the test section placed in the shock tube.
The shock tube consists of a 2.3m long driver section of 80mm diameter and a
2.5m long driven section of 80mm×80mm square cross section. The driver and
driven section are separated by a 0.1-0.25mm thick plastic membrane. The driver
section is pressurized to the required initial pressure. The shock wave is formed
by penetration of a plastic membrane by means of a striking pin. The shock wave
interacts with a single cylinder placed in the test section. The research is carried
out on a 10mm, 15mm and 20mm diameter and 80mm long circular PVC cylinder.
Two transparent PMMA windows are mounted on the test section permitting a field
of view of 115mm×56mm in order to visualize the shock-cylinder interaction. The
cylinder is supported between these observation windows. Two pressure transducers
are placed 0.5m apart in the driven section and another pressure transducer is placed
on the lower side wall of the test section, 80mm from the center of the cylinder.
The shock wave propagation and the induced flow are monitored by a high speed
PHANTOM v12.1 digital camera capable of capturing images at a rate of 20,000
frames per second and a schlieren based optical system. The light source for this
setup is a doubled frequency Nd:YAG pulsed laser at the appropriate rate of 20,000
pulses per second. The time interval between consecutive images is about 50μs. The

Fig. 1 A schematic diagram of the test section.
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passage of the shock wave past the first pressure transducers on the driven section
triggers the camera. The laser pulses pass through the test section and are recorded
by the camera; each laser pulse produces a schlieren image, which is stored in the
memory of the high-speed camera.

3 Numerical Approaches

In this study, a high-order shock-capturing scheme based on a weighted essentially
non-oscillatory (WENO) approach is used [5]. This class of modern scheme is very
attractive for simulating shocks, contact discontinuities, and fine-scale flow struc-
tures. The WENO schemes use an adaptive ’smoothest’ sub-stencil chosen within a
larger, fixed stencil to construct a high-order approximation of the solution, avoid-
ing the interpolation across discontinuities and preserving a uniformly high order
of accuracy at all points where the solution is smooth. The main concept is to use
a superposition of several sub-stencils with adaptive coefficients to increase the or-
der of approximations even further. In this paper, we adopt the finite difference,
flux-based, fifth-order WENO scheme [6] with Roe splitting for calculating the nu-
merical fluxes at cell interfaces. A robust and stable immersed boundary method
(IBM) is also developed to deal with complex geometries on Cartesian grids.

4 Results

4.1 Comparison with the Numerical Results

Figure 2 presents a set of Schlieren images of the shock-wave (Ms=1.16) interac-
tion with a single 15mm-diameter cylinder. The experimental images are presented
in Figures 2(a, c, e, g, i, k) and the equivalent simulation images are shown in Fig-
ures 2(b, d, f, h, j, l). The time indicated on each picture corresponds to the time
after the arrival of the incident shock wave at the tip of the cylinder. The time inter-
vals between consecutive images are 55.56μs. The laser non-uniformity and other
spots on the images were removed by subtracting a background image from each
original image; this leads to a very clean and uniform background and enhances the
observed features. Since the system is symmetric, a horizontal symmetry plane is
formed through the center of the cylinder. After the initial collision of the shock
wave with the cylinder, part of it is reflected and a regular shock reflection occurs
(not shown) which is followed by a Mach-reflection configuration, which consists
of the incident shock, the reflected shock, the Mach stem and the slip line. The
point of intersection of these features is named the triple point. Later, the two Mach
stems collide downstream of the cylinder and as a result, a second Mach-reflection
configuration is formed on either side of the symmetry plane. As can be seen, the
experiment and simulation are in excellent agreement for the flow features such as
triple-point trajectories and diffraction patterns of shock waves. Thus, these fea-
tures have not been affected by viscosity, which is not accounted for by the Euler
scheme used. From t = 212μs more complex wave structures begin to appear, while
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Fig. 2 Comparison of series of Schlieren pictures with the numerical simulation (Euler cal-
culations) of shock wave propagation over a 15mm diameter cylinder, MS = 1.16.

experimental and numerical features continue to agree in terms of wave locations.
However, at the rear side of the cylinder, during the boundary layer separation, dis-
crepancies arise in the loci of vortex positions. This can be explained by the fact that
the Euler scheme does not account for viscosity. Half of the symmetrical triple-point
trajectories are shown in Figure 3, in which the triple point position was measured
from the images obtained from the experiment and the numerical simulation.

Fig. 3 Experimental results for upper- and lower-triple point trajectories at MS = 1.16 and
comparison with numerical simulation. (circles) Experiment; (squares) Simulation

4.2 Investigation of the Reflected Shock Wave from the Cylinder

In this section, a parametric study of the reflected shock-wave trajectories is pre-
sented. In order to examine parameters affecting the velocity of the reflected shock
wave, a series of the experiments for different initial conditions (different shock-
wave strengths, different diameter cylinders and different gases) and numerical sim-
ulations were performed. The time evolution of the reflected shock wave location
on the symmetry plane was measured from numerical and experimental sequences
based on schlieren images. This parameter was obtained up to the time when the
reflected shock wave from the sidewalls enters the camera field of view. Based on
the measurement results, it was observed that the absolute velocity of the reflected
shock decreases due to the increased velocity of the induced flow behind the incident
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Fig. 4 The reflected wave location vs. time from experiments and simulations for different
gases.

shock. The effect of the cylinder diameter on the reflected shock trajectory is minor.
Using the appropriate non-dimensional coordinates, the data from various experi-
ments with different initial conditions collapse into a single curve and the relevant
parameters affecting the behavior of the reflected shock wave can be found. From
the data analysis, the following linear relationship between the velocity ratio (the
reflected shock velocity from the cylinder divided by the reflected shock velocity
from a planar end-wall) and the Mach number is found:

1− ur−cyl

ur−wall
= f (γ)(MS − 1) (1)

The scaling function f (γ) ,including the parameter γ , has been tested by the experi-
ments and numerical simulations with different gases (air, SF6). It is found that the
value of the function equals f (γ) = 1/γ . Inserting this expression into Eq. (1) and
performing appropriate mathematical operations gives the following time scaling:

t̃ =
ur−wallt

D
[1− (MS − 1)/γ] (2)

In order to examine dimensionless time, the normalized reflected shock location
along the line of symmetry as a function of t̃ is presented (Figure 4) for 15 differ-
ent parameter combinations, such as type of working gas (air, Ar and SF6), Mach
number and cylinder diameter. As can be seen, all data collapse closely in a single
curve, indicating that the approximate relation presented in Eq. 2 replicates very
well the reflected shock trajectory on the symmetry plane from a rigid cylinder for
different incident-shock Mach numbers, different cylinder diameters and different
gases. However, there are still minor discrepancies between different data, probably
due to the parameters that were not included in the approximate relation. Moreover,
numerical simulations were carried out for longer times than the experiments, and
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it appears that with time the computed lines approach each other, strengthening our
confidence in the time scaling factor for the range of Mach numbers MS = 1.1−1.4.

5 Conclusion

In the present study the interaction of a shock wave with a cylinder is investigated
experimentally and numerically. The experimental investigation was carried out in
a horizontal shock tube with a schlieren-based optical system. The computation
scheme was based on the Euler equations, which ignore viscosity effects. The be-
havior of the reflected curved shock wave from the cylinder in the upstream direction
for range Mach numbers MS = 1.1−1.4 was emphasized. It was found that reflected
shock wave trajectory from the cylinder can be approximated by a universal relation,
which relates the reflected-shock velocity from a planar wall reduced by a universal
factor that depends on the incident shock-wave Mach number and the heat capacity
ratio. The approximated relation is limited to the range of Mach numbers MS < 1.4
and valid in the range of 0.5-5D from the cylinder, but not closer than 0.1D.
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Computational Study of the Interaction of
a Planar Shock Wave with a Cylinder/Sphere:
The Reflected Wave Velocity

Y. Kivity, J. Falcovitz, A. Hadjadj, A. Chaudhuri, O. Sadot,
E. Glazer, A. Britan, and G. Ben-Dor

1 Introduction

The interaction of shock waves with rigid obstacles is of significant interest in aero-
dynamic science and other engineering applications. During the interaction of a
shock wave with an obstacle, a very complex wave pattern which affects the shock-
wave induced flow is formed. The interaction process depends on a variety of phys-
ical parameters such as the shape of the obstacle, the shock wave strength and the
type of gas in which the interaction occurs. In the present paper, the interaction of
a planar shock wave with a cylinder and a sphere is investigated. Our investigation
follows closely the recent work of Sadot et al. [1] which dealt with shock tube exper-
iments with low Mach number shocks, in the range 1.1 to 1.4. An empirical relation
was proposed for the trajectory of the reflected wave. This relation was expressed
in terms of non-dimensional distance and time and was shown to be applicable for
the investigated range of Mach numbers, cylinder diameters and a general ideal gas.
The purpose of the present work is to focus on the backward reflected wave, and
in particular, on its velocity change as it progresses away from the leading edge of
the cylinder/sphere. It is expected that the reflected wave initially propagates at the
velocity of shock reflection from a rigid wall, and asymptotically decelerates to the
velocity corresponding to that of a sonic wave in the shocked region. This theoret-
ical behavior is born out by fine mesh hydro-code computations of the interaction
problem. The paper is organized as follows: in Section 2 a theoretical background
for the limiting velocities of the reflected shock is given, followed by a brief de-
scription of the numerical codes and the problem setup (Section 3). The results of
simulations for various cases by different CFD codes are given in Section 4. We
conclude (Section 5) with a summary and suggestion of future work.
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2 Analytical Background

To get the sonic wave velocity of the backward traveling wave in the laboratory co-
ordinates we must subtract the material velocity in the shocked region. Thus we may
write for the sonic wave speed WR (in a coordinate frame attached to the stationary
cylinder):

WR/a0 = a1/a0 − u1/a0 (1)

Here a is the speed of sound and u is the material velocity. The subscript “o” denotes
values at the quiescent region ahead of the shock (u0 = 0), and the subscript “1”
denotes values in the shocked region. From the shock relations for a normal shock
we have (Shapiro [2], p. 118, Eq. 5.19):

a1/a0 =
1

Ms

[(
1+

γ − 1
γ + 1

β
)(

1+
2γ

γ + 1
β
)]1/2

, β = M2
s − 1 (2)

Here Ms is the incident shock Mach number (in the laboratory coordinate system).
For the material velocity u1, we employ eq. 75.05 (Courant & Friedrichs [3]):

u1/a0 =
2

γ + 1
M2

s − 1
Ms

=
2

γ + 1
β
Ms

(3)

Combining (2) and (3) according to (1), we get:

WR/a0 =
1

Ms

{[(
1+

γ − 1
γ + 1

β
)(

1+
2γ

γ + 1
β
)]1/2

− 2
γ + 1

β

}
(4)

For the reflected wave speed from a rigid wall, URW , we use relation (70.02),
(Courant & Friedrichs, p.153):

M+ M− = 1 (5)

This gives:
M+ = (Ms a0 − u1)/a1

M− = (u1 +URW )/a1 (6)

(u1 +URW )/a1 = a1/(Ms a0 − u1) (7)

Let us get an expression for the reflected Mach Number, MR, in a coordinate system
attached to the incoming flow:

MR = (u1 +URW )/a1 = a1/(U − u1) =
1

Ms − 2
γ + 1

β
Ms

(
a1

a0

)
(8)

Substituting u1 from (3) and after some arrangements, we get:
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MR =
γ + 1

2
Ms

1+
γ − 1

2
M2

s

(
a1

a0

)
=

Ms

1+
γ − 1
γ + 1

β

(
a1

a0

)
(9)

Expression (9) has the advantage that MR can be calculated explicitly. Consequently,
URW can be calculated from (8) as:

URW/a0 = MR

(
a1

a0

)
− u1/a0 (10)

Using Eqs. (9), (2) and (3), we get a surprisingly simple expression:

URW/a0 =
1

Ms

(
1+ 2

γ − 1
γ + 1

β
)

(11)

3 Numerical Simulations and Flow Parameters

In this study, three different codes are used: (1) a code based on the GRP method
with cut-cells boundary [4]; (2) the MSC/Dytran code, using a second-order Roe
solver [5]; and (3) an in-house compressible code using a fifth-order WENO scheme
with an immersed boundary method [6]. The computational flow field consists of a
rectangle having a 2:1 length to height ratio. Three sides of the computational rect-
angle have “non-reflecting” boundary conditions, which simulate an extension of
the mesh designed to eliminate wave reflections from the boundaries, thereby ap-
proximating an unbounded flow domain. The bottom surface is a symmetry plane,
representing either the wall of a shock tube or a symmetry plane between two mirror-
image cylinders. The computations are carried out in a Cartesian mesh with the
cylinder/sphere at its center, and the incident shock front placed just ahead of the
cylinder. Flow variables behind the incident shock are initialized by the values ob-
tained from the plane shock relations.

4 Results

The reflected wave velocity for a shock Mach number of 1.28 interacting with a
cylinder in an unbounded domain is shown in Fig. 1. The results are given for the
three numerical codes mentioned above. Determination of the reflected wave ve-
locity requires special attention. A direct differentiation of the numerical trajectory
of the shock front produces a very noisy curve, due to errors associated with the
finite resolution of the numerical trajectory. For the Dytran results, we determined
visually the position at which the pressure rise was half way through the shock, and
then employed a smoothing algorithm found in the DPLOT graphic package. For the
GRP results a more sophisticated algorithm was employed, based on constructing a
parabolic fit to the pressure gradient in the vicinity of the shock front, and choosing
the maximum of this local parabola. This algorithm produced a much smoother
curve, as can be seen in Fig. 1. Two additional algorithms, one based on the
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Fig. 1 The velocity of the reflected wave vs. distance for Ms = 1.28. Cylinder and sphere in
an unbounded domain. The velocity is normalized by the asymptotic sonic wave, WR. The
distance is normalized by the diameter D. Lower curve shows the velocity for the case of a
sphere.
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Fig. 2 The velocity of the reflected wave vs. distance as function of Ms and the gas constant
γ (for definition of the normalized quantities see Fig. 1).

variation of the Riemann invariant across the shock (in GRP) and another based on
the fifth-order WENO scheme, resulted in almost the same curve. The analytically
evaluated limit velocities corresponding to rigid wall reflection (dash line) and sonic
disturbance (dot line) are also shown in this figure. To bring out the effect of the



Reflected Wave Velocity 641

0 1 2 3 4 5 6 7

1

1.1

1.2

1.3

1.4

1.5

Cylinder in unbounded domain
Cylinder in a shock tube

N
on

-d
im

en
si

on
al

ve
lo

ci
ty

Non-dimensional shock front

Fig. 3 The velocity of the reflected wave vs. distance for Ms = 1.28. Results for a cylinder in
an unbounded domain and a cylinder in a shock tube with finite lateral extent (GRP code).

obstacle surface curvature, an additional GRP run is carried out for a sphere, having
the same diameter as the cylinder. In this case, the code operated as 2D axisymmet-
ric. A comparison between the cylinder and the sphere cases is shown in Fig. 1. It is
obvious that the radial expansion of the reflected wave from a sphere gives rise to a
higher rate of attenuation, approaching the sonic wave limit much faster than in the
cylinder case. Further results are provided in Fig. 2 using the WENO scheme, with
various working gases (Air, Ar and SF6) and a range of Ms. The obtained results
confirm the shock velocity tendency.

These calculations are performed in a computational domain large enough in both
dimensions to ensure that no disturbances reach the main flow so that the condition
of an unbounded domain is well approximated. In shock tube research, however,
this condition is not easily met. To get some insight for the case where the cylinder
occupies a significant fraction of the shock tube lateral dimension, we carried out
similar runs with the top surface as a rigid boundary. As an example, Fig. 3 com-
pares two reflected-wave velocity curves for Ms = 1.28: one curve pertains to the
unbounded cylinder considered previously, and the other corresponds to the case of
a cylinder in a shock tube of finite lateral dimensions, with a cylinder occupying
one quarter of the shock tube cross-section. The area constriction effect is evident at
a distance of ∼ 5.7D, where transverse reverberations have overtaken the reflected
wave, abruptly changing its velocity. This indicates a (large-time) transition of the
shock-cylinder flow to a transmitted/reflected pattern obtained for shock-cylinder
interaction in a very long duct.

5 Summary and Conclusion

The shock wave system arising from the interaction of a planar shock wave with
a cylinder or a sphere were calculated using CFD- and hydro-codes. We focused
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on the changing velocity of the backward reflected wave. Initially, the reflected
shock propagates at the velocity corresponding to reflection from a rigid wall. Sub-
sequently the velocity gradually decreases, approaching that of a sonic wave. The
rate of attenuation is significantly higher for the sphere. Explicit expressions are
developed for the two limiting velocities as function of the incident Mach Number
and the ideal gas γ . Our calculations with various codes demonstrated the above
trend of the reflected wave. Moreover, we showed that the reflected wave from a
sphere decreases much faster than the corresponding one from a cylinder. Finally,
we showed that when the obstacle is placed in a bounded domain, such as a shock
tube with finite lateral extent, the shock wave velocity abruptly changes at some dis-
tance due to transverse wave reverberations. This change seems to indicate a switch
of the wave pattern to that of transmitted/reflected waves in a long duct with an area
constriction. Future work will address the interaction of a shock wave with an ar-
ray of cylinders (or other objects). Such arrays were proposed [7] as passive shock
deflectors for protecting openings in shelters.
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Determination of the Sonic Point in Unsteady
Shock Reflections Using Various Techniques
Based on Numerical Flowfield Analysis

A. Hakkaki-Fard and E. Timofeev

1 Introduction

When a moving shock wave encounters a convex cylinder, reflects from it regu-
larly, and propagates further, at one particular shock position corresponding to the
so-called sonic point the flow on the cylinder’s surface, just behind the reflected
shock becomes sonic with respect to the moving reflection point. The sonic point
is prominent in the theory of regular-to-Mach reflection transition as one of its pos-
sible criteria [1]. When the flow behind the reflected shock wave becomes sonic,
downstream perturbations can reach the reflection point and, supposedly, may cause
the regular-to-Mach reflection transition.

In a recent experiment Skews and Kleine [2] generated weak perturbations on
the surface of circular cylinders (with minute grooves) and tracked them using time-
resolved optical imaging [3]. In this way, they were able to identify the time moment
and the point on the cylinder’s surface when and where the disturbances for the first
time catch up with the reflection point. The relationship between this experimentally
determined catch-up point and the sonic point is not immediately obvious. It was
found that the catch-up point is reached at a higher wall angle (a lower polar angle)
as compared to the wall angle corresponding to the sonic point predicted by the
steady-state two-shock theory applied to the unsteady flow.

In this study we attempt to shed some light on these matters by applying various
techniques to determine the location of the sonic and catch-up points from flow-
fields obtained by numerical modeling of the shock wave reflection from a circular
cylinder. Two-dimensional computations are performed using a locally adaptive un-
structured unsteady Euler/Navier-Stokes code [4], which is based on a second order
in space and time TVD Godunov-type finite-volume solver. In case of viscous com-
putations the grid was sufficiently refined to resolve the physical thickness of shock
waves and the boundary layer growth on the cylinder’s surface, according to our
methodological study in [5].

A. Hakkaki-Fard · E. Timofeev
Department of Mechanical Engineering, McGill University,
Montreal, Quebec H3A2K6, Canada
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Fig. 1 Illustration of the Mach number based technique: (a) Developed sonic line and sub-
sonic region when the incident shock has passed the sonic point (in the frame of reference
attached to the reflection point); (b) Locations of points A and B (see Fig. 1a) vs. the incident
shock position (all given in terms of polar angle)

2 Sonic/Catch-Up Point Determination Techniques

In order to obtain the theoretical sonic point for unsteady problems, the Navier-
Stokes equations for viscous flows or the Euler equations for the inviscid case should
be solved analytically. As stated in [6], “due to the complexity of the governing
equations of unsteady shock reflections, simple transition criteria, such as those pre-
sented earlier for steady and pseudo-steady flows, can not be established.” Ben-Dor
and Takayama [7] suggested to divide the unsteady flow into a sequence of momen-
tarily pseudo-steady states. Under this assumption, the sonic point can be predicted
using the classical steady-state two-shock theory. However, it is not immediately
obvious that the predictions are valid for the unsteady case under consideration, es-
pecially in view of the experiments [2]. Three different techniques are used in this
paper to determine the sonic and/or catch-up points from numerical simulations for
the problem of unsteady shock reflection from a convex cylinder: the Mach number
based technique, the characteristic based technique, and the perturbation technique.
Their principles are outlined in the following subsections.

2.1 Mach Number Based Technique

The Mach number based technique [8] implies direct application of the sonic point
definition. Figure 1a shows the incident and reflected shock waves, the sonic line
and the subsonic region developed behind the reflected shock wave, when the shock
has already passed the sonic point. Points A and B are the intersections of the sonic
line with the cylinder’s surface. Their locations at each time moment can be deter-
mined from the Mach number distribution on the cylinder’s surface in the frame of
reference attached to the reflection point. Then the trajectories of points A and B can



Sonic Point in Unsteady Shock Reflections 645

be plotted together, as shown in Fig. 1b. Their intersection would give the location
of the sonic point, where the flow right behind the reflection point would become
sonic with respect to the reflection point for the first time.

2.2 Characteristic Based Technique

The characteristic based technique also analyzes flow parameters on the cylinder’s
surface only. Small perturbations propagate along the surface with the velocity
uτ +c, where uτ is the local tangential flow velocity and c is the local speed of sound.
The reflection point moves along the cylinder’s surface with velocity D, which is re-
lated to the incident shock Mach number Ms and the polar angle θ corresponding to
the current shock position through D = Ms/sinθ . At the sonic point, downstream
disturbances are capable, for the first time, of reaching the reflection point. This is
possible only if uτ + c ≥ D, which becomes the criterion for finding the sonic point.
In other words, on an x-t diagram drawn for the cylinder’s surface the inversed slope
of C+ characteristic should become greater than the inversed slope corresponding
to the trajectory of the incident shock along the surface. That is why this technique
is termed as the characteristic based technique. The sonic point location would cor-
respond to the time moment (shock location) when the condition uτ + c ≥ D is for
the first time satisfied downstream of the reflection point.

2.3 Perturbation Technique

The perturbation technique is generally based on tracking of very weak (not altering
essentially the flow under study) waves generated by sources on the boundary of the
flow domain in order to interrogate how the domain geometry influences the flow.
In case of shock wave reflection/difraction the shock wave itself may produce weak
perturbation signals when passing over small geometrical features on the wall (e.g.
minute bumps or grooves). These perturbations propagate outward in all directions
with the signal speed, which is the local sound speed plus the local flow velocity.
By tracking this perturbation signals, valuable information on the flowfield gasdy-
namics can be obtained. In particular, this approach represents another way to find
the catch-up/sonic point, as the downstream perturbations can communicate to the
reflection point only if the sonic point has been reached. Locks and Dewey [9] were
one of the earliest researchers who applied an experimental diagnostics technique
using weak waves in order to evaluate the sonic criterion for rigid inclined surfaces.
Skews and Kleine [3] expanded the diagnostics technique based on the tracking of
weak perturbations, in combination with high speed time-resolved imaging, to a
wide variety of shock wave flows.

In order to simulate this technique numerically, it is required to generate per-
turbation signals. One way is to use small perturbation sources, such as small
bumps/grooves on the boundary of the flow domain, similarly to the experimen-
tal perturbation sources. It may be considered as direct numerical modeling of the
perturbation technique introduced by Skews and Kleine [2]. However, this method
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would be very challenging and expensive computationally because in order to cap-
ture the evolution of such weak waves a very fine mesh is required. In the present
paper we implement tracking of imaginary, infinitesimally weak perturbations as a
postprocessing procedure performed after each time step of CFD simulation. Prior
to commencing a simulation, the number and location of perturbation sources are
decided. The obvious advantage of our approach is that any desired number of per-
turbation sources can be used. Each perturbation source is considered to be initiated
when the incident shock wave reaches its position. From that time moment, the
wave front of each initiated perturbation propagates in the flow field. Being only
imaginary and by definition infinitesimally weak, these waves do not have any ef-
fect whatsoever on the flow field. This constitute another advantage over physical
experiments in which the disturbances should be of some finite intensity to be visi-
ble and hence the degree of their influence on the flow field is a matter of concern.
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Fig. 2 Illustration of the perturbation technique: (a) Schematics of disturbance wave front
advancement in the flow field by time step Δ t; (b) A frame of the CFD movie demonstrating
the evolution of the incident and reflected shocks as well as three disturbance fronts (their
initiation points on the cylinder’s surface are indicated as circles)

The perturbations propagate with the local speed of sound relatively to the fluid
while the fluid itself moves with the local flow velocity relatively to the laboratory
frame of reference. In order to track the weak perturbation wavefront the Huygens–
Fresnel principle [10] is applied. According to this principle each point at a wave-
front can be considered as a new perturbation source point. The propagated distur-
bance front would represent the envelope of all these perturbations. A schematic
illustration of how a disturbance front represented by a set of points (which are not
related to grid nodes in any way) is advanced by time step Δ t is shown in Fig. 2a.

Figure 2b, which is similar to Fig. 4 of Ref. [2], shows a typical frame of the
movie generated from CFD simulation of the unsteady shock reflection from a con-
vex cylinder with three perturbation sources along the cylinder’s surface, for an
inviscid case. It is seen that the wave front of the third disturbance has already
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reached the reflection point (zone). Therefore, the incident shock has already passed
the sonic point.

3 Results

Due to lack of space, only a brief summary of results is given here. Detailed re-
porting with quantitative data will be done elesewhere. Numerical simulations are
carried out for three different flow models. The first one is based on the Euler (in-
viscid, non-heat-conducting) equations and an ideal reflecting surface (the imper-
meable wall boundary condition). The results of inviscid numerical simulations of
the problem with different grid resolutions show that the sonic points obtained with
the Mach number- and characteristic-based techniques, coincide with the catch-up
point obtained by the perturbation technique, even when using a finite number of
perturbation sources. The obtained sonic point converges to the theoretical sonic
point given by the two-shock steady-state theory as the grid is refined. At the same
time, it is shown that the finite thickness of shock and perturbation fronts (unavoid-
able in experimental movies) may lead to the detection of the catch-up point at a
higher wall angle as compared to its actual location.

The other two models are intended to investigate the influence of viscosity on the
sonic/catch-up point. They are both based on the Navier-Stokes equations. At first,
the ideal reflected surface is considered: the slip boundary condition is imposed on
the wall, i.e., the boundary layer is not modeled but the finite physical thickness
of shock waves is faithfully reproduced. The obtained results show that with finite
shock thickness the sonic point is reached later, at lower wedge angles, as compared
to the fully inviscid case. The last model employs the non-slip boundary condition
on the wall, thus accounting for the presence of a boundary layer on the cylinder
wall behind the incident shock wave. Since in this model the flow velocity at the
wall is zero, in the frame of reference moving with the velocity of the reflection
point (zone) the flow velocity is supersonic at the wall and within a portion of the
boundary layer adjacent to the wall. Therefore, the sonic point cannot be obtained on
the reflection surface for this case (neither with the Mach number based technique
nor with the characteristic based technique). The perturbation technique still can
be applied. It shows that the disturbance front may reach the reflection zone (the
zone of intersection of the incident and reflected shocks which have a finite physical
thickness determined by viscosity), however, this happens at some distance from
the cylinder’s surface. This may be considered as the generalization of the catch-up
point concept for the fully viscous case. The catch-up point obtained in this way is
reached even later, at lower wedge angles, as compared to the fully inviscid case and
the viscous case with the slip boundary condition.

4 Conclusion

The determination of the sonic point in an unsteady flow is an important aspect in
the field of shock reflections. A new experimental attempt in this area [2] led us
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to conclusion that, in general, it is necessary to distinguish the sonic point and the
catch-up point. In this paper, three techniques for determination of the sonic/catch-
up point in unsteady shock reflection based on numerical flowfield analysis are
introduced. Our results with these techniques regarding the sonic/catch-up point
location are not in agreement with the experimental results [2], according to which
the catch-up point is reached earlier (at higher wall angles) as compared to the two-
shock theory predictions. From our study, for the inviscid case the sonic point and
the catch-up point are actually the same points, which converge to the theoretical
sonic point with grid refinement. For viscous simulations with the slip boundary
condition the sonic and catch-up points are again the same points, but the viscous
effects (finite shock thickness) cause the sonic/catch-up point to be delayed (hap-
pened at lower wall angles) as compared to the two-shock theory. Even larger delay
for the catch-up point is obtained for the viscous case with the non-slip boundary
condition (in the presence of boundary layer). The causes of the disagreement be-
tween the experiments and numerics are to be subjected to further studies. One pos-
sible reason is that the shock thickness on experimental images exceeds the shock
physical thickness by a few orders of magnitude. Our attempts to imitate such im-
ages numerically indicate that this may lead to the detection of the catch-up point at
higher wall angles.
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Shock Wave in Turbulent Flow Field

M. Tsukamoto and A. Sakurai

1 Introduction

We consider here the problem of a plane shock wave propagating in a turbulent
flow field for the general purpose of investigating phenomenon of shock-turbulence
interaction [1]. We compute this using a molecular kinetic model theory approach
with the Boltzmann equation and the BGK approximation [2]. In practice, we first
prepare an advancing plane shock wave in uniform gas made by shock-tube-flow
computation as shown in the pressure distribution in Fig. 1 (right) and then run
this into a prefabricated isotropic turbulent field in a square region from one end
(Fig. 2). Particular attention is paid to the increasing shock front thickness compared
to the shock in a non-turbulent field (see Fig. 3 ). This thickness is compared with
the shock thickness given by mixing-length theory [3] and observational data of a
shock-tube-wind-tunnel experiment [4].

2 BOLTZMANN—BGK Equation in Integral Form

We use the following kinetic model of the Boltzmann−BGK equation in integral
form [2]

f (ξ ,x, t +Δ t) = f (ξ ,x− ξ Δ t, t)+Δ t ·ν(x, t){ f0(ξ ,x, t)− f (ξ ,x, t)}

where f = f (ξ ,x, t) is the molecular distribution function, ξ = (ξx,ξy,ξzξ ) is the
molecular velocity, x = (x,y,z) is the spatial coordinate, ν = ν(x, t) is the collision
frequency, and f0 = f0(ξ ,x, t) is the local Maxwellian. We consider here a two-
dimensional (2D) flow and use the reduced distribution functions g,h(ξx,ξy,x,y, t)
given by

M. Tsukamoto · A. Sakurai
Tokyo Denki University
2-2 Kanda-Nishiki-cho, Chiyoda-ku, 101-8457 Tokyo, Japan
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g =
∫

f dξz, h =
∫

ξ 2
z f dξz

and their local Maxwellians g0,h0 given by

g0 = (N/πT )exp{−(C2
x +C2

y )/T}, h0 = T g0/2

derived from the local Maxwellian,

f0 = (N/πT )exp{−C2
x/T}, C = ξ −u

with density N , temperature T , and flow velocity u which are expressed in non-
dimensional form based on representative density, temperature, and length L. Fur-
thermore, we assume the Maxwell molecular model to have

ν = k0N/Kn, Kn = l0/L, ,k0 = 8/5
√

π

where Kn, l0 represent the Knudsen number and the mean free path.

3 Plane Shock Wave in Shock−Tube Computation

We first produce a plane shock wave in a uniform gas by a shock-tube-flow compu-
tation. For this, we postulate the shock-tube configuration in Fig. 1(left), where two
sections separated by a membrane are filled with gases of different pressures p1, p2.
Computations are performed by applying the kinetic model equation above to the
shock tube experiment. One of the results is presented in Fig. 1(right) in a pressure
distribution at different times with p1/p2 = 5.

Fig. 1 (left) Shock tube type configuration. ; (right) Plane shock wave Profile propagating in
shock tube type computation
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4 Isotropic Turbulent Flow Field

We consider 2D developed isotropic turbulence [2] that is space periodic in a square
region. This turbulence is produced from a random initial condition set at time t = 0
in a local Maxwellian f00;

f00 =
N00

πT00
exp{−C2/T00}, C = ξ −u00

with a random velocity field given by

u = u00 = (u00,v00) =∑
n

a(n1 ,n2)sin2π{n1x+n2y+ εn(n)}+(U,V ),n1,2 = 0,±1,−−−±4.

where

a = |a|=
√

E, E = α2k2e−(k/k0)
2
,

k = 2πn,k = |k|= 2π |n|= 2π
√

n2
1 + n2

2, α,k0 are constants

εn(n) represents random numbers in [0,1], U and V represent (x,y)-components of
the mean velocity, number density N00 = 1 , and temperature T00 = 1 .

One example of results for U =V = 0 is depicted in Fig. 2 in the density contours.

Fig. 2 Density contours for the turbulent flow field at t=0.0012 obtained by square region.

5 Shock Wave in Turbulent Flow Field

We considered two cases: (i) U = 0.05,V = 0 and (ii) U = 0,V = 0.05, where the
number 0.05 represents 17m/sec on a real scale.
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Computations are performed for Kn = 0.01, time step Δ t = 0.0001,100× 100
divisions for x and Δξx = Δξy = 0.5 for −5 < ξx,ξy < 5 , and p1/p2 = 3.5. The
computation starts from Reynolds number Re = 6700 with M = 4.5 from the maxi-
mum initial velocity U = 3.7ξ0 , where ξ0 =

√
2RT00.

Example pressure distributions for both cases are presented in Fig.3 ; (left) for
case (i) and (right) for case (ii). There the increasing shock front thickness due
to the interaction with the turbulent flow is seen in TH, which is about 0.2 on a
dimensionless scale for both cases.

The increase in shock thickness due to turbulence is expected to be caused by
Reynolds stress, and it is naturally related to the scale of the mixing length in the
turbulent flow field. The thickness derived from mixing length theory [3] is given as

TH =
k

C0

M
M2 − 1

2loge 9, k =−u′2/
du
dx

where C0 represents the velocity of sound, k represents eddy kinematic viscosity, M
represents the Mach number of a shock wave, and u

′
and ū represent respectively

the fluctuation and the time average of the velocity. The shock thickness given by
the formulae for the present case (0.22) is comparable to the shock thickness given
above (0.2).

The result is also compared with data from an experiment [4] in which the interac-
tion between a shock wave produced in a shock tube with grid-generated turbulence
in a low-speed wind tunnel is examined. Its pressure data at a point in the tunnel is
reproduced in Fig. 4, where we can see pressure data scattering in the turbulent flow
of a comparable size as with the flow above.

Fig. 3 (left) Plane shock wave in 2D isotropic turbulent flow field whose mean velocity is
perpendicular to shock plane surface.; (right) Plane shock wave in 2D isotropic turbulent flow
field whose mean velocity is parallel to the shock plane surface. TH:shock thickness
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Fig. 4 Pressure vs time change at x=0.75, y=0.5

6 Conclusion

Use of the Boltzmann-BGK equation for the numerical simulation of shock/
turbulence interaction is found to be workable, where productions of a plane shock
wave by shock-tube type computation as well as a two-dimensional turbulent flow
field and their interaction are performed. Widening of the shock front thickness due
to turbulence is comparable in size with the ones by a mixing length theory and
shock-tube/wind- tunnel experiment.
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Vortex Induced Mach Waves in Supersonic Jets

H. Oertel Sen, F. Seiler, and J. Srulijes

1 Introduction

A supersonic jet is known as a source of remarkable noise which can become in-
tolerable in the neighbourhood of jet engines, cutting torches and other supersonic
jet producing devices. The most dangerous part of the noise is emitted in form of
Mach waves. They appear inside as well as outside of the jet and are quite regular.
The practically ideally expanded supersonic free jet in Figure 1 left hand side shows
outside Mach waves visualized by Oertel sen. [1] using a differential interferometer.
The Mach waves inside can best be detected by immobilisation records on moving
film as shown in Figure 1 on the right hand photo with the w’-Mach waves outside,
the w-Mach waves inside and outside and the w”-Mach waves inside.

In the past, the origin of the noise produced by Mach waves was attributed to a
multitude of different phenomena. They have been assumed to originate inside of
the jet’s boundary layer from turbulence [2] as well as from coherent structures of
different nature, e.g. [3] [4]. This is why various investigations were conducted by
Oertel sen. [5] [6] at ISL. The kinetics of the Mach waves was investigated exten-
sively using a large variety of interferometric visualization techniques with comple-
mentary double exposures or immobilizations on a film moving at the Mach wave
speed using a drum camera.

The experiments were performed with the ISL high energy shock tubes using dif-
ferent methods [7] for jet formation (Figure 2). The jets were produced by blowing
the jet gas into a vessel in order to control the pressure and temperature of the am-
bient gas. Cylindrical as well as slit jets have been studied with e.g. exit diameters
between 1.9 mm and 20 mm and equality of exit and ambient pressures. On images
as in Figure 1, two strong different Mach waves (w and w’) can be seen to exist
outside the jet as well as two different inside (w and w”). They were found to be
produced by ”jet boundary layer structures” propagating downstream at the three
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Fig. 1 Mach waves of supersonic Mach 2.1 free jets.

Fig. 2 Jet production: reflected mode left, non reflected mode right.

mentioned speeds. The Mach angles α (w-Mach wave inside and outside), α’ (w’-
Mach wave outside) and α” (w”-Mach wave inside) were measured and the Mach
numbers were calculated by

sin α =
aa

w
=

ai

ui −w
, sin α ′ =

aa

w′ , sin α ′′ =
ai

ui −w′′ (1)

The experimental data points in Figure 3 were empirically fitted to the Mach number
equations (2 - 4), expressed with ui the jet speed, and with the jet Mach number Mi

= ui/ai. ai and aa are the speeds of sound in the jet’s inner resp. in the gas outside.

ui −w
ai

=
w
aa

and
w
aa

=
Mi

1+ aa/ai
(2)

ui −w′

ai
=

w′

aa
− 1 and

w′

aa
=

Mi + 1
1+ aa/ai

(3)

ui −w′′

ai
=

w′′

aa
+ 1 and

w′′

aa
=

Mi − 1
1+ aa/ai

(4)

2 Hints for Vortices in the Mixing Layer

Many different attempts of explaining the simple empiric formulae (2-4) theoreti-
cally by gasdynamic considerations had failed for a long time. A hint for the pro-
cesses present in the mixing layer gave the experiments of Poldervaart and Wijands
[8] demonstrating that vortex pairs might be the origin of the Mach waves. They took
shadowgramms of a much bigger, colder and longer blowing supersonic jet, where
they could use periodic spark shock waves for creating successive vortex pairs at
the jet exit. Figure 4 shows a picture sequence from [8] with the supersonic jet and
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the downstream moving vortices initiated by the spark’s shock wave. In Figure 4
the middle of the vortex pair is displaced with speed w. But the other speeds did not
correspond to the formulae for w’ and w” of Oertel sen. [5] [6].

Fig. 3 Experimental Results Fig. 4 Picture arrangement from [8]

Shock tube experiments with a jet produced with the reflected shock tube mode
(see Figure 2) at a jet Mach number 2 visualized the behaviour of smoke particles in
the jet’s mixing layer. A thin light sheet illuminates the smoke tracers seeded. The
scattered light observed shows clearly the mixing layer well established in Figure 5.
The smoke is seeded inside and outside the jet.

Fig. 5 Smoke particle visualization

An interesting feature is that ”black holes” are repeatedly arranged downstream
inside of the mixing layer, obviously seen by no light scattering dots. One explana-
tion for that particle behaviour is that the particles are centrifuged out of the vortices
and therefore no light is observed from the vortex centres. The ”black holes” seen
might be a further proof for the formation of vortices inside of the mixing layer.
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3 Vortex Pair Formation

In some experiments of Oertel sen. [5] [6] a very thin jet boundary layer devel-
oped for a short distance after the jet’s exit which could be considered as a shear
layer deformation as shown in Figure 6. The deformation forms a convex bulge and
a concave indentation and displaces with the constant speed w. At subsonic Mach
numbers equal under pressures act on the bulges and over pressures in the inden-
tations. Point symmetric deformations will then last for a long time. In a reference
frame moving with speed w at equal Mach numbers at both sides of the deformation,
the formula (2) is deduced as:

ui −w
ai

=
w
aa

and
w
aa

=
Mi

1+ aa/ai
(5)

Fig. 6 Deformation of the shear layer

In the case of laminar exit boundary layer vortex pairs arise somewhat down-
stream by flow instabilities, called Kelvin-Helmholtz-Instability, of the layer defor-
mations. When the boundary layer is already turbulent the vortex pairs are generated
immediately at the exit. As mentioned above the source for the Mach waves may
be by vortex pairs moving downstream inside of the jet’s mixing layer as sketched
schematically in Figure 7. The centre of the front vortex moves with speed w’ within
the inner zone and produces a weak shockwave called w’-Mach wave outside the jet.
The centre of the rear vortex moves downstream with speed w” within the outer zone
and produces a weak shockwave called w”-Mach wave inside the jet. The plane with

Fig. 7 Vortex pair formed inside the mixing layer
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the mean flow velocity u∗ separates the two zones. Writing the equilibrium condi-
tions for the two vortices within two frames moving at their quite different speeds
w’ and w”, in the w’-system the opposite subsonic flows over the front vortex and in
the w”-system over the rear vortex produce equal under pressures at the following
equal Mach numbers

ui −w′

ai
=

w′ − u∗

aa
and

u∗ −w′′

ai
=

w′′

aa
(6)

An up till now neglected effect would come into play, called the ”dredging effect”
of the vortices. The two vortices continuously entrain fresh jet gas into the inner
zone and fresh ambient gas into the outer zone. The smoke image in Figure 5 shows
obviously the entrainment of inner and outer smoke particles into the mixing layer.
Details on the vortex pair postulation are given in [9] [10]. As a result of this gas
transport into the mixing layer the sound speeds aa and ai in the two zones each are
practically constant.

The determination of u* can be done by the following claim:

ui −w′′

ai
=

w′

aa
at aa = ai (7)

Together with the three equations (6) and (7) we find that

u∗

aa
=

w
aa

=
Mi

1+ aa/ai
(8)

Finally with w the following relations come out:

ui −w′

ai
=

w′ −w
aa

and
w′

aa
=

Mi +w/aa

1+ aa/ai
(9)

ui −w′′

ai
=

w′′

aa
and

w′′

aa
=

Mi −w/aa

1+ aa/ai
(10)

In the special case w/aa = 1 at which the experimental studies have been under-
taken, the theoretical relations (5, 9, 10) correspond exactly to the empirical ones
(2, 3, 4).

4 Limitations and Remarks

The domain of validity of the formulae is limited by some Mach number consider-
ations. The w’- and the w”-Mach waves can only exist at the following conditions:

w′ > aa at Mi >
(1+ aa/ai)

2

2+ aa/ai
and ui −w′′ > ai at Mi >

(1+ aa/ai)
2

(1+ 2aa/ai)
(11)
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Both Mach waves may disappear when one of the two vortices has supersonic
relative Mach numbers and at least the regularity can only exist for:

w′′ < aa at Mi <
ai

aa
(1+ aa/ai)

2 and ui −w′ < ai at Mi < (1+ aa/ai)
2 (12)

Only in the yellow domain of Figure 8 the conditions for regular w’-Mach waves
are fulfilled. The boundaries (11) are very strong ones as proofed by Oertel [11].

Testing the limitations (12) experiments show a weak transition in suppressing
the Mach wave production by putting more energy into the jet. This limitation lets
the vortex pairs vanish by supersonic overpressures on the bulges. With growing
distance from the jet exit the front vortex overtakes the rear vortex of the preceding
one for forming one big vortex moving with velocity w. Bigger jets having much
longer mixing layers must finally lead to create long chains of jet surrounding vor-
tices travelling at this speed w. This might be the domain of considerations like those
of Tam [12] and others. Their calculations of waves without beginning and end are
certainly not able to describe the phenomena near the jet exit. Tam deals with the
final phase far away from the exit.

Fig. 8 Range of validity
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Post-shock Pressure Modulation through Grid
Turbulence

D. Takagi, S. Ito, K. Takeya, A. Sasoh, K. Nagata, and Y. Sakai

1 Introduction

Interaction between a shock wave and turbulence gives challenging research prob-
lems. Interactions between a shock wave and a vortex or a flow element of the
same kind have been studied in various manner.[1-8] Impacts of a shock wave to
turbulence intensity is investigated by Honkan et al.[1] and Barre et al.[2]. On the
other hand, the impact of isotropic turbulence on a shock wave has been studied
mainly numerically[8]. Experimental data of shock wave and isotropic turbulence
are currently insufficient. The purpose of this study is to obtain experimental data on
the relationship between a post-shock overpressure and characteristics of isotropic
turbulence.

2 Apparatus

In this study, turbulent flow is generated in a low-turbulence wind tunnel with a
square grid. The length and the cross section of the wind tunnel were 4 m and 0.994
m × 0.46 m, respectively. A square grid was set at the entrance, and the test section
of shock wave-turbulence interaction was 1.5 m downstream (Fig. 1.) In Region A
in Fig. 1, the distribution of U∞ (time-averaged flow speed) was set either to 10.0
m/s or to 17.5 with a spatial variation of better than ±0.6 % on a basis; the turbulent
intensity without a grid was 0.6 ± 0.05 %.

Two kind of square grids were used. Grid-A, made of steel, had a circular cross-
section of 5mm in diameter, separation distance of 25 mm. Grid-B (Fig. 2), made of
aluminum, had a square cross section of 20 mm× 20 mm, separation distance of 100
mm. The turbulent intensity with Grid-A in Region A was 1.9 ± 0.1 % with a length
scale of 17.5mm; with Grid-B 5.8 ± 0.4 % with length scale of 59.5mm. In the range
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Graduate School of Engineering, Nagoya University, Furo-cho, Chikusa-ku,
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Fig. 1 Schematic illustration of test section, flow direction towards the reader (length unit
in mm)

Fig. 2 Square grids (length unit in mm)

of y = 0 mm, -70 mm ≤ z ≤ 90 mm (see Fig. 1), turbulent intensities measured using
an X-type anemometer were 5.9 ± 0.2 % in the longitudinal direction and 5.2 ±
0.8 % in a transverse (y), respectively. In the test section (Fig. 1), a shock wave was
ejected from a 5.4-mm-inner-dia., 3.55-m-long tube, which hereafter will be referred
to as eD-tube,f which was connected to a diaphragm-less shock tube using a quick
piston valve (Oguchi piston, Oguchi et al.[9], Fig. 3). In order to prevent freezing,
the air inside of the driver gas reservoir (ps = 1.0 MPa) and the sub-chamber were
purged to introduce dry air from a cylinder. Along D-tube, three pressure transducers
(PCB Corp., H113A21, 3.6 mV/kPa, 500 kHz) were set to measure a shock Mach
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Fig. 3 Schematic illustration of shock wave generator (length unit in mm).

number. with a resolution in shock Mach number of 0.025. The average value and
standard deviation of shock Mach number was 1.15 ± 0.00 (0.1 %) at 1.55m from
the exit of D-tube.

The shock wave ejected from the open-end of D-tube propagated across the grid
turbulence through a vertical distance, normal to the flow, which was ranged from
100mm to 200mm in Region A of Fig. 1. Vertical to the shock-wave propagation,
that is parallel to the negative z-direction, an aluminum flat plate, 200 mm × 200
mm × 8.8 mm (thickness), was set. The pressure transducer (PCB Corp., M102B18,
14.9 mV/kPa, 500 kHz) was flush-mounted on the aluminum plate to measure the
time-variation of overpressure ΔP, its peak value being denoted by ΔPpeak. To mea-
sure the time histories of ΔP, pressure transducer which had shortest rise time (1μs)
and high sensitivity (14.9 mV/kPa) in the market was chosen. But in this experi-
ments, the signal from the pressure transducer was overshot due to the mechanical
resonance of the pressure transducer itself, because ΔPpeak was of the order of 1
kPa, that is as small as 1/700 of the full range of the overpressure. In order to take
these effects into consideration, overshot ratio of 1.48 was measured a priori through
shock-tube measurements. In the following experimental data, the peak value in the
overpressure value will be corrected using this number.

3 Results and Discussion

Under each experimental condition presented hereafter, either thirty or one hundred
measurements were conducted. The separation distance between the exit of the D-
tube and the flat plate was set to 200 mm. The root mean square in the flow velocity
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Fig. 4 Scatter in peak over pressure, (a) U∞ = 0m/s without grid, (a) U∞ = 17.5m/s without
grid, (c) U∞ = 17.5m/s with Grid-A, (c) U∞ = 17.5m/s with Grid-B,

was varied by two methods, by varying the flow speed or using different grids.
with U∞ = 17.5 m/s and without grid (Fig. 4(b)), ΔPpeak = 0.772 ± 0.015 kPa. The
standard deviation with the flow and Grid-A (Fig. 4(c), ΔPpeak = 0.784 ± 0.032
kPa) become twice; with Grid-B 5 times (Figs. 4(d) ΔPpeak = 0.788 ± 0.081 kPa).
However, differences in average value among those conditions were 0.016kPa at
most, which is only 24 % of the difference in standard deviations.

The turbulence intensity was varied also by varying the flow speed. With Grid-
B, the peak over pressure was ΔPpeak = 0.777 ± 0.048 (6.2% ) at U∞ = 10 m/s
(Fig. 6(a)). Yet with U∞ = 17.5 m/s (Fig. 4(d)), the standard deviation became 1.69
times larger (ΔPpeak = 0.788 ± 0.081 kPa). The standard deviation characteristics in
the post-shock overpressure which are presented in the previous two paragraphs can
be generalized using Urms as a control parameter, see Fig. 6.

ΔPpeak was modulated 1.9 % even in case without flow caused by uncertainty
came from characteristics of experimental devices and hot wire anemometers had
electrical noise which modulated 0.1 % of Urms.
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Fig. 5 Histograms, U∞ = 17.5m/s, Grid-A

Fig. 6 Peak over pressure modulation vs. Urms
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The relative intensity (value of standard deviation divided by average) between
Urmd and ΔPpeak can be fit to a linear equation of ΔPpeak/ΔPpeak = 0.013 + 0.086
Urms in the range of experimental condition, see Fig. 6.

4 Conclusion

The standard deviation in ΔPpeak increases linearly with ΔPpeak.
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Aerodynamic Vibrations Caused by a Vortex
Ahead of Hemisphere in Supersonic Flow

Takafumi Kawamura and Toshiharu Mizukaki

1 Introduction

Parachutes are often used for planetary-entry and re-entry. Most of cases, parachutes
are deployed at supersonic speed. Therefore, it is necessary to obtain aerodynamic
characteristics at supersonic speed. However parachutes have wrinkles and seams.
They make it difficult to study aerodynamic characteristics of the parachute shape.
Therefore, experimental studies using solid models have been conducted from the
1960s re-entry program of the US [1]. In particular, Helmut G. Heinrich et al. visu-
alized shockwaves, and shockwave vibrations in Mach number 3 [2]. These shock-
wave vibrations make the flow unstable, and the unstable flow gives model vibra-
tions. They are risks of break.Therefore, Helmut G. Heinrich suggested an improved
model.

Re-entry and planetary entry have also been conducted recently in Japan, so
parachute shape characteristics have gained attention. Hiraki et al. conducted exper-
iments using solid Hemisflo models, for the general shape of a supersonic parachute
[3]. They attached pressure sensors on the model, and gained pressure distribution
on the model. These experiments conducted at Mach number 1.5 to 4.0. The result
of these experiments indicated that the cycle of shockwave vibrations is 1.2 ms.
Takakura et al. conducted Computer Fluid Dynamics (CFD) for the purpose of in-
vestigating the cause of shockwave vibrations by using a High-resolutional WENO
scheme. The results indicated pressure waves occurred near the model edge and
spread toward the shockwave when Mach number was increased from 4.0 to 4.2.
The spreading pressure waves interfere with the detached shockwave and caused
shockwave vibrations.

Takafumi Kawamura
Graduate School of Engineering, Tokai University 4-1-1 Kitakaname,
Hiratsuka-shi, Kanagawa-ken, Japan

Toshiharu Mizukaki
School of Engineering, Tokai University, 4-1-1 Kitakaname,
Hiratsuka-shi, Kanagawa-ken, Japan



672 T. Kawamura and T. Mizukaki

The final target of this study is to suggest a shockwave vibrations removed model.
At the first step in this target, we attached a test model in a supersonic wind tunnel,
and visualized pressure waves and shockwave vibrations by using Schlieren system
with high speed camera. This paper shows the result of these experiments.

2 Experimental Method

Figure 1 shows a test model that mimicked a parachute deployed shape.

Fig. 1 Schematic of test model

The test model was a hemispheric bowl model with no porosity, 80 mm inner
diameter and 86 mm outer diameter (Fig. 1). The test model was made by of 3
mm stainless steel. The test model has tap holes every 120 degrees at the top of the
bowl shape to attach a wind tunnel with bolts. The hollow side faced windward. This
hemispheric bowl model mimicked a Hemisflo shape, which is one of the supersonic
parachute shape. Hemisflo has high drag over Mach number 1.5 to 2.5 and high
stability. The sting diameter was 25 mm and the blockage area was 1.6 percent
toward the test section, and the effect to the flow was quite small.

Table 1 shows specifications of supersonic wind tunnel.

Table 1 Specifications of wind tunnel

Type Open Circuit Variable Pressure Type
(Using Ejector near Mach Number 4.0)

Optical Window 0.6 m diameter
Test Section 0.6 m square
Mach number 1.5 - 4.0
Operating time more than 30 s

Experiments were conducted by using the supersonic wind tunnel located at the
Sagamihara Campus of Japan Aerospace Exploration Agency (JAXA). This wind
tunnel uses an ejector at a high Mach number, around 4.0. Mach number and static
pressure at a screen tube (P0) can be selected for experiments.
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Figure 2 shows Schlieren system using a high speed camera for the purpose of
visualization.

Fig. 2 Schematic of Schlieren system using high speed video camera

A high pressure Xenon lamp (500W, Ushio co., XB10201AAA) was used for a
light source. The light was become collimated light by a 0.6 m diameter concave
mirror via a 0.3 m diameter plane mirror. The light thorough the test section, and
receive disturbance. The light was converged by the concave mirror, and changed
direction toward the high speed camera. A knife edge was inserted at a third focused
light point, the light projected on a recording surface of the high speed camera. The
high speed camera (Vision Research co., Phantom V7.1) was used for the purpose
of record photograph. Resolution was 256 by 256, interval was 200 μs, exposure
was 10 μs. Because it is known from Hiraki et al.s research that the shockwave
vibrations cycle is 1.2 ms [3].

Table 3 shows experimental conditions. It is known from Hiraki [3] and Takakura
[4] reported that shockwave vibrations in front of the shape exist over Mach number
3. The experimental conditions are shown in Table 2. These pressure conditions
were selected for the purpose of long time run.

Table 2 Experimental condition

Mach Number P0 (kPa) Ejector (kPa) Angle of attack

2.0 210 non 0
3.0 440 non 0
3.5 406 392 0
4.0 510 490 0
4.0 593 392 0
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3 Results and Discussion

Figure 3 shows the representative example of an experiment at Mach number 2.0.
Only stable detached shockwave was visualized at Mach number 2.0.

Fig. 3 Representative Example of an experiment at Mach number 2.0

Shockwave vibrations were detected at Mach number 3.0, 3.5, and 4.0.
Figure 4 shows representative example of an experiment at Mach number 4.0.

Fig. 4 Representative example of an experiment at Mach number 4.0
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This paper explains on the supposition that the phenomena taken by the high
speed camera were two-dimension phenomena. The detached shockwave in front of
the test model was observed when the mean flow was statically determined (Fig. 4
(a)). The vortex occurred near the center of the detached shockwave 6.2 s after the
mean flow, however, was statically determined. The vortex spread and moved to the
edge of the model. It is agreed with CFD results [4]. A simplify phenomena shows
at Fig. 4 (d). The vortex reached the edge of the model 1.2 ms after it occurred. Af-
ter that, it spilled from the model and compression waves spread to the windward.
In this paper, this side, vortex reached the edge at 1.2 ms after it occurred, called
the right side compared with a center axis thorough the sting and test model. Com-
pression waves interfered with the detached shockwave. The detached shockwave
was moved to the right side of windward. At this time, the detached shockwave was
located in front of the stable detached shockwave at Fig. 4 (a) (Fig. 4 (b)). After 600
μs, the spill from the model and compression waves were stopped, and the detached
shockwave moved leeward. At the same time, the leeward of the detached shock-
wave went to the inside of the model. After 200 μs, compression waves occurred
from the right side of the model edge. The compression waves pressed the detached
shockwave to the right side of windward again. These sequences of vibration were
successively observed.

At the time when 6.4 seconds after the mean flow statically determined, the top
of the vibrated detached shockwave was moved to the left side (Fig. 4 (c)), simplify
phenomena was shown in Fig. 4 (e).

The top of the shockwave vibrations gradually moved to the left side. It is because
the phenomena rotated clockwise or anticlockwise around the center axis of the test
model [3].

4 Summary

The solid hemispheric model attached in the supersonic wind tunnel, and experi-
ments conducted at Mach number 2.0, 3.0, 3.5, and 4.0. Schlieren system with high
speed camera was used for the purpose of visualization. The results indicate below.

• Shockwave vibrations were observed at Mach number 3.0, 3.5, 4.0.
• Shockwave vibrations were not observed at Mach number 2.0.

The cause of the shockwave vibrations was visualized. The results indicate below.

• The vortex occurred near the top of the detached
• The vortex moved the edge of the model, and turned out compression waves.
• Compression waves push the detached shockwaves to the right side of the wind-

ward.

Continuous shockwave vibrations were observed. The results indicate below.

• Compression waves that occurred previous shockwave vibrations push the de-
tached shockwave to the right side of the windward

• Compression waves were disappeared 600 μs after the detached shockwave
moved toward the right side of the windward.
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• The detached shockwave moved leeward as a result of disappearance of com-
pression waves. The leeward side of the detached shockwave intrude into the left
side of the test model simultaneously.

• Compression waves appear again 200 μs after the previous item, and push the
detached shockwaves toward the right side of the windward again.
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Numerical Investigation of 2D/3D Blade-Vortex
Interactions

E. Yildirim and R. Hillier

1 Introduction

Vortex interaction with a rotating blade is fundamentally important in understand-
ing the unsteady aerodynamics and aeroacoustics problems arising in a helicopter
flight. The blade-vortex interaction (BVI) can occur when the main- and/or tail-rotor
blades interact with tip vortices previously shed by preceding high speed blades of
the main rotor. Most numerical studies have focused on limiting cases where an
idealised vortex interacts with a single, non-rotating blade. Despite the significant
differences between a real case scenario of BVIs involving more complex character-
istics of blade tip vortices and rotating blades, numerical and computational studies
nevertheless provide great insight into the deeper understanding of the fluid me-
chanics that are relevant to the problem. Our computational modelling approaches
this problem in several steps. Firstly the ‘impulsive’ instantaneous blocking of the
column vortex by a flat plate. This was studied theoretically for incompressible mo-
tion by Marshall [1], who produced an elegant model for ‘area change’ waves in the
vortex core. Our Computational Fluid Dynamics (CFD) study essentially models
this, together with the true compressible pressure wave formation that also arises.
In the second step we extend this to the gradual cutting of the vortex by a sharp
flat plate that moves, at a finite speed, through the vortex. Finally, we extend this
to the gradual cutting of the vortex by a blunt leading edge aerofoil that moves, at
a finite speed, through the vortex, which incorporates both the ‘blocking’ and also
stretching and distortion of the vortex lines. In this paper, we present only the 3D
numerical computations of a single columnar vortex instantaneously ‘blocked’ by a
flat plate.

E. Yildirim · R. Hillier
Department of Aeronautics, Imperial College London
South Kensington Campus, SW7 2AZ London (UK)
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2 Numerical Computation

In this study compressible, inviscid computations are performed based on a finite
volume, Godunov type solver, which is second order in space and time. We start the
computation with an initialised vortex cross-section profile, and although there is
no single accepted distribution, the most commonly used swirl velocity profiles in
terms of vortex core radius are represented by the following general expression

Vθ =
Γ

2πrc

r̃

(1+ r̃2n)
1
n

(1)

Here we adopt the n = 1 vortex model, also referred to as Sculley’s velocity profile.
Marshall [1] defines the axial flow parameter, IN = 2πrcw0/Γ , where w0 is the

vortex core axial velocity and rc is a measure of the core radius. According to
Marshall, for IN > 1/

√
2 the flow is termed supercritical and no area shock is pos-

sible on the compression side, where the vortex axial flow is directed towards the
solid surface. If IN < 1/

√
2, the flow is subcritical and formation of area shock are

visible on both sides of the cutting surface. Marshall also predicts the change in the
vortex core radius for both sides of the cutting blade as a function of IN :

rcomp

rc
=

1
IN

[((rcomp/rc)
2 − 1) ln(rcomp/rc)]

1/2 (2a)

rexp

rc
= [1+ IN

√
2/2] (2b)

Marshall & Krishnamoorthy [2] performed incompressible flow in their compu-
tational simulations of impulsive cutting of a vortex in supercritical and subcritical
regimes, assuming axisymmetric inviscid vortex with non-zero axial flow. For the
subcritical cases, an increase in vortex core radius on the compression side and
a decrease on the expansion side were reported. Marshall & Krishnamoorthy [2]
also carried out an experimental study in the subcritical regime and the measure-
ments were reported to be consistent with their computations. On the other hand,
as predicted, in the supercritical case the vortex flow acted in a similar manner to
a non-rotating fluid jet impacting on a wall, no area shock was observed. This was
also reported by Lee et al [3].

In the current study, we investigate the compressibility effects in the interac-
tion. The analytical investigations of Marshall are based on an incompressible fluid.
Accordingly we choose flow Mach numbers less than 0.3, which nonetheless will
still produce significant compressibility effects for the transient waves. The com-
putations are performed on a uniform Cartesian grid of 40 core radii in all three
dimensions. The vortex is initialised at the grid centre, distance of 20rc from the
vortex centre line to the far field boundaries. The observation time range is chosen
such that any numerical reflections at the far field boundaries do not have sufficient
time to return to affect the area of interest. The axial velocity initialisation follows
a Gaussian distribution, varying radially exp(−r2/r2

c ). At t = 0, the vortex is ‘cut’
along x = 0. The illustration of the vortex initialisation is shown in Figure 1.
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Fig. 1 Schematic illustration of a simplified model of instantaneous, 3-D vortex chopping
case by a flat plate.

The chosen test cases are shown in Table 1. Following Marshall’s definition, cases
C1 and C2 fall in the subcritical regime, C3 is a supercritical case and C4 is analo-
gous to a pure-jet impacting a solid wall. Figure 2 shows a detailed view of density
(as solid lines) and vorticity contours for case C1 on the x-y plane through the 3D
grid. The figure shows a typical density distribution at one instant, where the as-yet
undisturbed part of the column vortex (A) can be seen, a compressive wave (B) is
propagating outwards from the plate as a consequence of the blocking mechanism of
the solid surface on the core flow and (C) is the region processed by the compressive
wave.

Table 1 Investigated orthogonal BVI cases by the authors.

Case w0/a∞ IN rcomp/rc rexp/rc

C1 0.1 0.21 1.86 0.80
C2 0.2 0.50 3.13 0.60
C3 0.2 0.71
C4 0.2 ∞

In Figure 2, from the vorticity contours, we observe an anti-clockwise rotating
vortex ring (D) followed by, an alternate sign, clockwise rotating second vortex ring
(E). Vortex ring formations are also visible on the expansion side of the interaction.
Sheikh and Hillier [4] demonstrated that it is the distortion of axial vortex filaments
that give rise to the formation of alternate sign vortex rings. In time, more but pro-
gressively weaker alternate-sign vortex rings form, which causes the vortex core
radius to reduce on the compression side after the initial rise of the core area. This
can be seen from the swirl velocity distribution shown in Figure 3, which shows
a time series of the variation of swirl on the cutting surface. On the compression
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Fig. 2 Detailed view of the vorticity and density (solid lines) contours along the symmetry
axis of case C1 at tw0/rc = 1.3 on the x-y plane.

side, the swirl initially decreases with increasing radius, and the swirl profile shows
a convergence pattern at later times until at about t = 1.8, when a second peak with
smaller radius is visible due to strengthening of the second vortex ring on the cutting
surface (represented by the letter E in Figure 2). From the swirl velocity distribution
(Figure 3) we are able to deduce that the first vortex ring peaks at rcomp/rc  1.86
on the compression side and the core radius converges to rexp/rc  0.8, a decrease
on the expansion side. Marshall’s prediction of the area changing shockwave for
C1 are 1.17 and 0.87 for the compression and expansion sides, respectively. There
is a good agreement between our computation and the theoretical value for the ex-
pansion side. However, the underestimation of the theory for rcomp/rc suggests that
compressibility has significant effect on the interaction. To further investigate, a
computation with zero swirl velocity component, wθ = 0 analogous to a pure-jet
impacting a solid wall is performed.

y/rc

w
θ/a

∞

543210
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t=0.8
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∞
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0
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Fig. 3 A time-evolution swirl velocity profile of case C1 along the cutting surface, on the
y-plane. Time is non-dimensionalised by tw0/rc; left: Compression side, right: Expansion
side.
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This is shown in Figure 4 at an instant of the interaction. From the contour plot,
it is clear that a region of high pressure (P) close to the flat plate on the compres-
sion side has formed, caused by the upstream propagating pressure (acoustic) wave
at early times when the leading compression wave is at its strongest. The higher
pressure region near the cutting surface would act to reduce the swirl and cause the
vortex core area to increase more than the theory predicts. On the other hand, on
the expansion side we observe a weaker expansion wave propagating away from the
cutting surface and there is no significant distortion near the plate surface.

The computed core radius for case C2 are shown in Table 1. The analytical core
radius predictions for IN = 0.5 are 1.54 on the compression side and 0.74 on the
expansion side. It is inferred that with increasing impact parameter, the propagating
compression and expansion waves away from the cutting surface are also stronger,
therefore the magnitude of disruptions to the core flow near the cutting surface are
higher, as explained above. Furthermore, the computation show that with increasing
impact parameter there is a longer delay in the formation of vortex rings on the
compression side.

Fig. 4 Detailed view of the pressure contours, p/p∞ along the symmetry axis of case C4 at
ta∞/rc = 10 on the x-y plane. Increment between contours is 0.005.

On the expansion side of case C2, although the computed core radius yields a
reasonable agreement, the overestimation by the theory is more for case C2 than for
C1.

Case C3 classifies as a supercritical flow, where it is stated that the core axial
velocity, w0 is expected to be higher than the phase speed of the azimuthal vor-
ticity waves on the core. Therefore upstream-propagating waves should not be ob-
served. However, in our CFD study we identify a delayed formation of upstream-
propagating vortex ring (VR) on the compression side as shown in Figure 5, which
indicates that the higher pressure region near the cutting surface also reduces the
core axial flow, which by definition reduces the local impact parameter IN . As a
result, the flow does not behave as a supercritical motion.
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Fig. 5 Detailed view of the vorticity contours along the symmetry axis of case C3 at tw0/rc =
5.0 on the x-y plane.

3 Conclusion

Present CFD study models the instantaneous cutting of the column vortex by a flat
plate, which is the first step in our study to investigate the 3D BVI problem. Marshall
[1] studied this theoretically for incompressible motion. Our investigation shows
that the vortex response to cutting is highly dependent on the impact parameter, IN .
Computations predict that Marshall’s analytical theory underestimates the increase
of vortex core area on the compression side of the interaction due to not accounting
the compressible effects. Higher pressure region created by the compression wave
propagating away from the surface decreases the vortex swirl on the cutting surface,
further increasing the core area. Furthermore, in a supercritical regime, our compu-
tations show that area shock is created on the compression side of the interaction.
This is due to the fact that the higher pressure region on the blade surface reduces
the local axial flow, and the axial flow effectively becomes lower than the phase
speed of the azimuthal vorticity waves on the core. On the other hand, computed
area shock on the expansion side for all the test cases yield a good agreement with
Marshall’s theory, as there is no significant disruption caused by the propagating
expansion wave on this side of the interaction.

References

1. Marshall, J.S.: Vortex Cutting by a Blade, Part 1: General Theory and a Simple Solution.
AIAA J. 32(6), 1145–1150 (1994)

2. Marshall, J.S., Krishnamoorthy, S.: On the Instantaneous Cutting of a Columnar Vortex
with Non-Zero Axial Flow. J. of Fluid Mechanics 351, 41–74 (1997)

3. Lee, J., Xiao, Z., Burggraf, O., Conlisk, A., Komerath, N.: An Inviscid Analysis of Vortex-
Surface Collisions. AIAA 1995-2237 (1995)

4. Sheikh, A.H., Hillier, R.: The Compressible Perpendicular Interaction of a Columnar
Vortex-jet with a Flat Plate. AIAA 2001-2846 (2001)



Complex Conservative Difference Schemes
in Modeling of Instabilities and Contact
Structures

O.A. Azarova

1 Introduction

The family of the difference schemes on a minimal stencil is under consideration.
Construction of the difference schemes on a minimal stencil is based on the scheme
approximation order increasing procedure [1]. This method makes it principally
possible to develop the schemes of arbitrary approximation order without extension
of the scheme stencil by the use of differential consequences of the initial system
of equations. Two-dimensional schemes of similar type for plane and cylinder flow
symmetry were presented in [2] - [4]. The schemes on the flow oriented grids for
plane, cylinder and spherical flow symmetry supplemented by shock-tracking pro-
cedures were presented in [5]. Validation and comparison of calculations with the
use of the minimal stencil difference schemes and the other ones was conducted
in [5] - [7].

In this paper the complex conservative modifications of 2D minimum-stencil dif-
ference schemes of the second approximation order for inviscid and viscous gas
flows of plane and cylinder symmetry are presented. The Euler equations and the
Navier-Stokes equations for an ideal gas are considered. The schemes are conser-
vative not only over the divergent variables, but also over the divergent variables
for space derivatives (in the cylinder case, too). The results of numerical modeling
of primary and secondary instabilities accompanied by generation of contact struc-
tures in the problems of a heat layer/supersonic shock layer interaction obtained
with the use of the presented schemes are discussed. This research was initiated by
the investigations on flow/flight control via microwave energy deposition into a su-
personic flow [8]. All calculations have been implemented without introduction of
any artificial dissipative terms.

O.A. Azarova
Dorodnicyn Computing Centre of RAS Vavilova St. 40, 119333 Moscow, Russia
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2 Difference Schemes Derivation

The schemes construction is presented for the Euler equations for an ideal gas:

∂Urω

∂ t
+

∂Frω

∂x
+

∂Grω

∂ r
= H (1)

where

U =

⎛⎜⎜⎝
ρ

ρu
ρv
E

⎞⎟⎟⎠ ,F =

⎛⎜⎜⎝
ρu

p+ρu2

ρuv
u(E + p)

⎞⎟⎟⎠ ,G =

⎛⎜⎜⎝
ρv

ρuv
p+ρv2

v(E + p)

⎞⎟⎟⎠ ,H =

⎛⎜⎜⎝
0
0

ωrω−1 p
0

⎞⎟⎟⎠ , (2)

ω = 0/1 for plane/cylindrical symmetry, ρ , p are the density and pressure of the
gas, u, v are the x-, r- components of the gas velocity, E = ρ(ε + 0.5(u2 + v2)) is
the total energy per unit volume, ε is the specific internal energy and the specific
heat ratio γ = 1.4. For the second approximation order assurance the systems of the
differential consequences of (1) over x and r are used:

∂Ux

∂ t
+

∂ (Fx +ω(G−H)/r)
∂x

+
∂Gx

∂ r
= 0, (3)

∂Ur

∂ t
+

∂Fr

∂x
+

∂ (Gr +ω(G−H)/r)
∂ r

= 0. (4)

The systems (3), (4) have the divergent form providing realization of the conser-
vation laws for the divergent variables for the space derivatives. Thus the conserva-
tive variables are

ρ ,ρu,ρv,E,ρx,(ρu)x,(ρv)x,Ex,ρr,(ρu)r,(ρv)r,Er, (5)

Fig. 1 Difference cell, grid
points and accepted notation.

not taking into account the action of the volume
forces at the right part of the third equation in (1). In
the case of plane flow symmetry (ω = 0) this prop-
erty is fulfilled in the scheme described in [2] and
here the same approach to scheme construction is
applied.

At every time step the difference solution is sup-
posed to be of piecewise-linear form over x and r
in the neighborhood of the grid points, the differ-
ence solutions for x- and r-derivatives are applied to
be piecewise-constant. The flux functions are sup-
posed to have the piecewise-linear form in time. The
systems (1) are integrated over the grid cell (Fig.1)
guided by the Gauss-Ostrogradsky theorem:
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∫
S

Urωdxdr+
∫
S

Frωdtdr+
∫
S

Grωdtdx =

=
∫
V

(
∂Urω

∂ t + ∂Frω

∂x + ∂Grω

∂ r

)
dV =

∫
V

HdV∫
S

Uxdxdr+
∫
S
(Fx +ω(G−H)/r)dtdr+

∫
S

Gxdtdx =

=
∫
V

(
∂Ux
∂ t + ∂ (Fx+ω(G−H)/r)

∂x + ∂Gx
∂ r

)
dV = 0∫

S
Urdxdr+

∫
S

Frdtdx+
∫
S
(Gr +ω(G−H)/r)dtdr =

=
∫
V

(
∂Ur
∂ t + ∂Fr

∂x + ∂ (Gr+ω(G−H)/r)
∂ r

)
dV = 0

(6)

Summarizing the relations (6) for U,Ux and Ur over all grid cells defines the con-
servation laws for the conservative variables (5) in the computational domain. Note
that shock containing solutions are not included into the differential expressions (1),
(3), (4) but they are included into the integral representations (6). For obtaining the
second approximation order scheme for (1) the schemes of the first approximation
order are sufficient to employ for the solutions of (3), (4):

Ux
k+1
i, j = 0.25(Xn −X2122+X1112 −X1222 +X1121)/(hxhr),

Ur
k+1
i, j = 0.25(Yn −Y2122+Y1112 −Y1222+Y1121)/(hxhr),

Xn,X2122,X1112,X1222,X2121,Yn,Y2122,Y1112,Y1222,Y2121 are the integrals over
the cell sides from the piecewise-constant form of the difference solution for the
space derivatives with the flux functions defined by (3), (4). All approximations are
based on the values in according grid points (see details in [4]). The calculation
formula for the difference solution of (1) in the grid point at the next time level is:

Uk+1
i, j = 0.25(Sh + 4ωτhxhrHm)/(hxhrrω

j )−ωUr
k+1
i, j h2

r/(3r j),

Sh = Sn −S2122 +S1112 −S1222+S1121,
(7)

Sn,S2122,S1112,S1222,S1121 are the integrals from the piecewise-linear difference
solution over the cell sides defined by the values in according grid points, all inte-
grals over the grid sides in (7) being approximated without any averaging [4]. Hm is
the cell volume averaged value of the right part of (1). Note that in these construc-
tions the right part of (1), H, may have an arbitrary form. Necessary t-derivatives
of the divergent variables are expressed via x- and r-derivatives with the help of
non-divergent form of the system (1). Approximation of the terms connected with
viscosity and heat conduction for the full Navier-Stokes equations is found with the
use of the space derivatives of the flow velocity components, these terms being in-
cluded into the schemes via the flux functions. Details of schemes testing see in [4]
- [7]. These schemes were used in the analyses of microwave impulse effect on the
supersonic streamlining an aerodynamic body [6] - [9]. In addition, these schemes
were used in DNS modeling of turbulent flows with shock waves [10], [11] and
might be useful in the turbulence models, from RANS to LES models.
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3 Results

The conservation laws for the space derivatives following from (3), (4) provide cor-
rect computational contact structures and vortexes representation via the minimiza-
tion of computational noise in the areas of shear deformations and vortexes. Actu-
ally the realization of the conservation laws for the divergent variables of the space
derivatives provides the absence of the parasitic numerical fluxes across the cell
sides. Therefore it provides the correct computations of the phenomena described
by the physical laws based on the relationships containing the first derivatives, i.e.
the shear deformations and the viscous stresses.

Fig. 2 Infinite heated rarefied chan-
nel/cylinder shock layer interaction, αρ =
0.5

Consider the flows generated by the in-
teraction of an energy release regarded as
thin infinite heated rarefied channel and
supersonic shock layer over blunt cylin-
der (the statement of the problem is anal-
ogous to [12]). Examples of the use of
the presented difference schemes in mod-
eling of instabilities of contact discontinu-
ities inside the front separation area will
be presented (in (1) ω=1). The Mach num-
ber of the oncoming flow was 1.89. Non-
dimensional undisturbed flow parameters
corresponding to the normal conditions are
ρ0 = 1, p0 = 0.2,u0 = 1,v0 = 0. Inside the
channel the density ρi is lower than in the
surrounding gas, ρi = αρ ρ0,(αρ is the de-

gree of gas rarefaction in the channel), and the static pressure and velocity are equal
to those of the undisturbed flow. Thus, the channel is regarded as a heated layer. Slip
conditions are utilized on the bodies surfaces. On the entrance boundary the parame-
ters of the oncoming flow are used. No-reflection conditions (in the direction normal
to the boundary) are applied on the exit boundaries.

Fig. 3 Left: toroidal vortex contact structure generated as the result of Richtmeyer-Meshkov
instability (density, isochores, and velocity; gray color - body); right: face drag reduction via
the vortex effect
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Fig. 4 Vorticity production via baro-
clinic effects during the Richtmeyer-
Meshkov instability generation

At the first stage of the interaction the
Richtmeyer-Meshkov instability [13], [14] is
generated by the impulse effect of the bow
shock wave upon the contact discontinu-
ities (horizontal and vertical) representing the
boundaries of the rarefied channel [4], [15].
This instability is generated for both con-
tact discontinuities (boundaries of the heated
channel) which are rolling together forming
the density (and temperature) stratified vortex
structure (Fig.2). In this vortex the circulation
flow area is larger than the density stratified
area (Fig.3, left). This vortex riches the body
and becomes a reason of face drag force re-
duction [16] (Fig. 3, right). Fig. 4 shows that
the reason of this instability generation is the
baroclinic effects arising in the area of contact

discontinuities immediately after the passage of the bow shock wave. These effects
cause the vorticity production on the contact discontinuities. Similar baroclinic in-
stabilities accompanying shock wave-gas bubble interaction were analyzed in [17].

Fig. 5 Fields of density (isochores) and pressure; left: line-organized vortexes resulting from
Kelvin-Helmholtz instabilities generation, αρ = 0.3; right: secondary Kelvin-Helmholtz in-
stability, αρ = 0.4 (density, isochores, and pressure)

Another type of instability inherent to the flows under the interest is the shear
layer instability of Kelvin-Helmholtz type [4], [15]. This instability causes the lines
of density stratified vortexes (Fig.5, left). A number of phenomena inside the front
separation area is connected with the presence of these vortexes: stochastic flow
mode; cumulating phenomena near the axis of symmetry; formation of the areas
of turbulent-like fluctuations. On more fine grids the presented method allows ob-
taining the secondary Kelvin-Helmholtz instability generated on the shear layers
accompanying the Richtmeyer-Meshkov instability (Fig.5, right). Here the Kelvin-
Helmholtz instabilities are the baroclinic ones. The baroclinic nature of Kelvin-
Helmholtz instabilities of two-dimensional shear layers was established in [18].
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Bluntness Effects in Hypersonic Flow over
Slender Cones and Wedges

Sebastian Karl, Klaus Hannemann, and Hans G. Hornung

1 Introduction

In hypersonic flow over slender bodies an important concern is the influence of nose
bluntness on the viscous boundary layer behavior. This is particularly important in
the consideration of boundary layer instability and transition. There exist numer-
ous treatments, both theoretical and experimental on this subject. Representative
excellent examples are [1] and [2] In this study we use the deviation from sharp–
body theory of the heat flux distribution as obtained from computations of viscous
perfect–gas flow over blunted slender bodies at zero incidence to estimate the point
where the body has forgotten that it is blunt.

2 Theory

On a sharp cone or wedge, the boundary layer thickness at large x is given by

δb

x
=

A√
Rex

,

where Rex is the Reynolds number based on free–stream conditions and distance x
from the tip or leading edge. A is a dimensionless constant that depends on free–
stream Mach number, gas properties and wedge or cone angle. The entropy layer
thickness on a slender blunted cone or wedge is the region within which the effect
of nose bluntness is not negligible. For a cone, the entropy layer thickness at large x
is given by

δe

r
= Bc

r
x
,
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where r is the nose radius and Bc is a dimensionless constant that depends on Mach
number and gas properties. The x–dependence arises because the stream–surface
defining the entropy layer edge approaches the cone surface in this manner in order
to conserve mass flux as the cone circumference grows linearly with x.

For a wedge, the entropy layer thickness takes a constant value δw/r = Bw, say.
It is now a simple matter to obtain expressions for the distance xs from the nose of
a blunt cone or blunt wedge, at which the viscous boundary layer and the entropy
layer have the same thickness. For the slender blunted cone, it is

xs

r
=

(
Bc

Ac

)2/3

Re1/3
r ,

where Rer is the Reynolds number based on nose radius. For the wedge it is

xs

r
=

(
Bw

Aw

)2

Rer.

The remarkable feature of [1] is that, for the cone, it gives the detailed depen-
dence of the coefficient in the expression for xs/r on Mach number, specific heat
ratio and cone angle.

3 Computational Method

The numerical computations were performed with the hybrid structured/unstructured
DLR-Navier-Stokes solver TAU which has been validated for a wide range of steady
and unsteady sub- trans- and hypersonic flow cases, see Schwamborn et al. [3] . TAU
is a second order finite-volume flow solver for the compressible Euler and Navier-
Stokes equations in the integral form.

For the present investigation the gas is considered to be calorically perfect with a
ratio of specific heats γ = 1.4. Viscosity is modeled using Sutherland’s law for air,
and heat conductivity is calculated assuming a constant Prandtl number of 0.72. The
wall boundary was modeled using a no–slip condition at a constant temperature of
300K. The free–stream Mach number and temperature were 8 and 200 K, respec-
tively. The free–stream density was varied from 5.86E-4 kg/m3 to 0.0176 kg/m3

corresponding to Reynolds numbers of Rer = 1000 to 30000.
An AUSMDV flux vector splitting scheme was applied together with MUSCL-

type gradient reconstruction to achieve second order spatial accuracy. A structured
grid topology was chosen and the grid was shaped to follow the bow shock. As an
example, Fig. 1 (left) shows the grid used for the 35deg wedge case. Grid conver-
gence was checked for all configurations as shown for the case of the 35 deg wedge
in Fig. 1 (right).
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Fig. 1 LEFT: Example of the coarse grid used for the 35◦ wedge. RIGHT: Example of
grid convergence test (35◦ wedge). Stanton number and pressure coefficient distributions are
shown for different grid resolutions ranging from 160 to 2560 points in tangential and 40 to
240 points in wall–normal direction. The surface data used throughout the further analysis
are taken from results obtained with the finest grid.

.

 0.001

 100000  1e+06

St

Rex
Fig. 2 Plots of St vs. Rex for spherically blunted cones for Rer=1460, 3000, 10000, and
30000. Thick full line: blunted cone, thin full line: sharp cone theory, thin dotted line: 0.95
times sharp cone theory. The four points are placed at the values of Rex given by Rotta [1]

.

4 Blunted Cone

A half–angle of 7◦ was chosen for the cone computations, with a free–stream Mach
number M∞ = 8 and a specific heat ratio γ = 1.4. For this condition [1] gives xs/r =

7.5Re1/3
r . Four values of Rer were chosen: 1460, 3000, 10000, and 30000. The

results of the heat flux distribution are converted to Stanton number and Reynolds
number according to
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St =
q

0.5ρ∞U3
∞

and Rex =
ρ∞U∞x

μ∞
,

where q is the surface heat flux, x is the distance measured along the surface from
the virtual tip of the sharp cone, and the free–stream variables are defined as usual.
The resulting plot is shown in Fig. 2.

 0.1

 1

 1  10

St
*

Rex*

Fig. 3 If the coordinates are scaled, following [1], according to St∗ = St Re2/3
r vs. Re∗ =

Rex/Re4/3
r all the blunt–cone curves fall nearly on the same curve at the high–Rex end. The

point is placed at the value of Re∗x given by Rotta [1].

By plotting these in the scaled variables of Fig. 3 the heat flux curves should all
collapse at the high–Rex end of the range according to the theory. While this is seen
to be approximately true, and the point from [1] indicates reasonable confirmation,
it has to be said that scaling with powers as different from 4/3 as 1.25 does not cause
the comparison to be much different.

It is also interesting to plot the pressure coefficient Cp = 2p/(ρ∞U2
∞) against Rex.

This plot is presented in Fig. 4.

5 Blunted Wedge

In the case of a blunted wedge, the entropy layer thickness is independent of x. For
small wedge angles it is also quite large, so that one has to compute a huge domain
in order to reach the point where the boundary layer thickness reaches the thickness
of the entropy layer. In an initial attempt with a 20◦ wedge to reach the point where
the entropy layer is swallowed, this point was not reached, and the Stanton number
followed the blunt–body scaling

St
√

Rer = f (x/r),

where f is a function of x/r. This is shown with surprising accuracy in Fig. 5.
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Fig. 4 Plots of Cp vs. Rex for spherically blunted cones for Rer=1460, 3000, 10000, and
30000. Thick full line: blunted cone, thin full line: sharp cone theory, thin dotted line: 0.95
times sharp cone theory. The four points are placed at the values of Rex given by Rotta [1]

.

 0.1

 1

 1  10

St
*
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Fig. 5 Blunted 20◦ wedges. If the coordinates are scaled according to St∗ = St

√
Rer vs.

Re∗ = Rex/Rer, which follows blunt–nosed body behavior, all three of the blunt–wedge
curves (for Rer=1000, 3000, and 10000) fall precisely on the same curve for the whole Re∗x
range. This is the expected behavior for blunt body flows. Clearly, the point where entropy
and boundary layer thicknesses are comparable has not been reached in these computations.

To avoid this problem, we chose a wedge angle of 35◦, for which the entropy layer
thickness is smaller than one nose radius. The values of Rer chosen for this body
were 1000, 3000, and 10000. The results, plotted in scaled Reynolds and Stanton
numbers according to the wedge theory are shown in Fig. 6. As may be seen, the
theory agrees very well with the computation.
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*

Rex*
Fig. 6 Blunted 35◦ wedges. Scaling Stanton and Reynolds numbers according to the wedge
theory for entropy layer swallowing, i. e., St∗ = St Rer vs. Re∗ = Rex/Re2

r , causes the three
curves to collapse very nicely at the high–Rex end. The dashed line shows the sharp–wedge
theory. From this result the swallowing distance for a 35◦ wedge is xs/r = 0.1Rer .

6 Conclusions

Theoretical arguments to determine the entropy layer swallowing distance as first
presented by Rotta [1] for blunted cones were extended for blunted wedges. A new
way of testing the theories uses the deviation of the heat flux and pressure distri-
butions from the sharp–body behavior to determine the downstream point where
the flow has forgotten that the body is blunt. Numerical computations support the
theoretical arguments for both blunted cones and blunted wedges. This method is a
useful tool for determining bluntness effects, for example, in the design of experi-
ments for boundary layer transition.
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Hypersonic Interaction of a Vortex Wake
with a Bow Shock Wave

A. Shevchenko, A. Shmakov, I. Kavun, M. Golubev, Ya. Ignatenko,
A. Kharitonov, A. Pavlov, and V. Zapryagaev

1 Introduction

Shock/Vortex Interaction is one of the fundamental problems of aerogasdynamics,
which has been adequately studied neither theoretically nor experimentally [1, 2].

One of the main features of the vortex-shock interaction is its severe unsteadiness.
It is experimentally observed in fluctuations of gas-dynamic parameters of the flow
and changes in the flow structure and the size of the interaction region. Experimental
data with quantitative estimates of manifestations of unsteadiness are rather limited.
The absence of numerical and experimental data for hypersonic velocities should be
specially noted. Obtaining results for this range of velocities is extremely important
for the development of promising flying vehicles (avoiding of catastrophic operation
regimes of a hypersonic inlet and improvement of mixing in the combustor).

Earlier studies [3] were found principal differences in unsteady regimes during
the interaction at Mach numbers of 2–4 and at M = 6. Therefore two sets of experi-
ments were performed. The first one was directed to conduct an experimental study
of a free vortex wake behind a wing at Mach number of 6. An investigation of an
unsteady nature of a wing wake / bow shock wave interaction was the goal of the
second set of the experiments.

2 Experimental Set-Up and Techniques

Experiments were conducted in the hypersonic wind tunnel T-326 of the Khris-
tianovich Institute of Theoretical and Applied Mechanics of the Russian Academy
of Sciences. It is an intermittent blowdown facility with the gas flow through a
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nozzle into the Eiffel chamber. The wind tunnel is capable of producing a Mach
number range from 6 to 14. Figure 1 illustrates the schematic representation of the
experimental setup of the free vortex wake experiments. A vortex wake is generated
by an unswept semispan slender wing. The wing was mounted on the Eiffel chamber
floor at the nozzle centreline.

X

Y

Z

b

M

α

Pitot probe

Total temperature probe

Fig. 1 Sketch of free vortex wake experiment

Flow visualization techniques included a multiple spark shadow photograph of
5 μs spark duration and a laser light sheet imaging technique.

Three Pitot probes with a diameter of 0.6 mm and one probe for stagnation tem-
perature measurement with a diameter of 2.3 mm were used to measure local Pitot
pressure and recovery temperature. The probes were mounted vertically into the
traversing device at the distance of 10 mm from each other. Quantitative flowfield
measurements and laser sheet visualization were performed at cross-sections at the
distance from 5 mm to 155 mm downstream from the wing trailing edge. The ex-
periments were performed at the Mach number of 6 and angles of attack of the wing
up to 20 deg.

Fig. 2 Vortex wake / bow shock wave interaction
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In the second set of experiments the vortex wake produced by the wing described
above interact with a bow shock wave (see Fig. 2). The bow shock wave was gen-
erated by a cylinder with a flat end face and the diameter of 42 mm. The cylinder is
placed 100 and 155 mm downstream of the trailing edge of the wing.

The shadowgraph images were carried out using a spark light source with 2 μs
exposure times. The Phantom v12.1 high-speed video camera was used. The im-
ages were recorded at a rate of 10 kHz; the length of the sample was 4543 frames.
The pressure fluctuations on the cylinder were measured by the fast-response
Kulite XCE-062 sensors. Two sensors were mounted on the face of the cylinder:
one at the center of the cylinder, and the other on the periphery, at a distance of 11.5
mm from the center. The amplified output from the transducer was digitized using
an AD converter at a rate of 312.5 kHz and a sample size of 217 per test case. The
data acquisition system ensured synchronization of the sensors signals and video
images obtained by the Phantom v12.1 high-speed video camera. Time-averaged
pressure distribution on the cylinder butt was measured as well. Experimental data
were obtained for wing angles of attack up to 20 deg.

3 Results

3.1 Free Wake

Figures 3–6 show flow patterns in the free vortex wake for near wake (X/b= 0.625)
and far wake (X/b= 3.875). Video images were obtained, which make it possible to
estimate the size and location of the vortex core in the wake flow behind the vortex
generator, to refine the wake flow structure, to estimate the influence of the angle
of attack on the wake flow structure, and to trace the development of the vortex
wake with distance from the vortex generator. Flow instability on the vortex wake
boundaries was observed at the near wake (X/b = 0.625).

In the free vortex wake experiments both sufficiently high Pitot pressure loss
and total temperature loss was detected. As can be seen from Fig. 5 the wake
flow is characterized by a decrease in the Pitot pressure approximately 10 times
at X/b = 3.875 and 100 times at X/b = 0.625. A non-uniformity of the stagnation
temperature (its decrease at the center of the vortex core and a small increase at the
periphery) was detected.

At the angle of attack of 16 deg both laser sheet images and Pitot pressure mea-
surements revealed the growth of the vortex core and of Pitot pressure as well as
the stagnation temperature (Fig. 6). It can be caused the beginning of the vortex
breakdown.
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Fig. 3 Laser sheet images at α = 0,4,8,12 deg and X/b = 0.625

Fig. 4 Laser sheet images at α = 0,4,8,12,16 deg and X/b = 3.875
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Fig. 5 Pitot pressure distribution across the vortex core
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3.2 Vortex Wake / Bow Shock Interaction

The experiments revealed different types of highly unsteady processes during the
interactions. At low wing angles of attack (α < 6 deg) an interaction process with
a pulsing bow shock wave has detected (Fig. 7). The shape of the bow shock wave
and the size of the interaction region change during one test. However the spectral
analysis has not revealed discrete harmonic of pressure pulsations signals (Fig. 9).
At moderate angles of attack (α = 6÷ 14 deg) the self-oscillatory process with
salient fundamental was observed (Fig. 8 and 9). A further increase in the angle
of attack leads to vanishing of self-oscillations and to recovery of the mode with a
pulsed shock wave. The reason of this vanishing of self-oscillations is, apparently,
vortex breakdown at the high angels of attack that is accompanied by growth of total
pressure. It should be noted that unlike the interactions at M = 2− 4 [2, 3], it is not
observed interaction regimes with conical shock wave at Mach number of 6. All
types of the interactions are characterized by a high level of fluctuations.

Fig. 7 The interaction at α = 2 deg

Fig. 8 The interaction at α = 10 deg
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Fig. 9 Power spectra density distribution of pressure fluctuations at the face of the cylinder:
α = 2 deg (left); α = 12 deg (right)

4 Conclusions

Comprehensive experimental study of the vortex wake behind of the wing and its
interaction with a bow shock wave was performed at Mach number of 6. In the
free vortex wake experiments both sufficiently high Pitot pressure loss and total
temperature loss was detected. Vortex wake / bow shock wave experiments revealed
two different modes of the interactions: the pulsing mode at low angles of attack
and the self–oscillation mode at moderate angles of attack.
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Density Field Measurements
of a Micro–explosion Using BOS

P. Suriyanarayanan, N. Karthikeyan, L. Venkatakrishnan, Obed Samuelraj,
R. Sriram, and G. Jagadeesh

1 Introduction

The flow field dynamics associated with blast waves can be better understood by
generating controlled micro-explosions in the laboratory. In recent years microex-
plosions have also found interesting trans-disciplinary applications like food preser-
vation, wood science, drug delivery, gene therapy and bio-medical applications [1],
[2]. The blast waves produced by sudden release of energy are normally charac-
terized by a supersonic shock front followed by an exponential type decay of its
physical properties. Unlike shock waves that attenuate as they expand spherically,
the shock wave from an internal blast can change its propagation properties de-
pending on the physical barriers. The micro-blast provides a challenging case for
application of novel flow diagnostic techniques in measuring flow properties. This
learning can be scaled up to large scale explosions [3]. One such property is the
density field, which although highly informative, is quite difficult to capture. The
Background Oriented Schlieren (BOS) technique provides the capability of captur-
ing the three dimensional density fields [4], [5]. This is an attempt to quantify the
density flow field of a micro-explosion for the first time using BOS. In this study,
a micro-explosion is generated using NONEL tube and the detonating device. The
spatio-temporally evolving density field is captured at several instants by means of
a precise triggering circuit used to control the illumination and imaging. The den-
sity field so obtained can be used for understanding both basic physics associated
with explosive driven shock wave propagation as well as validation data attempts to
model explosive driven shock wave propagation.
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2 Experimental Description

2.1 Micro-explosion Generator

The micro-explosion is generated at the open end of a non-electrical (NONEL) tube
(M/s Dyno Nobel, Sweden), an explosive transfer system (ETS). The system con-
sists of a plastic tube of approximately 1.3mm inner diameter and 3 mm outer diam-
eter with a thin layer of explosive material coating (HMX with traces of aluminum,
at 18mg per unit length of the polymer tube) deposited on its inner wall of the tube.
The ignition of the shock tube was done using NONEL Dynostart, an electronic
blasting machine. It consists of an energy source (battery), a voltage converter, a
capacitor for energy accumulation (2500V approx.), an electrode and push buttons
to effect initiation. The electrical energy is converted to a powerful spark, (detonates
at a velocity of 6,500m/s) which the electrode in turn emits into the inner surface
of the NONEL tube to initiate the ignition.

The ignition of the reactive material coated on the inner surface of the shock
tube propagates a low energy signal along the length of the tubing with minimal
disturbance outside of the tube, resulting in the formation of a shock front. The
shock front also heats up the gases in the tube. The dispersed energetic material
is heated and then combusted to release energy which supports the shock front at
a typical rate of 2000m/s. The detonation is confined to the plastic tube along its
length and when the products of combustion are allowed to escape from the open
end of the tube, it generates a micro-blast wave which escapes into the open domain.

2.2 Background Oriented Schlieren (BOS) Methodology

The principle of the technique is the refractive index variation due to density gradi-
ents in the flow. The determination of the density field using BOS thus involves the
following steps: (a) calculation of displacements in the background which is imaged
through the flow of interest (This is done through a PIV-type cross-correlation al-
gorithm. These displacements are the vectors of density gradient at each point); (b)
calculation of the line-of- sight integrated density field by solution of the Poisson
equation, which is the gradient of the above displacement, and; (c) use of optical to-
mography (filtered back-projection) to determine the density field in the actual plane
of interest. The reader is referred to Venkatakrishnan and Meier [4] for a derivation
of the reconstruction function. The reconstruction of the entire field is achieved by
inverse tomography [5]

2.3 Experimental Setup

A Sharpvision 1500EX camera is used to image the flow. Nikon 400mm lens is used
as the imaging optics. A dynamic Schlieren light source (PAL Flash 501) which
produces 750ns of pulse width is used for illumination. The dot pattern used for
the study has resolution of 3000 dpi. The area of imaging is 120 x 90mm. IDT
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proVISION R© software is used to acquire and also to post–process the image to
get the density gradient field. The image is acquired with a time delay (measured
from the initiation of the ignition) is generated using a Stanford DG 535 signal
generator. The nonel tube is cut to a length of 230mm and inserted into a Stainless
steel (SS) tube of inner diameter 3mm as shown in the Figure 1. The tube is kept at a
distance of 3.6m from the camera and 150mm from the background to get maximum
sensitivity. The experimental set up is on an optical table to allow precise alignment
of the components. The room was kept well ventilated to reduce the noise generated
from the density gradients in the ambient.

Fig. 1 Schematic of the experimental setup

2.4 Timing Circuit

Depressing the Dynostart firing button initiates the ignition as well as sends a trigger
pulse to the DG 535 which triggers the IDT motion pro timing hub after a preset
delay which controls the camera and the PAL flash. The evolution of the blast wave
is captured at different time delays in the DG 535. A minimum delay of 250μs was
required for the appearance of the flow at the tip of the SS tube and was incremented
in steps of 10μs to capture the evolution of the flow. Calibration of the imaging area
was carried out as in a PIV method to obtain data in real world dimensions.

The PAL flash has a 750ns width and creates an uncertainty of 1μs. The repeatability
of the experiments was found to be 1μs of jitter.

3 Results and Discussion

3.1 Schlieren Measurements

The figure 2 reproduces images from a time resolved Schlieren imaging (500kHz)
carried out at University of Manchester [6]. Figure 2 shows the growth of the high
intensity region prior to the formation of the shock wave–the flash before the bang.
The shock wave formed grows and evolves with distance having a highly turbulent
core which contains the products of combustion.
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Fig. 2 Schlieren images at different time instants (time in microseconds) [6]

3.2 BOS Measurements

The figures 3(a) and 3(b) show the image of the background at no-flow condition
and after the initiation of the detonation. In addition to the displacement of the blur,
there is still a remnant of the flash of explosion.

(a) No Flow (b) Flow

Fig. 3 Images taken before (a) and after (b) the flow

Figure 4 shows the gradients of the mean line-of-sight integrated density field
obtained by correlation of no-flow and flow images which was obtained from a
realization of the background (with flow). The vectors point in the direction of lower
density and are color-coded to show the varying magnitude of the gradients that
correspond to bi-directional Schlieren. The flash at the core of the blast prevents
correlation in that region.

Figures 5(a)-5(d) show the density gradient field at four instances as captured by
BOS. As in the continuous Schlieren presented earlier, the growth and evolution of
the blast wave is well captured. This data can now be used as the input to calculate
the density field which is then sliced using tomography to obtain the required sec-
tional density field. Figure 6 presents the reconstructed three dimensional density
field of the flow for a time delay of 44μs. The normalized density field shows the
across the shock as well as the density in turbulent vortex core.

Fig. 4 Density gradients in vector plot
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(a) Density gradients at 44μs (b) Density gradients at 64μs

(c) Density gradients at 84μs (d) Density gradients at 114μs

Fig. 5 Density gradients at various time instants

Fig. 6 Tomographic reconstructed density field
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4 Conclusion

BOS measurements were carried at a micro-explosion to capture the density field.
Using the axisymmetry of the flow density field was successfully reconstructed. The
study shows enormous potential of BOS data for both density as well as validation
of CFD models.
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High Speed Opening Operation
of Diaphragmless Shock Wave Generator

A. Miyachi, K. Sugahara, and A. Abe

1 Introduction

The environmental destruction of marine ecosystem caused by micro-organism in-
cluded in ship ballast water has been a global problem. The International Maritime
Organization (IMO) adopted strict standard rule for control and management of
ship ballast water in 2004 [1], after that, many ballast water treatment systems have
been proposed and developed all over the world. However, a lot of practical prob-
lems have been remaining yet for development of energy-saving and space-saving
systems. In general systems, shipping companies have to charge and manage chem-
icals on board to kill marine bacteria in the ballast water. Therefore, if troubles
should happen in the ballast water treatment process, leaking chemicals from the
system might contaminate the sea. In order to realize more secure and environmen-
tal friendly treatment method, the authors have proposed a new sterilization tech-
nique of ship ballast water using underwater shock waves. In the previous research,
the result showed that a marine Vibrio sp. was completely inactivated when the ex-
cess pressure in cell solution contained in a small aluminum container was over 200
MPa in impact experiments by a gas gun [2]. In general, electric discharge, explo-
sive or high-speed collision of a projectile is used as a power source to produce
underwater shock waves and has been applied to engineering and medical fields.
However, those power sources are unsuitable for practical use on board from a point
of view on energy cost and safety. From the above-mentioned, the authors thought
of killing marine bacteria in a large amount of ballast water by exposing to strong
pressure pulses and free radicals created from collapse of microbubbles [3-6]. In
this idea, the excess pressure of underwater shock waves plays only a role of lead-
ing to collapse of microbubbles, so that it does not necessarily need to release an
extreme high-energy in water. Therefore, the method of hitting water surface with
shock waves produced in gas would be an effective one of underwater shock wave
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generation on board. In addition, it needs to develop the shock wave generator that
can produce shock waves periodically by low driving cost for practical use.

This paper reports on high-speed opening operation of a diaphragmless shock
wave generators. Two kinds of the diaphragmless shock wave generators have been
designed to open the piston-valve quickly, and their driving performance was inves-
tigated. Those generators are equipped with a single piston as a high-speed valve.
One of the generators has been designed to increase the opening rate of the piston-
valve by using five neodymium magnets. The other is a slide-open type device. The
moving direction of piston-valve is set up perpendicular to the center axis of the
shock tube, and there is an approach for pre-acceleration of the piston-valve before
the shock tube inlet. The performance of those generators was examined by experi-
mental measurement of shock wave speed, pressure ratio and opening velocity.

2 Experiment

2.1 Shock Wave Generators

Figure 1 shows the schematic diagram of diaphragmless shock wave generator as-
sisted by magnetic force (Type 1). Four columnar neodymium magnets which di-
mensions are 24 mm in diameter × 20 mm in height were placed around the shock
tube inlet, and a fifth magnet which dimensions are 50 mm in diameter × 20 mm
in height was put in the back side of the piston-valve. Attraction forces of those
magnets were measured by tension test and consequently 394 N and 1770 N were
obtained. The piston-valve was made of polycarbonate, and thin iron plates were
embedded in the front face of the piston-valve. The diameter of the piston-valve
was 80 mm and the weight was 84 g including iron plates. In the case of a di-
aphragmless shock tube in which a piston-valve moves parallel to the axis of shock
tube, the opening rate is decided by the pressure change behind the piston-valve, i.e.,
decreasing rate of pressure behind the piston-valve is important. Type 1 makes the
pressure difference between the front and the back of the valve increase by closing
the shock tube inlet with magnetic force in order that the initial acceleration of the
piston-valve may become high. Once the piston-valve starts to move, the magnetic
forces rapidly decrease in proportion to square of the distance between the magnet
at the shock tube inlet and the piston-valve, after that, attraction force of the fifth
magnet at the back side of the piston-valve is going to increase.

Figure 2 shows the schematic diagram of the slide-open type diaphragmless
shock wave generator (Type 2). The piston-valve was designed to move perpen-
dicular to the axis of the shock tube. The shock tube is completely opened when
the pre-accelerated piston-valve goes by the inlet of the shock tube. The piston-
valve was made of ABS resin. The dimensions are 60 mm in diameter × 75 mm in
length, and the weight was 97 g. The piston-valve closes the high-pressure chamber
when high-pressure gas is supplied behind the piston-valve as shown in Fig.2 (a).
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The high-pressure gas is filled in the high-pressure chamber through a small slot
produced at the front part of the piston-valve. When pressure behind the piston-
valve releases to atmosphere, the piston-valve starts to accelerate and the shock
tube inlet is immediately opened (Fig.2 (b)).

(a) Close shock tube (b) Open shock tube

Fig. 1 Schematic diagram of diaphragmless shock wave generator assisted by magnetic force

(a) Close shock tube (b) Open shock tube

Fig. 2 Schematic diagram slide-open type diaphragmless shock wave generator

2.2 Piston-Valve Opening Time and Pressure Measurement

The piston-valve opening time of Type 2 was measured by a velocity measurement
system shown in Fig.3. The measurement system consisted of a laser diode (LDP2-
6505, NEOARK Co.), its detector, two pairs of pin-sensors, and an oscilloscope
(DS-4264M, Lecroy Co.). The pin-sensors were made from 0.3 mm dia. copper
wire. The two pairs of pin-sensors were placed in a 10 mm dia. slot prepared for the
pin-sensors. As shown in Fig.3 (a), the first signal of the laser detector is recorded
at the start time of shock tube opening. The first pair of pin-sensors shown in Fig.3
(b) measure the complete time of shock tube opening. When the end-face of the
piston-valve touches those pin-sensors, output signals are recorded instantaneously.
In consequence, the time for the shock tube opening and its average rate are esti-
mated by the interval time between the output signals from the laser detector and the
first pin-sensor, and the terminal speed of the piston-valve is obtained by the output
signals from two pairs of pin-sensors.
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(a) Start of shock tube opening (b) Finish of shock tube opening

Fig. 3 Piston-valve velocity measurement system

Pressure variations in the shock tube were measured with pressure transducers
(112A21, PCB Piezotronics Inc.). The transducers were placed at 50 and 100 mm
from the exit of a shock tube that has 10 mm in diameter and 200 or 1100 mm in
length.

3 Results and Discussion

Pressure measurement of Type 1 with 200 mm length shock tube was carried out un-
der the initial pressure condition of 0.8 MPa air in the high-pressure chamber, and
shock waves were discharged to the atmosphere. In this case, theoretical estimation
of the excess pressure ratio at a shock wave front is about 2.60, but the experimental
result was only 0.5, and we could not obtain pressure profile like a shock wave. Fur-
thermore, there was not clear difference of pressure profile with or without magnetic
forces. These results suggest that the opening time of the piston-valve is too long to
generate shock waves and the volume of the high-pressure chamber is not enough.
Therefore it is necessary to review the weight and the shape of piston-valve, the
structure of high-pressure chamber and so on.

Figure 4 shows the relation between the piston-valve velocity and the initial high-
pressure in the case of Type 2. In this figure, open circles indicate average velocities
of the piston-valve opening and solid circles are the terminal velocities of the piston-
valve for each initial condition. Those data trend upward with increasing of the
initial pressure, and the maximum opening velocity is about 16.5 m/s at eight of the
initial pressure ratio.

The effective opening time for shock wave generation is empirically known that
it should be less than 1 ms. Figure 5 shows the relation between the opening time
of the piston-valve and the initial pressure in the case of Type 2. The abscissa is the
initial pressure ratio in the high-pressure chamber, and the ordinate is the opening
time. It was found that the results approximately satisfy the effective opening time
condition even when the initial pressure ratio is only two.
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Fig. 4 Piston-valve velocity vs. initial pressure ratio in high-pressure chamber

Figure 6 shows a pressure profile of Type 2, and this profile was recorded at 100
mm from the exit of 1100 mm length shock tube. The initial pressure ratio in high-
pressure chamber was eight. Shock Mach number 1.65 was obtained, and the excess
pressure ratio of a shock wave was 2.65. Those values were approximately consis-
tent with theoretical estimation of a shock wave generated by adiabatic compressed
air in the high-pressure chamber. However, pressure change at the shock wave front
was not discontinuous rising to the maximum value. We consider that interaction
with an expansion wave generated at the shock tube exit and turbulence caused by
slide-open of the piston-valve had an influence on the shape of shock wave front.

Fig. 5 Opening time of the piston-valve vs. initial pressure ratio in high-pressure chamber
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Fig. 6 Pressure variation at 100 mm from the exit of 1100 mm length shock tube

4 Conclusion

In this paper, a magnetic force assist type and a slide-open type diaphragmless shock
wave generators were produced by way of trial, and the performance of piston-valve
opening was examined. In the method using magnetic force, shock waves were not
observed at all, and also there is no effect of magnetic force. In order to increase
the opening velocity of the valve, improvements of the piston-valve weight, shape
and the structure of the high-pressure chamber were required. On the other hand,
in the slide-opening type generator, it was shown that the pre-acceleration of the
piston-valve worked efficiently, and shock wave generation of Mach number 1.65
could be observed. We would improve those shock wave generators to apply to the
shock sterilization technique in ship ballast water treatment.
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Numerical Analysis of Interaction between
Moving Shock Wave and Solid Particle Layer

K. Doi and Y. Nakamura

1 Introduction

When a shock wave propagates over many small solid particles on a horizontal wall,
some particles near the surface of the layer are lifted and dispersed into the shock-
induced flow. These dispersed particles is called the dust cloud. This phenomenon
is actually seen in galleries of coal mines or in pipelines for neumatic transportation
of powder, and mixing dispersed flammable dust particles with high-temprature and
high-pressure gas behind the shock wave sometimes causes the dust explosion. And
this phenomenon includes some interesting factors, such as the shock structures
interacted with the dust layer, interactions between gas and solid particle, and inter-
actions between solid particles.

This phenomenon has been investigated by many researchers. Dawes[1] repro-
duced the dust cloud by the shock-tube experiment, and examined the charac-
teristics. Gerrard[2] and Fletcher[3] conducted similar shock-tube experiments to
examine the initial stage of the dust cloud formation, but the dyanmical mechanism
was not able to be shown clearly. Bracht[4] searched for the transitional regime to
turbulent flow in the dust cloud by the observation of more time. Suzuki et al.[5]
examined the translational and rotational motions of dust particles in detail. On the
other hand, Khul et al.[6] conducted the numerical simulation based on the mixture
model, and showed appearance of a vortex generated from the interaction between
the shock wave and dust layer by baloclinic effect. Jiang[7] and Thevand[8] also
conducted the numerical simulation based on the two fluid model. However, they
has not shown the dynamic structure of the dust cloud formation clearly.

In the present study, it aims to pay attention at the initial stage of the dust cloud
formation process, and to clarify the dynamic mechanism by the numerical simula-
tion. A discrete model is applied to the solid particles whereas a continuum model is
applied to the gas in this simulation. As a result, the dynamic status of an individual
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particle that composes the dust cloud can be clearly shown, and the particle-particle
interaction can be considered easily in addition.

2 Computational Model

Governing equations for gas phase are as follows.

∂
∂ t

(m f )+∇ · (m f u f ) = 0 (1)

∂
∂ t

(m f u f )+∇ · (m f u f u f ) =−α f ∇p+α f ∇ ·T−Fi (2)

∂
∂ t

(m f E f )+∇ · (m f Hf u f )

= ∇ · (α f T ·u f )−∇ · (α f q)−Qi (3)

p = ρ f RTf (4)

ρ f , p,u f ,Tf ,E f ,Hf is gas density, pressure, velocity vector, temperature, total en-
ergy, and total entalpy, respectively. α f is void fraction, and m f = α f ρ f . R is gas
constant. T is gas viscous tensor, and q is gas heat conduction. Fi and Qi are inter-
actions of momentum and energy between gas and solid particles.

Governing equations for each solid particle are as follows.

d
dt
(rp) = up (5)

d
dt
(mpup) = fi + fc +mpg (6)

d
dt
(Ipω p) = Mi +Mc (7)

d
dt
(CpTp) = qi + qc (8)

rp,up,ω p,Tp is position, translational velocity, rotational velocity, and temperature
of the particle, respectively. mp, Ip,Cp is mass, moment of inertia, and heat capacity
of the particle, respectively. fi,Mi, and qi are interactions of momentum, angular
momentum, and energy between gas and each particle. fc, Mc, and qc are particle-
particle and particle-wall interactions.

The gas-particles interactions, fi, Mi, and qi, are assumed to be composed of drag
force, fiD, Saffman force, fiS, Magnus force, fiM , macroscopic pressure gradient,
fiP, drag torque MiD, and heat transfer qiT . They are estimated by some results of
experimental measurements and numerical simulations for a sphere.
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The particle-particle and particle-wall interactions, fc and Mc, are estimated by
the discrete element model (DEM), where elastic collisions are modeled by springs,
dampers, and sliders.

3 Computational Method and Conditions

The governing equations for gas phase are discretised in space by the finite volume
method. The solution vectors at the cell-boundary are evaluated by the 3rd order
MUSCL method with Van Albada’s limiting function, and then the invicid flux is
estimated by the approximated Riemann solver. And, spatial gradients of solution
vector is estimated by the least square method. On the time integrations, LU-SGS
method is used for the gas-phase and the two-stages Runge-Kutta method for solid
particles, and they are coupled weakly.

The gas phase is air, and the viscous coefficient is estimated by the Sutherland’s
equation. The shock wave Mach number is MS = 1.44. The shock-induced flow
velocity is UO = 211[m/s] and the particle Reynolds number is ReD = 2100 in this
condition. Each solid particle is a sphere, the diameter is D = 0.1[mm]Cthe density
is ρp = 980[kg/m3], and the heat capacity is cp = 1200[J/kgK]. As parameters
of the DEM, the spring coefficient is k = 2.05× 104[N/m], the damper coefficient
is c = 7.33× 10−4[Ns/m]Cand the Coulomb’s friction coefficient is μ = 0.3, the
restitutive coefficient at the collision is e = 0.7 and the contacting period is Tc =
0.5[μs] in these conditions.

The computational domain is three-dimensional, 0 ≤ x ≤ 400[mm], 0 ≤ y ≤
0.3[mm], 0 ≤ z ≤ 100[mm]. And a trough with depth of 2[mm] on the wall of
100 ≤ x ≤ 400[mm] is set to accumurate the solid particles. The conditions of the
solid particle layer are shown in Table 1.

Table 1 Conditions of particle size and initial distributions of solid particle layer.

DL1 DL2 DL3

Basic diameter  D [mm]

Contact diameter  Dc [mm]

Number of particles  Np

Mean volume fraction  αp

Particle contact condition

0.10 0.10 0.10

0.10 0.100.14

202,000 104,000 101,000

0.59 0.30 0.29

Contact Contact Dispersed
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4 Results and Discussions

Distribution of solid volume fraction and gas pressure at t = 0.8[ms] in the case of
DL1 are shown in Figure 1(a), Figure 1(b), respectively. The shock wave propagated
from left to right, the shock is at the position of 290[mm] from a leading edge of
the dust layer. The dust cloud is formed behind the shock, where the pressure is
disturbed.

(a) Volume fraction of solid particles

(b) Gas pressure

Light : Max = 2.33 [atm],     Dark : Min = 2.17 [atm] Shock

Light : Max = 0.001,     Dark : Min = 0  

x

z

Fig. 1 Shock wave propagating on the solid particle layer in the case of DL1.

The distributions of solid particles composing the dust cloud at t = 0.8[ms] is
shown in Figure 2. The horizontal axis is the distance from the shock, X , and the
vertical axis is the height from the surface of the dust layer, h. Comparing the height
of computational result with the experimental result, they are almost corresponding.
And, it can validate the computational results in this study.
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Fig. 2 Distribution of solid particles composing the dust cloud in the case of DL1, The ”com-
putation” means the height of each particle in the computational result of this study, the ”ex-
periments” means the maximum height of particles in the experimental results conducted by
Suzuki et al.[5].

Outer shapes of the dust clouds in each cases of initial solid particle layer, DL1,
DL2, and DL3 are shown in Figure 3. And, one in the case of DL1 without Saffman
and Magnus forces are also shown in the same figure. It is shown in this figure
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that the initial condition of the solid particle layer, contacted (DL1,DL2) or dis-
persed(DL3), is more dependent on the height of the dust cloud than the fluid lift
forces. This result means that dust cloud formation is mainly caused by particle-
particle direct interactons, that is contacts and collision between solid particles at
the initial stage of the dust cloud formation.
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DL1

DL2

DL3

No lift force

Fig. 3 Outer shapes of dust clouds; effects of initial condition of the solid particle layer and
fluid lift force

Pressure distribution where the shock wave interacts with the solid particle layer
in the case of DL1 and DL2 are shown in Figure 4. It is shown that the shock wave
on the surface of the solid particle layer is curved by the interaction, and it raises the
pressure on the surface behind the shock. And, the interaction in the case of DL2,
higher void fraction, is stronger than that in the case of DL1, lower void fraction.

(a) DL1  (αp = 0.59) (b) DL2  (αp = 0.30)

Light : Max = 2.47 [atm]
 Dark : Min = 1.93 [atm] Shock Shock

x

z

Fig. 4 Gas pressure distributions in shock structures interacting with dust layer; effect of the
void fraction of the solid particle layer

Distributions of gas pressure and particle-contacting pressure on the bottom wall
of the solid particle layer are shown in Figure 5. The gas pressure in this figure is a
difference from that in front of the shock wave, and the particle-contacting pressure
is averaged over 1[mm]. Furthermore, both of pressure values are nondimensional-
ized by the difference between the pressure behind the shock and that in front of the
shock. The curvature of the shock generates the downward flow behind the shock,
and then the downward flow pressed the solid particles to the bottom wall and raises
the gas pressure in the solid particle layer behind the shock.
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Fig. 5 Gas and solid particles pressure distributions on wall in overpressure behind shock

5 Conclusion

In the present study, the initial process of forming the dust cloud was numerically
simulated to examine its dynamic mechanism. The simulated dust cloud was close
to experimental results. It was found by comparing several types of dust layers that
the upward velocity of lifted particles was more produced by particle-particle inter-
actions than by fluid lift forces such as the Saffman force and the Magnus force.
Moreover, it was confirmed that a relatively strong downward flow was induced just
behind the foot of the shock by its curved shape, which promotes the interactions
and causes an overpressure on the wall.
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Hybrid Finite Element/Molecular Dynamics
Simulations of Shock-Induced Particle/Wall
Collisions

Michael M. Micci and Mark W. Crofton

1 Introduction

Contaminant metal particles of the order of 100-500 microns in diameter in the
liquid propellant feed systems of rocket engines are a significant hazard and safety
concern. These particles may originate from within the propellant tanks, valves, feed
lines, pumps, or the propellant itself. Ignition and combustion of the particles when
located within a supercritical oxygen-rich environment, such as would be found in
an oxidizer-rich rocket engine system, could release a significant amount of energy.
In addition, particle impacts with the walls of the propellant feed systems could suf-
ficiently heat the particles to ignite them or to fracture them into smaller particles
that are easier to subsequently ignite. Experiments are currently underway at The
Aerospace Corporation to improve the knowledge base for particle-impact ignition.
Oxygen pressure, particle size and kinetic energy, and the occurrence of fragmenta-
tion upon impact are among the parameters to be studied where impacting particle
velocity is induced by the passing of a shock wave [1]. A simulation capability, val-
idated by the experiments, would be of value to predict the risk of possible particle
contamination.

An atomistic-based simulation such as Molecular Dynamics (MD) would be ideal
for such a capability. Using MD, particle fracture is reproduced in the normal course
of the simulation without the need to explicitly track surface boundaries during frac-
ture [2]. Particle heating is tracked simply by the increase in an averaged atomic
kinetic energy. The limitation to MD is that since the positions and velocities of
individual atoms are being computed, current available computational capabilities
still restrict system sizes to submicron sizes. The finite element method (FEM) can
be utilized to simulate the compression and fracture of full size particles (∼100 μm)
but does not include the physics of what is happening at the contact point between
the particle and the wall, which is controlled by atom-to-atom interactions. An ideal
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simulation would combine MD to capture the physics occurring at the collision point
with FEM to take into account the entire aluminum particle.

Finite elements and molecular dynamics have been combined previously by other
investigators. Smirnova et al. modeled laser ablation generated pressure wave propa-
gation through a two-dimensional solid, where MD was utilized in the region of laser
impingement and wave generation and FEM for the surrounding region to examine
the wave propagation [3]. Rudd and Broughton developed a three-dimensional hy-
brid MD/FEM model of a micro-resonator [4]. Here MD was used for the resonat-
ing microstructure and FEM for the attachment structure at the two opposing ends.
Broughton et al. simulated fracture in a macroscopic sample [5]. All the groups used
the same method to interface the MD and FEM regions, although they use different
names for it (handshaking versus transition region). The MD and FEM regions are
overlapped at the interface, with the MD results providing boundary conditions for
the FEM simulation and the FEM simulation providing boundary conditions for the
MD simulation. All the groups used classical techniques for the FEM region.

2 Simulation

MD simulations were constructed for an atomistic aluminum lattice to be located
on the surface of the aluminum particle at the collision contact point, an atom-
istic nickel lattice to simulate the impacted wall, and the gaseous oxygen molecules
initially between the two as well as any aluminum-oxygen reactions that may oc-
cur. MD simply solves the equation of motion, F = ma, for each atom where the
force comes from the negative of the gradient of the interatomic potential. Thus
knowledge of accurate interatomic potentials is key to obtaining realistic results.
The ReaxFF interatomic potentials for Al-Al [6], Ni-Ni [7], Al-Ni [8], O-O [9], and
Al-O [10] were used. ReaxFF is a relatively new potential that has the capability
to simulate chemical bonding and reactions and potentials are now available for a
wide number of elements. The interatomic potential parameters within ReaxFF are
obtained by comparison to quantum mechanical calculations made using density
functional theory (DFT).

The Velocity Verlet algorithm was used to compute the positions and velocities
of each atom and neighbor lists were used to reduce the computation time. Both the
aluminum and nickel lattices were initialized in a FCC lattice configuration with ini-
tial atomic velocities sampled from a velocity Maxwellian distribution correspond-
ing to the desired initial temperature. Both the aluminum and nickel lattices were
approximately 13 nm square and 1 nm thick. The aluminum lattice consisted of
16,384 atoms while the nickel lattice consisted of 17,328 atoms. The larger number
of nickel atoms is a result of the interatomic lattice spacing for nickel being smaller
than that for aluminum. The initial separation between the aluminum and nickel lat-
tices was 1.7 nm, which is large enough that the aluminum and nickel atoms are not
initially interacting.

Gaseous oxygen molecules were initialized between the lattices at random posi-
tions at a density corresponding to the desired gas pressure and temperature. Initial
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velocities for the oxygen molecules were also sampled from a velocity Maxwellian
distribution corresponding to the desired temperature.

For the FEM portion of the simulation the FORTRAN 95 source code of Smith
and Griffiths was used [11]. This code is available in both serial and MPI-based
parallel versions. A three-dimensional mesh was generated using cubes to construct
a spherical aluminum particle, with each cube then decomposed into six tetrahedral
elements. At the interface region between the aluminum atomistic and finite element
regions, the atomistic forces calculated by the MD simulation are transferred to the
finite element nodes at the interface. The finite element algorithm then solves for
the displacements of the nodes (along with all the other nodes within the sphere)
due to the atomistic forces and the nodal displacements are then transferred back to
the aluminum atoms in the interface region to repeat the MD simulation. Due to the
small size of the MD time step (2.5 fs) a number of MD time steps, equivalent to the
time it takes for an acoustic wave to propagate across one aluminum finite element,
are computed in between each transfer of forces and displacements.

Figure 1 shows the initial finite element meshed aluminum sphere with the atom-
istic aluminum (red) surface. It can be seen that the atomistic region spans several
finite elements. The finite element mesh for the 0.19 m diameter aluminum sphere
shown in Fig. 1 consists of 85,968 tetrahedral elements and 16,567 nodal points.
Figure 2 shows a close-up of the collision portion of the mesh and the initial alu-
minum (red) and nickel (blue) lattices with molecular oxygen (green) between them
at a gaseous pressure and temperature of 560 psia and 910 K respectively, which are
typical test conditions [1, 12].

Fig. 1 Finite element mesh for a 0.19 μm aluminum sphere with attached (red) atomistic
aluminum lattice at collision contact point.
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Fig. 2 Initialized aluminum (red) and nickel (blue) atomic lattices with gaseous oxygen
(green) between them at start of simulation.

3 Results

The atomistic aluminum and nickel lattices were each initially equilibrated within
the MD algorithm only until they were able to maintain a constant temperature of
300 K without any external forcing. To simulate a particle/wall collision, the side of
the sphere opposite the collision contact point (top) was constrained against trans-
lation and rotation. The nickel lattice was then given a velocity of 500 m/s toward
the aluminum lattice (up). The temperatures of the aluminum and nickel atoms and
the oxygen molecules during the collision process were tracked by monitoring their
respective kinetic energies.

Figure 3 shows the collision of the aluminum and nickel lattices shortly after
impact. The compression and deformation of the lattices can be clearly seen. It can
also be seen that the top layer of aluminum atoms are anchored to the FEM mesh.

Figure 4 plots the temperature rise of the aluminum and nickel lattices due to
the collision. Both lattices start at an initial temperature of 300 K. The fluctuations
in the temperatures are a result of the statistical variation in the temperatures since
the plotted temperatures are at discrete time steps and not averaged over time. The
temperature rise of the aluminum lattice is higher because its motion is constrained

Fig. 3 Collision of a nickel (blue) lattice moving at 500 m/s with an aluminum (red) lattice
connected to the finite element mesh of the larger aluminum sphere.
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by the much heavier mass of the attached aluminum sphere while the nickel lattice
is unconstrained. The temporary halt in the rise of the aluminum lattice temperature
at approximately 1.2 ps is due to a fracturing effect that is temporarily absorbing the
impact energy.

Fig. 4 Temperature of aluminum (red) and nickel (blue) atomistic lattices colliding with a
velocity of 500 m/s.

4 Conclusions

A hybrid FEM/MD simulation has been constructed to model the impact of shock-
induced macroscopic size aluminum particle collisions with a nickel wall in a high
temperature and pressure gaseous oxygen environment. The region of the colli-
sion contact is simulated using MD on the atomistic level to accurately capture the
oxygen-aluminum chemical reaction and aluminum fracture dynamics. A macro-
scopic size aluminum particle is able to be simulated by coupling the atomistic alu-
minum lattice at the contact point to a much larger (0.19 μm) FEM modeled spher-
ical particle. Simulation results show the rise in temperatures of the two lattices due
to the high velocity impact energy and the effect of fracturing on the temperature
rise. Future work will further examine the effects of impact velocity and gaseous
oxygen environment temperature and pressure. In addition different wall materials
such as Inconel, Monel and Haynes alloys will be substituted for the nickel and their
effects on the collision process and aluminum ignition investigated.

Acknowledgments. The work was supported under The Aerospace Corporation′s Indepen-
dent Research and Development Program. The project manager is Dr. Jeff Emdee.
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Starting Flow through Planar Wedged Nozzle:
Effect of Nozzle Asymmetry

Y. Shahack, O. Sadot, A. Britan, G. Ben-Dor, A. Hadjadj, and A. Chaudhuri

1 Introduction

The starting process of supersonic planar nozzles has been the subject of great num-
ber of the shock tube researches in the past. Initially this was motivated by the need
to clearly separate the unsteady and quasi-steady parts of the expansion flow and
thus specify the so-called ”test time” period of shock tube tunnels. Among other,
the best known images illustrating the starting process were published by Amann
[1]. It was clearly shown that the starting flow initiated by the primary shock wave
(PS) includes the contact surface (CS) and the secondary shock (SS). Smith [2]
was the first to show that the unsteady expansion wave (UEW) which follows the
SS can also affect the total duration of the starting flow. Actually, the SS initiates
flow separation and transient structure of the separation points (SP). Next, complex
phenomenon which requires fundamental knowledge on the parameters of the exter-
nal flow and the condition inside the boundary layer was discussed by Dussauge &
Piponniau [3]. Flow separation may also cause significant effects on the trajectory
of the SS and increase the total duration of the starting flow pattern. The renewed in-
terest in nozzle starting phenomena appears due to wide application of the transient
nozzle flow in different devices. The effect of separation, for example, becomes im-
portant inside the nozzles of rockets, missiles and/or supersonic aircrafts where it is
usually undesirable since it may cause a dangerous lateral force which can damage
the nozzle [4]. On the other hand, flow separation and the resulting instability of the
exit plume could have positive effect when used in high speed mixing devices (Jon-
son & Papamoschou [5]). Despite a plentiful history and significant progress in the
numerical as well as in the experimental investigations, many features of the nozzle
starting, flow separation and its asymmetry are still open. Even a brief summary of
the involved process clearly shows that the nozzle geometry, the viscous effects and
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the flow conditions at the entrance and exit are important parameters that must be
examined [6]. The current investigation was conducted to evaluate how the nozzle
starting process depends on the initial conditions and on the asymmetry of the noz-
zle installation. In order to assess the role of these factors the incident shock wave
Mach number was varied between Ms = 1.2 and Ms = 1.9 and the nozzle asymmetry
was introduced by the relative shifting of half of the nozzle.

2 Experimental Part

The experimental set up includes a vertical shock tube apparatus, a set of pres-
sure transducers and a schlieren visualization system. The cylindrical, 1.9m long
driver section of the shock tube is separated from a 3.75m long square cross section
channel (80× 80mm2) by a 0.25− 0.75mm thick plastic membrane. The driver is
pressurized by air to the required pressure and the shock wave is generated by the
rupture of the plastic membrane by a striking pin. The design of the wedged plane
nozzle used in these experiments is shown in Fig. 1a. The nozzle, which was placed
in the square test section of the shock tube channel, has a rounded inlet of radius
R = 10± 0.01mm, length L = 142.87± 0.01mm, throat width hc = 9.5± 0.01mm
and angle α = 15◦ ± 0.01◦. For the right half-nozzle (see Fig. 1a) a movable instal-
lation is used. The special linear translation stage (model MT1 - Thorlabs Co. USA)
allows controllable (Δ = 0÷ 3.5mm) movement along the horizontal axis. The re-
sulting asymmetry in the nozzle installation can be controlled with an accuracy of
about±1μm. To prevent the movement of the fixed half-nozzle along the axis during
the shock wave impact, all construction is provided by additional screws to fix the
half-nozzle to the shock tube side wall. To measure the incident shock wave velocity
two Endevco pressure transducers are flush mounted to the channel side wall at a
known distance, as shown in Fig. 1. The sidewalls of the test section consist of large
PMMA windows providing visualization of the internal flow field of 146× 75mm2.
The standard optical schlieren system is shown in Fig. 1b. As a stroboscopic light
source a 20 kHz doubled frequency Nd:YAG laser is used. A high speed PHAN-
TOM v12.1 digital camera captures the pictures at a frame rate of 20,000 frames per
second with a resolution of 352× 680 pixels.

3 Results

3.1 Symmetrical Nozzle

To illustrate the starting phenomenon of a planer symmetrical nozzle the first se-
ries of tests was conducted using the so-called ”minimal” shift of the half-nozzle
Δ < 0.05mm. Notice that an uncertainty of about 0.05mm corresponds to the stan-
dard accuracy of the Vernier caliper which is generally used for installation control
in the laboratory tests. Typical flow images of this series are shown in Fig. 2 for
three different times after the incident shock impinges the nozzle face. At the ar-
rival of the incident shock wave, both lateral parts of the incident shock wave are
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Fig. 1 (a) A schematic diagram of the test section. (b) The shock tube and optical apparatus.

reflected at the nozzle entrance and propagate backward as RS. The central part of
the incident shock wave enters the nozzle throat and forms PS propagating into the
gas occupying the nozzle, which is initially at rest. This generates the transverse
flow to the main shocks that propagate towards the plane of symmetry where they
collide and interact with each other with formation of the Mach configuration (MR).
Two slip lines (SL) are clearly seen in the pictures of Fig. 2b. The symmetry of the
input flow pattern demonstrates the symmetry of the expended flow inside the noz-
zle. A large difference in the tangential velocities at the CS separating the gases
which originally occupies the nozzle from the upstream flow generates a series of
small vortices that are also seen in Fig. 2b. The series of transverse shock waves
behind the PS demonstrates repeated reflections between the nozzle walls. Soon a
SS appears which is facing upstream because of the pressure gradient created in the
nozzle. However, it is pushed downstream by the flow expanding from the nozzle
throat. Due to interactions with the boundary layers, the SS is bifurcated at the wall,
creating the flow separation. Two separation points (SPs) and the resulting bubbles
of turbulent boundary layer fluid are clearly visible in Fig. 2b. The separation effect

Fig. 2 Schlieren pictures of the starting flow (weak asymmetry) Ms = 1.86, R = 10mm,
Δ = 0.05
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finally gives rise to two oblique shock-waves which move downstream and then in-
tersect with each other. Interestingly, despite the negligibly small asymmetry of the
nozzle setup, the positions of the left (SP)L and the right (SP)R separation points in
Fig. 2c do not coincide. The visible asymmetry in the final flow pattern leads us to
test this effect in more details.

3.2 Asymmetrical Nozzle

Small Shift: 0.05 ≤Δ≤ 0.23. The observed asymmetry flow which is caused by a
small inaccuracy in the nozzle setup has not been discussed so far in the related
literature [4]. Among the nozzle characteristics which can initiate an asymmetrical
starting flow, Bourgoing and Reijasse [6] focused on the wall roughness. They in-
vestigated the unsteady aspects of shock- induced separation patterns inside a planer
nozzle. Asymmetry flow was derived by coating the nozzle throat with a rough sur-
face in order to modify the state of the incoming boundary layers. Clearly, both strips
modified the upstream boundary layer conditions in a similar manner, giving rise to
the symmetric shock structure. In contrast, when applying a strip only on one side,
an asymmetrical configuration was induced. This example ensures that asymmetry
in the separated flow is a direct consequence of asymmetry in the upstream flow con-
ditions. As a continuation of this approach in our study, a controllable shift of one
side of the nozzle is used in order to initiate asymmetry in the nozzle flow. To obtain
reliable results this method requires a high repeatability of the initial conditions.
The error in the repeatability in the incident shock Mach number Ms is about 0.3%.
The high accuracy of the data processing gives reliable results that enable measur-
ing the asymmetry in high accuracy. With these data in hand the results shown in
Fig. 3 allow us to conclude that the small shift, which could be also referred to as
accuracy of the nozzle setup, has a minor effect on the trajectories of both starting
shocks. A peak difference (about 3%) in the SS positions is seen when comparing
the data registered for Δ = 0.05mm and Δ = 0.16mm. The error bars in Fig. 3 are
smaller than the marks which appear in the figure.

Fig. 3 Shock waves trajectories for small shift, 0.05 ≤ Δ ≤ 0.23, Ms = 1.86.
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Large Shift: 0.05 ≤Δ≤ 3.11mm. Experiments were conducted for two different
values of the incident shock Mach number, Ms = 1.68 and Ms = 1.86. Similarly to
the previous case, the resulting data (shown in Fig. 4) demonstrate that the PS tra-
jectory is insensitive to the shifting of the half-nozzle. As Δ increases, SS appears
closer to the nozzle throat; however, its velocity weakly depends on Δ . Comparing
the SS position inside the nozzle at some specific time one finds that as Δ increases
the SS moves downstream. The shifting of the half-nozzle evidently changes the fol-
lowing: (a) the flow pattern at the nozzle entrance and (b) the flow width distribution
along the nozzle axis. Comparing the trajectories of the SS presented in Fig. 5 one
can see that when using the Flow-Width (FW) as a parameter, the transient dynamic
of the SS becomes insensitive to the value of Δ . From that one can conclude that
the role of the factor (a) is small - the SS propagation over the asymmetric nozzle is
weakly dependent on the modified initial conditions, as seen in Fig. 6. In contrast,
the role of the factor (b) is crucial - SS history is largely governed by actual distri-
bution of the FW along the nozzle axis. As Δ increases, the flow pattern becomes
more asymmetrical. The formation of the SS for a shifted nozzle was examined.
The SS first appears near the right half-nozzle, Fig. 6a. Thereafter it approaches
the left half-nozzle while an asymmetry lambda shock configuration is established,
Fig. 6b. That can be attributed to the inclined inflow near the throat. This in turn
causes strong lateral gradients affecting the pressure field and leads to asymmetry
of the flow separation. In Fig. 6c the relative position of the SPs is inversed (SPR
become lower then SPL) and remains asymmetric in Fig. 6d when the discharged
flow becomes quasi-steady.

Fig. 4 Shock waves trajectories for large
shift, Δ and two different Mach numbers,
Ms

Fig. 5 Comparison between the Time-
Distance and the Time-Flow-Width pre-
sentation of the SS trajectories
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Fig. 6 Schlieren pictures of asymmetric starting flow, (strong asymmetry) Δ = 3.11mm. Ms =
1.86.

4 Conclusion

The flow inside a planar nozzle induced by shock wave has been quantitatively
investigated using the high speed schlieren photography. In order to initiate asym-
metry in the flow pattern the new method of controllable shift of one half-nozzle
was used. In the present paper, we focused on investigating the trajectories of the
PS, SS and the resulted asymmetry obtained. It was found that even a negligible
shift, or very small asymmetry, may result in asymmetry of the flow. While the PS
shows weak dependence on the shift, the SS trajectory is strongly governed by the
shift-modified distribution of the FW along the nozzle.

Acknowledgements. This research is supported by The ISRAEL SCIENCE FOUNDATION
(grant No. 139/10).
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Magnetic Configuration Effect
on the Interaction between the Weakly
Ionized Flow and the Applied Magnetic Field

M. Kawamura, H. Katsurayama, H. Otsu, K. Yamada, and T. Abe

1 Introduction

Since the pioneering work by Ziemer et al.[1], the interaction of the weakly ionized
flow with a magnetized body has been investigated both experimentally[3, 4, 5,
6, 7, 2, 8] and numerically[9, 10, 11, 12]. This interaction has become a topic of
interest as it has attractive applications to the mitigation of aerodynamic heating in
hypersonic flight vehicles, which was numerically demonstrated by Poggie[9] and
known as the electrodynamic heat-shield. Thus far, except for limited reports[13,
8], mitigation of aerodynamic heating has not been experimentally demonstrated.
One such recent report was made by Gülhan, but its result is still debatable[14].
Alongside the experimental efforts, numerical investigations have been conducted
intensively[10, 11, 12]. It has come to our attention that, unlike the simple flow
model assumed by Poggie[9], the interaction may be influenced by a variety of
effects such as the Hall effect [10].

Thus far, research has been focused only on a specific magnetic field configu-
ration against the flow; in this configuration, one of the magnetic poles is set nor-
mal to the incoming flow. The study of the interaction in case of other magnetic
configurations is expected to provide an insight into the mitigation phenomenon of
aerodynamic heating.
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In this paper, we aim to experimentally clarify the mitigation phenomenon of
aerodynamic heating expected from the interaction and to investigate the influence
of the magnetic field configuration on the mitigation phenomenon of aerodynamic
heating.

2 Experiment

To generate a weakly ionized supersonic flow, an arc-jet wind tunnel is employed[5].
The specifications for typical flow conditions at the location where the model is
inserted are summarized in Table 1. The model is equipped with a shutter at its front
end to protect it from the flow before testing. Once the shutter is opened, the flow
hits the model and a steady flow sets in around the model instantly.

Table 1 Test flow condition.[5]

Test gas Argon
Mach number, M∞ 1.7
Flow speed, v∞ 1600 [m/sec]
Heavy particle temperature, T∞ 2000 [K]
Electron temperature, T∞

e ≈ 10000 [K]
Electron number density, n∞

e ≈ 1×1019 [m−3]
Ionization degree, α∞ ≈ 0.005
Static pressure, p∞ 34 [Pa]
Interaction parameter, Q̂(= Q/ | B |2) 242 [T−2]
Electric conductivity, σ∞ 1400 [S/m]
Hall parameter ĈH ,∞ (=CH ,∞/| B |) 833 [T−1]

In the present experiment, we used a spherically blunted cylindrical model (di-
ameter: 22 mm), as shown in Fig. 1. The head of the model is made of ceramic shell
(Marcor) to resist the high-temperature plasma flow and to prevent heating up of the
inner part of the model. The thickness of the shell is 1 mm. The permanent magnet,
spherical (diameter: 15 mm) and composed of neodymium, is installed inside the
ceramic shell by means of a supporting structure made of brass. To prevent the heat-
ing up of the permanent magnetic, a gap of 1 mm is made behind the back surface

Neodymium Magnet

Brass

ψ Magnetic
Oblique Angle 

N Pole Ceramic Shell

ψ

Fig. 1 Model configuration.
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of the ceramic shell. As illustrated in the right panel of Fig. 2, the magnetic field
around the magnet is symmetric around the magnet center except in the direction of
the magnetic flux vector. In the left panel of Fig. 2, the distribution of the magnetic
flux intensity around the magnet is shown. Here, the value is measured at a location
2 mm above the surface of the magnet.

To examine the effect of the magnetic field configuration around the model, the
central axis of the permanent magnet is intentionally canted against the model cen-
tral axis. Hereafter, we refer to such an angle defining the magnetic field configura-
tion as the magnetic oblique angle. It should be noted that the case of 0◦ magnetic
oblique angle is identical to the cases of the 180◦ magnetic oblique angle, except in
the direction of the magnetic flux vector. Note that the magnetic field intensity ap-
pearing for a specific latitude in Fig. 2 appears at the stagnation point of the model
surface for the corresponding magnetic oblique angle since the gap between the
stagnation point and the sphericaly magnet is separated by 2 mm.

In the present experiment, a permanent magnet installed inside the model is em-
ployed to generate a strong magnetic field at the head of the model. In previous
experiments[1, 8], however, this purpose was served by the electromagnet, which
needs not only a large electric current but also a cooling system for the heated coil.
Therefore, unlike the previous experiments[1, 8], we can investigate genuinely the
magnetic field effect and easily modify the magnetic field configuration by changing
the magnetic oblique angle of the permanent magnet inside the model.

Fig. 2 Sketch of the magnetic field configuration (right) and surface distribution of the mag-
netic field intensity (left) of the spherical permanent magnet installed inside the model.

To measure the heat flux distribution over the model surface, we measure the
temperature rising history of the model surface after the shutter is opened. For this
purpose, we employ an infrared camera (TH9100PWV, NEC, Avio Infrared Tech-
nologies Co., Ltd., Japan). Typical images are shown in Fig. 3. From these views, we
can obtain the image of any location of the model; this image can then be converted
to the temperature distribution over the model surface using a properly calibrated
local emission coefficient.

Since the model surface temperature starts to increase once the shutter is opened,
the local heat flux causing this temperature increase was determined by assuming
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Fig. 3 Typical IR images from two different perspectives after 1 second.

Fig. 4 Heat flux surface distribution in the spherical part of the model with 0◦ and 180◦
magnetic oblique angles in (a) and with a 90◦ magnetic oblique angle,along the normal and
perpendicular surface lines in (b). For reference, the result for the case without the magnetic
field is also shown.

simple one-dimensional heat conduction and matching the heat conduction simula-
tion result to the measured temperature history.

3 Result

The heat flux distribution on the magnetized model is depicted in Fig. 4(a) for the
cases of 0◦ and 180◦ magnetic oblique angles. Here the horizontal axis belongs to
the polar coordinate system of the spherical part of the model over the surface line;
this surface line is defined as the intersection of the model surface with the plane
that includes the central axis of the model. The stagnation point has a zero polar
coordinate. The measurement was conducted 5 times under the same condition and
the measured values were averaged; the averaged value is shown in the figure. The
size of the error bar is reasonably small and within the size of the symbol. The result
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in case of no magnetic field is shown for reference. To realize the situation of no
magnetic field, the permanent magnet was intentionally demagnetized. According to
the previous numerical simulation of the flow neglecting the Hall effect, the heat flux
to the model surface with the magnetic field is smaller than that without the magnetic
field. This is because the expulsion force generated by the magnetic field widens
the shock layer, thereby relaxing the temperature gradient at the model surface[9].
Contrary to such an expectation, the heat flux in the case of the magnetic field is
larger than that in the case of no magnetic field for the surface range between -30◦
to 30◦ of the polar coordinate but smaller for other regions. Unlike the assumption
in the previous numerical simulation, the Hall effect in the present experiment is
large as shown in Table 1, especially near the head of the model. At the region with
large Hall effect, we should expect large Joule heating. Because of the Joule heating,
the temperature inside the shock layer can be increased, which in turn may cause
an increase in the heat flux[12]. Since the results for the cases of 0◦ and 180◦ of
magnetic oblique angle are in good agreement, we can conclude that the effect of
magnetic polarity change does not exist.

In the case of the 90◦ magnetic oblique angle, the flow behavior cannot be cir-
cumferentially axisymmetric around the body center axis. Therefore, it is necessary
to investigate the heat flux distribution along both the surface lines. The heat flux
distributions along the normal and perpendicular surface lines are depicted in Fig.
4(b). Both these distributions are symmetric at the stagnation point. The heat flux
distribution along the perpendicular surface line has a peak at the stagnation point
and is considerably more reduced as compared to that without the magnetic field.
The reduction at the peak becomes as large as approximately 20%. On the contrary,
the heat flux distribution along the normal surface line has peak values at around
±10◦, which is slightly larger than that at the stagnation point. At the larger polar
coordinates, the heat flux decreases and the difference between the heat flux with
and without the magnetic field becomes smaller. In summary, the heat flux in the
case of 90◦ magnetic oblique angle is much more reduced than that without the
magnetic field especially in the region where the heat flux becomes significant; i.e.,
in the region within the -30◦ and 30◦ polar coordinates. This reduction is much
larger than that in the case of a 45◦ magnetic oblique angle.

The heat flux increase caused by the Hall effect does not occur only in the case of
0◦ magnetic oblique angle. Since the Hall effect appears in proportional to the Hall
parameter and the Hall parameter is proportional to the intensity of the magnetic
field, the Hall effect should appear at the polar region the most significantly. In the
case of 0◦ magnetic oblique angle, the polar region resides at the stagnation region
where the increase of the heat flux is observed. In the case of 45◦ magnetic oblique
angle, the slight increase of the heat flux appears near the polar region; i.e., between
the stagnation point and the polar location. In the case of 90◦ magnetic oblique
angle, both the poles reside in the locations where the heat flux is originally weak.
Therefore, the slight increase of the heat flux caused by the Hall effect at the polar
regions is barely visible.
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4 Conclusion

According to the theory, the interaction of the magnetized body with the weakly
ionized flow could cause the modification of the thermal boundary layer around the
body and induce the modification of the aerodynamic heating distribution around
the body. The present experimental investigation verifies such an expectation by
means of the arc-jet wind tunnel and a blunted model with a spherical permanent
magnet inside. It is found that, despite the theoretical expectation, the heat flux at
the area of the stagnation point of the body increases compared with the one for
the non-magnetized body, when the magnetic field configuration is set so that the
axis penetrating both the poles of the magnet is parallel to the flow direction, while
at the area other than the stagnation region, the aerodynamic heating is reduced
as expected from the theory. It is also verified that such an interaction is strongly
influenced by the magnetic field configuration around the body. Especially when the
axis penetrating both the poles of the magnet is perpendicular to the flow direction,
the aerodynamic heating is reduced at the whole area of the model surface compared
with the one for the unmagnetized body.
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Features of the Impact of a Solar Wind Shock
Wave on the Earth’s Bow Shock in a Strong
Interplanetary Magnetic Field

E.A. Pushkar

1 Introduction

At present, there are several groups of spacecraft (THEMIS, Cluster, Double Star)
rotating around the Earth on orbits whose elements are located in the outer mag-
netosphere, magnetosheath, and in the neighborhood of the Earth’s bow shock Sb

at distances of 10 ÷ 25 Earth’s radii RE . Other spacecraft (Wind, SOHO, ACE)
are located in the free solar wind in the neighborhood of the Lagrange point L1

at ∼ 250 RE from the Earth. The data on the solar wind, the interplanetary mag-
netic field (IMF) and the magnetosheath parameters are continuously transferred to
the Earth and actively analyzed. The measurement results are used to identify sharp
changes in the solar wind associated with shock waves and other discontinuities and
their manifestations in near space [1–4]. These investigations are due to the need for
forecasting the cosmic weather which manifests itself on the Earth in the form of
sudden storm commencements, magnetic substorms, and sudden impulses.

As a rule, the measurements are analyzed using the results of the one-dimensional
analytic investigation [5] in which the structure of flow generated under the impact
of a solar wind shock perturbation corresponds to the subsolar point and the propa-
gation of the perturbation along the Sun-Earth radius [6, 7]. The fact that the wave
flow pattern depends on the latitude and longitude of an element on the bow shock
with which the perturbation interacts [8] and varies qualitatively (may be, discontin-
uously) as the perturbation propagates is ignored. However, the perturbations pene-
trating in the magnetosheath are subjected to significant quantitative variations due
to different effects of the IMF in the subsolar zone, on the “dawn-dusk” flanks in
the neighborhood of the plane of ecliptic [9], near the midday meridian and in po-
lar zones [8]. In analyzing the events, the results of numerical MHD simulations are
also used but their spatial resolution is frequently insufficient to identify close MHD
waves which are merged with one another and can hardly be discerned [10, 11].

E.A. Pushkar
General and Applied Mathematics Department,
Moscow State Industrial University, Avtozavodskaya 16, Moscow, 115280, Russia



744 E.A. Pushkar

In order to interpret adequately spacecraft’s measurements we need for exact
solutions of the problem of interaction between a solar wind shock wave and the
Earth’s bow shock in which the wave flow pattern is a function of the latitude and
longitude of a point on the bow shock. These solutions can serve as the boundary
conditions for calculating the flow generated in the magnetosheath and the succes-
sive impact on the magnetopause and Earth’s magnetosphere.

2 Formulation of the Problem and Method of Solution

We will consider propagation of the plane front of an interplanetary shock S f along
the Earth’s bow shock Sb with a velocity VS f in the solar wind stream that flows past
the Earth’s magnetosphere and Sb at a velocity Vsw (Fig. 1). We will assume that the
IMF Bsw is inclined to Vsw at an angle ψB and, to be specific, lies in the plane of
the ecliptic. The normal nS f to the front S f is aligned with Vsw and VS f (VS f ‖Vsw).
In the Cartesian coordinate system moving with the Earth (the X axis is directed to
the Sun, the Y axis lies in the plane of the ecliptic, and the Z axis is perpendicular to
the XY plane) the bow shock is assumed to be steady-state (Fig. 1). The position of
each element of Sb approximated by the tangential plane with the normal nSb can be
given by two angular coordinates, namely, the angle α of inclination of this element
to the X axis and the angle τ of inclination of nSb to the XY plane (Fig. 1).

Fig. 1 Positions of the solar wind shock wave S f i, (i = 1,2,3) and the curve LS f Sb of inter-
section of S f and Sb when S f moves (a); cross-section of the surface of Sb by a half-plane
τ = const (b)

If the density ρsw, the pressure psw, the velocity Vsw, and Bsw are known in the
undisturbed solar wind stream ahead of Sb, then all the parameters behind S f are also
known and the parameters behind Sb can be found as functions of the angles α and
τ from the relations on the oblique non-plane-polarized fast MHD shock wave [12]
after going over to a coordinate system moving with the curve LS f Sb of intersections
of the S f and Sb fronts. On LS f Sb each of the fronts is approximated by a plane.

After coming in contact of S f and Sb at the subsolar point (α = 90◦), the shock
wave S f moves along the Sb front so that α = const on the curve LS f Sb (Fig. 1);
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thus, the time dependence for S f is transformed into a parametric dependence on
α and τ . In fact, when α = const the dependences of all quantities on τ give them
in the neighborhood of LS f Sb at a certain instant of time. When τ = const the de-
pendences on α represent the time dependences of the quantities along the curve
of intersection of a half-plane τ = const with the surface of Sb when the front S f

moves (Fig. 1b). The motion is supersonic and the process of collision of S f and Sb

can be considered locally assuming that the establishment of flow takes place in a
fairly short time negligibly small compared with the characteristic time of motion.
Thus, a discontinuity between the states behind Sb and S f arises at each point on
LS f Sb. In order to solve the Riemann problem of breakdown of the discontinuity it is
necessary to go over in a local coordinate system moving with a point on LS f Sb and
use a Riemann MHD solver [12]. In the solution thus obtained all the discontinuities
and rarefaction waves composing the flow are explicitly distinguished, i.e., the exact
solution of the Riemann problem can be found numerically using a computer.

A regular solution includes two combinations of self-similar stationary flows con-
sisting of a fast MHD wave (shock S+ or centered rarefaction wave R+), a non-
plane-polarized Alfvén discontinuity A, and a slow MHD wave (S− or R−) diver-
gent from LS f Sb and conjugated on a contact discontinuity C [12]. Six independent
boundary conditions, namely, the no-flow condition and the conditions of continuity
of the velocity, pressure, and magnetic field, must be satisfied on C. The original-
ity of the Riemann solver proposed in [12] consists in overcoming the difficulty of
description of the entire flow developed as a result of the interaction. For this de-
scription we must have all possible sets of systems specifying individual elements in
accordance with the wave flow pattern to satisfy the boundary conditions on C. Since
the wave flow pattern is not known in advance, such a system cannot be written a
priori. However, an exact solution can be found using a special iteration method [12]
in which the wave flow pattern can change when searching the solution.

3 Results of Numerical Simulation: Analysis of the Solution

On the Earth’s orbit the solar wind represents a supersonic stream with the velocity
of 400–450 km/s, the temperature of (1.0÷ 1.2) · 105 ◦K, the particle concentra-
tion 10 cm−3, the IMF strength |B|sw ≈ 6.2 nT, and ψB ≈ 45◦ [13]. In the quiescent
state the mean dimensionless solar wind parameters are as follows: the gasdynamic
Mach number Msw ≈ 8 and the beta-parameter β = 8π p/B2

sw ≈ 1. However, consid-
erable deviations from these values are observed. For example, the magnetic field
can be significantly stronger in a magnetic cloud and the solar wind can be a slow
plasma stream. We will study the interaction between S f and Sb for a slow solar
wind stream with the strong magnetic field when Msw = 4.5, the Alfvén number
N= aA/a0 =(|B|sw/

√
4πρsw)/

√
γ psw/ρsw = 2.0 (β = 0.3), ψB = 45◦, and γ = 5/3.

For these values of Msw, N, and ψB there is a point (α = 45◦, τ = 180◦) on the dawn
flank of Sb at which Bsw is collinear to nSb (Sb is quasi-parallel [14] on the dawn
flank) and the conditions of existence of a switch-on shock S∗b are satisfied:
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1 < N2 < M2
Sb < ((γ + 1)N2 − 2)/(γ − 1), (1)

where MSb =Msw sinα is the Mach number of this element of the Sb front (α = 45◦).
The calculations were carried out for MS f = 3 and 4.5. The first case corresponds

to a relatively weak S f in which ρsw and |B|sw increase by factors of 1.55 and 1.48,
while in the second case S f has an intermediate intensity with increase in ρsw and
|B|sw by 2.4 and 2.1 times, respectively. From the mathematical point of view it
is important to clarify how does the presence of the switch-on shock S∗b affect the
process of interaction between S f and Sb since in S∗b the electric current is reversed
and this is accompanied by jumps in the velocity and the magnetic field.

The asymmetry of interaction between S f and Sb on the dawn-dusk flanks is as-
sociated with different orientation of Bsw with respect to Sb and the reference-frame
velocity Vst of LS f Sb: on the dawn flank (τ ≈ 180◦) the angle ψ between Vst and
Bsw is ∼ 90◦, the Alfvénic and magnetosonic characteristics can merge and, as a re-
sult, catastrophic global and local flow restructurings occur, the medium is strongly
accelerated by the IMF and the density and gas-kinetic pressure grow more appre-
ciably as compared with the opposite flank. On the dusk flank (τ ≈ 0◦) ψ is close to
zero, but, as compared with the situation for Msw = 8 and N = 1.1 considered in [8],
for Msw = 4.5 and N= 2 the conditions of appearance of the tangential discontinuity
catastrophe [8, 15] are not fulfilled and the flow varies smoothly and continuously.

When S f propagates along Sb, the main features of the interaction are as follows.
The maximum density and pressure are reached in the transmitted shock wave S′f
on the dawn flank (τ = 180◦, α ′ = 180◦ −α): pS f ′/psw ≈ 19 and 40 at α ′ = 110
and 120◦ for MS f = 3 (Fig. 2) and 4.5, respectively. At α ′ = 135◦ the pressure in S′f
increases suddenly by ∼ 1.5psw for MS f = 3 (by ∼ (3÷4)psw for MS f = 4.5) in the
global catastrophe KG (see jumps in p in Fig. 2, variation in p in slow waves R−

f and

S−f corresponds to the difference between the ordinates of curves for C and S′f ). The

maximum pressure is reached in S′f on the dusk flank and in S−b on the dawn flank
(when α ′ > 135◦), at α ′ = 135◦ the slow rarefaction waves R−

f being transformed

into the slow shock waves S−f (MS f = 3, Fig. 2) The density and pressure decrease
smoothly and monotonically in all the waves with decrease in α on the dusk flank,
while on the dawn flank the pressure (Fig. 2) and other parameters change jumpwise
due to redistribution of the electric currents in S∗b (catastrophe KG, α ′ = 135◦).

As α decreases, the profiles p(τ), very flattened at α ∼ 85◦, become more and
more steep due to smooth decrease in the pressure in Sb and all other flow com-
ponents on the dusk flank and increase in the pressure on the dawn flank. Thus,
the relative pressure difference between the flanks becomes twofold at α = 60◦ and
even threefold at α = 45◦, the greater pressure difference between the flanks being
characteristic of MS f = 3. As a result of KG, the pressure decreases sharply in Sb but
remains a continuous function of α (Fig. 2). However, the pressure drops jumpwise
in S′b due to changes in the magnetic field and velocity in S f and a narrow zone of
width ±10◦ in τ is formed in the neighborhood of τ = 180◦ in which the pressure
behind S′b is less than the pressure for |τ − 180◦| > 10◦ by (3÷ 4)psw. As α de-
creases, this zone extends to τ = 180◦ ± 20◦ and, as a result of the strong pressure
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Fig. 2 Dimensionless pressure p/psw as a function of the latitude α for τ = 0◦ (α < 90◦)
and τ = 180◦ (plotted values of α > 90◦ correspond to α ′ = 180◦ −α on Sb), MS f = 3

drop, for MS f = 4.5 the refracted bow shock S′b is transformed into a rarefaction
wave R+

b at α ≈ 35◦. Thus, in the strong IMF the flow past the dawn flank of the
Earth’s magnetosphere can occur in the neighborhood of the plane of ecliptic in the
form of a fast rarefaction wave R+

b and a subsequent strong slow shock wave S−b .
The crucial influence of the IMF on the flow and the difference between the

dawn and dusk flanks can be illustrated by the behavior of the magnetic field in the
neighborhood of α = 45◦ (Fig. 3). Almost on the entire dusk flank when τ < 80◦ or
τ > 280◦ the physical quantities either do not vary or vary only slightly, while on
the dawn flank the variations in all the quantities as functions of τ are fairly large
and sharp due to the different influence of the IMF for α > 45◦ and α < 45◦.

Fig. 3 Magnetic field strength |B| (a) and its components Bz (b), Bx (c), (e), and By (d), (f)
as functions of the longitude τ for MS f = 3, α = 46◦ (a) – (d) and α = 44◦ (e), (f)

A narrow zone is formed on Sb near τ = 180◦, where the magnetic field compo-
nents change sharply and heavy electric currents are generated (Fig.3). This occurs
due to vanishing of the currents in the Alfvén discontinuities A f and Ab at τ = 180◦
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since there are no A f and Ab in the plane-polarized flow [16] and the electric currents
in A f and Ab have to be redistributed over other waves as τ → 180◦. In particular, as
α → 45◦ the slow waves change abruptly and R−

f are transformed into S−f (Fig. 2).
As S f propagates further along Sb, at α = 45◦ the entire flow is suddenly restruc-

tured due to the presence of a switch-on non-plane-polarized shock S∗b for τ = 180◦
(Fig. 3). Jumpwise reversion of the electric current leads to jumpwise change in the
velocity and magnetic field components behind Sb and, consequently, in the neigh-
borhood of τ = 180◦ when α = 45◦ − 0 the S f front interacts already with another
state of the medium and another magnetic field. When the electric current in Sb is
reversed, the discontinuity between the states behind S f and Sb changes jumpwise
when crossing α = 45◦ and, as a result, the global catastrophe KG takes place.

An important feature of the interaction at α = 45◦, τ = 180◦ is the jumpwise
change in Bz(τ) in all the waves except for S′b (Fig. 3b). In this case only for S′b the
initial state of the plasma is such that the velocity and IMF vectors lie in the plane
of ecliptic since the interplanetary shock wave S f is plane-polarized in accordance
with its propagation along the solar wind. Therefore, as τ → 180◦ the refracted
bow shock S′b should tend to a plane-polarized shock so that the magnetic field
component Bz → 0 downstream of S′b as τ → 180◦. However, already the reflected Ab

in the wake of S′b need not be plane-polarized and the electric currents flowing along
its front and changes in the magnetic field in Ab are determined by the conditions
of existence of the solution of the whole Riemann problem of breakdown of an
arbitrary discontinuity formed by the states behind S∗b and S f . Since the S∗b is non-
plane-polarized and Bz �= 0 downstream of it, then all the other waves, except for
S′b which necessarily be plane-polarized in accordance with the formulation of the
problem when τ = 180◦, are also non-plane-polarized and jumps in Bz are generated.

4 Conclusions

The propagation of an interplanetary shock wave S f along the Earth’s bow shock
Sb and their interaction are considered in the 3D formulation within the framework
of a magnetohydrodynamic model. The global 3D pattern of the interaction is con-
structed as a mosaic of exact solutions of the problem of breakdown of an MHD
discontinuity developed at various points on the surface of Sb during collision of
S f with Sb. The investigation is carried out for relatively slow solar wind streams
when the magnetic pressure is twice or more as higher than the gaskinetic one. It
is found that the dawn-flank flow is catastrophically restructured at a point, where
the interplanetary magnetic field is parallel to the normal to Sb. This is accompanied
by jumps in the velocity and magnetic field, while the electric currents are reversed
and strong rotational discontinuities and slow waves are generated. As a result, a
narrow zone of width ∼ 20◦ with abrupt variations in the plasma and magnetic field
parameters is formed on the dawn flank. An intense interplanetary shock (e.g., with
MS f = 4.5) can transform the bow shock into a fast rarefaction wave R+

b so that the
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shock-perturbed flow past the dawn flank of the Earth’s magnetosphere consists of
an R+

b and strong rotational discontinuity and slow MHD shock.
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Shock Wave–Boundary Layer Interaction
from Reflecting Detonations

J. Damazo, J. Ziegler, J. Karnesky, and J.E. Shepherd

1 Introduction

The present work is concerned with the differences in how shock and detonation
waves inside pipes or ducts reflect from closed ends. One of the motivations for
the present study is that the large pressure rise associated with a detonation poses a
hazard to pipes that contain flammable mixtures [1]. A detonation impinging nor-
mally on a planar wall creates a reflected shock wave to bring the flow at the wall to
rest [2] and produces pressures 2.4 times that of an incident Chapman-Jouguet (CJ)
detonation [3]. In examining the material deformation produced by reflected deto-
nation loading [4] an inconsistency was discovered between the measured pressure
jump across the reflected shock wave and the measured speed of the shock, with the
measured pressure being as much as 25% below that predicted by the shock jump
relations for the given shock speed. This was theorized to be due to bifurcation of
the reflected shock wave associated with shock-wave boundary layer interaction.

Previous researchers have observed shock wave bifurcation in experiments per-
taining to shock tube performance [5, 6, 7, 8, 9]. Shock bifurcation is the splitting of
a reflected shock near the wall into an oblique and a normal wave due to interaction
with the fluid in the boundary layer created by the incident shock. This results in a
foot extending from the wall to the primary reflected shock as sketched in Fig. 1.
Mark [5] developed a theory describing reflected shock wave bifurcation and created
a model for predicting the conditions under which bifurcation will occur. However,
the differences between shock and detonation waves prevent this theory from being
directly applied to the reflected detonation case. Previous computational work [10]
has suggested reflected detonations do bifurcate, but these simulations did not con-
sider the three-dimensional flow behind a detonation nor heat loss to the wall, both
of which may affect bifurcation behavior. The goal of the present study is to exper-
imentally investigate the influence of the boundary layer in detonation reflection.
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Graduate Aerospace Laboratories, California Institute of Technology, Pasadena, CA, USA
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2 Theory

A sketch illustrating archetypical shock wave bifurcation is shown in Fig. 1 with
velocities given in the shock-fixed frame. A reflected shock wave of speed UR is
passing into fluid set in motion by the incident wave to speed u and has developed
a boundary layer at the bottom wall due to the no-slip condition. The fluid velocity
will be a function of space and time due to the boundary layer and the presence
of the Taylor wave behind a detonation [11]. The primary reflected shock wave
propagates into the fluid outside the boundary layer in a one-dimensional fashion
and determines the shock speed. In the boundary layer the combination of low-speed
fluid and the prescribed pressure rise across the shock wave may cause the fluid to
detach and form a separated bubble that, due to insufficient static pressure [5], will
travel with the reflected shock wave and cause the bifurcated region to grow.

A simple theory has been developed by Mark [5] and refined by Davies and Wil-
son [7] to predict if bifurcation will occur for a given mixture and Mach number.
This theory uses a simplified flow field where the fluid inside the boundary layer has
zero velocity and is at the initial temperature and the fluid outside the boundary layer
is unaffected by the wall. Bifurcation, Mark argues, will then occur if the stagnation
pressure of the fluid inside the boundary layer relative to a frame stationary with re-
spect to the reflected shock is less than the pressure behind the reflected shock wave.
In the detonation case the assumption of a cold boundary layer is questionable due
to the large temperature variations within the boundary layer. Furthermore, the flow
field behind the detonation is three-dimensional with transverse waves and shear
layers complicating theoretical predictions. The absence of an applicable theory for
the reflected detonation case has led us to pursue experimental work examining re-
flecting detonation waves and how they compare to reflecting shock waves of similar
molecular composition and initial pressure.

Fig. 1 Sketch of reflected shock wave bifurcation with velocities shown in the shock-fixed
frame
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3 Experimental Setup

All experiments were performed in the GALCIT Detonation Tube (GDT). (For a
description of the facility, see [12].) The GDT is a 7.6 m long detonation tube of
inner diameter 280 mm equipped with a test section of 150 mm wide square cross
section and two quartz windows to provide optical access. The tube is initially evac-
uated and then filled via the method of partial pressures to the desired composition;
a circulation pump is then employed to ensure proper mixing. After the mixing pe-
riod, a sequence of events is initiated that begins the experiment: 1) A mixture of
acetylene and oxygen is injected into the ignition end of the GDT for a duration of
4.5 s. 2) The mixture is allowed to settle for a period of 1 s. 3) A 2 μF capacitor
charged to 9 kV is discharged through an 80 μm diameter 30 mm long copper wire
located in the ignition end of the GDT. This discharge vaporizes the copper wire and
detonates the acetylene-oxygen buffer. The strong shock wave generated from this
detonation then propagates into the test mixture. This shock wave will either deto-
nate the test mixture or, in the case of a non-reacting test mixture, begin to decay.
In the results presented herein the test mixture is either air, pure nitrous oxide, or a
mixture of nitrous oxide and hydrogen as given in Table 1. Nitrous oxide is chosen
for the ease with which it has been observed to bifurcate in reflected shock wave ex-
periments [6]. Four PCB 113B26 pressure transducers mounted in the GDT and test
section are used to monitor the wave speeds. Table 1 shows large deviations from
the theoretical CJ speed with the pure nitrous oxide mixture implying a detonation
is only observed in the hydrogen-nitrous oxide mixture as expected from previous
tests [13].

After the ignition sequence occurs, there will either be a decaying shock wave or
a detonation wave entering the test section shown in Fig. 2. Two aluminum plates
are mounted so that the boundary layer behavior may be seen through the windows.
A Z-type schlieren setup consisting of a 400 ns duration spark light source, two
1600 mm focusing mirrors, and a Nikon D200 CCD camera is used to visualize
the fluid mechanics. The camera is operated with an open shutter and the timing is
controlled via the spark light source. This setup is not capable of obtaining multiple
images of a single experiment. In cases where multiple images of the same mixture
are shown (as in Fig. 3), the experiment is repeated and the spark timing is altered
to create a sequence of events.

Fig. 2 Detail view of the test section for the GDT; dimensions in mm
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Table 1 Run conditions with incident shock speed UI , theoretical CJ detonation speed UCJ ,
incident shock Mach number MI , reflected shock Mach number MR, temperature behind the
incident wave T2, and ratio of specific heats γ behind the incident wave

Mixture Initial Pressure UI
a UCJ

b MI
a MR

a T2
b γ b

(kPa) (m/s) (m/s) (K)

79% N2, 21% O2 25 770 N/A 2.2 1.6 557 1.4
100% N2O 15 730 1690 2.7 1.6 578 1.28
90% N2O, 10% H2 15 1670 1804 5.9 1.6 2827 1.27

a Calculated using the shock jump relations with the pressure rise across the shock as mea-
sured by the pressure transducer located in the test section.
b Computed using Cantera 1.8 and the Shock and Detonation Toolbox [3].

4 Discussion

The case of a shock wave propagating in air is shown in Fig. 3. Fig. 3a shows the
incident shock propagating to the right of the figure. Fig. 3b is taken 200 μs later
than 3a and shows the reflected shock propagating to the left. Visible at the wall
is the bifurcated foot propagating ahead of the primary shock wave and a turbulent
boundary layer behind the reflected shock. This test serves as a point of comparison
as we examine the nitrous oxide mixtures.

(a) (b)

Fig. 3 (a) Incident shock wave of Mach number 2.2 in 25 kPa initial pressure air propagat-
ing to the right. (b) Reflected shock wave in the same mixture propagating to the left and
interacting with the boundary layer created by the incident wave

Fig. 4a shows the reflected shock wave in the pure nitrous oxide mixture. Com-
plicating the image is the boundary layer interaction and bifurcation on the side
wall formed by the windows, but it is readily observed that the bifurcated region is
substantially larger than that observed in the higher pressure air mixture and qual-
itatively similar to the images obtained in carbon dioxide by Taylor and Hornung
[8]. This enhanced effect is due [6] to the lower ratio of specific heats, γ , in nitrous
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oxide (see Table 1). Comparing Fig. 4a to the reflected detonation shown in Fig. 4b
reveals that, although bifurcation is still present, the height of the bifurcated foot at
similar distance from the end-wall is substantially reduced by the detonation despite
a similar computed specific heat ratio. The observed reduction in bifurcation height
is explained by considering the bifurcation theory developed by Mark [5]. As given
in Table 1, the temperature behind the incident shock wave is 578 K for the pure
N2O mixture and 2827 K for the N2O–H2 detonation. If, like Mark, we assume that
the temperature of the fluid in the boundary layer behind the incident wave equals
the initial wall temperature then the Mach number of the reflected shock traveling
in the boundary layer will be affected much more by the cold boundary layer in
the case of an incident detonation than an incident shock wave. Specifically, the re-
duction in sound speed due to the cold boundary layer will result in a substantially
larger Mach number than would be computed using the sound speed in the center
of the vessel. This has the effect of hindering bifurcation by increasing the stagna-
tion pressure in the boundary layer. In other words, although the Mach numbers in
the free stream are comparable, the reflected shock Mach number in the boundary
layer is much higher for an incident detonation than an incident shock wave and
thus the potential rise in the boundary layer stagnation pressure is larger in the det-
onation case. Further investigation is required to better understand the behavior of
the boundary layer behind detonations and properly interpret these results.

(a) (b)

Fig. 4 (a) Reflected shock wave in pure N2O and (b) reflected detonation wave in 90% N2O,
10% H2. Both tests had initial pressure 15 kPa and the waves are propagating to the left

5 Conclusion

Bifurcation of a reflecting shock wave is readily observed in a pure nitrous oxide
mixture of initial pressure 15 kPa. However, adding a small amount of hydrogen
to the mixture thereby creating a detonation wave drastically reduces the degree
of bifurcation observed. The present work is preliminary and further study is in
progress to generalize this to other mixtures and obtain a clear explanation for this
effect.
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Shock Dynamics for Cylindrical/Spherical
Converging Shocks in Elastic-Plastic Solids

A. López Ortega, M. Lombardini, D.J. Hill, D.I. Pullin, and D.I. Meiron

1 Introduction

The study of cylindrical and spherical converging shock waves propagating in solid
materials is relevant to the production of high temperatures and pressures in con-
densed matter with applications to inertial confinement fusion [1]. However, exper-
imental studies conducted in the area are prone to complications derived from the
measurement techniques available and the difficulty of producing a quasi-radially
symmetric flow.

The origin of analytical studies of converging shocks waves began with Guder-
ley [2], who showed that for an initially strong shock wave in an inviscid ideal gas,
there exist similarity solutions in which the radial location R(t) of the shock follows
a power law of the time measured from the instant the shock reaches r = 0. This
problem was later addressed using Whitham’s Shock Dynamics (WSD) theory [3],
which gives a good approximation to the values predicted by the similarity solu-
tions. Through the years, WSD has proved itself as a powerful tool for the study of
shock evolution in other non-planar problems such as shock diffraction by a wedge
and shock stability [5]. WSD was also extended to initially infinitesimally weak
imploding shocks [4].

A direct application of WSD to spherically converging shocks in metals was used
by Yadav and Singh [6], using a Mie-Gruneisen equation of state for pressure, which
did not account for shear stresses and possible plasticity. Their solution for the post-
shock pressure approaches an inverse power of R, the exponent varying with the
effective specific heat ratio of the material. A similar equation of state was used by
Hiroe et al. [7] in combination with a random choice method. Their simulation of
a cylindrically imploding shock shows that the flow only exhibits the self-similar
regime typical of gases in close proximity to the axis.

A. López Ortega · M. Lombardini · D.J. Hill · D.I. Pullin · D.I. Meiron
California Institute of Technology, Graduate Aerospace Laboratories
1200 E. California Blvd. Pasadena, CA 91125 (USA)
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This article is structured as follows: we first introduce in Section 2 an Eulerian
description of the conservation laws governing the finite-deformation evolution of a
hyper-elastic material under radially symmetric conditions. The WSD analytical so-
lution is subsequently constructed and compared against high-resolution numerical
simulations. Section 3 extends the study to finite-deformation plasticity.

2 Elastic Motion

2.1 Governing Equations for Radially Symmetric Motion

We introduce in this section an Eulerian description of the radially symmetric mo-
tion of an elastic medium induced by cylindrical and spherical imploding shock
waves. We account for conservation of mass, momentum and energy. In addition, as
stresses in solids are proportional to deformations, we evolve the inverse deforma-
tion tensor fi j = ∂Xi/∂x j which represents the gradient of the mapping that trans-
forms Eulerian coordinates x to Lagrangian (material) coordinates X. In a cylindri-
cal/spherical frame of reference, this tensor is diagonal and the density constraint
ρ/ρ0 = det(f) reduces the extra equations needed to close the system to the one for
the radial component frr. The equations of motion are then

∂ρ
∂ t

+ u
∂ρ
∂ r

+ρ
∂u
∂ r

=−(s− 1)
ρu
r
, (1a)

∂u
∂ t

+ u
∂u
∂ r

− 1
ρ

∂σrr

∂ r
= (s− 1)

σrr −σθθ
ρr

, (1b)

∂e
∂ t

+ u
∂e
∂ r

− σrr

ρ
∂u
∂ r

= (s− 1)
uσθθ

ρr
, (1c)

∂ frr

∂ t
+ frr

∂u
∂ r

+ u
∂ frr

∂ r
= 0, (1d)

where r is the distance to the axis/origin, ρ the density field, u the radial component
of velocity vector, e the internal energy and s the space index, with s = 1,2,3 for the
planar, cylindrical and spherical problem respectively. The material is homogeneous
isotropic and hyper-elastic, where e only depends on the three invariants (I1, I2, I3)
of the right Cauchy-Green tensor C = f−T f−1 and on the specific entropy ς . From
e, we deduce σ =−ρfT ∂e/∂ f .

The equations of motion (1) are rewritten in a conservative form and numeri-
cally solved using a shock-capturing method implemented within an adaptive mesh
refinement framework for comparison with WSD results.

2.2 Whitham’s Shock Dynamics

The WSD approach is based on the idea that the shock is minimally influenced
by the flow behind it when it is adjusting to changes in geometry. To apply WSD,
the system of PDEs (1) is first decoupled into the set of ‘characteristic’ equations.



Shock Dynamics for Cylindrical/Spherical Converging Shocks 759

The motion of the shock is then approximated by integrating the equation along the
characteristics u+a, a being the sound speed. This means that the shock is assumed
to follow the same spatial motion as the set of characteristics immediately behind
it and that, as a consequence, any influence of the processed flow is ignored. As
the shock progresses, the errors produced by this assumption might accumulate but
they are neglected in the WSD theory. Finally, the characteristic equation is further
simplified by using the Rankine–Hugoniot (RH) jump conditions across the moving
shock, which gives the primitive variables immediately behind the shock in terms
of the shock Mach number M.

2.3 Constitutive Laws

Two constitutive laws are presented here. The first is the fairly general Blatz and Ko
[8] isothermal, (i.e. e independent of ς ), constitutive law:

e(f ) =
μ

2ρ0
(I1 −3I1/3

3 )+

∫ ρ

ρ0

p(ρ ′)
ρ ′2 dρ ′, with the density constraint I3 = J2 =

(
ρ0

ρ

)2

,

(2)

where μ is the shear modulus and the pressure p is assumed to not depend on the
specific entropy. Two models for p are:

p
(ρ0

J

)
=

3

∑
α=1

cα

(
1
J
− 1

)α
, (3)

p
(ρ0

J

)
= p0

(
Arctanh(J∞/J)
Arctanh(J∞)

)β
. (4)

The first, proposed by Miller and Colella in [9] for the Wilkins’ flying aluminum
plate problem, has the drawback of leading to unbounded densities. Equation (4)
corrects for this behavior, with J → J∞ as p → ∞.

The second constitutive law is non-isothermal:

e(f ,ς) =
μ

2ρ0
I1 + cvT0J1−γexp

(
ς − ς0

cv

)
, (5)

where ρ0, T0 and ς0 refer to the unshocked density, temperature and specific entropy
respectively, and cv and γ are the specific heat at constant volume and specific heat
ratio. The first part of this constitutive law accounts for the elastic shear deformation
of the material, while the second part simply represents the internal energy of an
ideal gas.

The complete evolution of the converging shock is obtained by numerically solv-
ing the ODE given by WSD. As an example, the expression for the isothermal case
is presented:
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dR
R

= − 1
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dJ
− a0M

]
(1− J)

[
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)
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1
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√
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a(J) =

√
a2

μ

(
J2 +

1
3

J2/3

)
− J2

ρ0

dp
dJ

, with aμ ≡√
μ/ρ0. (6c)

Results for the non-isothermal constitutive law compared to numerical simula-
tions are shown in Fig. 1. In the strong shock limit (M → ∞) analytical expressions
can be obtained for the evolution of the Mach number with the distance to the cen-
ter/axis. These expressions show that the behavior close to the axis/origin r = 0 de-
pends on the constitutive law used. For the polynomial pressure law, where ρ is un-
bounded at r = 0, the shock strength increases at a logarithmic rate, M ∝ log(1/R)α ,
which is lower than for the two other constitutive laws investigated and depends only
on the order of the polynomial. The maximum compression ratio at r = 0 does not
affect the Arctanh strong-shock limit, M ∝ R−(s−1), which only depends on the ge-
ometry, but it appears indirectly in the non-isothermal ideal gas-like material rate,
M ∝ R−(s−1)/n, where n = n(γ) and the maximum compression ratio at r = 0 is a
function of γ through J∞ = (γ − 1)/(γ + 1).

3 Plastic Motion

The plastic regime is observed in most materials when undergoing sufficiently high
stresses. It is defined by the presence of large deformations with small stress in-
crements, and by the residual deformations that remain even when the stresses are
removed. The transition between the elastic and the plastic state is given by a yield
criterion and a limit stress (yield stress), which is considered a material property.
The results shown in the previous section correspond to a material with an infinitely
large yield stress. In this section, as the converging shock processes the solid with
an increasing strength, the shocked material is expected to ultimately reach its yield
stress.

Finite-deformation plasticity is introduced as a complement to the elastic theory
developed earlier. The inverse deformation tensor is factored as a product of elastic
and plastic parts: f = f pf e. By the particular geometry of the problem, only the di-
agonal components of these tensors are nonzero once transformed to curvilinear co-
ordinates. From the compressibility constraints, J = 1/detf and J p = 1/detf p = 1
(i.e. no change in volume for plastic deformation). Because the internal energy ac-
counts for the energy that is stored in the solid and that can be released by means
of elastic deformation, the internal energy is now e = e(f e,s), and stresses are com-

puted by σ =−ρf eT
∂e/∂ f e.



Shock Dynamics for Cylindrical/Spherical Converging Shocks 761

0 0.2 0.4 0.6 0.8 1
0

5

10

15

R/R
i

ρ 
/
 

ρ 0

Non−isothermal, ρ
0
=2.7 kg/m3, μ=24.8 GPa, γ=1.4

10
−5

10
−4

10
−3

10
−2

10
−1

10
010

0

10
1

10
2

10
3

R/R
i

M
s
h
o
c
k

Non−isothermal, ρ
0
=2.7kg/m3, μ =24.8 GPa, γ=1.4

 

 

Numerical Simulation
Whitham’s Shock Dynamics

Fig. 1 (a) Density radial profiles computed with numerical simulation at different times t,
the dashed line shows the density immediately behind the shock evaluated from WSD at the
corresponding shock locations; (b) Logarithmic plot for the Mach number as a function of
the distance to the origin. The converging shock is spherically symmetric (s = 3) and was
initially started at r = Ri with Ji = 0.9 (Mi ≈ 1.14)

For simplicity, we consider here an elastic–perfectly plastic material. In uniaxial
stress, this means that plasticity occurs at a constant stress equal to the yield stress
σY (i.e. no incremental stress is needed to achieve large deformations). This con-
cept is easily extended to a yield criterion of the form σY = σe f f , where σe f f is an
effective stress function. Yield criteria have been usually developed from empiri-
cal observations and rely on the deviatoric part of the stress tensor. We use the von
Mises constraint, which is written as

σe f f =

√
3
2

tr
(

Σ ′T Σ ′
)
= σY , (7)

where Σ ′ is the deviatoric part of the Mandel stress tensor Σ ′ = −(ρ0/ρ) f e−T
σ f eT

[10]. Substituting the stresses as functions of the elastic deformations gives the ex-
pression relating f e

rr to the yield stress and J that closes the system needed to solve
the WSD ODE for a converging shock that is started in the plastic shock regime.
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3.1 Elastic–Plastic Transition

WSD theory has limitations when trying to predict the behavior of complex wave
structures. This is the case of the elastic-plastic transition. While WSD can be ap-
plied to the pure elastic and pure plastic regimes, numerical simulations were needed
to describe the transition between the two. As shown in Fig. 2, an elastic shock is
initially generated. This first regime can be approximated by WSD. As this shock
converges, a plastic region, where the yield stress has been reached, is formed be-
hind and WSD is not applicable. As the two structures converge towards the center,
the plastic region becomes steeper and narrower while the elastic precursor keeps a
constant strength. When approaching the center further, the elastic precursor disap-
pears and a quasi-discontinuous plastic region remains. The motion after this event
can be described by WSD again.
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Fig. 2 (a) Density radial profiles computed from numerical simulation at different times t.
Elastic-plastic motion. The values of the parameters were chosen to notice the elastic-plastic
transition better. The converging shock is spherically symmetric (s = 3) and was initially
started at r = Ri with Ji = 0.9 (Mi ≈ 1.00). (b) Hugoniot curve for the material, which pro-
vides a physical explanation of the existence of the elastic precursor and the plastic region

4 Conclusion

We have shown that Whitham’s shock dynamics approach is a rather accurate tool
for studying converging shocks, even when shear deformations are considered in
addition to the usual hydrostatic pressure terms. Purely plastic shocks can also be
described using this approximate theory.
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Analysis of the strong-shock limit revealed that the behavior of an elastic–plastic
material close to the axis/origin r = 0 is highly dependent on the pressure equation
that is used. For a polynomial pressure law, the shock strength increases at a loga-
rithmic rate which is lower than the power law obtained for the two other examples
investigated.

The transition from an elastic to a plastic shock was described by a complex
structure of two compression waves moving at different velocities that falls beyond
the capabilities of Whitham’s shock dynamics. Numerical simulations showed that
the converging geometry modifies the elastic precursor-plastic shock structure usu-
ally observed in planar symmetry, making the converging plastic shock travel faster
than the elastic precursor as the compression ratio increases.

Future work could include the extension of the analysis to more general constitu-
tive laws, i.e. including a non-constant shear modulus which depends on thermody-
namic variables, and the possible application of WSD to help with the description
of complex problems, such as the analysis of the Richtmyer–Meshkov flow in con-
verging geometries for different material interfaces (e.g. solid–solid or solid–gas).
See [11, 12] for previous work in these areas.

This Material is based upon work supported by the Department of Energy National
Nuclear Security Administration under Award Number DE-FC52-08NA28613.
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Study of the Stability of Na0.7CoO2
Thermoelectric Materials under Shock Dynamic
Loading in a Shock Tube

V. Jayaram, C. Shivakumara, M. Satyanarayana, and K.P.J. Reddy

1 Introduction

The thermoelectric material is a material that shows large thermo power, low re-
sistivity and low thermal conductivity. Recently, layered cobalt oxides have been
extensively investigated as a promising candidate as thermoelectric material. Impor-
tant feature of sodium cobalt oxides is that, the sodium ions (Na+) randomly occupy
the regular site by 50% and the sodium content can go up to 70% changes[1]. In this
sense layered cobalt oxides, NaCo2O4 should be written as NaxCoO2 (x = 0.5) and
the compound is quite promising for thermoelectric power generation. Terasaki et
al. found that a single crystal NaCo2O4 exhibits good thermoelectric property[2].
These layered oxides consist of two layers: CoO2 layer and Na ion layer. CoO2

layers acting as an electron reservoir which are responsible for the electrical con-
ductivity and large thermoelectric power. Na ions layer sandwiched between two
neighboring CoO2 layers adjust the concentration of electron in CoO2 layers and
decrease the thermal conductivity along the stacking direction c[3]. Since the dis-
covery of moderately large thermoelectric power (Seebeck coefficient) together
with high electrical conductivity in NaxCoO2(x is 0.70), experiments were done
to find new phases for thermoelectric conversion applications[4]. A single-crystal
X-ray diffraction study confirmed that NaxCoO2 (x = 0.74) adopted the hexagonal
P63/mmc space group[5]. Neutron diffraction and electron diffraction study shows
that the crystal structure of the oxides is strongly dependent on sodium content.
The crystal structure of Na0.75CoO2 was studied at ambient and low temperatures
down to 10 K at pressures up to 40 GPa using a diamond cell shows an increase in
Co-O bond length and decrease in Na-O bond length[6]. Here we present the exper-
imental results on the interaction of shock heated test gases with NaxCoO2 at high
temperature and moderate reflected shock pressure.
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2 Experimental Description

2.1 Synthesis of Na0.7CoO2

The thermoelectric compound Na0.7CoO2 was synthesized by nitrate-citrate gel
combustion method. Stoichiometry amount of Na2CO3 (1.6322 g, 10% excess) was
dissolved in 10 ml of 8 M HNO3 and Co(NO3)3.6H2O (11.6416 g) was dissolved in
20 ml deionized water. Citric acid (20 g) was dissolved in 100 ml of distilled water
and added to the nitrate solution. The clear solution was evaporated on hot plate ∼
353 K, to form a thick viscous gel. The resulting gel was heated on hot plate until
it turned into a black porous mass, on further heating, slowly burned to yield black
powder. The resulting powder was X-ray amorphous in nature. To obtain crystalline
black powder it was calcined at 1073 K for 2 h. The calcined sample was character-
ized by powder X-ray diffraction (XRD). Pellets are prepared with pellet pressing
unit by applying 75 kN load before exposing to shock heated test gases.

2.2 Experimental Facilities and Test Gas Condition

A simple shock tube consists of two major sections, the driver and driven sections
and is separated by a metal diaphragm. Recently established shock tube is a stainless
steel tube of 117 mm outer and 80 mm inner diameter with driver and driven sections
of 2.12 m and 5 m long. Schematic diagram of a shock tube with necessary measur-
ing system is shown in figure 1. Driver section is equipped with an arrangement to
feed the high-pressure gas from cylinders by using appropriate high-pressure reg-
ulators. Driven section has provision for evacuating the tube and a gas handling
system to fill desired ultra high pure (UHP) test gas. In the driven section two ports
are separated by 0.5 m apart were used to mount pressure sensors for measuring the
shock speed. To measure reflected shock pressure another port is used at the end
of the driven section of the shock tube. Experiments were conducted with different
test gas (O2 or N2) by mounting thermoelectric Na0.7CoO2 compound on the end
flange of the shock tube. Aluminum diaphragm of 3mm thick is placed in between
the driver and driven section the shock tube. The driven section of the shock tube
is initially evacuated using vacuum pump and ultra high pure (UHP) test gas (O2

or N2) is purged for number of times and then filled with required pressure. High
pressure helium gas is filled in the driver section until it bursts the Al diaphragm.
This produces a strong primary shock wave, traveling into the driven section of a
shock tube, which is reflected finally at the end of the shock tube. The reflected
shock wave produces high pressure and temperature test gas, which interacts with
Na0.7CoO2 compound. The temperature behind the reflected shock wave calculated
using 1-D normal shock theory[7]. Experiments were performed using shock heated
O2 (∼3000 K) and N2 (∼2700 K) at elevated pressure of about 15 bar for 1-2 ms
duration.
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Fig. 1 Schematic diagram of shock tube with electronic control

2.3 Characterizations

The characterization of Na0.7CoO2 was carried out before and after the interac-
tion of shock heated test gases using different experimental methods. Powder X-ray
diffraction (XRD) of the compound was recorded in a Phillips X-Pert diffractometer
using Cu Kα (λ = 1.5418Å) radiation at scan rate of 0.250min−1 with 0.010 step
size in the 2θ range between 100 to 700. Electronic structure of the compounds were
characterized by X-ray Photo-electron spectroscopy (XPS) using Al Kα radiation
(1486.6 eV), C(1s) at 284.5 eV was taken as reference and binding energy (BE)
reported here are in the accuracy of ±0.1eV ( MultiLab 2000, ThermoFisher Scien-
tific). SEM (Philips SIRION) was used to study surface morphology of Na0.7CoO2

before and after shock treatment

3 Results and Discussion

Figure 2 shows the SEM micrographs of thermoelectric Na0.7CoO2 compound be-
fore and after exposure to shock heated test gases. Micrographs of Na0.7CoO2 pal-
let before exposure to shock heated gas is shown in figure. 2(a). After exposure to
shock heated O2 the surface of the compound reacted with high temperature O2 gas
and there is a change in the surface morphology 10000x (figure. 2(b)) and 50,000x
magnification (figure. 2(c)) we can observe the layers of Na0.7CoO2 compound. On
exposure to shock heated N2 gas, similar morphological change was observed as
shown in figure. 2(d).

XPS has been widely used in the characterization of materials. XPS of Co (2p)
region of as prepared Na0.7CoO2 sample before exposure to shock is shown in figure
3(left (a)). Co (2p3/2) peak at 779.1 eV alongwith Co (2p1/2) peaks at 794.3 eV are
characteristic of Co3+ in Na0.7CoO2[8, 9]. In the shock exposed Na0.7CoO2, the
XPS of Co (2p3/2) shift to higher binding energy indicates Co3+ changed to Co4+

state as shown in figure 3(left (b,c)). XPS of Na (1s) peak at 1071.4 eV due to sodium
metal ion (Na+) as shown in figure 3(right(a)). Shock treated Na0.7CoO2 shows two
peaks for Na(1s) due to Na+ ion and sodium oxide on the surface. XPS spectra
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Fig. 2 SEM micrographs of Na0.7CoO2 material (a) before shock at 10000 x and (b) after
shock treatment in presence of O2 at 10000x and (c) 50000x and (d) after shock treatment in
presence of N2 at 10000 x

of Na(1s) peaks at 1071.4 eV and 1075.5 eV are attributed to Na+ ion present in
Na0.7CoO2 and more oxidised sodium rich phase (Na2O) present on the surface of
the compound as shown in figure. 3(right(b)) and figure. 3(right(c)). Interaction of
shock heated gas (O2orN2) with the compound shows decrease in intensity of Na+

ion on the surface of Na0.7CoO2. Decrease in Na+ ion concentration after shock
treatment can alter the thermoelectric property of Na0.7CoO2.

Powder XRD pattern of the thermoelectric Na0.7CoO2 compound before and af-
ter exposure to shock heated test gases are shown in figure4. All the peaks indexed
in reference with JCPDS: 87-0274 results to hexagonal structure and no impurity
peaks were detected in Na0.7CoO2 compound as shown in Fig 4. Thus the compound
explicitly crystallizes to desired hexagonal gamma phase (space group: P63/mmc,
lattice parameter a = 2.836 (2) Å, c = 10.910(2) Å). Figure 4(b) shows XRD of
Na0.7CoO2 compound remains hexagonal phase after exposure to shock heated O2,
in addition to this few diffraction lines corresponds to cubic Co3O4 are observed
due to shock heated O2 gas which matches with reported literature[8, 9]. Additional
diffraction lines observed are due to the formation of CoO and Co3O4 on the sur-
face when shock heated O2 gas interacted with Na0.7CoO2. If the powder is heated
to high temperature then the Co3O4 can partially convert to a CoO impurity phase.
With the shock heated N2 gas, XRD of Na0.7CoO2 shows additional diffraction lines
may be due to formation of different compounds like CoO, Co3O4 and Cobalt oxy-
nitride on the surface as shown in Fig. 4(c).
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Fig. 3 Left:XPS spectra of Co(2p) peak (a) as prepared sample (b) after exposure to O2
shock (c) after exposure to N2 gas , Right: XPS spectra of Na (1s) peak in Na0.7CoO2 (a) as
prepared sample (b) after exposure to O2 gas (c) after exposure to N2 gas .

Fig. 4 XRD spectra of Na0.7CoO2 (a) as prepared sample (b) after exposure to O2 gas (c)
after exposure to N2 gas
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4 Conclusion

We have demonstrated the possibility of formation of Co3O4 on the surface of
Na0.7CoO2 with shock heated O2 and N2 test gas. When compound exposed to
shock heated N2 gas, the Co3O4 can partially convert to a CoO impurity phase.
Shock interaction study shows the formation of impurity compounds at elevated
temperature, this may leads to degradation of thermoelectric property of Na0.7CoO2.
It is required to measure the thermoelectric property (Seebeck coefficient) of
Na0.7CoO2 after shock treatment. Intensive experimental and theoretical study is
required to understand the thermoelectric property and stability of NaxCoO2 under
shock dynamic loading.
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Structure of Shock Waves in Dense Media

Z.A. Walenta and A. Slowicka

1 Introduction

The behaviour of shock waves propagating in a gas has been studied for more than
a century, experimentally, theoretically and numerically. It was established, in par-
ticular, that the thickness of a shock wave (the layer, in which parameters of the
medium vary rapidly in space) is of the order of several mean free paths of the gas
molecules, provided that the shock is of moderate intensity. Distributions of the pa-
rameters of the medium inside the shock resemble the hyperbolic tangent function.
The necessary condition for the above to be fulfilled is that the gas is dilute, which
means that its molecules interact (collide) with only one neighbour at a time, and
between collisions they move with constant speed along straight lines (concept of
a mean free path – the average distance travelled this way). Duration of a single
collision is negligibly short as compared to the time of free flight (mean free time).
In dilute gas the mean free path of the molecules is much larger than the diameter
of the molecule and larger than their average separation distance (Figure 1 – left).

Shock waves may also be generated in dense media: dense gases, liquids and
solids. Under ”dense medium” we understand medium consisting of molecules so
closely packed, that the average distance between the closest neighbours is of the
same order of magnitude as the distance characteristic for the intermolecular forces.
A simplified model of a dense medium consists of hard sphere molecules of finite
size, interacting with each other during collisions only. The gaps between neigh-
bouring molecules in such medium are smaller, or at most equal to the diameter of
a molecule (Figure 1 – right).

In such simplified, dense medium the mean free path can be defined too, however
the molecules may collide with the closest neighbours only. The speed of transfer
of momentum and energy in such a medium is, in average, approximately equal
to the ratio of the sum of the mean free path and the diameter of the molecule

Z.A. Walenta · A. Slowicka
Institute of Fundamental Technological Research
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Fig. 1 Left: dilute gas – mean free path larger than average distance between molecules.
Right: dense medium – gaps between neighbouring molecules (hard spheres) smaller than
diameter of a molecule – collisions occur between closest neighbours only.

to the mean time between collisions. In fact, the same applies to dilute gases too,
however the diameter of the molecule is there negligibly small as compared to the
mean free path. The sum of the mean free path and the molecular diameter may
therefore be considered as the length scale characteristic for the momentum and
energy transfer. As can be seen in Figure 1 – right, in dense medium this sum is
very close to the average distance between the centres of the neighbouring molecules
(the ”mean molecular distance”). This, in turn, is close to the inverse of the cubic
root of the number density of the molecules of the medium. The parameter defined
in this way was introduced for the first time by Bridgman in 1923 [1] The last
definition is particularly useful if more realistic molecular models are employed
(e.g. molecules interacting with Lennard-Jones potential). The molecules of a dense
medium are then in permanent contact through the long-range forces and no mean
free path can be defined. It will be demonstrated, that the thickness of the shock
wave in dense gas (Argon), related to the cubic root of the number density is of the
same order of magnitude as that in dilute gas related to mean free path and that this
thickness gradually decreases with increasing density. This is contrary to the results
of the earlier investigators (Montanero et al. 1999 [2], Schlamp et al. 2007 [3]), who
related the shock thickness to the mean free path in the whole range of densities.
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2 Flow Arrangement – Details of Simulation and Experiment

2.1 Molecular Dynamics – General Description of the Procedure

All Molecular Dynamics computations reported here were performed with the
program MOLDY [4]. This program has originally been designed for stationary
configurations of the molecules, however it is easy to supplement with additional
procedures for calculating the behaviour of the flowing medium. To produce the
flow we place the molecules regularly in space, give them random velocities ac-
cording to the Maxwellian distribution for the required temperature and wait until
the system equilibrates. During the equilibration period we perform velocity scaling
in order to suppress the unwanted temperature rise (which would occur because the
molecules had initially higher potential energy than in equilibrium). When the sys-
tem is in equilibrium we make the medium move adding the macroscopic velocity
V to the x – component of the thermal velocity of each molecule. At the same time
we insert into the flow the impermeable, reflecting planes, which generate the shock
and rarefaction waves. The number of Argon atoms taken for each simulation run
was equal to 125000. The time step was assumed equal to 0.001 of a picosecond, the
equilibration period was 10000 time steps long (10 picoseconds). The subsequent
actual simulation of the flow was stopped when the produced shock and rarefaction
waves met disturbing each other.

2.2 Physical Conditions for the Simulated Flow

In the present research the flow of Argon at initial temperature T = 300 K and initial
velocities: V = 404.8 m/s, 607.2 m/s and 809.6 m/s is simulated. For the case of
dense medium three values of the initial density ρ have been taken as specified
below. The corresponding values of the mean molecular distance λ are also given:
1) ρ = 1000kg/m3, λ = 4.048Å;
2) ρ = 307.09kg/m3, λ = 6.0Å;
3) ρ = 125.55kg/m3, λ = 8.0Å.
Argon atoms have no electric charge and interact with each other only with the
Lennard-Jones interaction potential.

2.3 Direct Simulation Monte-Carlo

The flow configuration used for DSMC calculations was identical with that of
Molecular Dynamics. Here it was not necessary to go through equilibration pro-
cess before the actual simulation. The program used was a modification of that by
Bird [5] and the sampling procedure for collisions was due to Yanitskiy [6]. The
computation domain was split into cells of linear dimension equal to 0.25 of the
mean free path in the region in front of the shock. The total number of molecules in
the computation domain was 24 million.
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2.4 Experiment

The measurements of the shock wave structure (density) were performed in the low
density shock tube at the Institute of Fundamental Technological Research in War-
saw. The tube, was 250 mm in diameter, which made it possible to make experiments
at initial densities corresponding to mean free paths up to a couple of millimeters.
The initial pressure of the test gas (Argon) in the experiments was about 7.5 Pa, the
initial temperature about 300 K, which corresponded to mean free paths about 0.95
mm and the shock thicknesses about 4 mm. Under such conditions it was possible
to measure the gas density in the shock with the standard electron beam attenuation
technique [7].

3 Results

3.1 Plane, Perpendicular Shock Wave in Argon

In Figure 2 – left the diagrams of density distributions inside the shock wave, cal-
culated for the three initial gas densities and the initial velocity V = 404.8 m/s are
shown superimposed upon one another.

Fig. 2 Left: density distributions, right: temperature distributions inside the shock wave for
the initial velocity V = 404.8 m/s

The density distributions inside the shock in a dilute gas, taken from DSMC cal-
culations and from experiment, are shown there too. The unit length on the X –
axis of this figure is equal to the ”mean molecular distance” (as defined above) for
the dense gas and to the mean free path for the dilute gas. From these diagrams it
is evident, that the ”mean molecular distance” plays really the same role for dense
gases as the mean free path for dilute. It is also worth noting, that the front parts
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Fig. 3 Left: normalized diagrams of density, pressure, macroscopic velocity and temperature
for the highest density. Right: normalized diagrams of density, pressure, macroscopic velocity
and temperature for the dilute gas.

of all presented diagrams are practically identical. The differences can be seen in
the rear parts: the higher the initial density, the lower the density ratio across the
shock. As a result – in more dense gas the shock wave is relatively thinner. Figure
2 – right shows in a similar fashion the temperature distributions. The tempera-
ture jumps (temperature ratios) are equally high for all considered cases (including
DSMC result for a dilute gas) with the exception of the highest gas density. In this
case the temperature jump is lower, which is probably due to the fact, that relatively
large part of the internal energy is stored in the mutual interactions of the molecules.
Figure 3 – left presents normalized diagrams of density, pressure, macroscopic ve-
locity and temperature inside the shock wave for the highest density considered. The
four curves can hardly be distinguished, which is different from the case of a dilute
gas, where the curves are distinctly shifted with respect to each other, as shown in
Figure 3 – right.

4 Conclusion

The presented results for Argon seem to support the validity of the ”mean molec-
ular distance” as the proper length scale for the structure of the shock wave in
dense media. The shock thickness under rarefied conditions related to mean free
path and for dense medium related to the ”mean molecular distance” are close to
each other. Moreover – the relative thickness of the shock wave defined above de-
creeses smoothly when density increases from low to high values.
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Structure of the Plume Emitted during Laser
Ablation of Materials

A. Slowicka, Z.A. Walentam, and Z. Szymanski

1 Introduction

Laser ablation is a frequently used method of removing material from a solid sur-
face by irradiating it with a powerful laser beam. It may be applied to machining
materials, cleaning contaminated surfaces, deposition of thin coatings on surfaces
etc. High energy, short duration laser pulse, focused on a small area of the target
surface heats and evaporates it, forming eventually a plume which moves outwards
from the target with high speed. The behaviour of the plume may influence the
quality of the deposited layer, which is important if deposition is the goal of the
process. This is particularly the case if the deposited material consists of disparate
mass components. The light components move faster than the heavy ones and tend
to spread on larger area of the substrate. In consequence the stoichiometry of the
deposited material is not preserved. To improve the situation, the deposition process
may be performed in the atmosphere of an ambient gas, which decelerates both the
motion of the plume as a whole and its expansion. Deceleration is stronger for light
components of the plume, which makes the expanding plume more uniform.

2 Model of Expansion of the Plume into Ambient Gas

When the plume moves through the ambient gas with supersonic speed, the bow
shock (”external shock”) is formed in front of it. The increased pressure behind this
shock acts on the front side of the plume decelerating it and generating a backwards
oriented compression wave inside the plume. This compression eventually trans-
forms into a backward facing shock wave (”internal shock”). The gas from the rear
part of the plume, moving faster than the front, passes through the internal shock, is
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compressed and decelerated. The internal shock moves backward with respect to the
centre of the plume and may disappear after reaching its rear border. This happens if
the speed of the plume is high enough to produce vacuum behind it. No wave reflec-
tion from vacuum takes place. The model of the plume expansion with the external
and internal shocks has been adopted from the spherically symmetric solution of
the point explosion of Zeldovich [1] modified by Arnold et al [2]. Arnold et al [2]
assumed that particles leave the surface with a velocity v0 = (8kT/(πm))0.5 corre-
sponding to the surface temperature T. However, contrary to slow effusion-like evap-
oration assumed there, a strong evaporation – ablation, described by the Knudsen
layer theory is present in our case. The particles released from the target have half-
maxwellian velocity distribution – they can move only forward. The full maxwellian
distribution is reached after some collisions in the Knudsen layer [3] a few mean free
paths thick. At the outer border of the Knudsen layer the particles have the macro-
scopic velocity v0 = a perpendicular to the target surface (a – local speed of sound),
therefore the velocity distribution of particles is ”shifted maxwellian”. The ablated
medium absorbs more energy from the laser beam (by photoionization and inverse
Bremsstrahlung) and its temperature and pressure grow further. The thickness of the
ablated layer is small compared to its other dimensions, therefore the large pressure
gradient inside the major part of this layer is nearly perpendicular to the surface and
accelerates the plasma to high velocity (1÷5 ·104m ·s−1) perpendicular to the target.
This eventually results in formation of a nearly spherical plume moving outwards
from the target.

3 DSMC Simulation

Expansion of a plume of carbon atoms into an ambient atmosphere of nitrogen was
simulated with the standard DSMC technique (Bird [4]). The pairs of molecules
for collisions were selected according to the ”ballot box” algorithm of Yanitskiy
[5]. The collision cross-sections for all considered molecules were taken from [6],
[7], [8], [9]. The plume consisted of 1016 carbon atoms at initial temperature of
8000 K. Its initial shape was spherical, 3 mm radius, and it moved perpendicularly
to the target with macroscopic velocity 20 km/sec. The ambient nitrogen gas had
temperature of 300 K and pressures 10 Pa, 20 Pa and 40Pa (at this highest ambient
pressure the plume radius was 1.5 mm). Dissociation of nitrogen molecules after
collisions with fast moving atoms of the plume was taken into account. Here we
present the results for ambient nitrogen pressure 20 Pa only.

4 Results

In Figure 1 we show contour maps of the number density of carbon (top), the tem-
perature (middle) and the diagram of density and temperature distributions along
the axis of symmetry of the plume (bottom), 247 nanoseconds after beginning of
the simulation. In Figs. 2 and 3 we show similar diagrams for molecular and atomic
nitrogen, respectively. In Fig. 1 the internal shock, directed towards the target, is
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Fig. 1 Contour maps of relative number density of carbon (top), temperature (middle), den-
sity and temperature distributions along axis of symmetry (bottom). Reference number den-
sity: 0.473 ·1016cm−3, reference temperature: 300 K.

clearly visible. As estimated from the earlier pictures (not shown here) its veloc-
ity relative to the plume is more than 3 times higher than the respective speed of
sound. The corresponding density increase is much too low for such a shock speed,
which indicates, that the shock is not fully developed. The temperature of carbon
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Fig. 2 The same as Figure 1 for molecular nitrogen

begins increasing above the initial level inside this internal shock, however the main
temperature increase takes place at larger distance from the target, in the ”contact
layer”, where the highly energetic carbon atoms and ambient nitrogen molecules
diffuse. In Figure 2 the external shock in ambient nitrogen, directed from the target,
can be seen. Similarly to the internal shock, this is not fully developed either. The
density ratio across the shock moving in nitrogen at the speed of 20 km/sec would
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Fig. 3 The same as Figure 1 for atomic nitrogen

be close to 6, while here it is less than 2. The small decrease of density of nitrogen in
front of the external shock is due to dissociation; without dissociation this decrease
is not present. Figure 3 shows, that the atomic nitrogen is produced as a result of
dissociation in the area where the energetic carbon atoms are scattered by ambient
nitrogen molecules and attain high temperature at the cost of the former kinetic en-
ergy. When comparing the figures one can see that the temperatures of carbon and
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atomic nitrogen begin increasing farther ahead of the plume than that of molecular
nitrogen. This may be because the majority of collisions of the carbon atoms (very
fast in this area) with nitrogen molecules lead to dissociation. Hot atomic nitrogen is
produced and the temperature of the remaining molecular nitrogen stays unchanged.

5 Conclusion

Expansion of a plume generated during laser ablation of materials was studied
with the Direct Simulation Monte Carlo method. The plume consisting of carbon
atoms expanded into atmosphere of molecular nitrogen. Dissociation of nitrogen
molecules was taken into account. Two shocks were found: the external shock mov-
ing forward in ambient gas in front of the plume and the internal shock moving
backwards inside the plume. This is in qualitative agreement with the model of
spherical explosion, also predicting the existence of the same two shocks. However
in the model of spherical explosion the internal shock could reflect from the centre
of explosion and then move forward, while here if the plume moved with sufficient
speed (which usually is the case) and vacuum was generated behind it, no reflection
from the rear edge of the plume could occur.
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Laser Driven Burning and Detonation Waves
in SilicaBased Optical Fibers

V.P. Efremov, V.E. Fortov, A.A. Frolov, E.M. Dianov, and I.A. Bufetov

1 Introduction

Laser energy focused in bulk of transparent dielectric creates heated and elevated
pressure zone producing nonreversible media destruction. Physical nature of this
effect is steady in focus of modern physical studies since laser invention. Silica is
quite attractive object for this due to its numerous physical and technical applica-
tions. Silica-based optical fibers provided new unique possibility for laser damaged
zone study. Single mode optical fiber has constant laser radiation distribution in
any transverse cross-section along the full length. This property makes available to
observe propagation of energy deposition zone under steady-state conditions as op-
posed to laser focused into unknown initial volume of transparent dielectric target,
particularly for long laser pulses (τp > 1ns). The damage zone in optical fiber can
expands to any distance to laser direction. Such laser driven wave (LDW) destroys
the core and sometimes cladding too. Temperature in fiber optic core can achieve up
to ∼ 104K and silica goes to hot plasma with solid density.

In present work we have represented the recent results of experimental investiga-
tion of two types of self-maintaining destructions processes in silica-based optical
fiber under intense laser beam action [1, 2, 3]. Propagation velocities of slow pro-
cess (burning) are ∼ some meters per second. Velocity of fast process (detonation
like mode) is ∼ 103 times more. These velocities in optical fiber core are strongly
depended on carried (pumped) laser intensity. Both investigated modes are accom-
panied by generation of hot plasma, pressure wave and decomposition core material.
In a both cases we have transition of laser energy to thermal one. But temperatures
gradients in fronts are rather different. Heated decomposition products are described
as black body [4]. We are connecting the propagation of slow process with heating
wave and the propagation of fast one with pressure wave.
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2 Silica-Based Optical Fibers

We have mainly used silica-based optical fibers with GeO2-doped core. Parameters
of the tested types of fibers are given in the Table 1, where δn core-cladding re-
fractive index difference, dcore - core diameter, λC cut wavelength of second mode,
MFD mode field diameter and Ith support threshold for laser burning λ = 1,06μm.

Table 1 Parameters of the tested types of fibers.

δn dcore,μm MFD, μm Ith,MW/cm2(Pth,W ) λC,μm

A (SMF28) 0.006 8.8 8.9 1.45 (0.90) 1.3
B 0.026 4.5 4.0 3.8 (0.48) 1.12
C 0.013 8.0 6.13 2.65 (0.78) 1.6

Percent mole concentrations of GeO2 in tested fibers were 4 (A), 20 (B) and
around 15 (C). All claddings consisted of pure silica and had diameters 125μm.
Optical fiber densities were 2.2g/cm3. Samples for experiments were prepared spe-
cially. Before experiments tested part of optical fiber was striped from polymer
cover and optical fiber was immersed in glycerol with density 1.26g/cm3 between
two thin glass plates. Refractive index of glycerol is close to silica one. It allowed
see processes in the core distinctly. Microscopic observation of LDW is necessary
because of a fiber core diameter is rather small (4.5−8.8μm). Images were obtained
by using 300x magnification optical microscope and CCD camera with resolution
1388x1038pxl at 250ns exposure time. Fast frame camera NanoscanTM was used.

3 Burning Mode

Laser driven burning is not definitely the same that usual burning when heat wave
is supported by energy release of chemical reactions. At chemical burning the ther-
molization zone is equal to chemical reaction zone. In laser driven burning wave
(LDBW) the thermolization zone is equal to absorption zone. In absorption zone
the transparent core comes to absolute black body [4]. During this threshold silica
had dissociated. LDBW propagation in silica fibers under low and middle laser in-
tensities is determinated by temperature dependence of optical absorption. In silica-
based fibers absorption coefficient is rapidly increased above 1.05x103 [5]. Burning
initiation is simple touching of fiber output end by any absorption surface. This sur-
face absorbed the laser radiation and heats of the fiber core what results in to plasma
appearance and LDBW begins to propagate inside the core towards the laser. For
backlighting we have used argon laser irradiation with wavelength 488nm. Interfer-
ence band-pass filter at 480nm (25nm FWHM) was used to block the majority of a
bright Planck radiation generated by plasma. The wave was supported by Y b3+ fiber
laser radiation (1,085μm, CW). Tested fiber with 2m length was spliced to output
of a Y b3+ single mode fiber laser. At this only first mode propagated through the
fiber.
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a) b) c)

Fig. 1 Bright-field micrograph of LDBW: in fiber A, top-down, at P=1.15, 2, 3, 5W (a) and
fiber B at P=0.58, 0.75, 1.5W (b). Distribution of temperature along axe of LDBW (c): in
fiber A at P=2W (1), 3W (2) and 5W (3). LDBW has moved from left to right. White linear
segment is 10μm.

Obtained photos of burning wave are shown in Fig. 1a and Fig. 1b. Luminous
region has a clear boundary. Transverse cross-section size coincides with mode one
at 1/e2 level of laser radiation (MFD) for all tested fibers. Temperature distribution
along axis LDBW in fiber A at P=2W (1), 3W (2) and 5W (3) are shown in Fig. 1c.
Temperature was obtained from darkness treatment by methods developed in early
work [2].

Micrographs have presented significant details: gas filled cavities, boundary layer
between a luminous LDBW and cladding. In the layer one can see absorption and
refraction of backlighting. Around patterns have been visualized by the backlighting
interference. With increasing laser power two different shape of damage track have
taken place. In fiber (A) regular sequence of bubbles is formed. Fiber B has the
damage track like a capillary. Inflation of tail part of LDBW is observed in fiber A.
In fiber B the wave is drop-shaped. Gas jet forms bubbles in inflation zone (Fig. 1a).
The front temperature almost has not changed for 10m core at range of laser power
2-5W. Only the plateau length has been increased (Fig. 1c).

a) b)

Fig. 2 LDBW structure: front, channel, tail. Bright-field image and plasma irradiation of
LDBW in fiber A at P=3W (a). Lengths of LDBW parts vs laser power (b).

Burning wave structure (in fiber A) is easy sectionalized into three parts (Fig. 2a).
In front part the glass becomes a supercritical fluid absorbing most of laser radiation.
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A front curvature is determined by the laser energy distribution in the core and prac-
tically unchanged in the investigated power range (Fig. 2a Fig. 2b). A conical shape
of opposite part (tail) is determinated by cooling to cladding. At stationary condition
its possible to evaluate conical angle (α): tg(α/2) = MFD/2HC =

√
χt/(VWt) =√

χ/VW HC HC = Ltail −Rin = Ltail − 0.5MFD where α - the cone angel, HC - the
height of the cone, Rin the inflation radius, VW the LDBW velocity, χ - temperature
conductivity.

Establishment of bubble generation caused by a hydrodynamic instability [6] in
a steady-state oscillation mode correlates with tail elongation. In a middle part of
LDBW the supercritical fluid would has time to be separated into gas and liquid.
It has called a channel part. The cannel part ends a local inflation: In Xin f l position
cross-section diameter of LDBW is slightly increased. The channel has a constant
cross-section diameter and length linearly increased with laser power (Fig. 2b).

4 Detonation Mode

Very first results of fast destruction mode detecting have been reported in our pre-
vious work [1]. In the present work we have continued investigation of detonation-
like regimes. Laser driven detonation wave (LDDW) had been investigated in A
and C fibers (see Table 1). Driving laser pulses were supplied by Nd3+: YAG laser
(λ = 1.064μm) in Q-switched mode with 5 kHz repetition frequency. Time pro-
file was near-Gaussian shape (250ns FWHM) with peak intensity 4− 4.5GW/cm2

(in fiber). The laser radiation was input into fiber by means of microscope objec-
tive (8x magnification). For recording the plasma and destruction zone propaga-
tion we have used streak camera and optoelectronic camera with exposure time 2ns
(Nanogate-3n, NPP Nanoscan). Second laser harmonic has been used for backlight-
ing and obtaining micrographs in bright field mode. For magnification we have used
microscope objective (10x magnification).

After initiation LDDW propagated in self-supported mode during a part of laser
pulse. When the laser intensity exceeded the threshold value (Ith = 2GW/cm2) the
process starts. Velocity establishing takes places at distance not more than ∼ 1− 2
core diameters only. Later on plasma and destruction zone was moving with near
constant velocity of 3 km/s more than ∼ 110 own diameters. In approximation of
complete transfer of laser radiation energy to thermal one the average deposited
specific energy was ∼ 4.5kJ/g. For comparison the specific energy of cast TNT
detonation is ∼ 4.2kJ/g. This high-speed movement of LDW was terminated at I =
1.5GW/cm2. Note that between start point and stop one the plasma zone moves with
steady velocity ∼ 3km/s. (Fig. 3a, fiber C) nevertheless laser intensity is changed 2
times at the same time.

Distance between stop point and start one of a next laser pulse is near 10m
(Fig.3b) and the corresponding time is τ = 200μs. In our opinion it is explained
by movement of absorption front with heat wave velocity. Heat wave front dis-
placement is determined by l =

√χτ = 12μm. Where χ is temperature conduc-
tivity (0.7x10−2cm2/s for fused quartz). Obtained value gives good agreement with
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Fig. 3 LDDW in silica-based optical fiber: a the streak-camera image of plasma front move-
ment through the fiber core, direct dotted line passes through local maximums, * - a time
position of the laser pulse maximum; b and c - optical micrographs of a stop-start domain ob-
tained with digital photo camera (LDDW moved from left to right): b - total fluorescence of
the plasma track, the camera exposure time ∼ 1 sec, c - a damage morphology in the domain.
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Fig. 4 2ns exposure micrographs of LDDW moved from left to right (fiber A). a - a bright-
field micrograph: 1 - the core-cladding interface, 2 separated radial cracks in the silica
cladding, 3 the plasma, the dotted line is a boundary of high optical disturbance in the core. b
irradiation plasma micrograph of LDDW moving with 2.8km/s. c intensity profiles of plasma
irradiation on Fig. 4b along the core axe (1) and crosswise direction (2); 3 the instrumental
function, 4 the convolution of 2 and 3.

experiment. Note that in the start point a plasma shape looks like sphere (Fig.3b).
It means a continuity of material in this region is not strongly disturbed by micro
cracks from the previous stop point and an induced absorption is still sufficient for
emergence of plasma. Optical fiber with enough a large diameter (600μm, without
polymer jacket) can localize plasma pressure. Such fiber (with glycerol immersion)
was not completely fractured what let us obtain high quality optical micrographs
(Fig. 3c). Stop point has a long conical crack with a diameter around 120m. After
LDDW termination the plasma (product of SiO2 dissociation) continues to absorb a
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remainder of the laser pulse and expands into the crack (Fig.3c). Later on condensa-
tion forms opaque layer (a dark apex of the crack cone on Fig.3c) hiding next start
place on photos of damaged fibers. There is a dramatic change of a silica cladding
damage during the laser pulse. Start of motion is characterized by uniform crusha-
bility but ending one demonstrates some intermediate attempts to stop (Fig.3c). New
micrographs of LDDW (with 2ns exposure) demonstrate a formation of separated
radial cracks in silica cladding (Fig.4a). The cracks arise in a cross-section ahead of
a plasma front. Crack appearance indicates an availability quite strong local pres-
sure in core. The plasma irradiation is shown in Fig.4b and one can see that high
temperature domain has a rather small size. Different treatments of image bright-
ness are presented in Fig.4c. Intensity along the fiber core axe ((1), Fig.4c) let us
estimate heating rate in front as Kt ∼ 0.54 ∗ 1012K/s. For comparison, heating rate
in burning front is about Kt ∼ 0.45 ∗ 109K/s at propagation velocity V=0.82m/s.
Instrumental function (3) (Fig. 4c) takes into account displacement of LDDW dur-
ing exposure time (2ns). The convolution (4) of crosswise direction brightness (2)
and the instrumental function (3) is represented as dashed line (4) in Fig.4c. The
convolution (4) has good coincidence with (1) in the hottest part (Fig.4c). Therefore
the high temperature domain is closed to spherical-shaped with the radius around
3μm. This high-speed LDW we have designated LDDW that to underscore pressure
role in inducing of absorption in the fiber core glass. But of course laser driven det-
onation of optical fibers is not completely classical detonation. Processes in front of
LDDW demand additional studies.

5 Conclusions

For the first time the high resolution micrographs of LDBW have been obtained in
bright-field techniques. Significant details has been obtained in the micrographs:
gas filled cavities, boundary layer between a luminous LDBW and host glass.
Detonation-like regimes of plasma propagation (∼ 3km/s) under intensive laser
beams were investigated in different silica-based optical fibers. For the first time
the structure of failure and plasma of LDDW were recorded by frame camera with
2ns exposure in core of silica-based fiber. Process model is briefly discussed.
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3D MHD Description and Animation
of the Process of Collision of a Solar Wind Shock
with the Earth’s Bow Shock

E.A. Pushkar and A.S. Korolev

At present, several groups of spacecraft in the vicinity of the Earth’s bow shock Sb,
magnetosheath, and outer magnetosphere and spacecraft located in the free solar
wind stream near the Lagrange point L1 are measuring the magnetosphere and solar
wind parameters and the interplanetary magnetic field (IMF). The data obtained
on the Earth are analyzed to forecast the cosmic weather, in particular, to identify
sharp changes in the solar wind associated with shock waves [1, 2]. For interpreting
adequately spacecraft’s measurements it is necessary to have exact solutions of the
problem of interaction between a solar wind discontinuity and the bow shock in
which the wave flow pattern is known as a function of coordinates of a point on Sb.

1 Formulation of the Problem and Method of Solution

We will consider the process of collision of a fast shock wave S f propagating from
the Sun with a velocity VS f with the Earth’s bow shock Sb developed as a result of
supersonic solar wind flow past the Earth’s magnetosphere (blunt obstacle of radius
10÷ 13RE) (Fig. 1). The IMF Bsw is assumed to be frozen in the solar wind and
inclined to its velocity Vsw at an angle ψsw = 45◦ and, to be specific, lies in the
plane of ecliptic. The normal nS f is aligned with Vsw (VS f ‖Vsw). In the Cartesian
coordinate system moving with the Earth (the X axis is directed to the Sun, the Y
axis lies in the plane of ecliptic, and the Z axis is perpendicular to the XY plane) the
bow shock is assumed to be steady-state (Fig. 1). The position of each element of
Sb approximated by the tangential plane with the normal nSb can be given by two
angular coordinates, namely, the latitude α (angle of inclination of this element to
the X axis) and the longitude τ (angle of inclination of nSb to the XY plane) (Fig. 1).

The global interaction pattern is constructed by solving the MHD Riemann prob-
lem of breakdown of a discontinuity between the states behind S f and Sb on their

E.A. Pushkar · A.S. Korolev
General and Applied Mathematics Department, Moscow State Industrial University,
Avtozavodskaya 16, Moscow, 115280, Russia
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Fig. 1 Positions of solar wind shock wave S f i, (i = 1,2) and curve LS f Sb and a regular
solution

curve of intersection LS f Sb as a function of α and τ (Fig. 1) using an original
numerical-analytic method [3]. Each of the waves appearing in the interaction is
distinguished individually and calculated with a given accuracy by means of rela-
tions on a strong MHD discontinuity (fast and slow shock waves S± and Alfvén
discontinuities A) or differential equations (rarefaction waves R±). The state behind
S f is fixed and the state behind Sb depends on the latitude α and the longitude τ
so that the time dependence can be transformed into a parametric dependence on α
and τ . The curve LS f Sb moves with a supersonic velocity; therefore, the collision can
be considered locally. The establishment of flow is assumed to occur in a fairly short
time negligible as compared with the characteristic propagation time. Together with
the wave flow pattern, the physical parameters of the waves generated in the inter-
action at each point on Sb, namely, those propagating forward in the magnetosheath
between Sb and the magnetopause and acting upon the Earth’s magnetosphere (re-
fracted on Sb and denoted by subscript f ) and those propagating backward in the
disturbed solar wind toward the Sun (denoted by subscript b), are also calculated.

A regular solution (Fig. 1) includes two combinations of self-similar flows con-
sisting of a fast MHD wave (shock S+ or centered rarefaction wave R+), a non-
plane-polarized Alfvén discontinuity A, and a slow MHD wave (S− or R−) divergent
from LS f Sb and conjugated on a contact discontinuity C [3]. Six independent bound-
ary conditions, namely, the no-flow condition and the conditions of continuity of the
velocity, pressure, and magnetic field must be satisfied on C. The originality of the
Riemann solver proposed in [3] consists in overcoming the difficulty of description
of the entire flow developed as a result of the interaction in which the wave flow pat-
tern is unknown in advance and depends on α and τ . Nevertheless, exact solutions
can be found at each point on Sb using a special iteration method [3], the wave flow
pattern being changed in searching the solution.
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2 Results and Analysis of the Solution

On the Earth’s orbit the solar wind represents a supersonic stream with the ve-
locity of 400–450 km/s, the temperature of (1.0÷ 1.2) · 105 ◦K, the particle con-
centration 10 cm−3, the IMF strength |B|sw ≈ 6.2 nT, and ψsw ≈ 45◦ [4]. In the
quiescent state the mean dimensionless solar wind parameters are as follows: the
gasdynamic Mach number Msw ≈ 8 and the beta-parameter β = 8π p/B2

sw ≈ 1.
We will investigate the interaction between S f and Sb for the quiescent state of
the solar wind assuming that Msw = 8 and the Alfvén number N = aA/a0 =
(|B|sw/

√
4πρsw)/

√
γ psw/ρsw = 1.1 (β ≈ 1), and γ = 5/3.

We will consider the propagation of the front S f along the Sun-Earth radius at
various velocities (gasdynamic Mach numbers MS f = 2, 3, 5, and 8) which are im-
portant for the following reasons. The shock wave S f has a fixed intensity, while
Sb has a variable intensity dependent on the latitude α and the longitude τ since
the inclination of Bsw to an element of Sb significantly affects its intensity and the
local Mach number of this element MSb = Msw sinα depends on α . The nature of
interaction between S f and Sb depends on the angle θ = 90◦ −α between their
fronts, their intensities, and the orientation of the magnetic field with respect to the
shock waves. When θ ∈ [0, 15◦] the interaction is quasi-one-dimensional, the two-
dimensional effects begin to manifest themselves at θ ≥ 20◦ and strengthen signifi-
cantly with increase in θ . As α and τ vary, Sb varies continuously along its surface
from a strong shock wave when 90◦ ≥α ≥ 70◦ to weak when 20◦ ≥α ≥ 11◦. In this
case the angle of inclination of Bsw to Sb also varies. Therefore, the global nature
of the impact of a shock wave S f of different intensity on Sb will be qualitatively
different. For example, when MS f = 2 a weak shock wave (the density and magnetic
field increase by factors of 1.6 and 1.5, respectively) interacts initially with a strong
shock wave, then on the flanks (α  40− 30◦) with a shock wave of intermediate
intensity, and only when α ≈ 15− 20◦ do the intensities of S f and Sb approach one
another. It is important also to clarify how much the intensity of S f affects the three-
dimensional interaction pattern as compared with the two-dimensional pattern [5, 6]
and to which quantitative and qualitative transformations a change in the intensity
of S f and the non-plane-polarized nature of the interaction can lead.

An important property of the interaction is the flow asymmetry resulting from the
different inclination of the vector Bsw to the surface of Sb on its dawn (τ ≈ 180◦)
and dusk (τ ≈ 0◦) flanks (Fig. 2). The density, the pressure, and the magnetic field
strength also vary in different ways and there is symmetry only about the plane of
the ecliptic (z = 0). In the two-dimensional formulation flow asymmetry was found
on the dawn–dusk flanks in the plane of ecliptic [5, 6] and the asymmetry of the
density variation [7] was confirmed by measurements on spacecraft [8].

The global wave flow pattern of the interaction depends significantly on MS f

(Fig. 2). As the S f front progresses (latitude α decreases), the wave flow pattern is
subjected to continuous and jumpwise restructurings different along various merid-
ians τ = const. The direction of the reference-frame velocity Vst at which LS f Sb

moves with respect to Bsw plays a determining role. On the dawn flank the angle
ψ between Vst and Bsw is ∼ 90◦ and the “quasi-perpendicular” interaction takes
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Fig. 2 Wave flow patterns of the interaction between S f and Sb for MS f = 2, 3, 5, and 8
(a–d) as functions of α (circles α = const, α = 90◦ at the origin) and τ (polar angles). The
waves in the magnetosheath corresponds to first three waves (refracted shock wave S′f , Alfvén

discontinuity A f , and slow shock S−f or rarefaction wave R−
f ) and the reflected waves to the

last three waves (refracted bow shock S′b, Alfvén discontinuity Ab, and slow shock S−b or
rarefaction wave R−

b )

place [9]. It is characterized by a greater acceleration of the gas and a higher com-
pression of the medium due to the influence of the magnetic field and by relatively
weak change in the latter. In this case the Alfvénic and magnetosonic characteristics
may coincide and catastrophic flow restructurings develop [9]. For example, when
MS f = 2 the Alfvén and magnetosonic velocities are equal at α ≈ 34◦ and an Alfvén
discontinuity Ab of finite intensity is split off from the slow switch-off shock wave
S−∗

b . The wave flow pattern is restructured several times in a zone |τ −180◦|< 15◦,
α < 34◦ (Fig. 2a), the magnetic field changes suddenly, a local catastrophe KL− and
other catastrophes occur [5, 6]. When MS f = 3 the zone with the catastrophic flow
restructurings on the dawn flank is displaced toward the lower latitudes and becomes
narrower (Fig. 2b) and when MS f = 5 it is located on the boundary of existence of
the regular solution α ≈ 20◦ (Fig. 2c). When MS f = 8 there are no flow restructur-
ings on the dawn flank since the condition of coincidence of the Alfvén and magne-
tosonic velocities is nowhere fulfilled and the flow patterns are S′f A f R−

f CR−
b AbS′b or

S′f A f R−
f CS−b AbS′b around α = 60◦, τ = 180◦ (Fig. 2d).

The “quasi-parallel” interaction (ψ ≈ 0◦) [9] takes place on the dusk flank. There
exist critical values α∗ and τ∗ (dependent on MS f ) lying on a curve KT in the neigh-
borhood of τ = 0◦ (Fig. 1) on which the projections of Vst and Bsw to a plane
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orthogonal to LS f Sb are collinear. On the curve KT five characteristics, namely, two
Alfvénic, two slow, and entropy characteristics, coincide simultaneously on both
sides of C, i.e., the velocities of the corresponding waves become equal. As a result,
the Alfvén discontinuities and slow waves draw together, merge with C and form
a tangential discontinuity T , the vectors of the flow velocity and the magnetic field
strength being parallel to the T front. The boundary conditions on T reduce to the
no-flow condition and continuity of the total pressure p+ |B|2/8π .

The plasma and magnetic field parameters on both sides of T are the limits of
the parameters behind the fast shock waves S′f and S′b. They do not coincide with
the parameters behind the slow waves which are different on both sides of T : slow
shock waves S−f and S−b are transformed in rarefaction waves R−

f and R−
b and, ac-

cordingly, the Alfvén discontinuities A f and Ab change jumpwise on the bound-
ary of flows S′f A f S−f CS−b AbS′b and S′f A f R−

f CR−
b AbS′b (curve KT in Figs. 2b-2d and

Fig. 1). Thus, when S f progresses colliding with Sb and α and τ pass through α∗
and τ∗, the plasma and magnetic field parameters on C change abruptly (catastro-
phe KT ). As distinct from the catastrophe KL− inherent to plane-polarized flows [6]
and occurring at a point on the dawn flank, the catastrophe KT has the non-plane-
polarized nature and takes place on a certain curve KT on the dusk flank of Sb. The
KT is accompanied by reversal of the electric currents, the ponderomotive forces,
and the electric field E = −(V/c)×B in the coordinate system traveling with the
curve LS f Sb. The stronger the difference between S f and Sb and the greater their
intensities, the greater the jump in all the physical parameters on the curve KT . For
example, when MS f = 8 increase in the magnetic field strength on the curve KT is
∼ (2÷ 4)|B|sw and it is accompanied by decrease in the pressure (∼ (30÷ 40)psw)
and the density (∼ ρsw).

The appearance of T and the location of curve KT on Sb depend on MS f (Fig. 2)
and the orientation of the S f front in the solar wind. If the S f front propagates along
the solar wind velocity, the catastrophe KT develops when MS f > 3, the higher MS f ,
the greater the latitudes of the curve KT and the wider the domain inside this curve
on the dusk flank. If the S f front propagates at a certain angle to Vsw so that the angle
between nS f and Bsw decreases (point of impingement of S f is displaced toward the
dawn flank) then the conditions of appearance of T are satisfied for greater α∗ and

Fig. 3 Pressure (a, b) and density (c, d) distributions over the unperturbed (a, c) and per-
turbed (b, d) bow shocks Sb and S′b for Msw = 8 and MS f = 3
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τ∗ and the curve KT is displaced toward the greater latitudes and widens over the
flank, moreover, the tangential discontinuity can develop for the lower MS f .

An analysis of the complex interaction pattern in which six MHD waves of differ-
ent types evolve as S f progresses (Fig. 2) shows that usual graphic instruments that
enable to plot the profiles of the quantities in various cross-sections in the neighbor-
hood of the Earth’s bow shock are not sufficient to represent clearly the interaction
processes. A special software is developed for constructing 3D static and dynamic
images illustrating the interaction. The software depicts the density, pressure, and
velocity fields and the magnetic field strength in any combination of waves in the
form of 3D dynamic animation patterns which can be stopped and magnified at any
instant of propagation of S f . This makes it possible to clarify the development of
catastrophic flow restructurings. In Figs. 3 and 4 we have plotted screen-shots of the
density, pressure and magnetic field strength distributions over the undisturbed and
disturbed bow shock and behind the reflected Ab. In Fig. 4 the three-dimensional
structure of the local catastrophe KL− on the dawn flank of Sb can clearly be seen.

Fig. 4 Magnetic field strength and its components in the reflected Alfvén discontinuity Ab in
the vicinity of S′b for Msw = 8 and MS f = 3: (a) |B|(α,τ); (b) Bx(α,τ); (c) By(α,τ); and (d)
Bz(α,τ)

The solutions are necessary to interpret the data on the solar wind and IMF pa-
rameters measured by spacecraft located near the Lagrange point L1 and orbited the
Earth in the neighborhood of the bow shock and inside the Earth’s magnetosheath.

3 Conclusions

The global 3D pattern of the interaction between an interplanetary shock wave S f

and the Earth’s bow shock Sb is constructed within the framework of an MHD model
as a mosaic of solutions of the Riemann MHD problem in the neighborhood of Sb

for shock-wave Mach numbers MS f from 2 to 8 and typical solar wind and IMF pa-
rameters on the Earth’s orbit. It is found that the wave flow pattern depends strongly
on MS f and changes locally as the S f front progresses. The dawn-dusk asymme-
try due to the influence of the IMF found in the 2D model is confirmed in the
3D model. The difference between the impact of S f propagating at the lower and
the higher velocities consists in different flow restructurings on the dusk and dawn
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flanks. When MS f ≤ 3 the wave flow pattern changes qualitatively on the dawn flank,
where Alfvén discontinuities of finite intensity appears suddenly at some point and
the density, pressure, velocity and magnetic field changes abruptly in a 20◦ zone
near the plane of ecliptic. When MS f > 3 there are no such restructurings on the
dawn flank but a tangential discontinuity may appear on a curve on the dusk flank
instead of a set of Alfvén discontinuities and slow waves.

A special software for constructing static and dynamic images illustrating the
interaction is designed to represent the flow pattern in which six MHD waves of
different types evolve as S f propagates. The software depicts the density, pressure,
and velocity fields and the magnetic field strength in any combination of the waves
in the form of dynamic animation patterns. This makes it possible to clarify the
causes of appearance and the development of catastrophic flow restructurings.

Acknowledgements. The work was carried out with support from the Russian Foundation
for Basic Research (project No. 11-01-00235) and a Russian Federation President’s Grant for
Leading Scientific Schools (project No. NSh-4810-2010.1).

References
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Interaction between Laser Induced Plasma
and Boundary Layer over a Flat Plate
in Hypersonic Flow

L. Yang, H. Zare-Behtash, E. Erdem, and K. Kontis

1 Introduction

Laser energy deposition has brought great interest to researchers due to its applica-
tions in drag reduction [1, 2], shock wave modification [3, 4], fuel ignition [5], and
optical perturber for transition study [6, 7, 8]. Compared to the electric discharge
flow control techniques, laser energy deposition can excite the flow non-intrusively
with almost any pulse-width and repetition rate [9] with out any electrodes.

Yan et al. [10, 11] investigated the laser energy deposition effect in quiescent air
and upstream of an intersecting shock in Mach 3.45 supersonic flow numerically
and experimentally. The induced shock wave was clearly visualized using Rayleigh
scattering in quiescent air at 101 kPa. The Mach stem height was found to reduce to
20% of the original height in the laser pulse duration. A similar approach was used
for control of shock-shock interaction by Adelgren et al. [12] as well. These can be
classified as volumetric laser energy deposition.

Kähler et al. [9] used the laser energy deposition technique as a boundary layer
control method in low speed flow. The laser energy deposition was obtained using
optics installed underneath a flat plate test model at a 10 m/s freestream velocity.
The benefit of this setup is that it can avoid surface ablation when focusing the
laser beam. It successfully demonstrated that artificial turbulent flow structure can
be generated by laser energy deposition non-intrusively. This might have potential
for preventing separation in low speed flow control. Besides the expected artificial
disturbances obtained in a Mach 6 transition investigation experiment by Heitmann
et al. [13], it is noticed that the boundary layer was significantly altered in the laser
pulse duration. The generation of an induced shock wave forces the neighbourhood
boundary layer to separate and cause local pressure variation. This experiment might
bring an idea of using laser energy deposition as a boundary layer control technique
in hypersonic flow. Since the mechanism and control effect of this technique is still
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not fully understand, it is necessary to further investigate the potential of laser en-
ergy deposition used for boundary layer control in hypersonic flow.

2 Experimental Setup

The main facility used in the current research is an intermediate blow-down hyper-
sonic tunnel using dry air as working fluid. The entire system mainly includes high
pressure vessel, vacuum tank, electric heater, axisymmetric nozzle, working sec-
tion and auxiliary pumping and pressure supply system. The experimental tunnel is
identical to that of Erdem et al. [14].

Experimental conditions of total pressure and temperature are monitored using
the stagnation pitot and thermocouple probe. The pitot probe is connected to a Kulite
pressure transducer (XTE-190M, 0-100psi) and data is acquired by National Instru-
ments (NI) system and operated using Labview.

A 150 mm long stainless steel flat plate was chosen as the test model with 60
mm width and 5 mm thickness. The flat plate was chamfered to generate a sharp
leading edge. The top surface was polished and painted white to avoid any roughness
disturbance to the flow. This paint can be removable and re-applied to keep a smooth
surface at all times if any roughness caused during the experiment.

A high-speed Schlieren system is utilised for visualising the laser induced air
breakdown. Schlieren images are recorded by a high speed camera (Photron SA-1)
at 90 kfps frame rate and 1 μs exposure time. The light source of Schlieren is a
Xenon lamp which gives a strong illumination, enough to capture images at 1 μs
exposure time. The system was reported by Erdem [15] as well.

3 Laser Energy Deposition

A double-cavity Q-switched 532 nm Nd:YAG laser with peak power 200 mJ per
pulse was focused on a concentrated volume on the flat plate. To achieve a higher
perturbation of laser energy deposition, the laser system is run at the maximum
power. The diameter of output laser beam is 6 mm as quoted by the manufacturer.

Laser energy deposition was obtained by focusing the laser beam using concave-
convex lens system. A combination of three lens is adapted as suggested by Schmis-
seur et al. [7, 8]. The first 25.4 mm concave lens with focal length of f=-100 mm
expands the laser beam and a following 50 mm diameter convex lens with 250 mm
focal length then collimates or converges the beam expansion slightly. Finally, the
laser beam is focused to the wind tunnel test section through the top Quartz window
by a third convex lens. The set up of laser beam is inclined at a small angle respect
to the normal direction of top window with aim of avoiding the risk of unexpected
focusing from reflection of test section window. The benefit of using combination
lens to focus is that laser beam can be focused into a smaller spot to obtain higher
energy density even at the same laser beam energy level. The position of laser fo-
cusing spot is chosen at the centre spanwise and 40 mm from leading edge on the
flat plate.
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Fig. 1 Laser focusing in quiescent air at 100
kPa.

Fig. 2 Kernel development at later time.

4 Results and Discussion

4.1 Laser Energy Deposition in Quiescent Air at 100 kPa

To understand the fundamental structure of laser energy deposition, laser is focused
in ambient quiescent air and visualized by high-speed Schlieren. In Fig. 1, sequence
of Schlieren images shows temporal evaluation of induced structure after energy
deposition. At 100 kPa pressure, the laser energy density is believed to be over the
laser breakdown threshold with current lens setup and it is confirmed by the exper-
imental findings [5, 16]. The centre of bright region in the second images indicates
the focal point while the laser beam is coming from left. When the laser is focused
to a concentrated volume of air, local air is heated and expanded. A laser caused air
breakdown will occur when the laser energy density reach certain threshold level
related to the local pressure. An induced shock wave follows with the breakdown
and propagates to the surrounding region at a speed of approximately 400 m/s at be-
ginning. The radius of spherical shock wave keeps increases while the shock wave
speed and strength decrease with time.

A kernel structure can also be seen from the Schlieren images with a much less
growth rate compared to the shock wave. The development of kernel structure in a
longer time is shown in Fig. 2. As can be seen, the development of kernel mainly
occurs in the vertical direction with a slow growing rate. The size does not change
too much even at 3 ms after laser breakdown. At a later time, a toroidal seems to
begin to slowly generate as explained by Bradley et al. [5].
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Fig. 3 Laser deposition at 2 mm above flat
plate surface.

Fig. 4 Laser deposition at 10 mm above flat
plate surface.

4.2 Laser Energy Deposition at Different Heights above the Flat
Plate at 100 kPa

The laser energy deposition was also conducted at different height from the model
surface in quiescent air. Location of focal point is chosen at 2, 5 and 10 mm height
from flat plate model surface because the boundary layer thickness at 150 mm from
leading edge of flat plate is estimated to be 5 mm from previous experience under
the general freestream Reynolds number condition 13.5×106m−1.

Schlieren images of laser energy deposition at height 2 mm and 10 mm from
flat plate model surface is presented in Fig. 3 and 4. Generally, air breakdown is
induced after breakdown following with the induced shock wave propagation. At
certain time, this induced shock wave impinges the model surface and is reflected.
The shape of the kernel is deformed by the reflected shock wave and shows distinct
pattern at different height from model surface. Compared to 10 mm height, the in-
duced shock wave contacts the flat plate surface earlier when focused at 2 mm height
and kernel structure is deformed more significantly. That is reasonable since the dis-
tance between the focus spot is shorter and the strength of reflected shock wave is
stronger than the other heights. As can be seen from Fig. 3, the major development
of kernel occurs in vertical direction and the shape points to the reflected direction.
Temporal evaluation of internal plasma kernel at different height from model surface
in a longer time is presented from Fig. 5 and 6. As can be seen from the Schlieren
images, the kernel is affected more significantly when focal point is closer to the
model surface. It is clearly clarified that the development of kernel occurs in axis
direction other than later direction. Especially at 2.4 ms from the air breakdown, the
height of kernel structure shows most difference.
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It can be concluded that stronger perturbation are generated when the focal point
is closer to the model surface. To obtain sufficient disturbance to the freestream flow,
laser beam is focused on the model surface in the following section.

4.3 Laser Energy Deposition in Hypersonic Flow

When the laser beam is focused on the model surface in hypersonic flow, the local
air is heated and a shock wave is formed which is believed to be laser-ablation effect.
It should be noted that the energy density for the current setup and laser system is
below the air breakdown energy threshold at the freestream pressure. A sequence of
high-speed Schlieren images of induced flow structure are presented in Fig. 7 and
8 in the presence of hypersonic flow. The energy deposition position was chosen
at 20 mm and 40 mm from the leading edge of flat plate test model and centre
in spanwise direction, respectively. The flow is believed to be laminar at the local
Reynolds number and the boundary layer can be seen fully attached to the model
surface. Flow is from left to right. Oblique shock wave visible on the top of the
Schlieren image is the leading edge shock. In presence of the induced shock wave
generated by energy deposition, a separation shock wave was formed due to the
adverse pressure gradient in neighbouring downstream. This induced shock wave
was carried by the flow downstream and lifts up from model surface. Although the
laser pluse width is only 4 ns long, the entire interaction duration can last about 78
μs. The strength of shock wave decays as the induced structures moving away from
model surface.

Fig. 5 Laser deposition at 2 mm above flat
plate surface at later times.

Fig. 6 Laser deposition at 10 mm above flat
plate surface at later times.
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Fig. 7 Laser deposition on flat plate 20 mm
from leading edge in Mach 5 flow.

Fig. 8 Laser deposition on flat plate 40 mm
from leading edge in Mach 5 flow.

5 Conclusions

Laser energy deposition was experimentally studied in quiescent air with varying
pressures as well as in the presence of hypersonic flow. Air optical breakdown was
achieved at 100 kPa with laser beam energy of 200 mJ per pulse using a concave-
convex lens focusing system. A shock wave is created after the air optical break-
down. The velocity and strength of shock wave decays while propagating. The in-
ternal induced kernel structure is more stable and has a slow growth rate. At low
pressure, the induced shock wave was obtained while laser beam was focused on
the model surface mainly due to the laser-ablation effect. In presence of incoming
Mach 5 flow, this induced shock wave causes the local boundary layer to separate
and lifts up while moving to downstream. The entire induced structure is much sim-
ilar to the flow pattern induced by pulse micro-jet. For further investigation, surface
pressure measurement will be conducted to study its effect quantitatively.

It is noted that a burning mark left after the experiment. When the laser is focused
at the local position, high temperature heated the surface will melt and vaporise the
local material. Even this ablation is in a tiny scale and not touchable, whether it will
cause serious melting during longer operation time is still unknown.
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Fracture Evaluation Using Shock-Induced
Borehole Waves

Huajun Fan and D.M.J. Smeulders

1 Introduction

In the oil industry, acoustic techniques are commonly practiced to determine the
position and the properties of the reservoir and the overburden. These techniques
comprise the use of seismic surveys, cross-well tomography, and borehole logging.
In the latter technique, acoustic sources and detectors are installed in a logging tool
that is run in the borehole penetrating the potential hydrocarbon reservoir (i.e., a
porous rock formation). The acoustic source generates a variety of borehole wave
modes among which the Stoneley wave is most prominent [1]. In the field, the bore-
hole is usually intersected by natural reservoir fractures and faults that may extend
over several kilometers and dramatically affect the borehole acoustics [2]. Here we
use a conventional vertical shock tube to generate and study wave propagation in a
borehole intersected by a single horizontal permeable fracture.

2 Theoretical Formulation

We consider a single horizontal fracture, having a width h, intersecting the borehole
(see Fig. 1). The fracture is of infinite

extent in the radial (r) direction. The borehole has radius R. The plane z = 0 is in
the middle of the fracture. The z-coordinate is pointing downwards. We assume that
the borehole fluid pressure is uniform across the borehole, which seems reasonable
for not too high frequencies [4]. The borehole wave equation is

d2Φ
dz2 +κ2Φ = 0, (1)

Huajun Fan · D.M.J. Smeulders
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Fig. 1 Borehole intersected by a single horizontal gap representing the fracture

where Φ is the displacement potential, and κ is the wavenumber. The fluid pressure
p and the axial fluid displacement U in the borehole are given by

p = ρ f ω2Φ, U =
dΦ
dz

, (2)

where ρ f is the fluid density, and ω is the angular frequency. Borehole wave propa-
gation is described by

Φ = A+eiκ1z +A−e−iκ1z for z <−h/2, (3)

Φ = B+eiκ2z +B−e−iκ2z for − h/2 < z < h/2, (4)

Φ =C+eiκ1z for z > h/2. (5)

In the region z <−h/2, A+eiκ1z and A−e−iκ1z represent the incident wave propa-
gating in the positive z direction and the reflected wave propagating in the negative
z direction, respectively. Note that κ1 is the fluid wavenumber in the undisturbed
borehole, and κ2 is the fluid wavenumber where the borehole is intersected by the
fracture. A+ is the incident amplitude, and A− is the reflected amplitude. In the re-
gion −h/2 < z < h/2, B+ and B− are the amplitudes of the waves propagating in
the positive and negative z directions, respectively. C+ is the amplitude of the trans-
mitted wave in the region z > h/2. The fluid displacement and the pressure should
be continuous at z = h/2 and z = −h/2. The coefficients A−, B+ ,B−and C+ can
now be calculated as a function of the incident amplitude coefficient term A+

A−/A+ = 2i(κ2
2 −κ2

1 )sin(κ2h)/G, (6)

B+/A+ = 2κ1(κ1 +κ2)e
−iκ2h/G, (7)

B−/A+ = 2κ1(κ2 −κ1)e
iκ2h/G, (8)

C+/A+ = 4κ1κ2e−iκ1h/G, (9)
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where G is given by

G = (κ1 +κ2)
2e−iκ2h − (κ1 −κ2)

2eiκ2h. (10)

The above equations were also found by Tang and Cheng [4]. Assuming a rigid
formation, the Stoneley wave number in the upper and lower fracture regions is
simply κ1 = ω/c f , with c f the acoustic velocity in the fluid. The wavenumber in
the borehole region κ2 = ω

√
ρ f /Ke f f , with Ke f f the effective fluid bulk modulus,

allowing for the additional compliance of the borehole fluid due to the lateral fluid
outflow into the fracture. Tang and Cheng [3] studied the dynamic viscous (dynamic
viscosity η , kinematic viscosity ν) compressible fluid motion in the fracture, and
found that

1
Ke f f

=
1

Kf

[
1− 2

κR
H1(κR)
H0(κR)

]
, (11)

where H0 and H1 are Hankel functions of zeroth and first order, respectively, and
the wavenumber in the fracture κ is found from the secular equation

κ2tan(
h
2

f̄ )+ f f̄ tan(
h
2

f ) = 0, (12)

with the auxiliary wavenumbers f and f̄ given by

f 2 =
ω2

c2
f − 4

3 iων
−κ2, f̄ 2 =

iω
ν

−κ2. (13)

Another approach is to assume incompressible dynamic (Darcy) fluid motion in the
fracture. Contrary to the Tang and Cheng approach, fluid shear wave diffusivity is
now neglected. Applying straightforward mass and momentum balance equations
we now find that [5]

1
Ke f f

=
1

Kf
+

1
6

h2μ
iωηR

K1(μR)
K0(μR)

, (14)

with μ = iω/Dh, and Dh = h2Kf /(12η) the hydraulic diffusivity of the fracture.
K0 and K1 are Kelvin functions of zeroth and first order, respectively. A compari-
son of both methods is given in Fig. 2 for three different fracture widths. We con-
sider a water-filled 1.0 cm diameter borehole and three different water-filled fracture
widths. The reflection coefficient A−/A+ and the transmission coefficient C+/A+

are plotted as a function of frequency. We notice that the theoretical predictions are
in close agreement, for these (minute) fracture widths. It is clear that larger fractures
will induce more reflectivity, as is intuitively expected.
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Fig. 2 Reflection and transmission coefficients for three different fracture widths. The solid
lines represent Tang and Cheng’s theory; the dashed lines represent White’s approach.

3 Experiment

A schematic overview of the set-up is shown in Fig. 3. A 40 cm long Polyvinyl
Chloride cylinder with a diameter of 7.7 cm is mounted in the driven section of the
shock tube. The sample has a 1.0 cm diameter borehole drilled down the centre of
the cylinder. An artificial fracture is cut in the middle of the sample (see Fig. 3).
The fracture horizontal length is slightly less than the sample radius so that the
fracture remains open. Both borehole and fracture are carefully filled with water.
The water level is some 70 centimeters above the sample. The impact shock wave

Fig. 3 Schematic of the Shock tube setup and the fractured sample cylinder
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Fig. 5 Recorded pressure signal from the mobile probe P2 at 110 mm above the fracture. The
fracture width are 0.1 mm and 5 mm. The fracture is at 200 mm from the sample top

hits the water layer on top of the sample and is partially reflected, and partially
transmitted as a ramp-like pressure step wave. This pressure step wave subsequently
arrives at the top of the borehole, where the Stoneley wave is generated. The pressure
above the sample is measured by pressure gauge P1. Pressure hydrophone P2 is
installed in a thin probe that can be run up and down the borehole, thus simulating
the actual acoustic logging tool [1]. A typical relative pressure recording of the
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trigger channel P1 is shown in Fig. 4. At time t = 0, the incident pressure wave
arrives at P1, followed by the reflected wave from the sample top at t = 0.535 ms. At
time t = 0.899, the reflection from the sample bottom is recorded. Next, the mobile
probe is used to record the pressure inside the borehole 110 mm above the fracture
center. At 0.308 ms, the P-wave arrives. At 0.368 ms, the Stoneley wave arrives.
From 0.4 ms onwards, there is a decrease of the pressures for both cases, but the 5
mm fracture width recording decreases much more than the 0.1 mm fracture width
recording (see Fig. 5). We thus notice that larger fractures cause steeper pressure
declines caused by higher borehole fluid compliance.

4 Conclusion

Computations suggest that Stoneley wave propagation is strongly affected by frac-
tures intersecting the borehole. Fluid wave regimes inside the fracture are taken
into account to compute the attenuation and reflection at the fracture region of the
Stoneley wave in the borehole. Full wave theory predict almost the same results
as simplified dynamic Darcy flow, for small fracture widths. Our shock tube setup
generates borehole Stoneley waves that are used for fracture characterization. Ex-
periments on Polyvinyl Chloride samples with one single horizontal fracture show
that varying fracture widths significantly alter the recorded Stoneley wave pressure
signal at fixed depth. The technique is easily extensible to fractured porous samples
for hydrocarbon reservoir applications.
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Improved Shock Wave-Assisted Bacteria
Transformation

A.M. Loske, J. Campos-Guillén, M. de Icaza-Herrera,
F. Fernández, and E. Castaño-Tostado

1 Introduction

The research on shock-wave induced bio-effects is expanding rapidly where an
emerging field is the so-called cell transformation, i.e., the uptake of deoxyribonu-
cleic acid (DNA) from the surrounding. ‘Competent bacteria’ are those which are
capable of being transformed. The standard method to identify transformed cells
uses plasmids (DNA molecules that replicate independently of the chromosomal
DNA) containing a gene that increases bacteria resistance to the antibiotic they are
normally sensitive to. After plating the bacteria on a medium containing the an-
tibiotic, only the transformed cells proliferate. Chilling the cells in CaCl2, shocking
them with an electric field to create holes in the membrane, and ultrasound are phys-
ical methods to increase bacteria competence [1]. Nevertheless, there is still a lack
of efficient methods for DNA delivery. Cell transformation by ultrasound is based on
cavitation-induced membrane permeability [2]. Shock wave-induced sonoporation
has also been associated with cavitation, i.e. growth and collapse of microbubbles
[3-5]. In most studies clinical shock wave generators have been adapted to apply
up to several hundredths of shock waves to a vial containing cells in suspension.
After passage of each shock wave, a cloud of bubbles forms inside the vial. These
bubbles expand and collapse violently after approximately 250− 500 μs, emitting
high speed microjets that are supposed to be responsible for cell transformation [6].
Microjet emission can be intensified if a second shock wave (Fig. 1) arrives shortly
before the bubbles start to collapse. This phenomenon has been used to improve
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Fig. 1 Sketch of twin or tandem shock waves showing the first pressure pulse, followed
280 μs later by a second pressure pulse.

kidney stone fragmentation [7-8]. Temperature is another factor affecting cell trans-
formation. Increased membrane permeability due to a temperature reduction has
been reported [9]; however, if temperature reduction enhances microjet emission
and thus contributes to cell transformation is unknown. To analyze this issue, the
dynamics of a bubble immersed in water was simulated by using a well-known nu-
merical model. The object of this study is to enhance shock wave-induced transfer
of plasmids into E. coli using tandem shock waves and to analyze the influence of
the temperature on bubble dynamics and cell transformation.

2 Materials and Methods

A Piezolith 2300 lithotripter (Richard Wolf GmbH, Knittlingen Germany) was used.
The device produces shock waves by the abrupt expansion of about 3000 ceramic
elements mounted on a bowl-shaped backing and excited by a high-voltage pulse.
It generates a dynamic focus (volume in which the pressure equals to more than
50% of the maximum amplitude) in the shape of a cigar measuring about 17 x 3
mm. Water is used as a coupling media (Fig. 2). To produce twin shock waves,
the discharge circuit, consisting of a capacitor charging system and a trigger unit
was duplicated. A pulse generator triggers both systems with an adjustable delay
between 50 and 950 μs [7]. Under a potential difference of 7.5 kV, the pressure
profile at the focus F consists of a compression pulse with a pressure amplitude of
about 38 MPa, and a decompression pulse with a tensile peak of 18 MPa. Single and
tandem shock waves were generated at a frequency of 0.5 Hz. A special holder was
designed to center the vial at F .
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Fig. 2 Sketch of the piezoelectric shock wave generator (SWG) used to perform shock wave
assisted bacteria transformation.

500 μ l of Escherichia coli (E. coli) Top10 were inoculated in 20 ml broth. The
culture was incubated until the suspension reached an optical density of about 0.45
OD600, then the suspension was cooled and aliquots were centrifuged at 4 oC. The
pellet was harvested in 1 ml of 100 mM CaCl2 and cooled. The cells were cen-
trifuged again at 4 oC and resuspended in 200 μ l of 100 mM CaCl2. 200 μ l of com-
petent cells and 1 ng/ml of plasmid were transferred to 4-ml polyethylene pipettes
and heat-sealed [10]. A plasmid, which provided both ampicillin resistance and
green fluorescent protein (GFP) expression, was used. Transformants were selected
on plates containing ampicillin. Colonies with GFP expression were counted in an
UV transilluminator. After shock wave treatment all cells were plated on broth with
ampicillin and incubated. The transformation efficiency (TE), defined as the num-
ber of colony forming units (CFU) per μg of plasmid, was compared with the CaCl2
method of transformation (control vials). A random two-factorial design was used.
The varied factors were the delay and the temperature as follows: 45 vials contain-
ing bacterial suspension were divided into three temperature groups (0, 10 and 25
oC). In each group, three vials were exposed to 1000 single-pulse shock waves, and
three vials to 500 tandem waves produced at delays of 250, 500 and 750 μs. Three
sham vials were included per group. Analysis of variance, followed by a Tukey mul-
tiple comparison test was performed. The dynamics of a single spherical air bubble
in water exposed to a shock wave was modeled by the Gilmore-Akulichev formula-
tion [12] at 0 and 20 oC. The analytical description defined by Church (1989) was
used for the single pressure pulse: PC(t) = 2P+ exp[−αt][cos(ωt+π/3)], where P+

is the peak positive pressure (101 MPa), α = 9.1×105 s−1 is the decay constant and
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ω = 2π × 83.3 kHz is the angular frequency. The largest modulus of the negative
pressure P− is 16.4 MPa. The rise time tr was chosen equal zero for simplicity, the
duration of the positive pulse t+ and the time t between the positive and the negative
peak were fixed to be 0.338 μs and 1.998 μs, respectively.

3 Results

Each test vial contained (7±1.9)×108 bacteria. After 500 tandem shock waves (1±
0.9)×108 viable bacteria were recovered. This number did not change significantly
after exposure to tandem shock waves at the chosen delays. A significant interaction
(p < .0001) between delay and temperature was observed. The only transformation
efficiency that was different (α = .05) from all other groups was the one obtained at
0 oC and a delay of 750 μs as shown in Fig. 3.

Fig. 3 Transformation efficiency in CFU/μg of DNA vs shock wave mode at 0, 10 and 25
oC. (0 = single pulse shock waves; 250, 500 and 750 refers to the delay of tandem shock
waves, c = control group)

As shown in Fig. 4, the radius of the bubble varies by several orders of magnitude
in response to the shock wave in water at 20 oC. As the positive pulse reaches the
bubble, it suffers a forced compression. Once the shock wave has passed, the bubble
grows until its radius reaches a maximum after about 130 μs. The second minimum
occurs 291 μs after arrival of the shock wave. Finally, the bubble keeps ringing for
several hundred microseconds (not shown). The dynamics of the bubble at 0 oC
is not shown because no difference can be observed at this scale. The difference
between the graphs at both temperatures is plotted in Fig. 5. It is clear that the
shift in time produced by reducing the temperature from 20 to 0 oC is extremely
short. The bubble radius at the second collapse did not vary significantly due to the
temperature reduction.
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Fig. 4 Computer-simulated response of an air bubble in water to a single shock wave at 20
oC. The base 10 logarithm of the bubble radius normalized by the initial bubble radius R0 =
0.07 mm was plotted as a function of time.
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Fig. 5 Difference between the graph shown in Fig. 4 and the response of the same air bubble
at 0 oC.

4 Discussion and Conclusions

Low temperature bacteria transformation by tandem shock waves may open up new
opportunities for gene delivery into bacteria. Our results demonstrate that cavitation
is responsible for cell transformation, because the TE increased as bubble collapse
was enhanced. With the new methodology gene transfer to E. coli raised up to 50
times compared to the standard CaCl2 method of transformation. The radius (R2)
of the bubble at the second collapse gives a good measure of the capability of the
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pressure field to increase collapse energy and consequently of microjet emission.
Smaller R2 values indicate that the pressure field produced a stronger second col-
lapse. Further oscillations only occur if the bubble maintains its spherical symmetry.
Due to the small difference in R2 when running the simulation at 20 and 0 oC, we
conclude that temperature reduction has a negligible effect on microjet enhanced
TE. Further research will require determination of the influence of shock wave am-
plitude, pulse length, and the number of pulses on TE.
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Light Syringes Based on the Laser Induced
Shock Wave

T. Han, J. Hah, S. Kim, and Jack J. Yoh

1 Introduction

Drug Needle injectors have been the common means by which vaccines and protein
therapeutics are transdermally delivered. However, the use of needle injectors have
elicited painful reactions, and have also caused infection due to repeated use of nee-
dles particularly in under-developed countries [1]. Because of these disadvantages,
researchers have endeavored to developing alternative methods for drug delivery.
New methods incorporating liquid jet injections have been developed [2]; however,
liquid jet has not succeeded in replacing needle based injectors yet. Despite the fact
that jet injection can alleviate patients aversion to needles, it has not gained much
popularity for the following reasons: i) it is still reported to be painful, ii) it is not
stabilized in control, and iii) the risk of cross-contamination due to back splash is
still prevalent [3, 4]. Therefore, in order to release the stronghold that needle injec-
tion has on the drug delivery domain, methods such as jet injection must make a
major breakthrough.

Recently, investigations have been conducted on a method involving biological
ballistic drug delivery, which uses a laser pulse that mechanically accelerates drug
particles fast enough to penetrate soft human tissue. In our previous paper, we pre-
sented a bio-ballistic microparticle accelerator in which laser pulse energy is con-
verted into the kinetic energy of micro drug particles [5]. As an extension of the
development of a biological ballistic device for drug delivery, we have investigated
a liquid microjet injector using a laser pulse as its energy source [6]. Microjet in-
jection has been considered an alternative to the current state of jet injection for
minimizing the jet diameter and injection volume, and the precise control of the
penetration depth. A conventional drug jet may possess a volume in the range of
30 to 100 microliters, while the proposed microjet maintains a volume of a few
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hundreds of microliter, preventing back splash of interstitial liquid and delivering
the same amount of drug by concentration change or multiple injections. This back
splash is mainly caused by a large injected jet volume and is responsible for cross-
contamination. Furthermore, the small amount of liquid transdermally injected with
a microjet enables precise targeting of the epidermis above the pain sensory, effec-
tively avoiding nerves that spread under the epidermis. The deposited drug materials
instantaneously diffuse into the target spot. In other words, the precise accumula-
tion of micro drug jets at the epidermis (200 - 400 μm) will facilitate a painless and
efficient transdermal drug delivery [6]. Additionally, multiple shots would allow a
practitioner to locate a drug on the target tissue without pain and subsequently de-
liver the remaining dose at that target location. Our previous device demonstrated
fast micro liquid jet injection for drug delivery [7]. Difficulties encountered during
the initial investigations involved the damaging of the chamber seal and the melting
of the elastic membrane, both of which were caused by the high pulse energy. How-
ever, our second generation injector successfully overcame these difficulties. The
improved chamber design and the elastic silicon membrane endure the high pulse
energy input without causing the elastic membrane to melt, and completely confines
the driving fluid. This study presents experimental evidence substantiating that our
new injector is an efficient device for drug delivery.

Fig. 1 The schematic of the experimental setup for generating a bubble in distilled water.

Fig. 2 The sequential images of a bubble induced by a laser pulse with 35 mJ. The bubble
reached its maximum radius of about 0.5 mm at 50 μs, and it collapsed at 95 μs.
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Fig. 3 Illustration of the sequential mechanisms of the laser based microjet generation.

2 Principle and Experiment

When a nanosecond laser pulse is focused in distilled water, a plasma with high
temperature and pressure is created. The surrounding liquid is compressed and be-
gins to flow radially outward. Thus, the first shock wave propagates through the
liquid. Upon the breakdown of water, bubbles are generated and expanded during
the isothermal expansion, followed by the secondary shock wave as the bubbles
implode. As shown in Fig. 1, the Q-Switched Nd-YAG laser system (Powerlite Pre-
cision II Plus, 1064 nm wavelength) with 35 mJ and the pulse duration of 10 ns is
used for the formation of a bubble, and it is focused into distilled water in the test
chamber (diameter 114 mm, height 320 mm) by a set of three lenses; one bi-concave
lens with by a set of three lenses; one bi-concave lens with f1 = -30 mm and D1 = 50
mm, and two planar convex lenses with f2 = f3 = 50 mm and D2 = D3 = 50 mm. The
three lenses are mounted outside the chamber. The diameter of focused laser beam
is around 0.25 mm. A probe laser (Minilite, 8-12 mJ/pulse, 3 ns pulse duration),
which is aligned parallel to the sample target and perpendicular to the main beam,
is irradiated at several nanoseconds following the main laser. The beam is forced to
expand and collimate through a bi-concave lens and a planar-convex lens in order
to cover the entire test section. The experiment is conducted under normal room
temperature (293 K) and pressure (102 kPa). Figure 2 shows a sequence of growth
and collapse of a laser induced bubble.

We have adopted these shockwaves and explosive bubble expansion induced by
laser irradiation as power sources of creating microjets. Figure 3 illustrates the
mechanism of microjets generation by this method. A laser pulse focuses on the
driving fluid within a chamber through a transparent confining material. The pulse
then induces various energy releasing processes. Firstly, a laser ablation induced
shockwave propagates toward the nozzle exit, driving the liquid drug inside of the
nozzle to flow out in the form of a microjet. Secondly, an explosive growth of bub-
bles caused by an optical breakdown in the driving fluid produces a considerable
volume change within the chamber, thus deforming the thin elastic membrane. The
elastic membrane acts as a piston and pushes the drug contents inside the nozzle to
flow out again while it minimizes drug damage by heat transfer from the focal spot,
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due to its low heat conductivity. Afterwards, the propagation of the second shock-
wave, which is induced by a collapse of the bubbles, generates another microjet.

In the experiment, the irradiance of the 1064 nm beam was directed to concen-
trate on the center of the cylindrical chamber (Stainless steel, 10 mm of diameter,
and 10 mm of height) through the same optical setup as above. We used a BK7 glass
(5 mm of thickness) as the confining transparent material. The nozzle was fabricated
from tungsten carbide with 15 mm of outer diameter, 5 mm of inner diameter, 39 ◦
of inner taper angle, 4 mm of height, and 0.98 mm of exit hole. The small nozzle
diameter facilitated an effect in which the surface tension and the interactive force
between the liquid and the nozzle surface material trapped the liquid inside the noz-
zle when there was no external pressure. In addition, the nozzle was connected to a
reservoir that fed the liquid drug to the system and recharged the nozzle after each
shot. After an injection was completed, the elongated elastic membrane, which was
fabricated from a silicon rubber (0.2 mm of thickness, 1.15 of specific gravity, 50 of
hardness shore, 93 kgf/cm2 of tensile strength, 489 % of elongation, and 30 kgf/cm
tear strength), recovered its original planar shape as the bubbles collapsed.

In order to visualize evolution of microjet, we took time-resolved images of mi-
crojet generation and evolution of water using a high speed camera (Ultima APX-
RS, maximum 250,000 fps) as shown in figure 3. We filled 5 % weight ratio of
salt-water solution in the chamber, because a number of ions could help to enhance
the efficiency of plasma production. Distilled water was filled in the nozzle.

To prove its practicality as a drug delivery device, we prepared a gelatin-water
solution with 5 % weight ratio as the target replicating a soft biological tissue, and
penetrated it with 0.1 % HA(Hyaluronic acid dermal) filler solution which is typ-
ically used for wrinkle therapy.; The gelatin-water solution was chosen because it
possesses a similar Youngs modulus as tissue [8, 9], and the HA filler solution has
a 1 - 10 times higher viscosity than pure water. Also, commercially available fatty
pork tissue was taken as the target where we injected water-based black ink at room
temperature. After the injections were made, the treated pork fat was frozen at -20
◦C for 30 minutes and sliced for cross-sectional observation.

3 Results and Discussion

Figure 4 shows evolution of microjet driven by 314 mJ of a laser pulse energy. From
the pictures of the early stage ( 40 μs), we could investigate a slow microjet ( 25
m/s) forming from the nozzle exit. Before its leading edge reaches 1 mm from the
nozzle end, the very fast second microjet, of which averaged velocity before it broke
up was about 230 m/s, overlapped the first one ( 80 μs). The first slow microjet was
caused by the propagation of the first shock wave due to the optical breakdown of
water in the chamber, but it was soon overtaken by the second one due to rapid
bubble expansion in the chamber. After about 200 μs when the second microjet
appeared, the third microjet started to emerge from the nozzle end. Its velocity was
about 25 m/s, which was similar value to that of the first one, so we deduce that
it was driven by the second shock wave due to the bubble collapse. Afterwards,
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it took about 1.8 ms that the system was stabilized as such the system was ready
to send another pulse. Figure 5 shows the deposited water-based black ink inside
the pork fat using pulse energy of 3 J. The diameter of the penetrated hole was
measured to be about 150 μm, and the penetrated depth and width were about 100
μm and 750 μm, respectively. The penetration depth was over the objective range
of the epidermis at 200 - 400 μm; and, the penetration width was satisfactorily
narrow, within 100 μm. These are promising results substantiating our claim that
the microjet injector can be used as a successful drug delivery system, regardless
of the differences existing between the target pork tissue and living tissue. Figure 6
shows two deposited 0.1 % HA filler solution inside a 3 % weight ratio of gelatin-
water solution. The penetration depth and width were about 600 μm and 0.5 μm,
respectively.

Fig. 4 The images of microjet creation with a 314 mJ of infrared laser pulse. Numbers on the
left indicates the time elapsed after the first image. The black region on the right is the nozzle
surface, and microjets are emerged from the nozzle exit at the center.

Fig. 5 Penetrated pork fat. Water-based black ink was injected into the pork fat tissue with 3
J of pulse energy. a, top view of the penetrated target; the hole diameter was about 150 μm.
b, cross sectional view of the target; the penetrated depth and width were about 100 μm and
750 μm, respectively.
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Fig. 6 Two deposited 0.1 % HA filler solution inside a 3 % weight ratio of gelatin-water
solution.

4 Conclusion

High energy of nanosecond infrared laser beam generates shock waves and explo-
sively expanding bubbles inside the chamber. The resulting pressure distribution
induces three microjets. Among them, the second microjet due to the bubble growth
is faster and much elongated than others, such that majority of penetration and drug
delivery is done through this jet. This strong jet has also helped the following one to
be delivered with ease by forming a pre-drilled hole for easier delivery of drugs. A
new and improved microjet drug delivery scheme has been verified through visual-
ization of the microjet generation with a high-speed camera, deposition of distilled
water into pork fat tissue, and deposition of HA filler solution into a 3 % gelatin-
water target. The experimental results show good agreement with the claim on the
mechanism of microjet generation. On-going integrating effort is aimed at minimiz-
ing the laser energy while maintaining precise depth control of the drug dose into
the dermal layer.
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Shock Wave Generation through Constructive
Wave Amplification

S. Dion, L.-P. Riel, and M. Brouillette

1 Introduction

As new biomedical and industrial applications of shock waves emerge, the need
to accurately and economically generate shocks is becoming more critical. Since a
very large potential resides in biology and medicine areas for diagnostic and thera-
peutic uses, shock waves need to be efficiently produced in cells, tissues and organs.
In the past, there have been a number of methods used to produce shock waves
in liquids, all characterized by a large and rapid energy deposition, either through
the detonation of an explosive, the irradiation of a target with a pulse of laser en-
ergy, the dumping of electricity through a spark gap, or the sudden acceleration of
a piston, either by electromagnetic or piezoelectric means. There are well known
shortcomings associated with each of these methods, such as the requirement for
high-voltage electronics, the manipulation of explosives and/or the lack of control
over the shock properties [1]. This paper presents a new method to generate high-
amplitude pressure pulses in liquids exploiting the advantages of low amplitude
piezoelectric generators.

We developed an innovative acoustic pulse amplifier that allows for the controlled
generation of high pressure shock waves from the constructive interference of a large
number of low amplitude acoustic waves [2]. The main advantage of this method,
compared to other means of generating high amplitude shocks in liquids, is that
it does not requires high voltage equipment, thus considerably reducing cost and
electromagnetic noise issues. Also, such a device allows for tailoring the shape of
the shock wave through software control, which is not possible with discharge-type
devices. Finally, it can easily be scaled depending on the application.

S. Dion · L.-P. Riel · M. Brouillette
Department of Mechanical Engineering,
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2 Principle

Here we exploit the fact that, contrary to wave propagation in a fluid, waves in a solid
do not all propagate at the same velocity. Indeed, different modes of propagation are
possible, and they propagate at different velocities which depend on their frequency.
This phenomenon is generally known as wave dispersion.

This can be studied by considering the equation of motion for the 2-D displace-
ment, as a function of axial and radial position and time, of material elements for
a long rod of diameter d = 2a having an elastic modulus E and a density ρ . When
the wavelength λ of the signal is greater than the rod diameter, wave propagation
remains non-dispersive and all waves propagate either at the longitudinal wave ve-
locity c0, the shear wave velocity cS or the Rayleigh surface wave velocity cR de-
pending on the mode of propagation [3].

When the wavelength becomes comparable or smaller than the rod diameter,
dispersion takes place and the velocity of propagation of a given wave depends on its
wavelength and mode. Pochhammer (1876) and Chree (1889) have solved the wave
equation in cylindrical coordinates assuming a free surface boundary condition, to
yield the dispersion relation for the wave velocity as a function of wavelength (or
frequency). For longitudinal propagation modes this relation is given by [4]:

2p
a
(q2 + k2)J1(pa)J1(qa)− (q2 − k2)J0(pa)J1(qa)− 4k2pqJ1(pa)J0(qa) = 0 (1)

with p2 =(ω2/c2
L)−k2, q2 =(ω2/c2

S)−k2, J0 and J1 Bessel functions and k= 2π/λ
the wavenumber. This equation can then be solved numerically to yield dispersion
curves, as shown in Figure 1 for the first three longitudinal modes of a material with
a Poisson ratio of 0.29.

It can be seen from Figure 1 that, for long wavelengths, only the first mode is
possible and it propagates at the wave velocity c0, in accordance with the one-
dimensional wave equation in an elastic solid. Around a diameter-to-wavelength
ratios around 0.8, the velocity of the first mode decreases by almost half. Above a
certain critical wavelength, other modes of propagation are possible and these are
dispersive as well. For example, for diameter-to-wavelength ratios around 2, three
modes of propagation are possible, with the second and third modes highly disper-
sive.

Therefore, to produce a single short amplitude high pressure pulse at the exit of a
solid waveguide, we generate many low amplitude pulses at the entrance of the same
waveguide such that, as these waves propagate at different velocities, they reach the
exit simultaneously, leading to constructive amplification. The required input signal
can be theoretically or experimentally determined from the dispersion characteris-
tics of the waveguide, which depend on its diameter, length and composition.
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Fig. 1 Normalized dispersion curves expressed as a function of phase velocity cp = ω/k for
the first three longitudinal modes L(0, 1), L(0, 2) et L(0, 3) in a solid elastic waveguide with
a Poisson ratio of 0.29. cL is the longitudinal wave propagation velocity, cS the shear wave
propagation velocity and cR the Rayleigh wave propagation velocity; c0 =

√
E/ρ and λs is

the wavelength based on the shear velocity cS.

3 Experimental Validation

The generator concept comprises a long solid cylindrical waveguide with a piezo-
electric pressure generator attached at the input end. The output end is in contact
with water, our target medium. From the dispersion curves seen above it is observed
that the first longitudinal mode is most dispersive at a diameter-to-wavelength ratio
around 0.8, while higher longitudinal modes are dispersive at smaller wavelengths.
The first longitudinal mode is also the easiest and most accurate to excite with a
cylindrical piezoelectric transducer. Also, diffraction takes place at the exit end of
the waveguide in the target medium, which can be exploited to focus a nominally
plane wave; this also depends on the diameter-to-wavelength ratio. Furthermore, the
signal wavelength directly determines the shock formation distance into the target
medium. As well, a longer waveguide produces a greater temporal spread of the
signal between fast and slow waves, potentially allowing for more amplification.
However, this has to be balanced against higher intrinsic attenuation of the signal as
the waveguide length is increased. Finally, to reduce the acoustic impedance mis-
match between the waveguide and medium into which we want to produce the shock
wave, an acoustic coupler can be attached to the exit end of the waveguide.
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These considerations guide the design of the shock wave generator. For example,
consider a 2.5 cm diameter, 59 cm long aluminum waveguide, shown in Figure 2.

Fig. 2 Photograph of prototype generator.

To excite this, we use a gas-matrix piezoelectric transducer manufactured by The
Ultran Group, which has a diameter of 2.8 cm and a central frequency of 600 kHz
for the present application. This transducer can produce, by itself, pressure pulses of
a maximum amplitude of about 5 bars in water with the available signal processing
equipment. To match the acoustic impedance of the aluminum waveguide to the
water target medium, a two-layer epoxy-glass acoustic coupler is used.

The required input signal can be obtained theoretically, numerically or experi-
mentally by properly characterizing the dispersion characteristics of the waveguide.
For example, this can be achieved experimentally using inverse filter techniques:
First, the piezoelectric generator is excited using a known input signal and the out-
put of the dispersive waveguide is measured using a calibrated pressure transducer.
The input and output signals are used to compute the frequency response function
(FRF) of the entire system, which can subsequently be used to calculate the required
input for a given output. This input can be further treated using various signal pro-
cessing methods, to improve pulse shape and/or further increase amplification.

Figure 3 shows an example of input signal used to produce a short Gaussian pres-
sure pulse. The many input pulses it contains are spread over a 75 μs time interval
and have a complex frequency and temporal signature. Figure 4 shows the output
signal measured with a needle hydrophone (Precision Acoustics Ltd.) in degassed
water at a distance 69 mm from the exit of the waveguide, using the input of Fig-
ure 3. Amplitudes exceeding 100 bars are produced using a piezoelectric generator
which by itself can only generate 5 bars, an amplification factor of 20. It can also be
seen that the signal of Figure 3 has temporally been compressed to below 1 μs dura-
tion for the main pressure peak. The two secondary pulses around the main pressure
peak are characteristic of these signal processing methods and can be minimized by
further input treatment. The amplitudes produced are comparable to those obtained
with other current medical devices [5].

Figure 5 shows a comparison between the maximum output signal of the piezo-
electric transducer by itself and that of the generator prototype at its output end, both
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Fig. 3 Example of input wavetrain into 2.5 cm diameter, 59 cm long aluminum waveguide.

Fig. 4 Example of waveguide output for the wavetrain of figure 3, measured in water with a
needle hydrophone 69 mm from the exit of the waveguide.

Fig. 5 Comparison between the maximum output signal of the piezoelectric transducer and
the output of the generator prototype, both measured with a contact transducer. Left scale
for piezoelectric generator (light line), right scale for prototype generator (dark line), same
arbitrary units.
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measured by a contact transducer. It is seen that the dispersive waveguide can pro-
duce similar pulse shapes and durations as compared to the piezoelectric generator
alone, but with an amplification factor of around 15 afforded by the careful ex-
ploitation of the dispersion characteristics of the solid waveguide. Steepening of the
pressure pulse in the water target medium due to non-linear effects further increases
the pulse amplitude and shorten pulse duration, leading to an overall amplification
factor of 20, as shown in Figure 4.

4 Conclusions

We have devised a new method to generate high-amplitude short-duration shock
waves in liquids which profits from the constructive interference of a large number
of low amplitude pressure pulses in a solid dispersive waveguide. This method was
validated experimentally and amplification ratios of around 20 using a 2.5 cm alu-
minum waveguide were demonstrated. This principle can be applied to other config-
uration as well, for example using a smaller diameter waveguide where space limi-
tations are important or a combination of multiple waveguides when high-amplitude
three-dimensional pulses are required. By using different input signals and process-
ing routines, a wide array of generated pressure pulses are also feasible. Absolute
control over the features of the pressure pulse is thus possible with this new method,
which opens the door to real-time modification of the shock wave features as re-
quired by each particular application.
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Applications of Underwater Shock Wave
Research to Therapeutic Device Developments

Kazuyoshi Takayama

Invited Presentation

Shock wave applications to medicine conducted in the Interdisciplinary Shock Wave
Laboratory of the Institute of Fluid Science, Tohoku University were based on ac-
cumulation of underwater shock wave research and bubble dynamic study, and initi-
ated with the development of micro-explosion assisted Extracorporeal Shock Wave
Lithotripsy (ESWL). The Ministry of Health Japan approved in 1987 our ESWL
system as clinical device. The result was then continued to therapeutic devices in
orthopedic surgery, gastro surgery, neurosurgery, drug delivery and recently cardio
vascular treatments. In these projects, we have been working with colleagues in the
School of Medicine, Tohoku University, and always target to develop therapeutic
devices as a fruit of our shock wave dynamics and bubble dynamic studies. Our
methodology is primarily based on the control and use of shock waves and high-
speed flows generated. We at first worked with micro-electric discharges in water
and soon found difficulties in controlling electrical noises. Then we adopted laser
focusing and micro-explosions intensively backed up with flow visualization meth-
ods and numerical simulations. We learned to optimize the characteristics of under-
water shock waves and high-speed liquid flows and gradually directed our shock
wave research to following medical applications.

0.1 Soft Tissue Dissection Device

As we understood shock/bubble interaction was a major mechanism of tissue dam-
ages occurring inevitably during ESWL treatments, we started to apply micro-jets
developed to penetrate soft tissues in a controlled fashion. The first target was to
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the revascularization cerebral thrombosis. Then we developed a laser induced liquid
jet (LILJ) device, in which pulsed Ho:YAG laser beams were intermittently irradi-
ated at 3 Hz in a Y-tube and induced relatively high-speed water jets from a flexible
nozzle of 0.2 mm in diameter. We confirmed that this catheter based on this struc-
ture successfully penetrated mechanically cerebral thrombosis in vivo tests. We then
converted it to dissect soft tissue and now successfully remove brain glioma mini-
mizing blood vessel damages. We then developed an actuator driven water jet gen-
erator, which had 0.1 mm nozzle diameter and operated at 1 kHz is now finalized
for its clinical tests.

0.2 Shock Interaction with Cells

To investigate temporal disorders in cells at shock wave exposures at various in-
tensity levels, we designed a device precisely focusing shock wave onto a mouse
brain by introducing a 20 mm exit diameter of a half truncated ellipsoidal reflec-
tor, whose major to minor radii ratio is 1.41 and detonating 10 mg silver azide
placed at the focal point inside the reflector. Extending this result, we transmitted
Q-switched Ho:YAG laser beams through 0.6 mm diameter optical fiber, generated
a micro-shock wave at a focal point of a 3.6 mm diameter half truncated ellipsoidal
reflector, and successfully created high pressure of well over 40 MPa at 300 ns dura-
tion, which was effective enough to damage mouse’s myodium. Encourages by this
result, we put the whole system in a 4 mm diameter catheter, and are developing a
safe and reliable system for treating arrhythmia by shock wave focusing.

0.3 Shock Interaction with Cells

When a pulse laser beam is exposed onto a metal foil, its surface is ablated driving
a shock wave inside it. Reflected shock waves from the other side of the foil instan-
taneously bulge the metal foil. Such a sudden acceleration of metal foil surface can
project solid particles at high speed. We used this mechanism to deliver drug par-
ticles into living tissue, drug delivery system (DDS). We developed laser ablation
assisted DDS, which would be comparable one to the DuPont’s Biolistic devices
and also the Powderject.



High Repetitive Pulsed Streamer Discharges
in Water, Their Induced Shock Waves
and Medical Applications

S.H.R. Hosseini and H. Akiyama

Invited Presentation

Medical, industrial, and environmental applications of pulsed power technology
have been developing rapidly in many fields including bioelectrics for cancer treat-
ment and induction of apoptosis; treatment of exhaust gases; sterilization of mi-
croorganism; removal of biological wastes; fragmentation of rocks; recycling of
concrete and electrical appliances; and surface treatments of material[1]. The ap-
plication of electric fields with a short pulse width allows direct interaction with
biological cells substructure without heating the tissue[2], which suggests interest-
ing comparison and/or combination with shock waves for medical applications. The
breakdown phenomena in liquids have been studied for a long time, in particular for
its relation to electrical insulation. Large volume streamer discharges can be pro-
duced in liquids using the recent development in pulsed power technology. The char-
acteristics and the propagation mechanism of streamer discharges in liquids are dif-
ferent from those of gas discharges, which remain to be clarified. The streamer dis-
charges in liquids are accompanied by several physical events such as the generation
of extremely intense electric fields, high energy electrons, ultraviolet rays, chemi-
cally active species, and shock waves. To better understand streamer generation and
propagation, individual investigation of each of these events are of high interest. A
few studies of ultraviolet radiation and the generation of free radical species have
been reported. The paper reports quantitative studies performed to investigate the
shock waves induced by underwater streamer discharge. Underwater shock waves
were generated by nanosecond pulse electric discharges. Magnetic pulse compres-
sion circuits were used as energy source. Input voltage and current were measured
by using an oscilloscope, a high voltage probe, and a current monitor. The water
was degassed to reduce losses of shock wave propagation and to prevent cavitation.
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Generated spherical underwater shock waves were reflected from generators to pro-
duce shock wave focusing or uniform shock waves. The whole sequences of the
shock wave generation, propagation, and focusing were observed by time-resolved
high speed shadowgraph visualization method[3]. Pressure histories were measured
at different stand-off distances by using a fiber optic probe hydrophone and PVDF
needle hydrophones pressure transducers. A wide range of pressure values from 5
to 200 MPa with variety of energy flux density at the exit of the generators was ob-
tained. The pressure of shock waves were increased with the applied pulse voltage
and its variation was clarified. The characteristics of compact shock wave genera-
tors for application in precise and sensitive medical procedures were determined.
The shock waves exposure effects on the embryonic development of the medaka
(Oryzias latipes) are compared with the application of 50 to 300 nanosecond pulsed
electric field. The goal of the current study was to find and compare the effects of
short nanosecond pulsed electric field and shock waves in-vivo during embryo de-
velopment for controlling the embryonic cell differentiation and proliferation with
application in regenerative medicine.
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Development of Medical and Biological
Applications by Shock Waves and Bubbles

M. Tamagawa and N. Ishimatsu

1 Invited Presentation

In this presentation, development of medical and biological applications by shock
waves and bubbles, especially drug delivery systems, regenerative therapy (angio-
genesis) and water treatment, is explained. We have developed the drug delivery
systems using shock waves from fundamental investigations. In this system, micro-
capsules including gas bubbles are flown in the blood vessel, and broken by shock
induced microjet, and then drug is reached to the affected part in the body. For de-
veloping the microcapsules including gas bubbles, the penetration force of microjet
should be controlled by shock wave, rise time of pressure history, and capsule ge-
ometry and material properties. To optimise the design of the microcapsules, the
fundamental results about these parameters were obtained. Many prototypes of mi-
crocapsule (30-50 μm) including gas bubbles by polymer were made, and the re-
lations between the probability of disintegration of membrane and the parameters
(gas/liquid ratio, membrane thickness, kind of gas) were obtained. It is concluded
that the deformation process of a bubble in a microcapsule has specific patterns with
changing the parameters. As for the regenerative therapy (angiogenesis) by shock
wave, effects of plane shock waves on endothelial cells have been investigated. In
the experiments, the plane shock waves using diaphragmless shock tube apparatus
are applied to the endothelial cells. The initial growth rate of the shock-worked cells
was higher than that of non worked ones, and the effects of rise time on it were
obtained. In the computations, the effects of rise time on the pressure and stress
distribution in the cells, fluid and structure were analyzed by FEM. These prelim-
inary results are applied to fundamental investigations about shock wave stimulus
on stem cells and iPs cells. In other approach, we applied the interaction between
shock waves and bubbles to water treatment process. In this system, the cavitation
bubbles are generated in the special nozzle pipe, and they are broken by shock wave
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with discharge. By optimizing the parameters such as bubble diameter, number of
bubbles and distance from generation of shock waves, the efficiency of the water
treatment was increased. In conclusion, key points to apply shock wave technology
to other advanced research field are explained by using above examples.



Focused Tandem Shock Waves in Water
and Their Potential Application in Cancer
Treatment

P. Lukes, P. Sunka, P. Hoffer, V. Stelmashuk, J. Benes, P. Pouckova,
M. Zadinova, J. Zeman, L. Dibdiak, H. Kolarova, K. Tomankova, and S. Binder

1 Introduction

Extracorporeal shock wave lithotripsy (ESWL) has been successful for more than 30
years in non-invasive treating patients with stone deceases (mostly kidney stones).
ESWL devices (lithotripters) generate shock waves outside the patient’s body and
concentrate them on the kidney stone. Over 40 models of lithotripter (electrohy-
draulic, piezoelectric and electromagnetic) are commercially available worldwide
[1],[2]. At the end of 1980’s one of modified versions of electrohydraulic type of
lithotriptor was developed also in the Institute of Plasma Physics AS CR [3]-[5].
Such generators serve up to now as a therapeutic unit in the lithotripters Medilit
(produced by the company MEDIPO, Brno, Czech Republic) at about 20 hospitals
in the Czech and Slovak Republic [6]. So far more than 120 thousands patients have
been successfully treated by these devices.

The great success of the ESWL stimulated research on applications of focused
shock waves in other branches of medicine. Most attention has been paid to the
role of cavitation in ESWL induced biological effects on soft tissues and possible
treatment of some types of cancers. It was initially studied to identify possible side
effects of the lithotripsy therapy on kidney wall [1]. There is evidence that collaps-
ing cavitations create strong secondary shock waves of nanosecond duration (tens of
micrometers scale) that can interact with cell scale structures [2]. New lithotripters
and protocols are being designed to modify the cavitation field and to control
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cavitation in an attempt to accelerate stone comminution or enhance tissue damage
[7]-[12]. A promising approach to control bubble growth and collapse has been the
use of the so-called tandem shock waves, which intensify the collapse of cavitation
bubbles by means of a second shock wave impacting before the compression pro-
duced by the first one [13]-[15]. Most of these experimental studies demonstrated a
significant effect on stone comminution and/or tissue injury, attributed in large part
to the modified cavitation field. However, the optimal shock wave profile and pulse
combination have yet to be established. In general, it is assumed that intensity of the
secondary shock wave and the velocity of the microjet depend on the initial bubble
radius. The larger the bubbles grow, the more violent their collapse is, which may
be more suitable for stone or tissue damage [9].

To enhance cavitations and interaction of shock waves with soft tissues we have
during recent years developed a novel type of generator of focused shock wave
in water (FSW) [16]-[18]. A cylindrical pressure wave is produced by underwater
multichannel electrical discharge at composite cylindrical metallic electrode cov-
ered with a thin porous ceramic layer deposited on the electrode surface by the
technology of plasma spraying. The primary pressure wave is focused by a metallic
parabolic reflector to a common focal point and only close to focus is transformed
into a strong shock wave. In highly conducting water (15-20 mS/cm) it has been
demonstrated that amplitude of the pressure wave generated by this FSW genera-
tor reaches up to 100 MPa at the focus with the rarefaction wave typically down
to -25 MPa. In our recent experiments, the composite electrode was divided into
two parts, which are energized from separate pulse power supplies. This way, we
were able to generate either one shock wave, or two successive shocks focused to
a common focal point (i.e., focused tandem shock waves, FTSW) with adjustable
delay between the waves in order of microseconds [19]. We have found that at time
interval of 10-15 μs between the two shocks the second, originally pressure wave, is
strongly attenuated at the focal region and reaches the focus as a rarefaction wave.
Amplitude of the pressure wave is up to 100 MPa, while the amplitude of the rar-
efaction wave falls down up to -80 MPa, producing thus at the focus a large number
of cavitation. In this work parameters of modified FTSW generator and the results
on biological effects of focused tandem shock waves are presented.

2 Physical Effects of FTSW

Fig. 1 shows scheme of generator of focused two successive (tandem) shock
waves in water. The generator is divided by acoustically transparent membrane
into two parts. The first part, which is filled with highly conducting saline solution
(18 mS/cm), consists of two metallic cylindrical high-voltage electrodes of different
diameter d and length h (A1: d=90 mm, h=17 mm; A2: d=60 mm, h=55 mm) cov-
ered by a thin porous ceramic layer (composite anode) placed along the axis of the
outer metallic parabolic reflector (cathode). The role of the ceramic layer is to re-
distribute and enhance electric field on the electrode during the pre-discharge phase
by the differences in conductivity and permittivity between water and the ceramic
layer. This electric field enhancement results in the initiation of large number of
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Fig. 1 Scheme of generator of focused tandem shock waves in water.

Fig. 2 Dependence of the bubble radius
RBm on the time delay between the first and
second shock waves.

Fig. 3 The pressure waveform of focused
tandem shock wave. Peaks SW1 and SW2
correspond to shock waves from anodes
A1 and A2.

filamentary discharge channels distributed almost homogeneously along the whole
surface of the composite electrode at a moderate applied voltage (20-30 kV) [20].

A positive polarity pulsed high voltage of 30 kV is simultaneously applied to both
composite electrodes using one pulse power supply that consists of high voltage DC
source, 0.8 μF capacitor and trigerred spark gap. The focal point of the reflector is
situated in the second part of the generator, which is filled with a tap water. Each
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discharge channel creates a semi-spherical pressure wave, and by superposition of
all of the waves a cylindrical pressure wave propagating from the anode is formed.
The primary pressure wave is focused by the reflector and near the focus it is
transformed into a strong shock wave with focus dimension � 2.5 mm×32 mm
(FWHM).

Time delay between the first and the second shockwave at the focus was set to
10 μs by focal parameter of parabolic reflector and difference in diameter of elec-
trodes A1 and A2, which determine distance of propagation of cylindrical pressure
wave formed at each composite electrode to the focus. This time delay was chosen
based on previous analysis of pressure field and cavitation dynamics at the focus in
dependence on delay between the first and the second shock wave, which showed
very complex pressure field [19] and formation of large cavitation bubbles (> 2 mm)
at the focus with maximum for delay in the range of 5-10 μs (Fig. 2).

Fig. 3 shows a typical pressure waveform generated by modified FTSW generator
at applied voltage of 30 kV. Pressure waveforms of the shock waves at the focus
were measured by PVDF shock gauge sensors (S25 04, Piezotech SA, France). Two
strong pressure peaks are apparent. The first peak corresponds to the compression
caused by the shock wave arriving from anode A1, and the second peak, delayed by
10 μs, corresponds to the shock wave arriving from anode A2. The peak amplitude
of the second positive pressure wave is 80 MPa with phase duration of 0.7 μs, which
is similar to shock wave formed by the FSW generator with one composite electrode
[17]. The amplitude of the following rarefaction wave falls down up to -80 MPa with
a wave duration of 2 μs, producing thus at the focus a large number of cavitation.

3 Biological Effects of FTSW

Biological effects of FTSW has been demonstrated in vitro on hemolysis of erythro-
cytes and cell viability of acute lymphoblastic leukemia CEM cells. Freshly drawn
human blood was treated with anticoagulant heparin and diluted to 50% hematocrit
in saline solution. The blood samples (1.5 ml) were exposed in sealed PE tubing.

PE tubing was positioned to the SW focal region horizontally along the system
axis. After the shock wave exposure degree of hemolysis of red blood cells was de-
termined by absorption spectroscopy (λ = 576 nm). Similarly, viability of leukemia
cells (5×105) exposed to FTSW in PP eppendorf vials (0.4 ml) was determined us-
ing the MTT colorimetric assay. Figs. 4 and 5 show that both types of cells were
damaged efficiently with increasing number of applied shocks.

Consequently, ex vivo experiments were performed with melanoma B16 cell
line. After exposure to FTSW, melanoma cells (6×106) were subcutaneously trans-
planted to syngeneic inbred female C57B1/6 mice. The tumor growth was moni-
tored by measuring the volume of the growing melanoma three times weekly using
vernier calipers and compared with the control (non exposed) group (6 animals in
each group). Fig. 6 shows that in comparison with the intact controls the latency
period in the experimental group was extended by 13 days and tumor growth was
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Fig. 4 Hemolysis of human blood cells in
dependence on the number of applied fo-
cused tandem shock waves.

Fig. 5 Cell viability of human acute lym-
phoblastic leukemia CEM cells in depen-
dence on the number of applied FTSW.

Fig. 6 Growth of the melanoma B16 tu-
mor in inbred C57B1/6 mice growing from
melanoma B16 cells applied after exposure
to FTSW.

Fig. 7 Growth of the B-lymphoma tumor in
outbred rats SD/CUB after in vivo exposure
to FTSW w/w applied Photosan (dose 2.5
mg/kg).

significantly delayed. More pronounced effect was observed for exposure of the
cells to 1200 shocks than for 600 shocks.

Fig. 7 shows in vivo effect of FTSW on growth of tumor B-lymphoma inoculated
subcutaneously into the left flanks of outbred rats SD/CUB with/without applica-
tion of Photosan (dose 2.5 mg/kg applied 48 hours before FTSW exposure). The
tumors were treated 20 days after B-lymphoma cells transplantation (1×106) when
the tumor became detectable by palpation. Exposure of tumors was made by 600
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shocks with anesthetized animals placed in water bath of FTSW generator. Photo-
san, a porphyrin-based photosensitizer, is used worldwide for photodynamic ther-
apy of cancer. More recently porphyrins have been also used as sonosensitizers in
ultrasound-induced reactions. In contrast to anti-cancer drugs, porphyrins are non-
toxic in the absence of ultrasound and their synergistic effect is thought to be associ-
ated with cavitation which generates sonoluminescence that might cause electronic
excitation of porphyrins and initiate a photochemical process resulting in the for-
mation of the cytotoxic singlet oxygen [21]. Therefore, we suppose that enhanced
effect of FTSW on tumor growth delay with applied Photosan might be due to son-
odynamic effect of cavitation induced by FTSW. Further evaluation of these effects
and research on possible application of FTSW with cytotoxic drugs is in progress.

4 Conclusions

Physical principles of novel type of generator of focused tandem shock waves with
time delay between the first and second shock waves of 10 μs have been presented.
Generator produces at the focus strong shock wave with peak positive pressure up to
80 MPa followed by tensile wave with peak negative pressure down up to -80 MPa,
generating thus at the focus a large number of cavitation. Biological effects of FTSW
were demonstrated in vitro on hemolysis of erythrocytes and cell viability of acute
lymphoblastic leukemia cells, and on tumor growth delay experiments ex vivo and
in vivo. Synergetic cytotoxicity of FTSW with Photosan on tumor growth was ob-
served, possibly due to cavitation induced sonodynamic effect of FTSW.
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Improvement of Supersonic Aerodynamic
Performance Using Repetitive Laser Energy
Depositions

J.-H. Kim, K. Yamashita, T. Sakai, and A. Sasoh

1 Introduction

Repetitive-laser pulse energy depositions are contributed to reduce the wave drag
of supersonic flight in this study. The intensive laser-heated gas generated by laser
beam focusing is useful to control the supersonic flow field. When the laser energy is
deposited into the air, blast waves and spherical laser heated gas interacts with bow
shock wave in front of supersonic flight. Thereafter, laser-heated gas is transmitted
to shock wave, and vortex is generated by baroclinic effects.

Tret’yakov et al. [1] conducted steady-state drag measurement in Mach-2 argon
flow by irradiating CO2 laser pulses at a repetition frequency of up to 100 kHz. A
significant drag reduction of up to 45 % of the baseline drag was obtained. However,
operation data with the efficiency of energy deposition being larger than unity was
not presented. [2] characterizes the energy deposition scheme by using a deposited
energy, pulse duration and pulse interval in respective dimensionless forms. If the
pulse interval is long enough, flow after a pulse energy deposition is independent
from previous pulses.

Sasoh et al. [3] successfully measured the time-averaged drag reduction modu-
lated with repetitive laser pulse energy depositions up to 10kHz. They used a load
cell controlled by back pressure to estimate the drag reduction performance, and
obtained drag reduction of 3% with energy deposition efficiency of 10. However,
since laser pulses were irradiated from head of model, refraction problem of laser
beam was occurred. Therefore, the disturbed shock layer degrades the effective laser
power transmission performance at a high repetition frequency of around 10 kHz.

The main objective of this study is experimentally to investigate the drag reduc-
tion characteristics due to the energy deposition with high-repetitive laser pulses up
to 80kHz. Amount of drag reduction is verified by force balance system and as-
sociated the power gain of energy deposition is estimated. In high repetitive laser
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energy depositions, virtual spike which is featured as low density regime caused by
baroclinic effects is presented remarkably.

2 Experimental Methods

Figure 1 shows a schematic diagram of experimental system with laser beam path.
In-draft wind tunnel of Mach number=1.94 is connected to vacuum chamber of inner
volume = 11.5m3. In supersonic wind tunnel, size of test section is 80mm× 80mm
square cross section. A highly-repetitive, Nd:YLF (Neodymium: Yttrium Lithium
Fluoride) laser (wavelength; 1047nm, pulse duration; 10ns, repetition frequency; 10
kHz max., average power; 85 W max.) is used for energy depositions with a repe-
tition frequency of up to 10kHz. The output laser beam with a 5mm× 5mm square
cross-section is reflected against three 45-degree reflection mirrors for 1m wave-
length light before the wind tunnel. Another laser of a higher repetition frequency
yet with a smaller pulse energy, Nd:YVO4 laser (wavelength; 1064nm, pulse dura-
tion; 10ns, repetition frequency; 100 kHz max., average power; 400 W max.) was
also used to a repetition frequency of up to 80 kHz. A laser beam is focused by
a convex lens with a focal length of 60 mm which is installed right before a wind
tunnel window. The window is made of BK-7, has a diameter, thickness and trans-
mittance of 90mm, 15mm and over 99%, respectively.

In this study, a 20-mm-dia. cylinder model is used to evaluate the drag on its
forehead. The model is made of brass and is held in the 35mm-outer-dia. brass
housing. The clearance between the cylinder model and the housing with two O-
rings is set to the order of 500m. The aft-head of the cylinder model is set in a room,
which is pneumatically isolated from the wind tunnel test section and connected
to a sub-chamber (inner volume; 0.018m3) outside of the wind tunnel. The cylinder
model is also backed by a load cell (MR-50N-0418, Showa Measurement Instrument
co., maximum load 50 N) in the room to measure the force balance over it. For
further details of the force balance in the drag measurement, reader should refer to
reference[2].

The stagnation pressure, which in this paper implies a pressure on the forehead
of the cylinder model on the centerline, is measured by a flush-mounted piezoelec-
tric pressure transducer (PCB Piezoelectronics, Inc. Model-H112A21, rise time of
1m , natural frequency of 250 kHz). A diameter of sensing part is 5.56 mm. The
signal sampling rate is 10Ms. The output signals of the load cell, the pressure in
the sub-chamber and stagnation pressure are recorded in a digital storage scope
(DL750Yokogawa co.) with a sampling rate of 20ks.

Framing Schlieren visualization is done using a high-speed framing camera
(HPV-1, Shimadzu Co., 312×260 pixcels, 106 frame/s max., 100 frames). A xenon
flush lamp (SA-200FNissin Electronic co., duration; 2ms)) is used as the light
source. A pair of 300-mm-dia. concave mirrors (focal lengths; 1 m and 2 m) are
used to obtain and image a collimated beam in the Schlieren setup.
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Fig. 1 Experimental apparatus and laser path, side view

3 Results and Discussion

Schlieren images for a cylinder model corresponding to repetitive laser frequency
are shown in Fig. 2. In the steady-state supersonic flow without energy depositions,
a standing bow shock wave is formed over the cylindrical model with a stand-off
distance of about 0.45 d. Apex angle of distorted shock shape due to the interaction
with laser-heated gases becomes smaller with frequency increasing. As seen in Fig.
2(a), When laser pulses of f =25kHz is irradiated, three vortex rings can be found
obviously between bow shock wave and blunt body model, and vortex ring moves
downstream axisymmetrically. With f =50kHz, clear vortex ring due to the effect
of baroclinic could not be observed because vortex rings are broken rapidly, since
vortices leads to the flow instability in front of the model. However, the bow shock
layer which is composed of several vortices has cone shape like a virtual spike, and
its effective apex angle decreases with increasing frequency.

The histories of pst/pst,0 with various values of f are shown in Fig. 3. Even
though the pressure modulation is repeated in an almost independent manner, with
higher f, the baseline value does not go back to unity for high repetitive laser pulses.
As seen in Fig. 2(a), pressure fluctuations caused by laser pulses interaction is sig-
nificantly affects to pressure history with f =25kHz,. In this case, vortex ring gen-
erated by another pulse influence the pressure field in front of the model before
former vortex ring induced pressure disturbance is not perfectly recovered. These
pressure characteristics make new steady flow field after laser irradiation and time-
averaged stagnation pressure is decreased by around pst/pst,0 = 0.85 with standard
deviation, σ , of about 10 %. Time-averaged stagnation pressure is more signifi-
cantly decreased as repetitive frequency becomes higher. It can be observed that
the stagnation pressure ratio has 0.7 for f =50kHz. With high-repetitive laser pulse,
next vortex is arrived to the distorted shock before shock shape is restored to the
original form. Therefore, apex angle of shock layer becomes smaller with time, and
transition of shock layer is maintained during short time.
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(a) f = 25kHz (b) f = 50kHz

Fig. 2 Still Schlieren image induced by high-repetitive laser pulses, E=6.2mJ/pulse

Fig. 3 Stagnation pressure histories, E=6.2mJ/pulse

Figure 4 presents the drag reduction characteristics with varying f. With a con-
stant value of E, ΔD/D0 almost linearly increases with f. The coefficient in the
linearity is slightly larger with the Nd:YVO4 laser presumably due to better beam
quality. If same laser energy per pulse is irradiated into the flow field, laser in-
duced laser-heated gas of same size and strength has influence on the drag reduc-
tion. Consequently, it is indicated that increase of repetitive frequency might affect
linearly to drag reduction, and amount of drag reduction can be predicted if pulse
energy is known. With the cylinder model, drag reduction is realized by about 21%
at f =50kHz and E=6.2mJ. The power gain of energy deposition, η , is defined as the
ratio of a saved propulsion power to a deposited laser power(fE) by,

η = UΔD / f E, (1)

where U is freestream velocity. As seen in Fig. 4, the power gain, η , depends pri-
marily on the value of E. With the E=6.2-6.6mJ, η has a nearly constant value of
around 7.
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Fig. 4 Drag reduction performance vs laser frequency

4 Conclusion

Experimental study had been performed to investigate the drag reduction perfor-
mance due to laser induced energy deposition. It has been experimentally demon-
strated time-averaged drag reduction performance. Pulse-to-pulse interaction in
stagnation pressure history becomes significant with increasing the laser pulse rep-
etition frequency, yet the drag reduction scales almost linearly with the laser fre-
quency. The power gain is a function of only laser pulse energy, and the power gain
of energy deposition of 7 is obtained at the value of around E=6.2-6.6 mJ.
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The Control of Supersonic Flow Past Bodies by
Upstream Energy Deposition in Toroidal-Type
Regions

P. Georgievskiy and V. Levin

Introduction

The idea to use the energy deposition, localized in supersonic flow upstream of a
body, for the improvement of aerodynamic characteristics was proposed in Russia
more than 20 years ago. Theoretically the effects of wave drag reduction and flow
reorganization were observed for supersonic flow past sphere by Georgievskiy and
Levin [1]. Experimentally the wave drag reduction of blunt and streamlined bodies
was confirmed when the optical laser spark was realized in upstream supersonic
flow in single pulse mode by Yuriev et al. [2] and in pulse-periodic quasi-stationary
mode by Tretiyakov et al. [3]. The recent survey of flow control and aerodynamic
drag reduction by the energy deposition was presented by Knight [4].

According to [5] the interaction of thin high temperature wake downstream of
small-size energy deposition region with shock layer ahead of a body is the reason
for front separation zone formation and effective wave drag reduction. The exis-
tence of isobaric front separation zones is acceptable from classic gasdynamic point
of view for “wake-type” upstream flow inhomogeneity of any nature [6]. In par-
ticular for thin high temperature wakes the efficiency of the wave drag reduction
theoretically is infinitely high because static pressure inside the front separation
zone is determined by dynamic pressure inside the temperature wake but not by the
temperature wake thickness [7]. However the serious possible problem was puls-
ing and shift instabilities of front separation zones, which had been noticed during
numerical simulations for small energy deposition regions [8].

In the present paper the comparative numerical investigation of supersonic flow
past blunt bodies in the presence of steady and pulsing toroidal-type upstream
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energy deposition was carried out. The stability of gasdynamic structures and the
wave drag reduction efficiency were analyzed. The conditions for equivalence of
steady and pulse-periodic modes of the energy deposition were determined.

1 Formulation of the Problem

The Euler equations were used for numerical simulation of unsteady inviscid flows
in the presence of localized energy deposition. Only axially symmetrical flows were
examined. The equations for spherical coordinates (θ ,R) are:

∂
∂ t

sinθ

⎛⎜⎜⎝
ρ

ρu
ρv
e

⎞⎟⎟⎠+
∂

∂θ
sinθ

R

⎛⎜⎜⎝
ρu

p+ρu2

ρuv
(e+ p)u

⎞⎟⎟⎠+
∂

∂R
sinθ

⎛⎜⎜⎝
ρv

ρuv
p+ρv2

(e+ p)v

⎞⎟⎟⎠=

=
sinθ

R

⎛⎜⎜⎝
−2ρv

pctgθ − 3ρuv
ρ(u2 − 2v2)
−2(e+ p)v

⎞⎟⎟⎠+ sinθ

⎛⎜⎜⎝
0
0
0

ρQ̇

⎞⎟⎟⎠ ;

Here p is pressure, ρ is density, u,v are velocity component along θ ,R coordi-
nates, e is the total energy of volume unit. For the ideal gas with constant specific
gas ratio: e = p/(γ − 1)+ρ(u2+ v2)/2.

The energy deposition was assumed to be predetermined function of coordinates
and time (the “energy source” mathematical model was used). The power input per
mass unit Q̇ was preset for cylindrical coordinates (r,z) by the formula:

Q̇ = Q0 f (t)exp

(
−
(

r− r0

Δr

)2

−
(

z− z0

Δz

)2
)
, r = Rsinθ , z =−Rcosθ ; (1)

The wave drag coefficient cx was determined as integral of extra pressure over the
body surface with respect to the normal vector direction. The efficiency coefficient
η was defined as ratio of the saved power to the total power input W (SB – the body
midsection):

cx =
4π

γM2
∞SB

∫
(p− 1)r drdz, W = 2π

∫∫
ρQ̇r drdz, η =

γ3/2M3
∞SBΔcx

2W
(2)

The explicit MacCormack scheme [9] of the second order accuracy with coordi-
nates and time was used for numerical simulation. Special procedures were applied
to ensure the slipping conditions on the body surface and the condition of free outlet
– on the outgoing surface. On the incoming surface the flow was uniform:

p = 1, ρ = 1, u =
√

γ M∞ sinθ , v =−√
γ M∞ cosθ ;
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Typical parameters for the upstream flow were γ = 1.4,M∞ = 2. The time march-
ing procedure was used to establish steady solutions or to examine unsteady pro-
cesses. The Courant-Friedrich-Levy stability condition was used to determine the
time step.

2 Supersonic Flow Past Sphere in the Presence of Steady
Toroidal-Type Energy Deposition

The supersonic flow past sphere (initial wave drag coefficient c0
x = 0.78) in the pres-

ence of upstream toroidal-type energy deposition was examined. The primary idea
was to use the direct effect of density and dynamic pressure decreasing inside the
tube-type temperature wake downstream of the energy deposition region for de-
creasing of static pressure on the periphery of the body surface (to improve the
effect of the wave drag reduction of axisymmetrical body). Depending on the pa-
rameters of the toroidal energy deposition regions different regimes of flow were
realized (Fig. 1-2).

For the situation when the toroid radius was large enough (r0 = 0.5) the Mach
reflection of the shock, generated by the energy input, was observed (Fig. 1 – left).
This regime can be identified as “double effect regime” because two factors are es-
sential for the wave drag reduction. The first one is static pressure decreasing on
the periphery of the body because of direct interaction with the tube-type temper-
ature wake. The second one is the reorganization of the flow (the front separation
zone formation) because of the Mach reflection effect (total pressure decreasing
near the symmetry axes downstream of the Mach stem). The wave drag reduction
was considerable and the efficiency was sufficient (Δcx = 44%, η = 1.9). The flow
structure was stable and in addition the body surface was isolated from the tube-type
high temperature wake by the high enthalpy cold stream.
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Fig. 1 Stable regimes of supersonic flow past sphere in the presence of steady toroidal-
type energy deposition Q0 = 50, Δ z = 0.2, Δ r = 0.05, z0 = −2.5: left – r0 = 0.5, Δcx =
44%, η = 1.9 – Mach reflection and formation of front separation zone; right – r0 =
0.3, Δcx = 37%, η = 2.7 – “wake explosion”.
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Fig. 2 Pulsing regimes of supersonic flow past sphere in the presence of steady toroidal-
type energy deposition Q0 = 50, Δ z = 0.2, Δ r = 0.05, z0 = −2.5: left – r0 = 0.1, Δcx =
37%, η = 8 – pulsing front separation zone with central high enthalpy stream; right – r0 =
0.0, Δcx = 34%, η = 48 – pulsing front separation zone.

For smaller toroid radius value (r0 = 0.3) when the Mach stem near the symmetry
axes was very short, the appearance of the front separation zone wasn’t fixed. In this
case sudden enlargement of the high temperature wake during the interaction with
the bow shock ahead of the sphere was observed (Fig. 1 – right). Similar effect of
“vortex explosion” was analyzed in [10] for the related problem of vortex - shock
wave interaction. The regime of “wake explosion” was very stable, surface of the
body was isolated from the high temperature wake, the wave drag reduction was
considerable and the efficiency was acceptable (Δcx = 37%, η = 2.7).

For small toroid radius (r0 = 0.1) the front separation zone of specific type
with central high enthalpy stream appeared (Fig. 2 – left). The shift layer insta-
bility was observed and the flow was unstable. Nevertheless the wave drag reduc-
tion was considerable and the efficiency coefficient was high (Δcx = 37%, η = 8).
The configuration (Fig. 2 – right) when the energy deposition region was located
on the symmetry axes (r0 = 0.0) was even more effective for wave drag reduction
(Δcx = 34%, η = 48). However in this case the front separation zone was very un-
stable. Some methods for flow stabilization and instability dumping were proposed
in [8]. Another problem for these two regimes was high temperature inside the front
separation zones and especially – near the stagnation points on the body surface.

3 Supersonic Flow Past Sphere in the Presence of
Pulse-Periodic Toroidal-Type Energy Deposition

The numerical investigation of supersonic flow past sphere in the presence of steady
and pulse-periodic toroidal-type upstream energy deposition was carried out. Pulse-
periodic unsteady regimes with rectangular pulses of the period duration T and the
pulse duration τ were examined (typically τ = T/2). The time-modulating function
f (t) in the equation (1) was:
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Fig. 3 Supersonic flow past sphere in the presence of pulse-periodic toroidal-type energy de-
position Q0 = 50, Δ z = 0.2, Δ r = 0.05, z0 = −2.5, r0 = 0.5: left – T = 0.4, τ = 0.2 –
essentially pulsing regime; right – dynamics of wave drag reduction with time for steady T = τ
(1), essentially pulsing T = 0.4, τ = 0.2 (2) and quasi-stationary regimes T = 0.2, τ = 0.1 (3).

f (t) =

{
T/τ, 0 ≤ mod(t,T )< τ
0, τ ≤ mod(t,T )< T

The sufficient condition for the quasi-stationary regime realization is the conti-
nuity of the temperature wake downstream of the energy deposition region. So the
simplest estimation for the critical period duration T ∗ could be delivered. The drift
of the temperature cloud by the ambient flow during time between pulses should be
less than the length of the energy deposition region:

√
γM∞(T

∗ − τ)< 2Δz.

Flow structures for the essentially unsteady mode (Fig. 3 – left) were different
from the steady analogs (Fig. 1 – left) – large scale vortexes were generated inside
the shock layer by every pulse. Flow structures for the quasi-stationary mode were
similar to the steady ones.

The dynamics of the wave drag coefficient cx with time t for steady, essentially
unsteady and quasi-stationary time modes was analyzed (Fig. 3 – right). The quasi-
stationary mode curve (3) and steady mode curve (1) were the same within some
small oscillations. So the transitional dynamics during the numerical time-marching
process for quasi-stationary and steady regimes were equivalent. The amplitude pul-
sations for the essentially unsteady mode (2) were large and pick values were even
higher than the initial wave drag level.

So the equivalence of steady and pulse-periodic regimes of the energy deposition
is the necessary condition for the effective wave drag reduction. The pulse period
duration should be shorter than critical value to secure quasi-stationary regime of
the energy deposition. The critical period duration is proportional to the elongation
of the energy deposition region. For the period duration longer than critical one
essentially unsteady mode was realized, vortex generation in the shock layer was
observed and pulsations of wave drag were inadmissibly large.
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Conclusions

The comparative numerical investigation of supersonic flow past blunt bodies in the
presence of steady and pulsing toroidal-type upstream energy deposition was carried
out. Depending on the geometry of the energy deposition region, different regimes
were noticed. The wave drag reduction was considerable and effective for blunt
bodies. The flow structure was stable and the body surface was isolated from the
tube-type high temperature wake by the high enthalpy cold stream. The conditions
for equivalence of steady and pulse-periodic modes of the energy deposition were
determined. For realization of quasi-stationary regimes the period duration should
be less than critical value, which is proportional to elongation of the energy deposi-
tion region. The realization of quasi-stationary regimes of the energy deposition is
the important condition for the effective wave drag reduction.
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Experimental Studies on Micro-ramps
at Mach 5

R. Saad, E. Erdem, L. Yang, and K. Kontis

1 Introduction

The performance of hypersonic propulsion can be critically affected by shock
wave/boundary layer interactions (SBLIs), whose severe adverse pressure gradients
can cause boundary layer separation. This phenomenon is very undesirable in en-
gine intakes leading to total pressure loss and flow distortion which can cause engine
unstart. Hence, it is essential to apply flow control method to the flow, either at the
beginning or during the interaction phenomenon to prevent the shock-induced sep-
aration [1].

Recent developments of a novel flow control device called micro-ramps, a part of
the micro-vortex generators (VGs) family revealed its potential in solving the prob-
lem. The theory behind the operation of the micro-ramp is to produce streamwise
vortices that help to suppress the SBLIs and improve the boundary layer health.
Due to their small size, micro-ramps are embedded in the boundary layer which
minimises the drag compared to the traditional vortex generators. They are also
cost-effective, physically robust and do not require a power source.

Babinsky et al. [2] conducted experimental investigation at Mach 2.5 applying the
optimum geometries of the micro-ramp suggested by the numerical studies of An-
derson et al. [3] and revealed the ability of the micro-ramps in delaying and breaking
up the separation region. A complex structure of counter-rotating vortices travelling
downstream were observed from the micro-ramp trailing edges. The vortices act to
entrain the high momentum fluid from the outer region into the near wall surface
and at the same time displacing the low momentum fluid at the surface outside the
boundary layer. Further downstream the vortices were believed to dissappear after
lifting off from the surface.

On the other hand Lu et al. [4] added more explanation on the flow struc-
ture downstream the micro-ramp. The primary trailing vortices were observed to
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breakdown due to Kelvin-Helmhotz instability and formed hair-pin or ring-like
structures. These structures travel further downstream and interact with the shock-
wave hence reducing its intensity. This detailed the lift-off theory proposed by
Babinsky et al. [2] earlier.

The purpose of this experimental study is to investigate the behaviour of the flow
over and downstream the micro-ramp and its potential effect in suppressing tur-
bulent boundary layer separation at Mach 5 flow conditions. Most of the previous
studies were done in supersonic conditions. Therefore it is essential to conduct stud-
ies on how hypersonic flow behaves when it is being controlled by micro-ramps and
how the micro-ramps are able to manipulate the hypersonic flow and consequently
improve the separated boundary layer caused by the incident shock.

2 Experimental Setup

The experiments are conducted at Mach 5 flow with a unit Reynolds number of
13.2×106 m−1 in the hypersonic blow-down wind tunnel in the Aero-Physics Lab-
oratory, University of Manchester. Stagnation temperature of the wind-tunnel was
set at 375K (±5 K) and stagnation pressure of 6.50 bar (±0.05 bar). Due to the
fluctuations of the stagnation temperature and pressure of the tunnel, the freestream
Reynolds number fluctuates at values no more than 3.7%, which is sufficiently small
and the results can be assumed not affected.

In this investigation, two micro-ramps of different sizes (MR-1 and MR-2) were
tested. Both micro-ramps are designed based on the computational studies by An-
derson et al. [3] and are shown in Figure 1 together with the baseline model. Each
micro-ramp is machined on top of a metal strip and fixed to a 360 mm-long flat
plate. The characteristics of each micro-ramp model is listed in Table 2. The overall
configuration including the location of pressure tappings is illustrated in Figure 2.

Quantitative measurements of the surface pressure are being carried out using
Kulite XTE 190M pressure transducers. The visualisation of the flow directions are
done using oil-dot technique. The oil used for the experiment is a mixture of titanium

Fig. 1 Micro-ramp models of different sizes. MR-1 (left), MR-2 (middle) and baseline model
(right).
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Table 1 Dimensions of micro-ramp models

Dimensions (mm) MR-1 MR-2

Height 4.64 3.48
Chord Length 33.4 25.1

Width 27.2 20.4

Fig. 2 Overall experiment configuration: location of micro-ramp and pressure tappings.

dioxide, silicone oil, linseed oil, oleic acid and Ruthenium. Grids were drawn on
the matte-black painted plate and oil-dots of approximately 1-mm diameter were
applied as shown in Figure 3. The Toepler’s z-type Schlieren technique was also
employed in this experiment.

Fig. 3 View from top of oil-dots applied on the grids inside the wind tunnel test section.
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3 Results

Figure 4 shows the Schlieren images of the micro-ramp models. The boundary layer
thickness of the plate at the micro-ramp leading edge is approximately 6 mm. This
is estimated from the baseline Schlieren images. An oblique shock wave can be
identified emanating from the leading edge of the micro-ramps. The baseline model
schlieren shows well-developed turbulent boundary layer without the presence of
the micro-ramp. MR-1 and MR-2 were submerged 80% and 60% respectively inside
the boundary-layer hence satisfying the criteria of micro-vortex generator.

The wake area of the micro-ramps are complicated and were not adequately visu-
alised by the Schlieren images due to low spatial resolution. It can only be observed
from Figure 4 that the boundary layer continues to ”fly-off” after leaving the apex
of the micro-ramp. However from Schlieren technique, the anticipated presence of
downstream vortices from the micro-ramp was not clear. Therefore spanwise pres-
sure measurements in the downstream region were taken and compared. Tapping A
(centreline) alligns with the apex of the micro-ramp while Tapping B (z = 7mm) is
downstream the micro-ramp foot. For comparison, Tapping C (z = 20mm) measures
the undisturbed region of the flow. These are clearly shown in Figure 2.

From Figure 5, the most affected region of the flow due to the micro-ramp pres-
ence was at the centreline. A pressure reduction of approximately 40% is achieved
using the micro-ramp compared to the baseline case which indicates the strength
of the two counter-rotating vortices that were present. These vortices are predicted
to decrease the upstream interaction length due to the shock-impingement [1]. On
the other hand, the pressure reduction at location z = 7mm was approximately 20%,
indicating the presence of smaller vortices downstream the micro-ramp foot which
are termed secondary vortices or also known as horseshoe vortices [2]. This vortex
originates from the corner separation at the leading edge of the micro-ramp. Figure
6 gives a clear representation of the flow structure.

Oil-dots downstream the slant edges of the micro-ramps moved towards the
apex centreline as can be seen from Figure 7. This verifies the existence of the

Fig. 4 Schlieren image of MR-1 (left), MR-2 (right) and baseline (bottom).
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Fig. 5 Pressure measurements downstream micro-ramp at different spanwise locations.

Fig. 6 Representation of the micro-ramp flow structures by [2].

Fig. 7 Oil-dot visualization revealing presence of vortices.
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counter-rotating vortices that pull the flow inwards. The direction of the vortices
can also be deduced. Since the oil dots moved inwards, the primary vortices must
be spiralling outwards from the centreline as shown in Figure 6.

Comparing the micro-ramp sizes, both display similar effects especially when
referring to the pressure readings of Figure 5. There are no significant differences
to the flow structure between MR-1 and MR-2 either upstream or downstream the
micro-ramp as observed from the Schlieren images. Both sizes also manage to create
downstream vortices as visible in the oil-dot results.

4 Conclusion

The structure of flow over micro-ramps in hypersonic flow has been characterised
in this studies. The information obtained proved that the role of micro-ramps in
controlling hypersonic flow does not differ from supersonic cases. Two primary
counter-rotating vortices downstream the micro-ramp slant edges were observed
while weaker secondary vortices from the micro-ramp foot were also detected. The
existence of these multiple pairs of vortices are identified as the keyplayer in sup-
pressing the boundary layer separation caused by the shock-wave/boundary layer
interactions.
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Effect of Dielectric Barrier Discharge Plasma
in Supersonic Flow

Suparna Pal, R. Sriram, M.V. Srisha Rao, and G. Jagadeesh

1 Introduction

In the recent past, there is a growing interest in using the Dielectric Barrier Dis-
charge (DBD) based plasma actuators for active control of the boundary layer in
different speed regimes. The plasma actuators are attractive flow control devices
because of their simplicity of construction and their very short response time. The
plasma actuation relies on one or more of the three basic mechanisms viz., volumet-
ric joule heating, electrohydrodynamic (EHD) forcing and magnetohydrodynamic
(MHD) forcing. DBD actuation has been widely accepted as due to EHD force it
generates. Beouf et.al[1] have discussed the basic mechanisms responsible for EHD
force exerted by DBD. The EHD forces on the fluid generates a flow in the vicinity
of the DBD. A planar configuration of DBD in flush with surface generates a wall jet
as reported by Moreau[2]. The planar configuration has been extensively explored
for aerodynamic flow control at subsonic speed. Roth et.al [3] have used DBD based
plasma actuators for stabilization of boundary layers on a flat plate configuration at
subsonic speed. Jukes et.al.[4] have used surface plasma for drag reduction by con-
trolling the turbulent boundary layer. While the use of DBD for low speed flow
control is fairly known, its use in high speed flows is still debated. The typical wall
jet velocities of DBD are very small compared to the typical velocities of supersonic
or hypersonic flows. But even for such high speed flows the velocities close to the
surface are small and the DBD can be a significant perturbation to the boundary
layer, especially when pulsed at specific frequencies. It is with this backdrop that
investigations are initiated in Laboratory for Hypersonic and Shockwave Research
at IISc to study the interaction of DBD with high speed flows. This paper explores
the flow generated by surface DBD, the suitability of popular models for theoretical
study of interactions of DBD with high speed flow, and presents some preliminary
results on the study of effect of surface mounted DBD on a Mach 1.6 wall jet.
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2 Characterization of DBD Flow Field

Figure 1(a) shows the typical planar configuration of electrodes used for creating
surface DBD. The DBD plasma actuator consists of two electrodes made of copper
that are separated by a dielectric layer of Kapton. The upper electrode is exposed to
the air and the lower one is encapsulated in the dielectric material. The electrodes
and the dielectric are so thin as to have the entire set up almost in flush with the
surface. The distance of overlap between the electrodes on the plane of surface is
the span of the DBD as indicated in Figure 1(a).

(a) Photograph of DBD setup (b) smoke visualization of wall jet induced by
DBD (continuous operation)

Fig. 1 DBD and induced wall jet

When high AC voltage is applied, the surrounding air is ionized. Charged parti-
cles moving with electric field in the partially ionized gas collide with neutral atoms
and molecules transferring momentum that causes convective motion of the gas.
With the typical planar configuration, the electric field is directed from the line edge
of exposed electrode to the buried electrode. Thus the DBD creates a wall jet on
the surface perpendicular to the span (in longitudinal direction). Figure 1(b) shows
the smoke visualization of the typical wall jet in the longitudinal direction along the
spanwise centre line generated by continuous operation of DBD with AC frequency
of 2 kHz for 50mm span DBD.

The smoke flow visualizations are carried out using a laser source to illuminate
the flow seeded with smoke and a high speed camera. The high speed camera, Phan-
tom V7.2, was used to capture images at a frame rate 2000 frames/sec with a reso-
lution of 800 X 600 pixels. This image resolution and frame rate was found suitable
to resolve the temporal evolution of the flow. The starting of the DBD flow and the
time evolution of the flow is shown in Figure 2(a). At the start of the DBD flow,
when the vortex is not formed the maximum velocity of the smoke front is found
to be 5 m/s from the initial frames. This could be taken as the characteristic wall
jet velocity. Subsequently after the vortex is formed, the vortex velocity (velocity of
the centre of the vortex) is obtained and is found to be typically of the order of 0.2
m/s. The velocity of the starting vortex thus obtained can be used to characterize
the wall jet as a function of various parameters of DBD, viz. AC frequency, span,
pulsing frequency and duty cycle.Planes in spanwise direction were also visualized.
Spanwise motion is monitored by letting the smoke settle and then visualizing the
DBD flow sweeping away the smoke. It was found that with the decrease in the span
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of DBD the 3-dimensionality of the flow becomes evident. Figure 2(b) shows the
spanwise plane at 10 mm from the exposed electrode, for a DBD with span of 2
mm. It can be seen from the figure that the smoke is swept away in both spanwise
directions. With longer spans (25 mm and 50 mm) most of the settled smoke was
swept streamwise thus letting less smoke available to visualize the spanwise motion.
By comparing the spanwise and streamwise flows it is evident that with shorter span
the 3-dimensional effects become prominent. Along with the wall jet, the spanwise
motion induced by such shorter span DBD can play a crucial role in flow control.
Further details of the parametric study are beyond the scope of the paper and are not
presented.

(a) Time evolution of the flow induced by DBD in qui-
escent air

(b) Flow in the spanwise di-
rection at 10 mm from ex-
posed electrode

Fig. 2 Streamwise and Spanwise flow induced by DBD in quiescent air

3 Numerical Modeling

Numerical simulation of the DBD flow in quiescent air is attempted and compared
with the experiments, so as to validate a DBD flow model that can be used to the-
oretically investigate the interaction of DBD with high speed flows. The flow due
to DBD can be simulated if the EHD force due to DBD is modeled and is used
as a source term in flow computations. There are simple phenomenological models
based on empiricism that suggests adding locally, a body force to the fluid, as a
function of DBD parameters. For the present study the phenomenological proposed
by Shyy et.al. [5] is used. The body force computed using this phenomenologi-
cal model acts as a source term in the momentum equation of the Navier Stokes
equations. The coupled pressure-velocity SIMPLE scheme of commercial software
FLUENT is used to solve the two/three dimensional flow. The 2-dimensional nu-
merical computations were in good agreement with the schlieren flow visualization
for the case of 50 mm span and 2 kHz AC frequency as shown in Figure 3.

The agreement of the simulation with the schlieren implies that the numerically
computed wall jet velocities can be used to characterize the wall jet, admitting that
the velocity profiles need not have a match. The typical velocity from the compu-
tation is 6 m/s. It can be noted that this velocity is comparable with the velocity
calculated from the smoke visualizations during the initial frames before the vortex
is formed.
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Fig. 3 Comparison of experimental results (schlieren) and numerical computation

While the phenomenological model shows good agreement for the specific case,
it must be admitted based on observations that the model will not hold good for
frequencies far off from 2 kHz (for the specific device used for the experiments).
According to the model the body force increases linearly with the AC frequency. It
implies that the wall jet velocity and thus the velocity of the starting vortex should
increase with AC frequency. But experimental observations do not indicate this be-
haviour. Figure 3 shows the observed average velocity of the starting vortex as a
function of AC frequency. It can be seen that there is (non linear) increase in vortex
velocity upto 2 kHz and then there is a decrease in velocity, falling to zero velocity
at a frequency of 10000Hz.

Fig. 4 Mean velocity of the starting vortex vs. frequency

The maximum velocity is observed at 2 kHz, and thus 2 kHz is the frequency
with which most other studies are done. Although it is only coincidental that the
model works at 2 kHz, considering that further studies on application of DBD for
high speed flows are done at the specific frequency regime, the model can be used
faithfully to simulate the EHD forcing on flow fields.

4 Investigations on the Effect of DBD on Mach 1.6 Wall Jet

Experiments are initiated to investigate the effect of DBD on a supersonic wall jet
of Mach 1.6. Figure 5(b) is a schematic of the flow facility where compressed air
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stored at 12 bar in the reservoir is blown down. The solenoid valve is used to operate
the facility while the pressure in the stagnation chamber can be regulated by the
pressure regulator.Air with stagnation pressure of 4.5 bar is allowed to expand to
Mach 1.6 through a 2-D convergent-divergent contoured nozzle of exit area 80 mm
x 15 mm. The Mach 1.6 flow at the exit of the nozzle is allowed to expand over a
flat plate of 80 mm width, aligned with the bottom wall of the nozzle. The other
side of the jet is exposed to the atmosphere. Figure 5(a) shows a schematic of the
flat plate (top view). The flat plate is made of HYLEM for electrical insulation. The
DBD is placed at 30 mm from the exit of the nozzle on the flat plate. The flat plate
is equipped with PCB pressure sensors to measure the surface pressure of the wall
jet. A typical run lasts for 3-4 seconds.

(a) Schematic of the flat plate (top
view)

(b) Schematic of the supersonic wall
jet facility

Fig. 5 Schematic of flat plate and the flow facility

The surface pressures are measured along the centre line (Array 2) and along a
line 20 mm from the centre (Array 1), with and without DBD. Figure 4 shows the
consolidated results of the pressure measurements. It can be seen that the surface
pressure with and without DBD does not show significant differences. At the last
sensor in Array 2 (centre line), slightly higher pressure can be seen with DBD, but
the difference is still within the error bar. The momentum flux induced by DBD
(through the body force) estimated using phenomenological model is found to be
only 2.8x10−3 times the momentum flux of the supersonic flow at the exit of the
nozzle. Because the DBD induced velocities are very small in comparison with su-
personic speeds, they may not bring significant changes to the outer flow, but can be
a significant perturbation to the boundary layer. Efforts are underway to investigate
the evolution of DBD induced disturbances close to the wall.
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Fig. 6 Consolidated results of the pressure measurements

5 Conclusions

Investigations are initiated to study the interaction of Dielectric Barrier Discharge
(DBD) with high speed flows. To begin with, the flow field generated by DBD in
quiescent air is examined. It is seen that the DBD generates a wall jet on the surface
with a maximum velocity of 5 m/s. Characterization of the DBD induced flow for
different DBD parameters are examined. It is observed that maximum flow veloc-
ity is observed at AC frequency of 2 kHz, and thus it is with this frequency that
further studies are done. At 2 kHz frequency the numerical computations using the
phenomenological model by Shyy et.al.[5] shows good agreement with schlieren vi-
sualization of the DBD flow, thus validating the model for use in planned supersonic
flow simulations with DBD. It is also observed that the 3-D effects become promi-
nent when the DBD span is reduced. Preliminary experimental results on interaction
of DBD with supersonic wall jet show no changes in surface pressures in the pres-
ence of DBD. Further experimental and numerical investigations are underway to
study the evolution of DBD induced disturbances close to the wall.
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Two Modes of Shock Interaction with Zone
of Pulse Volume Discharges in the Channel

J. Jin, D. Koroteev, I. Mursenkova, N. Sysoev, and I. Znamenskaya

1 Introduction

A great number of researches in the recent years deal with the problem of non-
equilibriums plasma flow control in aerodynamics [1]. Different approaches are
used for efficient flow moderation with energy deposition in a boundary layer, com-
pression wave area, duct inlets and others [1, 2, 3]. Energy input using pulse dis-
charge plasmas appeared to be rather promising. Pulse and pulse-periodic energy
supply is the most effective way to improve high-speed flow characteristics; shock
waves arising from local pulse energy input area may influence high speed flow with
shock configurations.

The paper deals with the problem of pulse volume energy input influence on the
plane shock wave moving in the channel. Transversal pulse volume discharge was
used for pulse volume energy input in front of shock wave. Special type of com-
bined discharge was used: pulse discharge with ultraviolet preionization by radia-
tion from the sliding surface discharges, which form plasma electrodes. Discharge
plasma was very homogeneous due to gas preionization [3, 4, 5, 6], electric current
time is 200ns. Discharge chamber was mounted in a shock tube channel (cross sec-
tion 24mm×48mm) as a special section. Two sidewalls of the test chamber are the
quarts windows. Another two walls are plasma electrodes (plasma sheet discharges,
sliding on dielectric surfaces).

Big part of discharge electric energy is converted directly to translational degrees
of freedom [6]. High current pulse discharge can be used for a rapid heating of gas
area. Quick heating time is 10−7s and the impact area can be localized in front
of shock wave. These features allowed realizing the diaphragmless discontinuity
breakdown conditions on shock wave front experimentally [3, 4, 7].

Discharge area length was 100 mm. The initial pressure was 70-75 Torr, initial
plane shock waves Mach numbers were 2.2-2.5.
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Two different modes of the shock wave interaction with the nanosecond volume
discharge area were shown to be possible. First mode is: discharge is initiated before
initial shock wave S0 reaches the discharge area. Second mode is: the discharge
is initiated at the moment when the shock wave S0 is passing through the inter-
electrode area. Discontinuity breakdown may occur in the second case in discharge
section, it was analyzed experimentally and compared to CFD using gas dynamic
model of instant energy release in the previous works [3, 4]. This paper presents the
investigation of the flow resulting after realization of the first configuration and its
comparison to the second pattern.

2 Description of the Experiment

The high voltage pulse between the two plasma sheets on the top and bottom walls
initiates a volume discharge in the whole discharge section. When the voltage is
higher than the breakdown, a system of surface discharge channels is formed along
the surfaces of dielectric walls (plasma sheets), it pre-ionizes the gas, and volume
discharge is switched. Energy about 0.5J is deposited into the discharge gap within
200 nanoseconds. Two shock waves spread from the plasma sheets transversal to
the shock tube channel. In 40-50 μs they decay.

The flow visualization system (Fig. 1) includes shadow method and background
oriented schlieren (BOS). Two methods record the flow images in the discharge
section at the same moment of time. The angle between the lines of observation
of the two methods is about 10 degrees. The source of light for both methods was
pulse Nd:YAG laser, exposure time was 6ns. The plasma emission was filtered with a
color filter. Shadow images were recorded by digital photo camera with a 6.1 million
pixels matrix. It was shown [5], that about 20-50 percent of high current nanosecond
discharge’s energy is converted directly to the gas heating. VT relaxation time for
the other part of discharge’s energy is quite long (more than 10−4s), so under the
conditions of described experimental setup we may consider only instant part of
energy release.

Fig. 1 Optical scheme: 1-discharge chamber (cross section), 2-laser, 3-schlieren screen, 4-
BOS background, 5, 6-digital cameras, 7, 8-rotary prism, 9, 10-lens, 11-divider plate, 12,
13-filters 14(black line)-the path of schlieren method, 15(gray line)-the path of BOS.
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3 First Mode of Interaction of Shock Wave with Volume
Discharge Area

The experiment scheme in the first mode was the following:
Pulse volume discharge was switched on before shock reaches the discharge area.

Fig. 2a, shows the shadow image of the initial shock S0 and Fig. 2b shows the com-
bined volume discharge in the discharge section. Shock wave entered the discharge
gap after delay time t. A synchronizing module was used to initiate the laser pulse
at the required time of gas dynamics flow after the discharge pulse. The position of
the initial plane shock wave at the moment of discharge x, x=x0. Delay time of the
shock wave entering the discharge gap was: -100 +100μs.

As a result of interaction with the discharge area, velocity of the shock wave was
changed. Its form is no longer plane (Fig. 2c). The shock wave front moderation is
due to non-uniform energy deposition - plasma sheets zones are the zones of high
energy input, also discharge volume was spoiled by weak transversal disturbances.
Flow close to the walls behind shock wave is turbulent. Density fields (at the same
moments of time), were obtained using BOS method [8, 9].

Fig. 2 Plane shock wave interacts with volume discharge zone. Shadow image of the initial
shock S0 (a). Volume discharge (b). Original Mach number S0= 2.4, x0=-10mm t=140μs (c).
Original Mach number S0= 2.3, x0=-105mm t=286μs (d).

After some time the shock front is straightened (Fig. 2d, t=286μs) - the plasma
sheet zone has the same parameters as the volume gas. Flow behind shock wave is
still turbulent. The volume discharge effect on the shock wave is negligible if the
shock wave is far (over 100mm) from the zone of discharge.
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4 Second Mode of Interaction; Discontinuity Breakdown

The experiment scheme in the second mode was the following:
Pulse volume discharge was switched at the moment when the shock was in the

interelectrode area. Fig. 3a, shows the shadow image of the initial shock S0 and the
discharge, boarded by S0. The phenomenon of discharge ”self localization” in front
of shock wave is seen (Fig. 3 b) [3, 4, 5].

Fig. 3 Plane shock wave interacts with volume discharge zone. Original shock (a,b). Scheme
of discontinuity breakdown (c). Original Mach number S0=1.7, x0=+20.1mm t=8.8μs (d)

Laser flash was at the required time of gas dynamics flow after the discharge
pulse. All instant energy release was self-localized in spatial area, boarded by shock.
Discontinuity breakdown occurs in this case in discharge section, and the original
shock wave separates into two shock fronts and contact discontinuity (Fig. 3c: S1 S2

C). Shadow images demonstrate that after the discharge self-localization effect, the
flow is close to two dimensional. Two shock fronts and contact discontinuity (result-
ing from discontinuity breakdown) are clearly seen: S1 S2, C. They are interacting
with transversal shock waves from plasma sheets.

Fig. 4a presents shadow image of flow 240μs after the discharge; the distance be-
tween discontinuities is 2-3 cm; transversal shocks became weak. The BOS results
of density field are on Fig. 4b. X-t diagram of shock wave S1 and contact C1 move-
ment in the pulse volume discharge zone is on Fig. 5. Two series of experiments
with different x0 (x0=20mm, x0=60mm,) were analyzed. The volume discharge in-
fluence on the velocity of the shock wave is governed by energy deposition value
and initial shock wave S0 velocity. The velocity of S1 after interaction is close to
constant.
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Fig. 4 Plane shock wave interacts with volume discharge zone. Original Mach number S0=
2.2, x0=+60mm t=48μs. Shadow image (a), BOS image of density (b).

Fig. 5 Schematic diagram of shock wave after interaction with volume pulse discharge zone
(0<x0<+100mm). Solid lines represent the front with higher speed S1 and dotted lines rep-
resent the front with lower speed C1.

5 Conclusion

Two modes of shock wave interaction with pulse volume discharge were investi-
gated. Shadow and BOS analysis show the shock wave and flow moderation after
pulse energy deposition in 2D configuration.
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In the first mode shock entering discharge area becomes disturbed. After some
time the shock front is straightened. Flow behind shock wave becomes turbulent.
The volume discharge effect on the shock wave is negligible if the shock wave is
over 100mm from the zone of discharge. Discontinuity breakdown mode changes
the flow dramatically.

Acknowledgment. This work was supported by the grant RFBR 11-08-00297.

References

1. Bletzinger, P., Ganguly, B.N., Van Wie, D., Garscadden, A.: Plasmas in high speed aero-
dynamics. Phys. D: Appl. Phys. 38(4), R33–R57 (2005)

2. Sasoh, A., Ohtani, T., Mori, K.: Pressure effect in a shock-wave-plasma interaction in-
duced by a focused laser pulse. Phys. Rev. Lett. 97(20), 205004-1–205004-4 (2006)

3. Znamenskaya, I.A., Koroteev, D.A., Lutsky, A.E.: Discontinuity breakdown on shock
wave interaction with nanosecond discharge. Physics of Fluids 20, 056101 (2008)

4. Znamenskaya, I.A., Koroteev, D.A., Lutsky, A.E.: Realization of Riemann Problem at
Gas-Plasma Boundary Formed by Shock Wave 27th International Symposium on Shock
Waves, St. Petersburg, Russia, Book of Proceedings, p. 194 (2009)

5. Znamenskaya, I.A., Koroteev, D.A., Popov, N.A.: Teplofiz. Vys. Temp. 4, 820 (2005)
6. Karlov, N.V., Kuz’min, G.A., Prokhorov, A.M.: Izv Akad. Nauk SSSR, Ser. Fiz. 48, 1430

(1984)
7. Guluzade, T.A., Mursenkova, I.V., Znamenskaya, I.A.: Proceedings of the 22nd Interna-

tional Symposium on Shock Waves, London, pp. 489–491 (1999)
8. Jin, J., Lutsky, A.E., Mursenkova, I.V., Vinnichenko, N.A., Znamenskaya, I.A.: Applica-

tion of BOS method for analysis of the flow after surface discharge. In: The 21th Interna-
tional Symposium on Transport Phenomena (2010)

9. Popova, E.M., Kompenhans, J., Skornyakova, N.M.: Investigation of the Accuracy of the
Background Oriented Schlieren Method. In: ISFV13 - 13th International Symposium on
Flow Visualization. FLUVISU12 - 12th French Congress in Visualization in Fluid Me-
chanics, Nice, France, July 1-4 (2008)



Steady Energy Deposition at Mach 5 for Drag
Reduction

E. Erdem, L. Yang, K. Kontis, and A. Nigam

1 Introduction

Historically the potential of energy-assisted shaping of high-speed flows with mod-
est on board power requirements has been the subject of a number of earlier investi-
gations. The possibility of obtaining drag reduction using energy sources upstream
of blunt bodies has been pioneered by Georgievskii and Levin [1] and Myrabo and
Raizer [2] in theoretical studies. In their studies the magnitude of the drag reduction
was found to be insensitive to the location of energy deposition at a sufficiently large
distance from the body. This was followed up by various computational studies;
Levin and Terenteva [3] and Riggins et al. [4] showed power savings over cones and
blunt bodies using two dimensional Euler/laminar computations. Kolesnichenko et
al. [5] conducted unsteady/quasi steady Euler computations over a rectangular body.
They observed that quasi-steady energy deposition was more efficient than unsteady
energy deposition in reducing the time integrated frontal drag. The strongest effect
on drag reduction was the magnitude of the density gradient around the localised
thermal spot. Girgis et.al [6] suggested that there was an optimum energy source dis-
tance for drag reduction for a given power for a cone in supersonic flow, and energy
distribution was assumed to have a Gaussian profile. The study yielded promising
results with drag reduction of up to 35%. Zheltovodov et al. [7] explains the physical
phenomenon as follows. The energy input results a high temperature plasma, which
creates a localised blast wave, which penetrates the bow shock and reflects off the
surface. The thermally heated region that is created interacts with the bow shock
which becomes distorted. This is known as Len’s effect. The area of intersection be-
tween the bow shock and the blast wave is a region of recirculation, which induces
streamwise vortical systems to be formed. This alters overall surface pressure distri-
bution, leading to a reduction in drag. The stagnation pressure reduction is directly
related to the circulation production, which varies with the length of the thermal
spot and the density in the heated zone. It is noted by Kolesnichenko [8] that the
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lateral extent of the filament does not impact the circulation production, and so the
most efficient energy addition processes will be the ones with very thin channels.

Electric input is an attractive but intrusive way of depositing energy in front of a
blunt body due to the support to hold electrodes to create an arc. Myrabo et al. [9]
recently used thin rods of a tungsten-zirconium alloy electrodes to deliver the arc
discharge upstream of a disc shaped body at Mach 10 in a hypersonic shock tunnel.
The arc was supplied by a number of lead acid car batteries at low voltage but very
high current levels. The arc created its own shock wave and the drag level was de-
creased several orders of magnitude and a significant gain was obtained in the total
consumption of energy. Furthermore, Satheesh and Jagadeesh [10] also carried out
experiments in a hypersonic shock tunnel at various Mach numbers, freestream den-
sities with two test gases (air and argon) using an electric arc discharge upstream of
a blunt cone model. Their results suggested that low density test conditions resulted
in an ineffective interaction and argon was found to be more receptive to energy
deposition than air due to lower number of degrees of freedom. The energy spot
was not found to be strong enough to produce its own shock, and the shock struc-
ture observed was a result of the heated channel formed behind the energy source
interacted with the blunt body shock that causes flow alteration. A maximum drag
reduction of about 50% and 84% reduction in stagnation point heating rate was
observed momentarily as a result of energy addition only in argon environment.

Current investigation aims at the investigation of flowfield due to electric dis-
charge occurring between two electrodes in front of the blunt models. And the ef-
fect of discharge is evaluated in comparison to no discharge case with the electrodes.
The effect of the truncation, the distance between the electrodes and the model are
examined.

2 Experimental Setup and Models

All of the experiments are conducted in the High SuperSonic Tunnel (HSST) of the
University of Manchester. The tunnel is of the intermediate blowdown (pressure-
vacuum) type which uses dry air as working fluid. The details of the facility together
with standard instrumentation for stagnation pressure and temperature mesurements
as well as high speed schlieren photography setup can be found in Ref. [12]. The
layout of the optical setup and the data acquisition architecture with measurement
chain is shown in Fig. 1. Lift, drag and pitching moment measurements are collected
by a 3-component Aerotech c© force balance. The details of the force balance can be
found in Ref. [13].

High voltage is generated inside an earthed Faraday cage that is positioned just
underneath the test section. The details of the components and connections can be
found in Ref. [13]. The high voltage output is routed inside the test section with
insulating wires and connected to one of the two electrode holders. A schematic
diagram of the electrode arrangement that shows reasonable flow interference with
enough structural stability is shown in Fig. 1. In this arrangement, the electrodes
are at an angle of 63◦ with the flow direction and with their tips at distances of
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l/dt = 1.5,1.3and0.9 from the model, where dt is diameter of the truncated face
encountering the flow. The distance over which the arc is created is kept around 2mm
as it has been suggested by Knight [11] and Kolesnichenko [8] as the most efficient
energy addition processes with very thin channels. The voltage output is monitored
using a LeCroy PPE-20kV high voltage probe and the current is monitored using
a Tectronix current probe. These output signals are connected to a Picoscope 3201
250MHz oscilloscope.

Test models for the drag reduction studies are an axisymmetric cone-cylinder
model with two blunt faced truncated cone-cylinder models, as shown in Fig. 1. It
has to be noted that the dimensions are in mm.

Fig. 1 Left: Schematic setup of Schlieren visualisation with DAQ architecture by Erdem et al.
[12]. Middle: Electrodes arrangement inside test section. Right: axisymmetric cone-cylinder
models.

3 Results

The freestream flow conditions are tabulated in Table 1 for all the tests.

Table 1 Free stream conditions at Mach 5.

M∞ p0 T0 Re/m pdyn p∞ u∞
(mbar) (0K) (·1061/m) (mbar) (mbar) (m/s)

5.0 ±0.2% 6495 ±0.6% 372.3 ±2.3% 13.2 ±3.9% 215 ±1.4% 12.28 ±1.3% 790±1.2%

The efficiency of energy deposition on drag reduction is the ratio of the propul-
sive power savings due to flowfield modification divided by the energy required
to modify the flow and defined as E f f =

∫
V∞(D0 −D)dt/∑Q. Large values are

desirable for effective drag reduction.
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3.1 Visual Observations and High Speed Schlieren Photography

Tests without and with discharge are conducted to examine the effects of the pres-
ence of electrodes and the energy deposition. The flow interference and stability of
the electrodes are investigated. The truncated cone-cylinder with dt/db = 0.75 is
chosen for that purpose due to its greater frontal area compared to electrode diame-
ters and the size of the arc as the efficiency is proportional to the ratio of the cross
section of the aerodynamic body to the cross section of energy deposition, depicted
by Knight [11]. The distance between the electrodes and the truncated face is set to
1.5 times the truncation diameter. At the start of the run the electrodes move down-
stream due to aerodynamic force and then stabilise for the rest of the run. The main
effect of the electrodes is the destruction of the strong bow shock in front of the
model and the formation of relatively weak axisymmetric oblique shocks instead,
sitting on top of the wake. This wake is causing low frequency oscillatory behaviour
of the oblique shocks.

For the tests with discharge measured voltage history during a tests is shown
in Fig. 2 with subfigures showing the physical phenomenon. Before the test vac-
uum conditions are present with pvac = 1mbar, hence a region of certain size in the
earthed electrode is glowing. The voltage is around 0.6kV at that duration of time.
When the test gas arrives glow discharge transforms into an arc that sustain steadily
and convects downstream about 5.0mm. This distance is named as the relaxation
distance by Satheesh and Jagadeesh [10]. The voltage level is around 0.6kV during
the steady period. The current in this period is about 0.011A making the consumed
power around 7W; thus considering the flow energy is around 370kW for the flow
condition specified in Table 1, the input electrical energy is merely 0.02% of the
flow energy.

The discharge-on case is compared to discharge-off case in terms of schlieren
images recorded at 20000 fps with 3.25μ sec exposure. The statistical analysis from
schlieren images is conducted based on 1000 images during the period when the
electrodes are stabilised. In order to quantify the shock wave positions, a number
of image processing algorithms were developed to extract the required information
from the images. Firstly the sharpening and edge-detection filtering are applied and
then averaged and root mean square images are obtained as shown below in Fig. 2.
The difference is barely distinguishable from the discharge-off case for truncation
cone-cylinder with dt/db = 0.75. The reasons for that might be the strong dominant
wake of the electrode resulting unsteady behaviour at the nose of the model as well
as the low energy input. Thus the influence of arc becomes small, yet in both case the
bow shock in front of the model is killed and upstream flow structure is altered. As
a consequence the reduction in drag force on the frontal area is accomplished. For
the discharge-on case the compression wave structure has further moved about 1mm
downstream with discharge, resulting a longer wake. This is believed as the cause
of reduced stagnation pressure on the frontal area by the authors as the stagnation
pressure reduction varies with the length of the thermal spot and the density in the
heated zone.



Steady Energy Deposition at Mach 5 for Drag Reduction 883

Fig. 2 Left: Voltage history during a test run with discharge over a truncated cone-cylinder
with dt/db = 0.75. Right: Comparison of discharge-on case with discharge-off case in terms
of averaged and rms Schlieren images over a truncated cone-cylinder with dt/db = 0.75 and
l/dt = 1.5.

3.2 Drag Force Measurements

Fig. 3 shows measured drag force signals for the truncated models. The images
show the drag histories for the truncated cone-cylinder models with dt/db = 0.75,
dt/db = 0.5 and varying distances between the electrodes and the truncated face.
There are three repeats conducted for each case without and with discharge. The
repeatability of the tests without discharge is very good; however the tests with dis-
charge show test to test variations and fluctuations owing to the unsteady interaction
with the heated channel and the compression waves. In addition the drag force his-
tory in all cases exhibits a steady decrease during the test runs, which is found to be
around ±4% throughout the run. It can be easily observed that drag level reduces
considerably just by the presence of the electrodes (from 14.75N to 6.5N level for
model with higher truncation) due to the significant modification of the bow shock
mentioned above, a passive effect namely. At the nearest distance, i.e l/dt = 0.9 the
drag levels have the highest value around 10N, however the drag reduction is very
clear between the discharge off and on. As the distance increases the drag levels
become smaller so does the drag reduction up to l/dt = 1.5. For the other truncated
cone-cylinder model with dt/db = 0.75; the arc discharge is efficiently reducing
drag at the shortest distance yet the repeatability for the ON case from run to run is
slightly degraded. As the distance is increased drag reduction vanishes and energy
deposition becomes ineffective. This might be due to the fact that the area of the
energy spot becomes comparable with frontal face area.

The following table summarises the measured drag force values for truncated
models without and with discharge.

The real contribution of the discharge is varying from 0 to 0.64N, in terms of
efficiency (E f f ) the maximum reduction results a value of around 72 (not percent)
at a speed of 790m/s. This clearly shows that the use of small amount of onboard en-
ergy to create a local focused thermal spot in front of a vehicle is an efficient way of
reducing drag. Following figure further shows the effectiveness of arc discharge on
truncated cone-cylinder models with increasing distance between the electrodes and
the frontal area. As a general trend the effectiveness is diminishing as the distance
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Table 2 Drag force comparison of the truncated cone-cylinder models without and with dis-
charge. All the values are in N.

Model OFF ON OFF ON OFF ON
Name l/dt=0.9 l/dt=0.9 l/dt=1.3 l/dt=1.3 l/dt=1.5 l/dt=1.5

Truncated 10.06±0.8% 9.42±1.1% 7.91±0.7% 7.61±1.6% 8.78±0.7% 8.42±2.4%
Cone-cylinder
(dt/db = 0.75)

Truncated 5.83±0.6% 5.26±3.3% 5.24±0.5% 5.23±0.8% 5.14±0.7% 5.17±0.2%
Cone-cylinder
(dt/db = 0.5)

Cone-cylinder 2.78±0.2% without electrodes

is increased for both models. It might be due distance stabilisation phenomenon
mentioned by Georgievskii and Levin [1]. In case of the model with higher trunca-
tion the decreasing trend is milder than the model with dt/db = 0.5. Considering the
electrodes and the energy spot have a certain size adding up to 3mm, as the frontal

Fig. 3 Comparison of discharge-on case with discharge-off case in terms of drag force histo-
ries over truncated models; top left: dt/db = 0.75 and l/dt = 0.9, top centre: dt/db = 0.75 and
l/dt = 1.3, top right: dt/db = 0.75 and l/dt = 1.5, middle left: dt/db = 0.5 and l/dt = 0.9,
middle centre: dt/db = 0.5 and l/dt = 1.3, middle right: dt/db = 0.5 and l/dt = 1.5, bottom
centre: the effectiveness of arc discharge on truncated models against distance between the
electrodes and the frontal area.
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area is increased the effectiveness increases from 0 to 9% for smaller truncation and
from 4 to 6.7% for higher truncation. Shorter distances and bigger energy deposition
area to frontal area ratios are favourable for effective drag reduction.

4 Conclusion

Experiments addressing the effect of energy deposition via an electric arc discharge
on 15◦ half angle truncated cone-cylinder configurations at Mach 5 flow were car-
ried out. Discharge-on tests were compared to discharge-off tests to evaluate the net
effect of energy deposition. Visual observations revealed that there is a certain size
of the relaxation distance as the test gas sweeps the energy spot downstream form-
ing a heated wake. The compression waves occur on top of the wake of the heated
channel and are oscillatory in nature. The deposited energy of 7W has its repeatable
influence on drag force for all the models. The effectiveness of energy deposition
was found to be increasing with increasing truncation or the frontal area up to a
point and then started to decrease. One important thing to note is that energy depo-
sition at shorter distances might result higher stagnation point heating rates which
are detrimental. As a final conclusion the test campaign clearly renders that the use
of small amount of onboard energy to create a local focused thermal spot in front of
a vehicle is an efficient way of reducing drag.
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Interaction of a Shock Wave with a Contact
Discontinuity for Local Heat Release in a Flow

P. Tretyakov, A. Tupikin, and V. Zudov

1 Introduction

It is known [1] that the interaction between shock waves and a discontinuity surface
is poorly studied, in particular, in the presence of a local unsteady heat release in the
flow. Increased interest in the propagation of shock waves in a moving medium is
caused by the problems arising when studying supersonic burning in gas and optical
discharges and the generation of control efforts on a flowed around surface with
the organization of a heat release zone above it. An unsteady contact surface can
exist, for example, in the wake of a pulse-periodic optical discharge. It is possible
to single out the line recently developed and related to the possibility of attenuating
a shock wave after the passage of the thermal layer formed by a pulse-periodic
energy source [2, 3, 4, 5]. When the incident shock wave interacts with a contact
discontinuity surface, transmitted and reflected disturbances arise.

In second part we will considers a jet trace in a supersonic flow, which represents
a narrow but rather extended region with gasdynamic parameters (temperature, den-
sity) sharply different from those in the oncoming flow. We considered unsteady
interaction of a shock wave with a heated layer (jet trace) and analyzes how a re-
duced density and lower Mach number in this layer as compared to those in the main
flow influence the regimes of its interaction with the incident shock wave.

2 Numerical Computation of the Flow with Energy Supply over
a Flat Plate

We considered the unsteady problem on shock wave diffraction in the wake from
the pulse-periodic energy source. In a supersonic steady flow with Mach number
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M = 2, the pulse-periodic energy source with the ratio of 4 : 1 between the longi-
tudinal and transverse sizes is arranged above the surface. The energy release time
is 10−6 s. The pulse repetition rate is 100 kHz. The calculations were carried out
in the range E = 1÷15 J of the energy supplied in one pulse to the selected mass.
From the problem formulation, it follows that the wake is formed behind the en-
ergy source, and then, the shock wave reflected from the surface falls on it. The
problem is considered within the framework of the Euler twodimensional unsteady
equations with a constant adiabatic exponent. For solving the Euler equations, we
used the Godunov method. In the calculations, an unsteady shock wave generated in
front of the pulse-periodic energy source was obtained; the wave fell on the surface
and reflected also as the shock wave. Depending on the energy source intensity, a
supersonic, transonic, or subsonic quasi steady wake [2] can be generated behind it.
The calculations show that the velocity in the wake from the energy source is very
high and exceeds 10÷15 times that outside the wake for the energy range E = 8÷15
J. For these energies, the density in the wake is several tens times lower than that
in the region outside the wake. For high energy supply frequencies (f≥50 kHz), the
moving gasdynamic regions (packages), which either follow one after another or
move with partial superposition against each other [2], are formed in the flow. The
velocity in packages can be both subsonic and supersonic. The length of these pack-
ages is commensurable with the length of the energy supply region. The packages
moving downstream are decelerated by the external flow, the longitudinal velocity
of which, as was already noted, is much lower than the longitudinal velocity inside
the wake. At low supplied energies, it can result in a global transition of the flow
in the wake through the speed of sound in a certain downstream cross section, i.e.,
further behind the sound line, the flow in the wake is completely subsonic. Nev-
ertheless, this subsonic velocity is much higher (approximately 5 times) than the
longitudinal velocity outside the wake. At the place of transition of velocity through
the speed of sound, an expansion of the transverse cross section of the wake takes
place. Therefore, the shock wave is formed at this place on the external side of the
wake. It has an unsteady character, which is expressed in its vibrations with respect
to a certain middle position. The variation of the supplied energy within E = 1, 8,
15 J results in a considerable modification of the flow structure in the wake. At the
energy E = 1 J, the wake behind the energy source becomes almost completely su-
personic. It occurs before the interaction between the shock wave and the wake. The
velocity in the wake exceeds that outside the wake approximately 1.5 times. The
incident shock wave passes through the wake and propagates under a certain angle
in the upper region outside the wake (Fig. 1). The disturbance reflected from the
contact surface is very weak. At E = 8 J, it is possible to note the following features:
at the initial portion, the wake becomes transonic, and then, the transition through
the speed of sound takes place in the wake, and the shock waves are formed at its
lower and upper boundaries (Fig. 1).

The shock waves have an unsteady character. It manifests itself in their vi-
brations with respect to a certain middle position. The amplitude of the shock
wave vibrations can be significant. For example, the spatial vibration amplitude
Δx ≈ 8 (the length of the energy supply region is 4) at the energy E = 12 J. If we
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compare it to the sizes of the energy source, the amplitude of spatial vibrations
was either comparable to the energy source length or exceeded it approximately
twice depending on the supplied energy. The estimations of frequency of the shock
wave vibrations show that it was about several hertz. The quasi steady head shock
wave generated in front of the energy source falls on the surface and is reflected
from it as the quasi steady shock wave. The reflected shock wave falls now on
the subsonic portion of the wake and is reflected from it as a rarefaction fan (Fig.
1). At E = 15 J, the flow in the wake is completely subsonic , which results in
the disappearance of shock waves on its external side (Fig. 1(right)). The shock
wave reflected from the wall falls on the subsonic wake and is reflected from it as a
rarefaction fan.
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This part of our work we considers unsteady interaction of a shock wave with a
heated layer (jet trace) and analyzes how a reduced density and lower Mach number
in this layer as compared to those in the main flow influence the regimes of its
interaction with the incident shock wave. Let a gas jet of limited height to occur in
a supersonic flow of an ideal gas. The parameters of this jet can be either super or
subsonic. The jet symmetry axis is parallel to the velocity vector on the oncoming
flow. Let a wedge shaped body to be suddenly introduced into the supersonic flow
so as to generate a shock wave that begins to interact with the jet trace. A jet trace
with a height of 1 cm occurred in a supersonic flow with a Mach number of M =
2. All calculations were performed for air at a flow velocity corresponding to M =
2.0, a total pressure of P0 = 0.25 MPa, and a retardation temperature of T0 = 288
K. The shock wave was generated by a wedge with an angle of 20. The main flow
velocity was always supersonic, whereas the jet velocity was varied from sub to
supersonic. The main flow was characterized by the Mach number, total pressure,
and temperature; the jet was characterized by the Mach number] and the pressure
that was equal to that in the main flow. In addition, the ratio of densities in the
main flow and in the jet was also specified. Calculations were performed for the jet
efflux with Mj = 0.7, 1.05, and 2.0 and the jet density being half that in the main
flow. Let us consider changes in the flow structure depending on the Mach number
in the jet trance. Figure 1 shows the results of calculations for Mj = M = 2. Since
the pressure in the jet is the same as in the main flow, while the densities differ
by a factor of 2, the equation of state suggests that the temperature in the jet will
be twice that in the main flow. Note the following features in the flow structure.
The jet remains supersonic behind the;point of interaction of the incident shock
wave and the jet trace. The. shock wave produces the following changes in the jet
trace structure. The shock wave passes through the jet trace and then propagates
at a certain angle relative to it. The transmitted shock wave retains a significant
intensity. The differential head (i.e., the ratio of pressures behind and in front of the
shock wave) is 2.8 in the incident shock wave and 2.41 in the transmitted shock
wave, which implies that the shock wave attenuation is small. Inside the jet trace
(in the interaction region), the jet velocity does not exceed the velocity of sound.
The flow structure pattern shows that the jet trace rather weakly changes its height
(Fig. 1). Now let us consider the second regime of flow, which corresponds to Mj =
1.05 (Fig. 2). In contrast to the case considered above, the jet trace exhibits a new
effect, whereby a transonic transition takes place and shock waves are formed at
the corresponding sites on the lower and upper boundaries of the jet. The transonic
transition takes place inside the jet, at the forward shock, which continues outside
the jet in the form of oblique shock waves. The forward head occurs on the left of
the point of intersection of the incident shock wave and the jet boundary (initially,
the forward head exhibits nonstationary propagation upstream the flow and then
occupies a certain stationary position).

The transmitted shock wave is inclined at a smaller angle than the incident shock
wave. The intensity of the transmitted wave is still significant. Indeed, the differ-
ential head changed from 2.8 in the incident shock wave to 1.97 in the transmitted
shock wave, so that the attenuation is still not large. The jet exhibits an extended
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subsonic region immediately behind the forward head. The transverse section in
this region significantly exceeds the initial jet height. Subsequently, the subsonic jet
becomes supersonic. The point of arrival of the incident shock wave is the break
point of the jet boundary. Thus, an expansion corner appears in which the incident
shock wave coexists with a fan of rarefaction. Note also the presence of a reflected
shock wave in the region above the jet trace boundary (Fig. 2).

Finally, consider the third regime of flow with Mj = 0.7 (Fig. 2). First, note that
a decrease in the Mj value leads to a significant increase in the region where the jet
trace is affected by the incident shock wave. The perturbation goes farther upstream
the flow from the point of interaction of the shock wave with the jet trace. In contrast
to the case of Mj = 1.05, the third regime is characterized by a smooth expansion of
the jet boundary. Instead of a cone shaped head, there appears a region of compres-
sion, in which the slope of the Mach number (or density) isolines relative to the jet
axis is small. The maximum increase in the transverse section of the jet is observed
at the point of arrival of the incident shock wave on the jet boundary (Fig. 2). The jet
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also becomes supersonic at a certain distance downstream the flow from, the interac-
tion region. In contrast to the regimes considered above, waves of compression are
formed on the outer (upper and lower) boundaries. Previously, a transmitted shock
wave was observed and a fan of rarefaction was formed at the point of interaction of
the incident shock wave with the boundary of the subsonic jet. The differential head
in the transmitted shock wave dropped to 1.4. Thus, a decrease in the Mach umber
of the heated layer is accompanied by decreasing differential head in the transmit-
ted shock wave. A minimum value is observed for the heated subsonic jet trace.
Therefore the intensity of the incident shock wave can be significantly attenuated
by interaction with a heated subsonic jet trace.

3 Conclusion

Thus, the obtained results indicate the fact that three modes of interaction are possi-
ble depending on the released energy.

The results of numerical calculations revealed three possible regimes of the inter-
action of incident shock waves with a heated layer of finite thickness. A significant
decrease in intensity of the incident shock waves takes place during its interaction
with a heated subsonic jet trace.
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Head on Collisions of Compressible Vortex
Loops on a Solid Wall Effects of Wall Distance
Variation

R. Mariani and K. Kontis

1 Introduction

Since the dawn of time, human kind have felt the presence of shock waves in na-
ture through thunders and vulcano eruptions and, unable to understand them, have
associated their often destructive might to divinities such as Zeus and Jupiter in the
Greek and Roman mythology, the Norse divinity of Thor, and the elusive Thun-
derbird in the Native North American culture. Through history, albeit unknowingly,
humans have been able to generate shock waves via the cracking of a whip or the ex-
plosion of fireworks. It was the invention of the atomic bomb that brought back fear
and respect towards the might of this natural phenomena [1]. For research purposes,
shock waves can be easily generated in a laboratory environment using shock-tubes
where a high-to-low pressure discontinuity is initially present. The disruption of this
discontinuity initiates a series of waves that coalesce into a single compression wave
travelling downstream [2]. Upon exiting the shock tube into the surrounding atmo-
sphere, the moving shock wave transitions attenuating from a planar to a spherical
shock wave. In the presence of confining walls, it reflects from the surrounding sur-
faces producing high levels of blasts and reflections [3]. The flow contained in the
shock tube also exits forming a contact surface with the external fluid. This contact
surface is carried away from the tube exit and starts rolling to form a vortex loop
[4]. The interaction of this vortex loop with a wall and the reflected shock wave is
still a topic of extensive research.

Significant work has been conducted on the topic of supersonic jets imping-
ing on stationary flat surfaces. An initial comprehensive study was carried out by
Ladenburg et al. [5] who summarised the work by Mach and Prandtl stating that
the oblique shock system present in the jet is reflected by the jet boundary with a
change in phase and that the resulting Mach reflection (MR) configuration is sta-
tionary rather than a transient non-stationary phenomenon. With the space race in
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full swing in the 1960s and the goal of landing on the moon and safely returning to
Earth by the end of the decade, studies were completed by NASA on the effects of
jet impingement on a flat surface in vacuum conditions with a high Mach number
jet [6]. Three shock formations were found to exist based on the surface distance
and pressure ratio. At close plate distances, a stand-off shock wave is formed close
to the surface. With an increase in plate distance, the stand-off shock behaves simi-
larly to a Mach disk and moves closer to the nozzle exit transitioning, at very large
distances, to an oblique shock system in the jet with a normal shock at the plate
surface. Further studies were completed by Lamont and Hunt [7] who characterised
the flow into a highly complex mixture of subsonic and supersonic regions with
interacting shocks and expansions regions in the jet. They also described the pres-
ence of a stagnation bubble with recirculation and separation of the boundary layer
over the plate. This work was expanded by Henderson et al. [8, 9] by studyng the
effects that the impingement has on the sound production. The interaction amongst
stationary objects, shock waves, and compressible vortex loops has been studied at
the University of Manchester by Kontis et al. [3, 10]. The shockwave is reflected
from the plate impinging on the approaching vortex ring. The central part of the
reflected shock wave is captured by the vortex ring and is intensified by the oppos-
ing high speed flow, while the outher section is diffracted by the vortex core. Upon
impingement the vortical flow rapidly expands radially developing a boundary layer
on the surface which slows down the flow and increases the pressure distribution
on the plate. After some time the boundary layer separates from the plate generat-
ing a series of secondary wall vortices. The combination of the shock/vortex and
wall/vortex interactions is of great interest for future applications such as space ve-
hicle return lift-off or non-destructive weapons and it is the aim of the present study
to enhance the knowledge in the field of shock wave and compressible vortex loops
interaction with a stationary flat surface.

2 Experimental Set-Up

Experiments have been carried out in a 30mm inner diameter constant cross section
shock tube. Air was used as both the driver and driven gas with a diaphragm pres-
sure ratio P4/P1 of 12, producing a Mach number of 1.61. The shock wave Mach
number M1 was used to calculate the critical length of the driver section needed to
eliminate the disturbances caused by rarefaction waves reflected by the end wall of
the driver section[2]. High speed schlieren photography was employed to visualize
the flow. The schlieren set up was the same as previously used at the University of
Manchester[11]. A Shimadzu HPV-1 hypervision camera was used to capture the
flow features of the travelling vortex rings. A range of acquisition times was used
which produced a set of 100 pictures per run. The image acquisition speed was
1600μs to 3200μs from the triggering moment. The repeatability of the Schliren
experiment is determined by setting the same driver pressure, having the same time
delay output, and acquisition speed. The repeatability error is found to be approxi-
mately 3%.
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Fig. 1 Flow impingement process with a plate distance of 1.66di.

3 Results and Discussion

An experiment has been conducted on the effects of the variation of distance on the
head-on collision of compressible vortex loops on a stationary smooth flat wall. A
standard pressure ratio P4/P1 of 12 generating a Mach number inside the shock tube
of 1.61 was used. The surface was placed at a distance of 1.66di,3.33di, and 5.00di

from the shock tube exit. The three distances correspond to a developing vortex
loops (1.66di), a loop just after the full development threshold (3.33di), and a fully
developed vortex loop (5.00di).

The configuration with the plate at 1.66di is shown in Fig. 1. The close proximity
of the plate to the nozzle exit reduces the attenuation of the moving shock wave
leading to a strong reflection process (A). The shock wave rapidly collides with the
approaching vortex loop (B) and is deformed: the central part interacts and merges
with the embedded rearward facing shock wave, which in a free vortex ring prior
to impingement moves at the same speed as the vortex ring and where the pressure
is higher upstream of the shock rather than downstream, while the outer section
is refracted by the vortex core (C) generating a toroidal shock wave [12] which
sides converge on the central axis at the back of the vortex loop [13]. The focusing
process may affect the shape of the oblique shock system present in the vortex ring
trailing jet. The reflected toroidal shock wave travels towards the shock tube exit
and it is diffracted again generating a second set of vortex rings (D) which move
towards the wall. The variation in the jet Mach number and pressure distribution
along the plate varies the velocity profile across the jet leading to the formation
of a dome shock between the oblique shock system and the impinging embedded
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rearward facing shock (E). The dome shock transitions to a flat surface shock wave
which is reflected along with the embdedded rearward facing shock (F)by the central
section of the shear layer. During the impingement process the main vortex ring and
the developing vortex rings train expand radially forming a shear layer on the wall
([14]) and continuously varying the pressure distribution on the plate.

Fig. 2 Flow impingement process with a plate distance of 3.33di.

An increase in surface distance affects the impingement process of both the inci-
dence shock wave and vortex loop. With the plate at a distance of 3.00di as shown
in Fig. 2, the incidence shock undergoes a larger attentuation prior to being reflected
by the wall. The larger distance between the shock tube exit and the surface allows
the vortex ring to fully develop. In this instance the reflected shock wave interacts
first with the vortex rings train (A) causing an intensification of the vortex system.
The centre section of the reflected shock again interacts and merges with the em-
bedded rearward facing shock while its outer section is diffracted by the vortex core
(B) ([12]). Results suggest that the diffraction is weaker since the focusing of the
resulting toroidal shock wave does not appear to affect the flow structure of the
oblique shock system in the trailing jet. The vortex ring then impinges on the sur-
face with the embedded rearward facing shock undergoing a straightening process.
The vortex rings train impinges and begins to expand radially (C) generating an area
of strongly compressed flow between the wall and the embedded shock wave (D)
which effectively reflects the embedded reardaward facing shock (D). At this stage
a surface shock wave is formed (E), which is still visible during the formation of the
secondary vortex rings linked to the development of a boundary layer on the surface,
which changes the pressure distribution along the wall [3, 10].

At a plate distance of 5.00di the vortex loop is fully developed (Fig. 3). The re-
flected wave interacts first with an almost fully developed vortex ring train (A),
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where at least a set of counter rotating rings have completed the move around
the periphery of the main ring, and subsequently with the main vortex loop. The
shock/vortex interaction is similar to previously explained cases with the reflected
shockwave inner section interacting with the embedded rearward facing shock in
the vortex ring and the outer section being diffracted by the vortex core (B). The
main vortex loop now impinges on the surface after the vortex ring train has moved
around its periphery (C and D) reducing the visible turbulence in the flow along the
wall surface (D) and reducing the reflection strength of the embedded rearward fac-
ing shock (E). The surface shock and the most downstream oblique shock system
are visibly oscillating (E and F).

Fig. 3 Flow impingement process with a plate distance of 5.00di.

4 Conclusions

An experiment has been conducted on the effects of the variation of distance on
the head-on collision of compressible vortex loops on a stationary smooth flat wall.
Qualitative results showed that there is a correlation between the shock/vortex in-
teraction process and the nozzle exit-to-surface distance primarily linked to the de-
velopment stage of the vortex loop. The most significant flow features are visible
with the plate close to the nozzle exit resulting in a strong reflected shock wave
interacting with the approaching vortex loop. As the surface distance is increased,
the incidence and reflected shocks are increasingly more attenuated reducing the
strength of the shock/vortex interaction. The increase in nozzle exit-to-surface dis-
tance results in a decrease in vortical flow generated on the wall due to a gradual
decrease in strength of the moving vortex loop. The location and shape of the surfce
shock are also affected.
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Hypersonic Flow Past Spiked Bodies

R.G. Fernandes and J.L. Stollery

1 Introduction

The drag and heat transfer are very important parameters to be taken into account in
the design of hypersonic vehicles. Under certain conditions, spikes can substantially
reduce the drag of axisymmetric blunt bodies at supersonic and hypersonic speeds
with the deliberate use of flow separation. This happens mainly due to the induced
formation of a conical shock in opposition to a normal one.

The major parameter that controls drag reduction in spiked bodies is the spike
length to model diameter ratio, l/d. Additionally, there are other parameters that
have an impact in the drag reduction of the model such as the angle-of-attack, the
spike tip geometry, the free stream Reynolds number or Mach number. Fig 1 shows
the main features and terminology of the flow past spiked bodies.

Fig. 1 Main features and terminology of flow past spiked bodies [1]

Nevertheless, a number of seemingly adverse factors have tended to discourage
consideration of spiked blunt bodies for engineering applications. One of those is
that, under certain conditions, unsteady separation regions may occur causing drag
and heat transfer rates to fluctuate. However, probably the most discouraging reason
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is the lack of a theory explaining the behavior of separated regions promoted by
spikes. The ultimate objective of this study is to make an attempt to contribute to
further knowledge in this area.

It is well known from the studies of [2] and later [1] that the shoulder geometry of
the body is extremely important to the shock wave stability. However, to what extent
the general shape of the nose of the cylinder is important to the overall characteris-
tics of the flow is still not well understood. Therefore, the main aim of the present
study is to analyse, through experiments, the consequences of having different nose
geometries in terms of the flow pattern, drag reduction and shock unsteadiness.

2 Experimental Programme

Two cone-cylinder models with different cone semi vertex angles θ (see Fig. 1)
were designed and tested at hypersonic speeds. Furthermore, additional data from
[3], who tested an Apollo re-entry shape at the same conditions as the present study,
were analysed together with the results gathered from the present experiments. The
models can be seen in Fig. 2.

Fig. 2 Schlieren pictures of the different nose geometries analysed

The 57◦ cone model has the same shoulder angle as the Apollo re-entry capsule
model. The objective of this model is to study the influence of the nose shape in
the flow pattern and drag reduction. The 70◦ cone model was designed based on [1]
and [4] results in order to have unstable shock waves for a limited range of spike
lengths. The objective of this model is to study the shock unsteadiness as well as
the drag reduction and flow pattern. Both models were equipped with a cylindrical
steel spike of variable length, radius of d/40 and a conical spike tip angle of 7◦. The
angle-of-attack remained zero for the whole range of tests analysed in this study.

The models were tested in the Cranfield University gun tunnel (for details see ref.
[5]) at a free stream Mach number (M∞) of 8.2±0.05 and Reynolds number, based
on body diameter, (Red) of 0.36x106±7.6%. Schlieren images were recorded with
a high speed digital camera operating at about 4000 frames per second. Drag force
was measured with a force balance (for details see ref. [6]) for several spike lengths
ranging from l/d equal to 0 to 2.75.
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3 Results and Discussion

3.1 Flow Pattern

The separation angle α (see Fig. 1) is an important parameter that influences, among
other things, the amount of drag that a spiked body experiences and the shape of the
effective body. In Fig. 3 it is possible to see a compilation of data, gathered from
the experimental results, that shows the behavior of this parameter with the spike
length.

Fig. 3 Separation angle versus l/d

It was shown by many authors, such as [1] and [2], that the flow reattachment
at the shoulder is of paramount importance. This suggests that a different length,
l′ (horizontal distance measured from the tip of the spike to the shoulder of the
cylinder, see Fig. 1) might be relevant. Hence α is plotted against l′/d in Fig. 4.

Fig. 4 Separation angle versus l′/d

In addition, the behavior of the separation angle if the separation had begun at
the tip of the spike and if the flow had reattached at the shoulder of the cylindrical
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body (named “shoulder reattachment”), which is based purely on geometrical con-
siderations, is also shown in Fig. 4.

The experimental data follows the shoulder reattachment line very well until
l′/d ≈ 1.5. This fact might indicate that, for l′/d > 1.5, the separation point moves
slightly downstream. In Fig. 5 this suggestion is confirmed through Schlieren pic-
tures from [8] where it is shown the separation point moving downstream when l′/d
is increased from 1.21 to 1.94.

Fig. 5 Displacement of the separation point with increase of l′/d [8]

According to [9], the separation angle has low sensitivity to the variation of the
Reynolds number until transition occurs in the shear layer. Furthermore, the data
presented in Fig. 4 features three different M∞: 1.96 for [8], 10.0 for [1] and 8.2 for
the other references. This might be an indication that the separation angle has low
sensitivity to the free stream Mach number too. If the separation angle behaves in
this way, this trend may be a useful information for the development of a drag model
for spiked bodies.

3.2 Drag Reduction

In Fig. 6 a comparison between the ratio of the drag coefficient (CD) and the drag
coefficient for the no-spike configuration (CD0) for the different nose-shaped cylin-
drical bodies is made. The drag coefficients are based on the free stream parameters
and on the frontal area of the cylinders.

There are important differences between the data from the three models that can-
not be explained by experimental errors. It is noticeable that the spike is more effi-
cient when it is applied to the 70◦ cone whereas there is not much difference between
the drag reduction for the other two models. The reason for this behavior might be
explained by the data in Fig. 7.

Fig. 7 shows that the CD0 for the 70◦ cone model is larger than the 57◦ cone
model and the Apollo shape capped model. On the other hand, the CD for the bodies
with several spike lengths is almost the same for the three models compared.



Hypersonic Flow Past Spiked Bodies 905

Fig. 6 Effect of the nose shape on drag reduction. Drag coefficient ratio versus l/d

Fig. 7 Effect of the nose shape on drag reduction. Drag coefficient versus l/d

This fact explains the difference found in Fig. 6 where the spike was more ef-
ficient for the 70◦ cone model. This model has the greatest CD0 and, as the CD is
similar for the three models tested, it is logical that the ratio CD/CD0 for the several
spike lengths is smaller than the rest of the models.

The fact that CD is similar for the three models tested means that when a spike is
protruded in front of a body it alters the effective shape of that body in a way that is
almost independent of its initial nose shape. Therefore, if one body is blunter than
another, a spike protruded in front of it will be more effective in reducing drag.

3.3 Shock Unsteadiness

The 70◦ cone model was specially designed to have unstable flow for certain spike
lengths. According to the results of [1] and [4] it is likely that for l/d between the
shock stand-off distance and one the pulsation mode of instability is present (see
Fig. 8b).
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Fig. 8 Schematic of the instability modes [10]

However, for the experimental conditions of the present study the pulsation
mode was not found for any spike lengths. The Schlieren pictures only showed the
concave-convex lateral oscillation known as the oscillation mode of instability (see
schematic in Fig. 8a and an example shown in Fig. 9 from the present study). This
oscillation mode persisted within a limited range of spike lengths but with different
intensities.

Fig. 9 Schlieren pictures of the oscillations around the 70◦ cone model with l/d = 0.5

In [11] the authors stated that their experiments showed that with increasing M∞
the minimal cone vertex semi angle θ (see Fig. 1) at which pulsations occur in-
creases too. Thus, there is a possibility that, for M∞ = 8.2, the minimum θ at which
pulsations occur is such that is greater than 70◦. In relation to the results of [1] and
[4], some important experimental conditions could have accounted for the non exis-
tence of the pulsation mode. Namely the M∞ which was 8.2 in the present study and
10.0 in the aforementioned references and the fact that they used conical nozzles in
the gun tunnel as opposed to the use of a contoured one.

4 Conclusions

It is an interesting fact that the separation angle follows l′/d while the drag coeffi-
cient follows l/d. One way of interpreting this behavior is that for the same l/d it
was seen in Fig. 7 that the drag coefficients of the three different forebody shapes
with spikes are similar. Conversely, each of those forebody shapes, for the same
l/d, have different l′/d values associated with them and, hence, different separa-
tion angles (see Fig. 4). If they have different separation angles but similar drag
coefficients, this means that the conical flow (whose pressure coefficient is highly
dependent on the separation angle) is not the whole story. The overall drag of the
body also depends critically on the pressures in and around the reattachment region.
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In terms of the flow unsteadiness, the capture of sharp conical shock wave im-
ages (as shown in Fig. 9) as opposed to blurred ones due to the violent longitudinal
oscillation (pulsation mode) is an indication of the absence of this flow instability.
This fact should be further investigated in order to understand how this phenomenon
behaves with the free stream parameters and general spiked body geometry.
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Analytical Estimation of Microbubble Motion
Exposed to Discontinuous Pressure Change

Shinya Fukuda, Biyu Wan, and Akihisa Abe

1 Introduction

The authors have proposed a new method for ship ballast water treatment using
shock pressure generated by collapse of microbubbles. Our previous study showed
that the marine Vibrio sp. in an aluminum container was killed by exposing to the
excess pressure higher than 200 MPa directly generated in the suspending medium
by the impact of a projectile accelerated with high-pressure gas [1]. Applying the
shock pressure sterilization to a huge volume of ballast water, the projectile impact
method is not a practical way to generate shock waves successively in liquids. For
the practical use, we have suggested the use of microbubbles for one of the alter-
native methods as a micro-generator of impulsive pressures. When microbubbles
collapse, they generate shock pressures and free radicals that can oxidize something
around them [2, 3]. However, it has been not well known about the inactivation
effects of shock pressure produced from collapse of microbubbles on the marine
bacteria. In order to find the effective conditions on the shock wave sterilization,
it is important to investigate the motion of microbubbles exited by shock waves
experimentally and analytically.

The purpose of this study is to examine analytically the potential for generation
of high impulsive pressure by spherical collapse of a microbubble exposed to shock
waves. To confirm that, analysis combined with the experimental pressure records
of shock waves is carried out. The basic bubble equation used in the analysis is
Herring’s bubble motion equation [4] for a single spherical bubble in compressible
liquids. The experimental pressure record is obtained from the pressure measure-
ment of underwater shock waves generated by high voltage electric discharge in a
water tank. We investigated the condition of generating high impulsive pressure of
over 200 MPa that probably inactivates marine bacteria.

Shinya Fukuda · Biyu Wan · Akihisa Abe
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2 Experimental Pressure Measurement of Underwater Shock
Wave

Due to record of the incident shock pressure profile, the experiment was carried
out using electric discharge in a water tank. Underwater shock wave was generated
by means of high voltage electric discharge of an electric power supply (HPS18K-
A, TAMAOKI ELECTRONICS Co-Ltd.). Figure 1 shows schematic diagram of
the experimental setup. The electrodes were made of stainless steel, and polishing
sharpened their tips up. In addition, the electrodes are covered by rubber paint for
insulation except their tips, and the distance between the electrodes was about 8 mm.
Pressure was measured by a fiber optic probe hydrophone (FOPH2000, RP acous-
tics). Its detective element of measuring pressure is the 100 μm diam. tip of optical
fiber. The pressure is measured by the change of light reflection at the interface
between fiber and water caused by the pressure/density influence on the refractive
index of water. Therefore it is possible to measure short time high pressure with high
spatial and temporal resolution by FOPH2000. In Fig.1, the dimensions of the tank
were 180 mm × 250 mm × 180 mm, and the distance between discharge position
and the tip of pressure sensor was approximately 60 mm.

Fig. 1 Schematic diagram of the experimental apparatus

3 Analysis of Microbubble Motion

To estimate impulsive pressure generated by a spherical microbubble exposed to ex-
perimental shock wave pressure, Herring’s bubble dynamics equation [4] is solved
with one-dimensional spherical bubble model shown in Fig. 2. The gas in a bubble
is considered as non-condensable and the initial pressure is equal to atmospheric
pressure. Wolfrum,et al. have compared their experimental results of microbubble
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motion induced by underwater shock wave with the prediction results of a simple
one-dimensional model for spherical bubbles using the experimental shock pressure
profile, and consequently they obtained good agreement about the first contraction
and expansion [5].Though one-dimensional spherical bubble model calculated in
the present analysis is also classical, the prediction of microbubble dynamics would
bring useful information. Herring’s bubble dynamics equation that takes compress-
ibility of liquids into account is written in the following form;

Fig. 2 One-dimensional spherical symmetry single bubble model

[
R

(
1− 2Ṙ
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where, R is the bubble radius, R0 the initial bubble radius, ρ = 999.7 kg/m3 the
density of water, μ=1.307×10−3 Pa·s the viscous modulus, σ = 74×10−3 N/m the
surface tension, γ =1.4 the specific heat of bubble gas, P the external pressure in-
duced by the shock wave, and Pb0 the initial bubble internal pressure. C is the speed
of sound in the liquid given by the following relation;

C =

√
n(P+B)

ρ
, (2)

here, constant values are n = 7.15 and B = 304.7 MPa. Bubble internal pressure Pb

is assumed to be Pb = Pb0(R0/R)3γ . Eq.(1) is solved numerically by the fourth order
Runge-Kutta-Gill method.

4 Results and Discussion

Figure 3 shows the excess pressure of a spherical shock wave measured at 60 mm
from the discharge position in the water tank shown in Fig. 3. In this figure, abscissa
is time and it is indicated just from when the output signals recovered from the
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singular noise caused by the influence on the flash of electric discharge. The excess
pressure at the shock wave front is about 6 MPa.

Fig. 3 Experimental pressure record in the water tank detected at 60 mm from the discharge
position by FOPH2000 pressure transducer.

Using the experimental pressure record shown in Fig. 3, Eq. (1) was solved nu-
merically for 5, 15, and 25 μm in the initial bubble radius. The analytical results,
radius time curves and time changes of pressure in a bubble, are depicted in Fig. 4.
The time of abscissa is transformed to the time taken from just after the first shock
wave passed through the bubble. Figure 4 (a) shows that the first rebound occurs at
approximately 110 ns, and the pressure inside bubble simultaneously increases up
to about 430 MPa. Similarly, Fig. 4 (b) shows approximately 700 MPa at 250 ns,
Fig. 4 (c) shows approximately 560 MPa at 390 ns. From the above, it comes out
that time for shrink and rebound takes short with decreasing of bubble radius. On
the other hand, peak pressure in a bubble indicates the highest value when bubble
radius is 15 μm.

Furthermore, the analysis for the initial bubble radii from 5 μ to 25 μm is done
and the result is depicted in Fig. 5. The vertical axis shows maximum pressure gen-
erated in a bubble, and the horizontal axis shows initial radius of bubble. Figure 5
shows the maximum pressure value of approximately 720 MPa at the initial radius
of 12 μm. As a comparison, in case of analysis with a step-like external pressure
of 5 MPa, we have obtained the peak pressure of approximately 800 MPa that is
higher than that in Fig.5, however, the change of maximum pressures are indicated
approximately almost constant.

In the previous work [6], it was predicted that the generation of the rebound
pressure higher than 200MPa, that is probably the effective pressure of inactivation
of marine bacteria, required the incident shock pressure of higher than 3MPa. From
above-mentioned, it has been come out that the relation between bubble size and
pressure profile of incident shock wave is also important. As a result of the analysis
using the pressure profile shown in Fig. 3, the optimum initial radius of bubbles that
can produce the highest rebound pressure is presumed to be about 12 μm. In other
words, the bubble of R0<12 μm already finishes converging before it is exposed
to the maximum pressure of shock wave, while the bubble of R0>12 μm cannot



Analytical Estimation of Microbubble Motion 913

(a) R0=5 μm

(b) R0=15 μm

(c) R0=25 μm

Fig. 4 Results of numerical analysis combined with the experimental pressure record shown
in Fig. 3

converge enough because the pressure behind the shock wave starts decreasing in
process of bubble shrinking. Therefore, the strong pressure generation by rebound
of bubbles relates closely with the initial bubble radius, values of the peak pressure
of the incident shock wave and its pressure gradient. For the application to practical
inactivation treatments of the marine bacteria, it is important to find the optimum
conditions of them and carry on the study with respect to the control of the bubble
sizes and the incident shock wave profiles.
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Fig. 5 Relation between generated peak pressure and initial bubble radius calculated using
pressure record of Fig.3.

5 Conclusions

The numerical analysis of the bubble motion equation combined with the experi-
mental shock pressure profiles estimated the behavior of a 5, 15, and 25 μm radius
bubble applied by the incident shock wave. The analytical results showed that the
pressure inside a microbubble at the first rebound could reach 200 MPa that will be
the inactivate pressure of the marine bacteria, and it has been found that the peak
pressure value relates closely with the initial bubble radius and the pressure profile
of the incident shock wave. In order to provide the optimum condition for good per-
formance of shock wave sterilization by collapsing bubbles, it will be necessary to
clarify the details of the dynamics of a microbubble interacted with shock pressures.
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Experimental Study on Inactivation of Marine
Bacteria Using Electrodischarge Shock Waves

Nobuhito Tsujii, Biyu Wan, Haruo Mimura, and Akihisa Abe

1 Introduction

The trans-boundary movement of the microorganism included in the ship ballast
water causes the destruction of an marine ecosystem globally. The restrictions con-
cerning the ballast water managements provided by International Maritime Orga-
nization (IMO) probably take effect for all new ships in the near future, so that
enterprises and research institutions in the world have developed many kinds of bal-
last water treatment systems to obtain the IMO approval. In most of all systems,
chemical treatment is used to kill marine bacteria such as cholera and colon bacil-
lus. For marine environment convention, safe and economic and eco-friendly ballast
water treatment systems are desired.

Concerning the ship ballast water problem, the authors have proposed a new treat-
ment method for marine bacteria using the impulsive pressure generated by collapse
of microbubbles. In the previous study, they investigated the characteristics of a ma-
rine microbe, Vibrio sp., to shock pressures by impact of a bullet accelerated with a
gas gun. As a result, it was found that the marine Vibrio sp. is inactivated by expos-
ing to shock pressures larger than 200 MPa [1]. However, it is difficult to apply this
impact method to a large amount of ship ballast water, so that the authors thought a
use of micro-scale shock waves generated by collapsing of microbubbles instead of
the above method. They confirmed that the interaction between microbubbles and
a shock wave produced by a micro explosive, 10 mg of AgN3, generates impulsive
pressures larger than 150 MPa [2, 3]. There have been a lot of works on sterilization
of direct use of underwater shock waves, such as by Teshima, et al. [5] or Loske, et
al. [6, 7].

In this study, shock sterilization of marine bacteria using electric discharge is
examined for development of ship ballast water treatment. In order to obtain high
excess pressure by the shock-focusing phenomenon, a two-dimensional ellipsoidal
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chamber was used. The optimum condition to get high-pressure was investigated by
the observation with a high-speed video camera and pressure measurements with
a fiber optic probe hydrophone. In addition, the sterilization effects for the marine
Vibrio sp. by flash with the electrical discharge were also evaluated.

2 Experiment

2.1 Experimental Setup

Fig. 1 shows the schematic diagram of the experimental setup. It consists of a dis-
charge chamber, a container, a high-voltage power supply (HPS18K-A, Tamaoki
Electronic Industry Ltd), two electrodes and a fiber optic probe hydrophone
(FOPH2000, RP acoustics). Shape of the discharge chamber is ellipse, and its di-
mensions were 100 mm in major axis by 60 mm in minor axis by 15 mm in depth,
and the distance between first and second focal points was 80 mm. Both the dis-
charge chamber and the lower container were made of acrylic material for the ob-
servation of shock wave propagation. The maximum output of this power supply is
20 kV. The electrodes are sharpened stainless wires and coated with nonconducting
material except their tip. The distance between the electrodes is 8 mm and they were
set up in perpendicular to the windows.

FOPH2000 is the optical pressure transducer and its sensitive part is fiber tip
of only 0.1 mm in diameter. It is possible to measure pressures in the flow field
with any electric current and magnetic noise with high spatial and temporal accu-
racy. To confirm the state of wave reflection on the reflector and converging wave,
shock wave propagation was observed by the shadowgraph method with a high-
speed video camera (FASTCAM SA5, Photron Co.). When cell experiments were
carried out, the cell suspension in the lower container was separated by a thin sili-
cone film to prevent inflow from the discharge chamber.

2.2 Cell Preparation

In order to investigate the sterilization effects of ultraviolet (UV) light included in
flash light generated by electric discharge and shock pressures, the cell experiment
was carried out. The solution of marine Vibrio sp. was used as an experimental
specimen. The marine Vibrio sp. generally exists in seawater and it belongs to the
same genetic group as cholera bacteria restricted severely by convention of ship
ballast water management provided by IMO. The marine Vibrio sp. was isolated
from seawater and cultivated. After the shock event, the solution was diluted several
times and cultivated for 24 hours, and then the number of colonies were counted for
estimation of active cell number.
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Fig. 1 Schematic diagram of experimental setup

Fig. 2 Experimental setup using cell suspension

2.3 Influence of UV Light on Cell Solution

To evaluate the inactivation effect of only microbubbles on the marine Vibrio sp., it
is necessary to know the influence of UV light and induced electrodischarge shock
waves. The experimental setup is shown in Fig. 2. The dimensions of the shock
generation chamber were 50 mm in major axis by 30 mm in minor axis by 10 mm in
depth, and the distance between first and second focal points was 40 mm. The upper
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container was filled with the cell suspension, while the lower discharge chamber
was filled with water. A silicone rubber film (about 0.5 mm in thickness) was set up
between the cell suspension container and the discharge chamber to prevent from
blending of upper and lower liquids. In addition, to get rid of the influence of the
water temperature rising caused by frequent electric discharge on the marine Vibrio
sp. the discharge chamber was put in an external water tank filled with water. In
the case of the experiment for the effect of flash light on the cells, 5 mm-width air
gap was laid on between the discharge chamber and the cell suspension container to
prevent shock waves from propagating into the cell solution.

In this experiment, electric discharge was carried out every four seconds, and cell
solutions were picked up at every hundred shots. The cell viability was estimated
by using the plate counting method [6]. Briefly, the cell suspension exposed to the
flashlight emitted from the electrodes was diluted serially, and then spread onto agar
plates. The plates were incubated at 37 degrees Celsius for 24 hours, and after that,
colonies on the plate were counted. The total number of colony forming cells in 1
ml of the cell suspension after the event were evaluated based on the dilution ratio
of the cell suspension and the number of colonies on the plate.

3 Results and Discussion

3.1 Generation and Focusing of Underwater Shock Wave

Figure 3 shows the sequential images of shock wave generation. In Fig. 3, the res-
olution is 128 × 104 pixels, the framing speed is 300 kfps, and the exposure time
is 370 ns. The discharge energy is explosively released with a strong flash and the
generation of a cylindrical shock wave around the electrode is observed in Fig. 3(b).
It seems that the shape of shock wave is formed as an ideal concentric circle. This
first shock wave propagates directly downward (indicated by a solid arrow), and
after that, shock waves reflected on the inner wall surface of the chamber form a
contour converging to the second focal point (indicated by a dashed arrow). The
first shock waves enter the lower container at about 54 μs and it can be observed
that the converging reflected shock waves are focused at the second focal point in
Fig. 3(f).

Figure 4 shows the pressure record measured at the second focal point. The ar-
rival times at the second focal point of the first shock wave front and the converged
one are estimated respectively 53 μs and 67 μs under the assumption that the prop-
agation velocity of the underwater shock wave is a constant value of 1,500 m/s. In
Fig. 4, peak pressure values are observed at 56 μs and 70 μs, so that those pressure
risings correspond with that of the first shock wave and the second converged one.
The peak pressure value of the first shock wave is about 2.7 MPa, while that of the
second converged shock wave is about 4.5 MPa, i.e., the focused pressure reaches
about 1.7 times of the first shock wave pressure. However, we think that it is pos-
sible to improve more the value of focusing pressure by adjustment of reflection
condition on the discharge chamber.
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Fig. 3 Sequential observation of generation and propagation process of underwater shock
wave in the discharge chamber

Fig. 4 Pressure fluctuation measured at the second focal point
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3.2 Inactivation Effects of UV Light and Shock Pressure on the
Marine Vibrio sp.

Table 1 shows the living number of the marine Vibrio sp. in two-hundred sequential
shots under the different two experimental conditions, one is exposure of only the
flash light by electric discharge and another is exposure of both flash light and shock
pressure. Those results were obtained from the colony counting method of samples
picked up at 0 (control), 100 and 200 shots. In the case of applying only flash light
of discharge to the cell solution, decreasing of the colony number of the cell indicate
only about 30% from 100 to 200 shots. On the other hand, in the case of applying
both flash light and shock pressures, decreasing of the colony number indicates 98%.
From above-mentioned, it is obvious that shock pressure contributes explicitly to
cell inactivation. The peak pressure value of shock wave generated in the present
experiment was relatively low, so that the inactivation effect would be better if we
can generate higher shock pressure.

Table 1 Living number of the marine Vibrio sp. (unit is cfu/ml)∗

Control 100 shots 200 shots

Only flash light O(106) 2.4×106 1.6×106

Flash light and shock pressures 1.8×106 5.8×105 1.0×104

∗ cfu, colony forming unit, is the number of colonies formed by cells.

4 Conclusions

In order to investigate the shock sterilization effect on the marine Vibrio sp., the ex-
perimental device that can produce periodically strong underwater shock waves has
been designed using a two-dimensional ellipsoidal chamber, and its performance
testing and the cell experiment were carried out. Underwater shock generation was
successful, however the peak pressure at the focal point was relatively low and room
for improvement remained. In the cell experiment using the marine Vibrio sp., the
sterilization effect of flash light emitted by electric discharge and shock pressures
have been examined. The number of cells decreased about 30% by only flash light
radiation. On the other hand, the application of flash light and shock pressures made
the viability number of the cells decrease about 98%. Those results showed that
shock pressure contributes obviously to cell inactivation. However, the present ster-
ilization effect was not enough to apply to ship ballast water treatment. We consider
improvement of generating higher pressure and introduce of microbubbles in order
to achieve larger sterilization effect.
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Numerical Simulation of a Shock-Accelerated
Multiphase Fluid Interface

Michael Anderson, Peter Vorobieff, Sanjay Kumar, Joseph Conroy, Ross White,
Charles Needham, and C. Randall Truman

1 Introduction

A Richtmyer-Meshkov Instability (RMI) [1, 2] is generated when an interface be-
tween two different fluids is impulsively accelerated. The instability develops due
to misalignment of the density and pressure interfaces. This misalignment results in
the deposition of vorticity, causing the formation of an instability that grows non-
linearly with time and eventually may transition to fully turbulent flow. It has been
recently shown that a similar class of instability can evolve in a multi-phase flow
[3], where the density gradient is caused by a second, non-fluid phase.

The experiments modeled here involve a shock wave impulsively accelerating
a column of gas at a density higher than ambient air. This column is referred to
as the initial conditions (IC). Experiments were performed using two different IC
types. The first was a column of sulfur hexafluoride, which has a density of ap-
proximately five times that of air. Sulfur hexafluoride has been used successfully
past RMI studies [4, 5] and thus employed in these experiments to establish a base-
line. The second type of initial conditions studied was a column of air seeded with
micron-sized dipropylene glycol droplets. These initial conditions are unique in that
there is no difference in the density of the fluid phases of the column or the sur-
rounding ambient atmosphere; however, due to the presence of the glycol droplets,
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the effective density of the initial conditions is higher than the surrounding air and
in turn generates an RMI-like instability when impulsively accelerated.

1.1 Test Setup

The experiments were conducted at the University of New Mexico (UNM) shock
tube originally built with DTRA funding in 2007-2009. The facility is used to study
planar and oblique shock wave interaction with gaseous density interfaces and mul-
tiphase flows. The shock tube with an optically transparent polycarbonate test sec-
tion is securely mounted to the wall of the facility to ensure that it does not move
during the experiment. The shock tube is mounted on an adjustable pivot, which
allows the shock tube to be placed at various angles with respect to the horizontal to
study oblique shock waves.

Before an experimental run, a plastic diaphragm is inserted between the flanges
of the driver and the driven section, which makes it possible to pressurize the driver
section with helium. The diaphragm is ruptured by an electrically driven four-blade
puncture device located inside of the driver section, releasing a planar shock wave
into the driven section. The driven section is instrumented with two Omega pres-
sure transducers to record the pressure traces. The pressure signal from the second
transducer is used to trigger the imaging system. This system consists of two Stan-
ford Research DG-535 digital delay generators, a DRS Imaging IMACON-200 high
framing rate intensified camera, and two New Wave Gemini double-pulsed Nd:YAG
lasers used to produce horizontal laser sheets illuminating the camera field of view.
The laser pulses are emitted at 532 nm, have a duration of about 5 ns, and an optical
energy about 0.2 J per pulse.

1.2 Modeling Setup

The Eulerian hydrocode SHAMRC (Second-order Hydrodynamic Automatic Mesh
Refinement Code) [7] was used to perform all of the numerical simulations.
SHAMRC is a government owned fluid dynamics code under high technology ex-
port control. ARA (Applied Research Associates, Inc.) maintains and upgrades the
code, monitors distribution, and is one of the major users of the code. It is used
to solve a variety of airblast related problems which include high explosive (HE)
detonations, nuclear explosive (NE) detonations, structure loading, thermal effects
on airblast, cloud rise, conventional munitions blast and fragmentation, shock tube
phenomenology, dust and debris dispersion and atmospheric shock propagation.
SHAMRC has been used in the past to successfully model RMI [6].

A 2D Cartesian mesh was used with dx and dy of roughly 0.005 cm. These dx
and dy were chosen so that there would be exactly 128 zones across the diameter
of the IC column which was set to the inner diameter of the injection tube, 0.635
cm. The validity of this choice was verified by examining images taken of the initial
conditions during experiments. The mesh extended to the shock tube wall in the y
direction, a distance of 7.62 cm. The x extent was set to 51 cm so that approximately
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2 ms of instability growth could be modeled before it is swept from the grid. Ad-
ditionally, a half plane of symmetry was used to reduce the total number of zones
required to approximately 9 million.

The experimental initial conditions consist of air seeded with glycol droplets. To
model the initial conditions in SHAMRC, the air-glycol mixture is approximated
by a perfect gas with the same average density as the air-glycol mixture. The per-
fect gas equations of state are defined as P = (γ − 1)ρI, T = (PM)/(Rρ).In these
equations, P is the pressure, ρ is the density, γ is the ratio of specific heats, I in the
specific internal energy, T is the temperature, WM is the molecular weight, and R
is the universal gas constant. To determine this density of the pseudo-glycol fluid,
a container with a known volume of the air-glycol mixture was weighed with a
high accuracy scale. The result is a difference between the densities of air and the
air-glycol mixture, found to be 0.06±0.01 kg/m3. The local elevation results in a re-
duction to 85% of the standard air density of 1.225 kg/m3, yielding an Atwood num-
ber A = (ρ2 −ρ1)/(ρ2 +ρ1) of approximately 0.03 for the initial conditions, where
subscripts 1 and 2 correspond to air and heavier gas respectively. To match actual
laboratory conditions, the simulations run at an ambient density of 1.051 kg/m3 and
the density of the pseudo-glycol fluid 1.116 kg/m3. The ambient energy and atomic
weight were chosen to maintain pressure and temperature equilibrium at ambient
conditions. Simulations were run at several A to examine the instability evolution as
a function of density.

To look at the effects of Mach number, experiments and numerical simulations
were performed at M ranging from 1.2 to 2. The normal shock relations were used
to determine the conditions fed into the mesh at the left boundary.

2 Results and Discussion

In the experiments at M=1.67, the column of glycol droplets and the surrounding
unseeded air is accelerated by a planar shock moving at an average velocity of 570
m/s. The shock passage accelerates the air behind it to a piston velocity of about
300 m/s. The glycol droplets, which have a much higher density than that of the
surrounding air, are accelerated by drag forces and lag behind the embedding air.
Fig. 1 shows side-by-side comparisons of images taken during several experiments
and images from a SHAMRC calculation run with A = 0.03 and M = 1.67. The
images from the calculation display the density of the pseudo-glycol fluid and have
all been scaled to the same size. The scaling factor was chosen so that the images
of the initial conditions are the same size for the test data and numerical results.
This scaling allows the direct comparison of the sizes of the instabilities observed
in experiments and those generated in the numerical simulation. The timings of the
exposures are displayed to the right of the corresponding images. The time t = 0
corresponds to the time at which the shock wave reaches the center of the initial
conditions. From this image, it is clear that the instability created in the numerical
calculation is a good approximation of what is observed in experiments. To quantify
these results, measurements were taken from each image to determine the width
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of the instability as a function of time. The width is defined as the extent of the
instability in the direction of the shock.

Fig. 1 Instability Evolution. Grayscale images - experiment (planar laser visualization), color
images - numerics. Scale above images indicates downstream distance in mm, labels below
– timings and Mach numbers of experimental images.

While the timings displayed in Fig. 1 are the same for both the numerical and
experimental data, the downstream positions are not. While the two data sets have
the same slope, denoting that they are moving at the same velocity, there is a small
offset between the experimental and numerical data, with the experiment lagging
behind the numerics, which can be explained by the delay in acceleration of the
particles.

The comparisons above demonstrate that SHAMRC can be used with the cur-
rent assumptions to model the first order effects of the glycol-air initial conditions
and the resulting instabilities that are formed. SHAMRC was used to perform a
small Atwood number variation study by changing the density of the pseudo-glycol
fluid. Experimentally, this is equivalent to changing the mass of droplets present in
the initial conditions. This would be done by either changing the density (type) of
the embedded droplets or changing the seeding density of the particles. Fig. 2, left
shows selected images from these calculations at different times. It is clear that by
increasing the Atwood number of the initial conditions, the growth rate of the in-
stability has been increased. Fig. 3, left shows a compilation of measured instability
widths in the streamwise direction.
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Fig. 2 Instability size comparison for multiple Atwood numbers at M = 1.67 (left) and for
multiple Mach numbers at A = 0.03 (right).

For RMI, it has been reported that the instability amplitude growth curves pro-
duced from the same initial conditions at different Mach numbers can be collapsed
by plotting them in appropriate dimensionless coordinates [8, 9]. The dimension-
less temporal coordinate τ = 2kAΔV (t − t0) relates to time after shock acceleration.
Here k is the wave number associated with the primary perturbation wavelength of
the initial conditions (in this case, the wavelength would be the seeded column di-
ameter), V is the difference in the pre-shock and post-shock average velocity of the
medium, and t0 is the time at which the shock wave arrives at the initial conditions.
In addition, the instability width can be non-dimensionalized by dividing by the
minimum instability width, which occurs during the compression of the initial con-
ditions during shock acceleration. This scaling causes the growth curves to collapse
for different Mach numbers at the same initial conditions and Atwood numbers.
Fig. 3, right shows how the SHAMRC results collapse to a single curve.

Fig. 3 Growth Rate for Various Atwood Numbers - unscaled (left) and scaled (right)

In addition to the Atwood number variation, an experimental study was done
on variation of the shock wave Mach number. These results were reproduced in
SHAMRC. Fig. 2, right shows the instabilities at three different times for three dif-
ferent Mach numbers. All images are plotted on the same density scale. Note the
increased compression with increasing Mach number in the initial conditions de-
noted by the successively darker densities for higher Mach numbers. Fig. 4, left
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shows all the test data collected along with the SHAMRC data for Mach numbers of
1.22 (squares), 1.67 (diamonds), and 2.02 (triangles) for an initial condition Atwood
number of 0.03. The test data are shown as open symbols, while the SHAMRC data
points are closed. The instability size increases with M in a non-linear fashion. For
each Mach number, the spread in the test data is primarily due to differences in
the shape of the initial conditions resulting in non-uniform vortex formation. The
SHAMRC data was generated in calculation with a perfectly formed initial condi-
tion and as such does not display this spread. The numerical results form a lower
bound for the experimental data with a slope that matches the experimental data, in-
dicating a similar growth rate. The main difference between the two data sets is the
larger size of the measured experimental instability sizes, which is nearly constant
over time. This is due to the assumption made to model the initial conditions as a
continuous fluid instead of discrete particles. In the experiments, the larger particles
get accelerated to the piston velocity more slowly than their smaller counterparts.
This lag causes a spread in the initial conditions which can be seen clearly in the
early images of Fig. 1.

Varying M results in a different amount of compression of the initial conditions,
however, this value does not appear to be sufficient to collapse these results to a sin-
gle curve. A similar result was already observed [9], where the difference between
the instability widths was shown to be constant for two differing Mach numbers.
This difference could not be reconciled by dividing the instability widths by the
compression factor w0. As the instability size also appears to be a function of Mach
number, a scaling factor w∗is proposed: w∗ = Maw/w0, where a is a constant to be
determined. Fig. 4, right shows this scaling function if a is set to -0.5. This method
appears to be reasonable, although the physics behind the scaling are not understood
at this time. More experimental and numerical work will be required to prove that
this is an accurate scaling method and to fully understand the physics behind this
relationship.

Fig. 4 Left – instability size comparison for different Mach numbers (experiment and nu-
merics), right – collapse of numerical growth curves with new proposed scaling method.
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3 Summary

A multiphase analogue to RMI has been shown to exist in laboratory testing. This
instability is unique in that it is generated not by the deposition of vorticity due to
a misalignment of the density and pressure gradients, as is the case with traditional
RMI, but instead by a transfer of momentum between a continuous fluid phase and
a discrete particle phase. This generalized RMI has been show to exhibit the same
non-linear growth parameters as traditional RMI in both experiments and numerical
simulation. SHAMRC has been used to successfully recreate the first order phe-
nomena of the generalized RMI by approximating the discrete phase as a fluid with
an average density. Favorable comparison between the test and SHARMC data al-
lows for a more detailed analysis of the instabilities growth rate dependence on the
Atwood number and Mach number of the flow. These calculations also provide a
means to validate scaling methods used to collapse growth rate data for different
Atwood and Mach numbers into a single expression. SHAMRC results were suc-
cessfully scaled using current scaling laws for Atwood number and a new scaling
method for instability size based on Mach number was proposed.

Acknowledgments. We thank Professor S. ”Bala” Balachandar (U. of Florida) for providing
the suggestions that led to the experiments described here. This research is funded by the
US National Nuclear Security Agency (NNSA) under the Stewardship Science Academic
Alliances program through DOE Grant DE-PS52-08NA28920 and by the US Defense Threat
Reduction Agency (DTRA) under awards HDTRA1-07-1-0036 and HDTRA1-08-1-0053.

References

1. Richtmyer, R.D.: Taylor instability in shock acceleration of compressible fluids. Comm.
Pure App. Math. 13, 297–319 (1960)

2. Meshkov, E.E.: Instability of the interface of two gases accelerated by a shockwave. Izv.
AN SSSR, Mekh. Zhidk. Gaza 4, 151–157 (1969)

3. Vorobieff, P., et al.: Shock-driven hydrodynamic instability induced by particle seeding.
Procedings of the National Academy of Sciences (under consideration)(2010)

4. Jacobs, J.W.: The dynamics of shock accelerated light and heavy gas cylinders. Phys.
Fluids A 5, 2239 (1993), doi:10.1063/1.858562

5. Tomkins, C., et al.: Flow morphologies of two shock-accelerated unstable gas cylinders.
Journal of Visualization 5(3), 273–283 (2002), doi:10.1007/BF03182335

6. Carney, T., Needham, C.E.: Instabilities and Turblence in Intermediate Altitude Fireballs,
September 3 (1991) (UNCLASSIFIED)

7. Crepeau, J., Hikida, S., Needham, C.E.: Second Order Hydrodynamic Automatic Mesh
Refinement Code (SHAMRC): Methodology, vol.1, May 16 (2001) (UNCLASSIFIED)

8. Rightley, P.M., Vorobieff, P., Benjamin, R.F.: Evolution of a shock-accelerated thin fluid
layer. Phys. Fluids 9, 1770–1782 (1997)

9. Orlicz, G.C., et al.: A Mach number study of the Richtmyer-Meshkov instability in a
varicose, heavy-gas curtain. Phys. Fluids 21, 064102



Numerical Simulation of Shock Wave Entry
and Propagation in a Microchannel

G.V. Shoev, Ye.A. Bondar, D.V. Khotyanovsky, A.N. Kudryavtsev, G. Mirshekari,
M. Brouillette, and M.S. Ivanov

1 Introduction

The effects of viscosity and heat conduction, heat losses due to the wall heat trans-
fer, as well as nonequilibrium phenomena can play an important role in microflows.
Recent numerical investigations [1] of shock wave propagation in a microchannel
with allowance for viscosity and rarefaction effects revealed significant differences
from the inviscid theory, which ensures a correct description of the majority of spe-
cific features of macroflows. In that work, the shock wave was generated by break-
down of a diaphragm separating high-pressure and low-pressure domains. At the
moment, however, such an experiment is not feasible inside a microchannel, as was
noted in [2]. Nevertheless, an alternative variant of shock wave generation in a mi-
crochannel was proposed in [3]. The idea was to generate the shock wave in a con-
ventional shock tube and then make it move from the low-pressure chamber to the
microchannel. The numerical studies [3] based on Navier-Stokes (NS) computations
demonstrated the attenuation of the shock wave in the microchannel. The necessity
of further research with allowance for rarefaction effects was noted in that paper. A
recent experimental study of the shock wave entry and propagation in a contracting
channel [4] showed attenuation of the shock inside the microchannel. Nevertheless,
full understanding of this process is still unavailable.

The basic goal of our research is numerical simulations of the shock wave entry
and propagation in a microchannel with allowance for viscosity and rarefaction ef-
fects. In this paper, we use two different simulation approaches: the kinetic approach
(DSMC method) and the continuum approach (Euler and NS equations). Euler com-
putations are necessary for comparisons with viscous simulations to reveal effects
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of viscosity. In NS computations, the rarefaction effects are taken into account by
imposing the velocity slip and temperature jump boundary conditions on walls. As
the Knudsen number in this research is approximately Kn ∼ 8 ·10−3, the applicabil-
ity of NS equations cannot be taken for granted. The DSMC [5] computations are
additionally performed for verification of numerical results.

2 Numerical Techniques and Boundary Conditions

The Euler/NS code is a time-explicit shock-capturing code based on 5th order
WENO reconstruction [6] of convective fluxes. Central 4th order approximation
of dissipation terms was used in NS computations. The numerical solution is
advanced in time with the third-order Runge-Kutta scheme until the transmitted
shock (hereinafter, the transmitted shock wave is understood as the shock passed
in the microchannel) reaches the right wall. As the main task of the present work
was modeling the shock wave entry and propagation in a microchannel, the invis-
cid wall conditions (denoted by E in Fig. 1) are imposed on the upper boundary of
the conventional shock tube and on the right boundary of the microchannel. The
right boundary of the conventional shock tube is subjected to the isothermal no-slip
boundary condition (denoted by W in Fig. 1). The present study includes two se-
ries of computations with different boundary conditions on the upper wall of the
microchannel: isothermal no-slip and isothermal slip boundary conditions (denoted
by W/S in Fig. 1). In Euler computations inviscid walls are used for all bound-
aries of channels. To model shock wave propagation, conditions corresponding to
the Rankine-Hugoniot conditions behind the normal shock wave with the corre-
sponding shock wave Mach number Mis are imposed on the left boundary of the
computational domain.

E

E

W/S / E

Symmetry plane

Air at P=1 atm

0.771 mm

0.
23

8 
m

m Microchannel
W/E

0.0085 mm 2 mm

Mis=2.03
incident shock

Conventional shock tube

Fig. 1 Computational domain and boundary conditions.

The DSMC computations are performed by the SMILE software system [7]. The
computational domain is similar to the domain used in the NS computations (see
Fig. 1). The walls with specular reflection conditions are denoted by E in Fig. 1.
The walls with diffuse reflection model with complete energy accommodation are
denoted by W in Fig. 1.

A diatomic gas (N2) with the ratio of specific heats γ = 1.4 and a power-law
dependence of the dynamic viscosity coefficient μ on the temperature T with the
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exponent ω = 0.74 is used in the computations. The variable hard sphere (VHS)
model [5] was used in the DSMC computations with the VHS-parameter chosen
to provide the same viscosity-temperature dependence as in the NS computations.
The initial data were chosen to be the same as in [4]: P0 = 1 atm, T0 = 293o K,
Mis = 2.03, L = 8.5 μm and wc = 2 mm where P0, T0 are the pressure and tempera-
ture of the quiescent gas, Mis is the incident shock wave Mach number (hereinafter,
the incident shock wave is understood as the shock wave propagating in the con-
ventional shock tube), L is microchannel half-height, wc is microchannel length.
An experiment [4] provided pressure histories from transducers mounted on the
microchannel wall. In this study the results of Euler and NS computations are com-
pared with the measurements: the pressure values on the wall at points correspond-
ing to each transducer location were calculated at various time moments.

3 Results and Discussion

Figure 2 shows the Mach number fields at various time moments where t = 0 cor-
responds to the instant when the incident shock wave enters the microchannel. The
incident shock wave is shown in Fig. 2a. After the incident wave enters the mi-
crochannel, an expansion fan is formed on the microchannel corner (see Fig. 2b), in
which the gas velocity increases and the flow becomes supersonic. After that (see
Fig 2c-f), the boundary layer is formed on the upper wall of the microchannel and
Mach reflection of shock waves is formed on the symmetry plane in the conven-
tional shock tube. Shock reflections also appear inside the microchannel. Thus, the
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Fig. 2 Mach number at different time instants. DSMC computations.



934 G.V. Shoev et al.

flow behind the shock wave that entered the microchannel is far from being uniform,
which may lead to shock wave amplification.

The NS computation with the slip condition and the DSMC computation are
compared in Fig. 3. Figure 3 shows the density fields (normalized to the quiescent
gas density), which are in good agreement. Some difference is observed for the
thickness of the transmitted shock, but the thicknesses of the other shock waves
are commensurable. Figure 3b shows the density profiles at Y=L where L is the
microchannel half-height and Y=0 corresponds to the symmetry plane. The value
corresponding to the density behind the incident shock wave is shown by the dashed
curve. The segment AB in Fig. 3b corresponds to the transmitted shock; the segment
CD is the expansion fan formed on the corner. The segment FE refers to the shock
wave reflected from the right wall of the conventional shock tube. It is seen that the
density in the microchannel differs substantially from the values corresponding to
the Rankine-Hugoniot conditions.

Results (see Fig. 4) of numerical simulations of shock wave propagation in
the microchannel are presented in the form (Ms, t) and (xs, t), where Ms and xs

are the Mach number and the coordinate of the shock wave propagating in the
microchannel, and t is the time. The coordinate system is chosen so that the point
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(0,0) in the plane (xs, t) corresponds to the time instant when the incident shock
wave reaches the microchannel. It is seen from Fig. 4a that the shock wave Mach
number increases after the wave enters the microchannel and reaches a maximum
value at the point t∼0.2μs. After that, the shock wave starts to attenuate in the
viscous computation owing to its interaction with the wall of the microchannel,
whereas the shock wave in the inviscid case propagates with a constant velocity. As
it is seen from the figures (Fig. 4a and Fig. 4b), the numerical solutions of the NS
equations with different boundary conditions (isothermal no-slip and isothermal slip
boundary condition) on the upper wall of the microchannel are indistinguishable.
The numerical results of the viscous computation on the (xs, t) diagram practically
do not differ from a line (see Fig. 4b) corresponding to shock wave propagation with
a constant velocity equal to the incident wave velocity. It is worth noting that in the
viscous case it looks like effects of viscosity, heat conduction compensate for shock
wave amplification after entry inside the microchannel, and the average shock ve-
locity is close to the incident shock velocity. Figure 4 also shows the experimental
data [4].
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These results allow us to conclude that numerical simulations with allowance for
viscosity effects qualitatively agree with the experimental data: the shock wave is
amplified immediately behind the microchannel entrance and then attenuates.

The pressure histories obtained in numerical simulations and experiments [4] are
compared in Fig. 5. The coordinate system is chosen the same as in experiment
[4]. Figures 5b-d show the pressure histories obtained by the numerical solution
of Euler and NS equations. The difference (∼60 kPa) between the experimental
and numerical data in those areas where the shock wave has already passed over
the pressure transducers is clearly visible. A possible reason for this difference is
three-dimensional effects, which were ignored in numerical simulations. It is also
clearly seen that inviscid numerical simulation differs substantially from the viscous
simulations and experiment - pressure on each transducer is constant and greater
than in NS computations and experiment. As a whole, we can state that reasonable
agreement for a first simulation was obtained.

4 Conclusion

The shock wave entry into a microchannel and its propagation in the microchannel
at Mis = 2.03 is studied numerically with the use of the continuum and kinetic ap-
proaches. A significant difference between the inviscid and viscous numerical com-
putations is demonstrated. The numerical data obtained show that the shock wave is
amplified after it enters the microchannel. After that, the inviscid computation pre-
dicts shock wave propagation with a constant velocity, whereas the shock wave in
the viscous case starts to attenuate. The results of viscous computations are in qual-
itative agreement with the experimental data [4], which show shock amplification
after it enters the microchannel and its further attenuation.
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Characteristics of Shock Wave Propagating
over Particulate Foam

M. Liverts, A. Britan, and G. Ben-Dor

1 Introduction

For many applications where solid and heavy protections against blast are inoper-
ative, the mitigation of the blast wave loading in a cost-effective manner could be
achieved using aqueous foam. The protective behavior of aqueous foam is mainly
ascribed to high compressibility of the gas bubbles, which is generally accomplished
with energy losses due to side wall friction, viscous losses, evaporation, foam shat-
tering and acceleration of the resulted droplets [1, 2, 3]. As transient processes, these
factors introduce uncertainty into the predicted behavior of the foam based protec-
tion [4]. Recently it has been established that solid additives slow down the foam
decay due to the increase in the liquid viscosity [5, 6] as well as enhance the mit-
igation performance of the foam barriers [7]. A diversity of physical mechanisms
responsible for the final effect complicates the issue, and to obtain reliable data,
one has to use specially designed tests. Since the main purpose of this study was
the particle related effect on the characteristics of the transmitted shock wave, we
concerned only with:

• Step-wise shock waves of constant duration (about 5ms). This excludes the ”ben-
eficial” mitigation specific to the pressure pulses of short duration [7];

• Homogeneous, freshly prepared samples of wet foam of constant initial liquid
fraction, ε0 = 0.2. This excludes the role of liquid gradient caused by the foam
decay [8].

The observed phenomena of the shock wave propagation over the conventional (no
particles) wet foam were systematically compared with those registered inside the
particulate foam sample. As the main parameter controlling the problem, the shock
wave Mach number, MS was used as the variable.

M. Liverts · A. Britan · G. Ben-Dor
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2 Experimental Setup

The construction and instrumentation of a vertically positioned shock tube, and the
foam preparation, were described in detail by [4]. The samples of particulate foam
were prepared by whipping the foaming liquid with added powder of coal fly ash.
Weighted fraction of additives was n = 0.20±0.01, here n = mp/(ml +mp), where
mp is the mass of the powder and ml is the mass of the foaming liquid, and a liquid
fraction of the foam sample was ε0 = 0.20± 0.02. The repeatability of the impact
conditions in our tests ensured a thin diaphragm of mylar, separating the driver and
the channel, which was force ruptured by a home-made cross-knife. Using the vari-
able driver pressure 0.5 < P4 < 11 bars, the incident shock wave Mach number was
in the range 1.02 < MS < 1.5. The freshly prepared foam sample was poured into
the test section of the shock tube, which was already set for a new run. As a result
the time elapsed between the foam preparation and the diaphragm rupture usually
did not exceed 2min. To control over the possible changes in the foam structure
that could appear during this time duration, optical observation and conductivity
measurements were used (for details see [4]).

3 Results and Conclusions

3.1 Foam Homogeneity and Repeatability of the Results

The flow velocity in each cross section of the sample during the foam decay re-
flects the balance between the input and the output flows of the foaming liquid [9].
Fig. 1a demonstrates that while the wet foam generally starts to drain once pre-
pared, the local liquid fraction initially remains constant. This shows that the liquid
flux through the cross-section here is not changed yet. Thereafter, once the foaming
liquid supply from the upper layers is terminated, the local liquid fraction reduces,
while the front of the decaying foam moves downstream. Once reaching the lower
cross-sections, the resulted gradient of the liquid fraction appears. It increases in
time and finally occupies the whole sample. The propagating trajectory of the liquid

Fig. 1 (a) Liquid fraction dynamics along the foam’s column, (b) trajectory of liquid front in
conventional (n = 0) and particulate (n = 0.2) foams.
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front along the foam column which is based on the conductivity measurements, is
shown in Fig. 1b. The points in this figure were deduced assuming that the gradual
decrease in liquid fraction starts upon the arrival of the liquid front at the measur-
ing point. These time instants are shown by arrows in each curve ε(t,z) of Fig. 1a.
The resulted trajectories of the liquid front, shown in Fig. 1b, fit well the parabolic
law that ensures that the initial velocity, ulf, and further acceleration of the liquid
front are both slower inside the particulate foam. There are at least three mecha-
nisms which can explain this effect. The particles enter the Plateau channels and
the resulted blockage increases their resistance to the liquid flow; the particles at-
tached to the bubble surface prevent the foam coarsening; and finally, the particles
presence increases viscosity of the slurry [5, 6]. Using the results of Fig. 1b, e.g.
the peak value of the registered velocity, ulf = 3.3mm/min, it could be easily seen,
that during the first 5min the volume occupied by the variable liquid fraction is
about 16.5mm-high, which for the 220mm foam sample (foam height used in shock
tube tests) is still small to be important. Comparing the data shown in Fig. 2a and
Fig. 2b one can observe how the added particles modify the bubble growth during
the same time period, Δ t = 5min, at the cross sections positioned 8cm, 20cm and
32cm from the top of the foam sample. Notice that all points for both, conventional
(a) and particulate (b) foams, as seen to correlate well with each other and any sen-
sitivity is observed to the measurement position. However, the added particles make
the distribution function narrower and shift the peak diameter closer to the limit-
ing value, about D ≈ 100μm. Accounting for the possible scattering in the initial
foam structure, the data in Figs. 1 and 2 enable the conclusion that during the shock
wave loading the foam samples remain homogeneous over the full height. To assure
that further results of the shock tube tests with this foam are duplicated, we com-
pared the pressures traces registered in a course of three subsequent tests. Beside
the small, about 6-8% fluctuation of the signals, which are a direct response to the
random variations of the foam structure, the reproducibility of the results was high
enough.

Fig. 2 Bubble size distribution along the column of (a) conventional (n = 0) and (b) particu-
late (n = 0.2) foam, Δ t = 5min.
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3.2 Shock Wave Refraction

Assuming that foam is homogeneous and neglecting any internal dissipation, the
system of hydrodynamic conservation equations has a well-known analytical, quasi-
steady solution [10]. The shock wave transmitted inside the foam, Tr, specifies the
Mach number MTr =VTr/c1f, where VTr is the transmitted shock wave velocity. The
sound velocity in foam c1f; the pressure behind the transmitted shock wave front,
P2f; and the velocity of the foam face, u2f are:

c1f =

√
Γ P1f
ρ1fεa

, P2f = P1f
2Γ M2

Tr− (Γ − 1)
Γ + 1

, u2f =
2VTr

Γ + 1

(
1− 1

M2
Tr

)
(1)

where Γ is the ratio of the specific heats of the foam, ρ1f and P1f are the density and
pressure of the undisturbed foam, εa is the air (compressible phase) void fraction.
Correspondingly, for the local parameters behind the incident shock wave within the
air domain 2:

P2 = P1
2γM2

S − (γ − 1)
γ + 1

, u2 =
2VS

γ + 1

(
1− 1

M2
S

)
(2)

where MS =VS/c1, is the incident shock wave Mach number, VS is the shock veloc-
ity, c1 is the sound velocity in undisturbed air, γ is the air specific heats ratio. Since
the Mach number of the reflected shock wave, Rf, is MRf =VRf/c2, the pressure and
the gas velocity within domain 5 are:

P5 = P2
2γM2

Rf− (γ − 1)
γ + 1

, u5 = u2 − 2VRf

γ + 1

(
1− 1

M2
Rf

)
(3)

For a fixed value of the Mach number, MS, the gas flow parameters ρ2, P2, c2 and
u2 are known in advance while the matching conditions across the foam face: u2f =
u5 and P2f = P5 give the lacking values of VTr and VRf. Notice that this approach
neglects the cellular structure of the foam, internal dissipation, surface tension and
inter-phase heat transfer. As a result, the predicted flow pattern resulted by shock
wave/foam interaction has to depend only on the acoustic impedance mismatch at
the foam face, χ = (ρc)1f/(ρc)2 where ρ is the material density. It also suggests
that:

• The transient effects on both sides of the air/foam boundary, FF, are small or
quickly subside;

• The foam obeys the equation of state of a perfect pseudo-gas used for this mod-
eling.

In Fig. 3 we compare the predicted and the recorded values of the transmitted shock
wave velocity and pressure versus the impedance ratio, χ . Notice that under the
tested conditions the added particles do not affect the specific heats ratio, Γ , which
for both conventional and particulate foams was calculated to be [10]:
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Fig. 3 Experimental and calculated values of dimensionless velocity (a) and pressure (b) in
the foam, as functions of acoustic impedance mismatch, χ .

Γ = 1+
ρaεaR

∑i ρiεiCi
= 1.0003 (4)

where R is the specific gas (air) constant, ε is the void fraction, ρ is the density,
C is the heat capacity and the indexes i = a, l, p stand for air, liquid and particles,
respectively. However, the density of the particulate foam increases to about ρpf =
228kg/m3 (in the conventional foam it is ρcf = 183kg/m3). Notice that the acoustic
impedance ratio, χ , increases as the incident shock wave intensity reduces and/or as
the foam becomes wetter. Note that the acoustic impedance ratio, χ , increases as the
incident shock wave intensity reduces and/or as the foam becomes wetter. However,
in both cases the transmitted shock wave velocity and the pressure enhancement
in the foam reduce. Interestingly, the simulated curves in these graphs agree with
the measured data and resolve well the gap between the points obtained for the
regular and the particulate foams. Beside the shock wave velocity, VTr and the peak
pressure, P2f the last while not least important characteristic, which could not be
described by the simple models in their present form, is the rise time of the pressure
pulse, trise. In this study it was agreed that it is a time required for the side wall
pressure traces, shown in Fig. 4a, to change from their initial, zero value seen before
the shock wave arrival, to a peak, quasi-steady amplitude in the post shock wave

Fig. 4 (a) Typical examples of the pressure traces and (b) registered values of the rise-time
in conventional (n = 0) and particulate (n = 0.2) foams.
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flow. However, even for the ideal step-wise pressure pulse generated in air, at least
three main factors affect the accuracy of such measurements: The first is the high
frequency response of the amplifier and the acquisition system. In our case, the role
of this factor is negligible since it is well above 100kHz; The second is the sensor
diameter, d, which is about 0.5cm; The third is the shock wave velocity, VTr, whose
contribution to the registered value, trise, was accounted using scaling of the data in
Fig. 4b with the ”pass” time, tpass = d/VTr. Of particular note is that trise/tpass > 1
tends to increase solely due to the increasing Mach number, MS. Since all points
for both, conventional (n = 0) and particulate (n = 0.2) foams scale well and do
not show any dependence on the measurement cross section, this ensures that the
intensity of the impact is a single parameter responsible for this behavior. Note that
the inflection point between the two linear approximations in Fig. 4b responds to the
Mach number MS ≈ 1.25. This is rather close to critical impact conditions, which
may cause foam shattering [1]. A better insight into the observed finding can give
an optical control of the post shock wave conditions. These experiments as well as
a new series of more comprehensive numerical simulations are now underway.
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Triple–Shock–Wave Configurations:
Comparison of Different Thermodynamic
Models for Diatomic Gases

P.S. Mostovykh and V.N. Uskov

1 Introduction

Triple–shock–wave configurations (TC) were experimentally reported by E. Mach
in 1878 [1]. The first detailed experimental and theoretical investigation of the TC
was fulfilled by J. von Neumann in 1943 [2]. In the theoretical description of the
TC in the von Neumann article [2] (known as the three–shock theory) gas was sup-
posed thermally and calorically perfect. The three–shock theory is based on the
Euler equations in the integral form, and expresses all non–dimensional TC param-
eters through the two basic ones: the initial flow Mach number M and either the
incident shock intensity J1 or its inclination angle σe1 [3]. In [4] the problem of a
moving shock wave reflection from a plane wedge with a TC formation in real gases
(nitrogen, air and oxygen) was considered.

In this paper gas is supposed thermally perfect, but calorically imperfect, i.e. the
dependence of its specific heats on the gas temperature is taken into account. Steady
flows are considered. The aim of the present paper is to estimate the influence of
this factor on the gas flows parameters behind the reflected and the bow shocks at
different initial flow Mach number and the incident shock wave inclination angle
values. The TC calculation was fulfilled using the caloric equations of gas state cor-
responding to oxygen O2, nitrogen N2, carbon monoxide CO, hydrogen H2, fluorine
F2 and chlorine Cl2.

The gas behind a shock wave of high intensity is in a nonequilibrium state, i.e.
the average energies per different molecular degrees of freedom (translational, ro-
tational, vibrational) are different. The relaxation with respect to nonequilibriums
takes place in some layer behind the shock, so the equilibrium thermodynamics rela-
tions between the gas pressure, density, temperature and enthalpy are valid only be-
hind this layer. In this paper the relaxation layer thickness is neglected with respect
to the flow characteristic lengths scale, what means that the equilibrium thermody-
namic relations are used for the flows behind all three shocks. Chemical reactions
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in the gas, including dissociation, are supposed frozen. The mathematical model of
the TC based on these assumptions has the form of the algebraic, not the differential
relations.

2 The Mathematical Model

The scheme of the TC is presented on Fig. 1: 1 is the incident, 2 is the reflected
and 3 is the bow shock, τ is the slipline. Shock waves are described by the dynamic
compatibility conditions (DCC) on them, which follow from the integral forms of
the conservation of mass, momentum and energy and the entropy growth for non-
viscous nonheatconductive gas. The DCC on the shocks and the formulae for the
flows deflection angles βi on them are given in Table 1. The gas parameters (pres-
sure p, density ρ , temperature T , velocity magnitude V ) without index and with
indices 1, 2, 3 refer to the initial flow, the flows behind the incident, the reflected
and the bow shocks, respectively. The angles βi, as well as the shock inclination an-
gles σi and the tangential to the shocks velocity components vi have the indices of
the corresponding shocks. The normal to the shocks velocity components ui j have
the indices shown on Fig. 1. The DCC on the slipline (dividing the flows with in-
dices 2 and 3) are confined to the equality of the gas static pressures and collinearity
of the velocity vectors of the gas flows on the sides of the slipline:

p2 = p3, β1 +ψ2β2 = ψ3β3.

Fig. 1 The scheme of TC.
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Table 1 The DCC on the shock waves

the incident shock the reflected shock the bow shock

ρu = ρ1u11 ρ1u12 = ρ2u2 ρu0 = ρ3u3

p+ρu2 = p1 +ρ1u2
11 p1 +ρ1u2

12 = p2 +ρ2u2
2 p+ρu2

0 = p3 +ρ3u2
3

h(T )+
u2

2
= h(T1)+

u2
11
2

h(T1)+
u2

12
2

= h(T2)+
u2

2
2

h(T )+
u2

0
2

= h(T3)+
u2

3
2

s(T,ρ)≤ s(T1,ρ1) s(T1,ρ1)≤ s(T2,ρ2) s(T,ρ)≤ s(T3,ρ3)

β1 = arctan

(
(u−u11)v1

v2
1 +uu11

)
β2 = arctan

(
(u12 −u2)v2

v2
2 +u12u2

)
β3 = arctan

(
(u0 −u3)v3

v2
3 +u0u3

)

Here ψi are the flow deflection indices, ψi =±1. For example, on the scheme, shown
on Fig. 1, ψ2 =−1, ψ3 =+1.

The Clapeyron equation pi = ρiRTi was used as a thermal equation of gas state
and the polynomial interpolation of the specific heat at constant pressure as a func-
tion of temperature cp = cp(T ) for different temperature T intervals was used as a
calorical equation of state [5, 6]:

cp(T ) = R

(
A1

T 2 +
A2

T
+A3 +A4T +A5T 2 +A6T 3 +A7T 4 +A8T 5

)
.

Here R is the gas constant, measured in J/(kg ·K). The coefficients R,A1, . . . ,A8

for different gases and their mixtures are cited in the tables [6, 7]. For a thermally
perfect gas the specific heat at constant volume is given by the Robert Mayer for-
mula cυ(T ) = cp(T )−R. The gas enthalpy h(T ) and the gas entropy s(T,ρ) are
cited in [6]:

h(T )=R

(
−A1

T
+A2 lnT +A3T +

A4

2
T 2 +

A5

3
T 3 +

A6

4
T 4 +

A7

5
T 5 +

A8

6
T 6 +B1

)
;

s(T,ρ) = R

(
− A1

2T 2 − A2

T
+(A3 − 1) lnT +A4T+

+
A5

2
T 2 +

A6

3
T 3 +

A7

4
T 4 +

A8

5
T 5 +B2 − lnρ

)
.

The coefficients B1,B2 for different gases are also cited in the tables [6, 7]. The
constant B1 is determined from the condition h(298.15 K) = 0. The problem of
the flow parameters behind the incident shock determination leads to solving the
equation
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h(T )+
u2

2

(
1− ρ2

ρ2
1

)
− h

(
p+ρu2−ρ2u2/ρ1

ρ1R

)
= 0.

The density and the temperature behind the reflected shock meet the relation

RT2ρ2
2 +(2ρ1(h(T1)− h(T2))+RT2ρ1 − p1)ρ2 − p1ρ1 = 0.

After solving it with respect to density, other parameters behind the reflected shock
can also be found as a function of temperature T2. The pressure behind the bow
shock and the flow deflection angle on it are expressed through parameters behind
the reflected shock using the DCC on the slipline. Its inclination angle is given by
the formula:

tanσe3 =
p2 − p

(p+ρV2 − p2) tan |β1 +ψ2β2| .

The parameters u0, v3, u3, ρ3, T3 are expressed through the mentioned named above.
As a result, all components in the energy equation for the bow shock are expressed
through T2, and it can be solved with respect to this unknown.

3 The Results Analysis

The TC calculation problem can have several solutions. The solution with the max-
imal pressure behind the reflected shock p2 value is called the main one; other so-
lutions are called the alternative ones and are numbered in the value p2 descending
order [3, 8, 9].

In this work the following TC parameters were found: the flows deflection angles
βi on the three shocks, the shock inclination angles σi, as well as the gas pressures
pi, temperatures Ti, enthalpies h(Ti), Mach numbers Mi behind the three shocks.
The calculation was fulfilled at the following input quantities values: the thermody-
namical parameters of the initial flow are normal room conditions: p = 105 Pa and
T = 300K; the initial flow Mach number M = 5 and the incident shock inclina-
tion angle σe1 = 0.9344. This σe1 value leads to the reflected discontinuity in the
alternative solution being weak (with the intensity equal to unity) for the perfect
gas. At these M and σe1 values the main solution with ψ2 = −1, ψ3 = +1 and one
alternative solution with ψ2 = ψ3 =+1 exist.

The tables 2 and 3 give the obtained temperature values behind all three shocks
for the considered gases, as well as the flow parameters (pressure, Mach number,
specific heat at constant pressure divided by the gas constant and enthalpy divided
by the gas constant) behind the bow shock and the flow deflection angle on it. The
table 2 data refers to the main solution, the table 3 data refers to the alternative
solution, respectively.

The results from tables 2 and 3 show that the influence of the gas imperfection on
the TC parameters is significant. For both solutions the flow behind the bow shock
Mach number decreases and the flow deflection angle on the shock increases. The
thermodynamic parameters for the two solutions change differently. In case of the
main solution the incident and the reflected shocks turn the flow into the opposite
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Table 2 The TC parameters. The main solution (ψ2 =−1; ψ3 =+1). p= 105 Pa; T = 300K;
M = 5; σe1 = 0.9344.

T1, K T2, K T3, K p3, MPa M3 Cp3/R h3/R, K β3

Perfect gas 1224 1381 1706 2.83 0.524 3.500 4927 0.501

Hydrogen 1210 1357 1657 2.88 0.516 3.965 4981 0.499

Nitrogen 1170 1302 1588 2.91 0.504 4.221 4989 0.504

Carbon monoxide 1161 1291 1576 2.92 0.502 4.259 4995 0.505

Oxygen 1125 1246 1525 2.93 0.494 4.404 4995 0.513

Fluorine 1052 1159 1428 2.90 0.483 4.578 4897 0.526

Chlorine 1008 1110 1374 2.83 0.481 4.557 4768 0.532

Table 3 The TC parameters. The alternative solution (ψ2 = ψ3 = +1). p = 105 Pa;
T = 300K; M = 5; σe1 = 0.9344.

T1, K T2, K T3, K p3, MPa M3 Cp3/R h3/R, K β3

Perfect gas 1224 1224 1224 1.87 1.533 3.500 3240 0.647

Hydrogen 1210 1234 1278 2.03 1.422 3.767 3515 0.680

Nitrogen 1170 1215 1301 2.21 1.304 4.107 3793 0.720

Carbon monoxide 1161 1209 1302 2.24 1.285 4.159 3841 0.723

Oxygen 1125 1179 1294 2.34 1.219 4.328 3986 0.751

Fluorine 1052 1111 1247 2.41 1.140 4.533 4073 0.780

Chlorine 1008 1067 1206 2.38 1.118 4.529 4004 0.788

directions, the temperatures behind the shocks drop noticeably and the densities
increase. In case of the alternative solution the mentioned shocks turn the flow into
the same direction, the real gas pressure is significantly higher than the perfect gas
one.

As an example the dependence of the flow deflection angle on the bow shock
β3 on the value characterizing the gas calorical imperfection — its specific heat at
constant pressure calculated for the temperature behind the bow shock cp(T3) (i.e.
at the maximal temperature in the TC in the considered model) — for the main and
the alternative solutions is shown on Fig. 2.

Shock polars for different real gases and the perfect gas were compared. Fig. 3
shows the shock polars where the flow inclination angle is plotted on the ordinates
axis. The incident shock inclination angles are given by the polars intersection points
with the line σe1 = 0.9344. The dots on Fig. 3 show the flow deflection and the shock
inclination angles β3 and σe3 values, corresponding to the bow shock for the main
(closed points) and the alternative (open points) solutions.
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Fig. 2 Dependence of the flow deflection angle on the bow shock β3 on the specific heat
at constant pressure cp(T3) for the main (closed points) and the alternative (open points)
solutions.

Fig. 3 Shock polars for perfect and imperfect gases; the dots show the values, corresponding
to the bow shock for the main (closed points) and the alternative (open points) solutions.

4 Conclusion

Taking the gas calorical imperfection into account significantly changes the flow
picture in the TC. The specific heat increase leads to the flow behind the bow shock
Mach number decrease and the flow deflection angle on the shock increase. The
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thermodynamic parameters for the two solutions change differently. In case of the
main solution the temperatures behind the shocks drop noticeably and the densities
increase. In case of the alternative solution the real gas pressure is significantly
higher than the perfect gas one. Shock polars for different real gases and the perfect
gas were compared. Further research should include the comparison of these results
with the experiment.
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Numerical Study on the Evolution
of Shock-Accelerated Interface: Influence
of the Interfacial Shape

M. Fan, Z. Zhai, T. Si, X. Luo, J. Yang, J. Tang, and X. Liu

1 Introduction

The Richtmyer-Meshkov (RM) instability [1, 2] occurs on a perturbed interface
separating two fluids with different densities when impulsively accelerated, which
has received much attention because of its academical significance in the field of
vortex dynamics and turbulent mixing, and having important applications in iner-
tial confinement fusion, supersonic combustion, and supernova collapse. In the past
decades, scientists have performed many experimental, numerical and theoretical
researches on RM instability. Numerically, the research work is usually carried out
based on the experiment in order to further understand the instability phenomenon.
Meyer and Blewett [3] employed a Lagrange algorithm to simulate the process of
the RM instability. Later, the front tracking, high order WENO shock-capturing
method and LES have also been developed to study the corresponding problems.
However, the previous study mainly focused on the circle or single-mode interfaces.
Recently, the shock interaction with a rectangular block was studied by Bates et al.
[4]. Bai et al. [5] performed the experimental and numerical investigation on the
shock-accelerated elliptic SF6 gas cylinder. For other shapes of interfaces, they have
been seldom investigated until now. Normally, two kinds of mechanisms are used to
interpret the occurrence of RM instability. One is the baroclinic mechanism which
comes from the misalignment between pressure and density gradients, the other one
is the pressure disturbance mechanism which includes the shock refraction, reflec-
tion, and focusing[6]. The initial shape/perturbation of the interface affect the vor-
ticity production and wave system during the interaction, which leads to different
evolution modes [7]. In order to further understand the effect of interface shape on
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interface instability, three two-dimensional interfaces with different initial shapes,
i.e. rectangle, triangle and ellipse, are investigated in the present work.

a

a

a

b

Inlet Outlet
Shock wave

Wall

Symmetry axis
SF6

b

a/2

Air

(a) (b)

Fig. 1 The initial shapes of three interfaces (a) and the sketch of the computational domain
for the case of rectangular interface (b).

2 Numerical Method

The numerical algorithm of VAS2D (2D & Axisymmetric Vectorized Adaptive
Solver) developed by Sun and Takayama [8] is adopted in the present simulation,
which solves the Euler equations discretized by the finite-volume method and has
the second order accuracy both in space and time based on the MUSCL-Hancock
scheme. The three initial interfaces are shown in Fig. 1(a). The height and width of
interfaces on the three shapes are 20 mm and 60 mm, respectively. Fig. 1(b) shows
the initial condition of simulation. The total computational domain is 250 mm × 80
mm and only one half of the area is simulated because of the symmetry of the three
interface shapes. The incident shock wave of Ma = 1.2 moves from left to right. The
internal gas of the rectangular interface is SF6 surrounded by ambient air.

3 Results and Discussions

3.1 Rectangle

The numerical schlieren (upper) and vorticity (lower) contours of the shock-
rectangle interaction are shown in Fig. 2. The moment when the incident shock
collides with the rectangular interface is defined as t = 0 μs.Fig. 2(a) shows the sit-
uation at 3 μs after shock impact. Fig. 2(b) reveals the wave pattern including the
incident,reflected and transmitted shock waves. The transmitted shock (inside the
interface) is slower than the incident shock wave because the speed of sound in SF6

is slower than that in air. Additionally, four triple points and two Mach stems appear,
which are very similar to the numerical and experimental results obtained by Bates
et al. [4]. Meanwhile, due to the baroclinic mechanism, vorticity is generated on the
up- and down-left corner of the interface. As the incident and transmitted shocks
move forward, the incident wave circumvents the interface and reaches the center
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Fig. 2 The schlieren images (upper) and vorticity contours (lower) on the interaction of a
shock wave of Ma=1.2 with a rectangular interface at t = 3, 73, 133, 183, 363, 1003 μs after
shock impact.

of the downstream interface, which also produces vorticity on the downstream (see
Figs. 2(c) and (d)).

From Fig. 2(e), we can note that the vorticity mainly distributes on the upstream.
Induced by the vortex-pair on the upstream, the speed of the upstream interface is
larger than that of the downstream, and the former will catch up with the latter,
as shown in Fig. 2(f). In the late stage, the flow field becomes more complex due
to small vortices generated at the edge of the interface when the Kelvin-Helmhotz
instability occurs.

3.2 Triangle

Fig. 3 illustrates the schlieren sequences (upper) and the corresponding vorticity
contours (lower) of the shock interaction with triangle. Fig. 3(a) shows the situation
3μs after the shock impact, where the shock contacts with the leftmost cusp first.
When the incident shock wave moves forward, the transmitted, reflected shocks and
internally reflected rarefaction shock are formed and very little vorticity appears on
the cusp, see Fig. 3(b). A ’bud’ is formed resulting from the interface compressed
by the refracted shocks and the transmitted shock. As the refracted and transmitted
shocks moving forward, this ‘bud’ will also move towards downstream as shown in
Fig. 3(c)-(e). For this shape of interface, most of the vorticity distributes on the
three cusps on the triangular interface and the vorticitices on the upstream and
downstream are in the same order, so the distance between the upstream and the
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Fig. 3 The schlieren images (upper) and vorticity contours (lower) on the interaction of a
shock wave of Ma=1.2 with a triangular interface at t = 3, 73, 133, 183, 363, 1003 μs after
shock impact.

downstream keeps a constant. Therefore, the conclusion of catching up in the rect-
angular case won’t occur here.

3.3 Ellipse

Fig. 4 presents the numerical schlieren (upper) and vorticity
The shape of transmitted shock is a concave arc in the early state and that will

separated into two arcs as time goes by and transmitted through the side interface on
the downstream. Besides, the vorticity on the elliptical interface mainly accumulates
on the upstream edge as well as the highest and lowest point in the y-direction. Thus,
the upstream interface will also catch up with the downstream interface just like the
rectangular interface. From the numerical vorticity contours, we can find that the
vortex begins to form at about 283 μs for ellipse, 133 μs for triangle and only 73
μs for rectangle. Therefore, the shape of interface has an important effect on the
generation of the vortex, which results in different development of interface and
occurrence of RM instability.

3.4 The Evolution of Interface

As discussed above, differences are found in the evolution of the three interfaces
with the same initial condition. Fig. 5 provides the definitions for several parame-
ters to describe the interfacial evolution, i.e. Xle f t , Xright and Ytop and L. The char-
acteristic length L0 and height A0 are the initial width and height of the interface
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Fig. 4 The schlieren images (upper) and vorticity contours (lower) on the interaction of a
shock wave of Ma=1.2 with a elliptical interface at t = 3, 73, 133, 183, 483, 1003 μs after
shock impact.

Fig. 5 The definitions of an interface evolution: Xle f t , Xright and Ytop.

respectively (L0=60 mm and A0=20 mm), and the characteristic time t0 is defined as
t0 = L0/Uf low with Uf low the flow velocity behind the incident shock (in the present
study, Uf low = 107.55 m/s, which results in t0 = 0.56× 10−3 s). Fig. 6(a) describes
the evolution of the relative displacement (Xle f t −Uf lowt) of the left point of the in-
terface between the interface and the post-shock air flow versus a normalized time
t/t0. It can be found that the relative displacement grows approximately linearly.
Due to the less amount of vorticity generated in the upstream for the triangular in-
terface, the upstream interface Xle f t moves slower than that of the other two shapes
while the opposite situation is found for the downstream interface. The downstream
of the triangular interface Xright moves faster than that of the other two interfaces be-
cause of more vorticity accumulated on the downstream for the triangular interface,
as shown in Fig. 6(b). Fig. 6(c) indicates that the variation of Ytop of the rectangu-
lar interface is larger than that of the other two interfaces, which is also related to
the vorticity on the upstream interface. In addition, Ytop decreases at the early time
because of the compression after the incident shock impact. The variations of the
length of the three shapes are shown in Fig. 6(d).
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Fig. 6 The evolution of Xle f t (a), Xright (b), Ytop (c) and L (d) for three different interfaces.

4 Conclusion

Through the analysis above, we can conclude that the development of the RM insta-
bility is closely related to the interfacial shape. The influence of the interface shape
behaves on the shape of refracted shock wave, generation or distribution of the vor-
ticity, the evolution of interface. In future work, we will investigate more cases with
different density ratios and simulate more shapes of interfaces. At the same time we
will conduct some experiments so that the influence of the interface shape on the
evolution of the RM instability can be evaluated completely.
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Imploding Conical Shock Waves

R.T. Paton, B.W. Skews, S. Rubidge, and J. Snow

1 Introduction

Following the original numerical work by Hornung, [1], an experimental study of
the behaviour of imploding conical shock waves was undertaken by Skews et al [2]
in which good correlation was exhibited with the patterns of reflection for waves of
various strengths. This study extends that study to various incident wave strengths.

2 Apparatus

The shock tube used to generate the conical waves to be studied is vertically oriented
with a cylindrical driver of 300mm internal diameter and 750mm length. The driver
is capable of testing at pressures up to 15 bar, supported by circular diaphragms burst
using a pneumatically actuated pin. Immediately below this there is a 550mm long
initial driven section fitted directly above a perforated plate. This plate is 36mm
thick with 49 evenly spaced holes 30mm in diameter and is designed to smooth
irregularities in the incident shock wave resulting from uneven bursting of the di-
aphragm. This plate also supports a 70mm diameter sting which hangs down into
the lower driven section, which is 710mm in length. Steel cones of various angles
can be fitted at the base of this sting. Above these cones there is a shaped wooden
contraction designed to smoothly focus the incident plane shock wave into the annu-
lar gap between the central steel cone and an external steel plate with a conical hole
forming a converging conical gap. A schematic of the shock tube is given in figure 1.
The conical shock wave thus produced emerges at the apex of the inner cone and the
focusing behaviour there is visualised using a z-configuration shadowgraph system.
The light source used is a collimated Hamamatsu Xenon arc flash lamp and images
are taken using a standard DSLR camera.
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Fig. 1 Schematic of shock tube used (a) in the installed position and (b) showing detail of the
simplified shock wave focusing around the wodden contraction into the conical gap between
the inner and outer cones

3 Reflection Behaviour

Tests were conducted for driver gauge pressures of 2, 4, 6 and 8 bar. Time evolu-
tions of the shock behaviour are given in figures 2a and b for pressures of 2 and 8
bar respectively. In all of these there is a vortex induced by the diffraction of the
imploding shock wave over the lip of the outer cone, not to be confused with the
vortex present in the V-type reflection [1]. At early times this diffracted shock wave
and induced vortex obscure the focusing behaviour of the section of the shock wave
in contact with the inner cone or reflecting at the axis of the system.

In figure 2a, at early times the reflection pattern may be of type S as identified
in [1] but from the second frame the curvature of the Mach disc is quite evident.
The Mach disc grows in radius as the wave expands outwards until eventually the
wave front resembles a single hemispherical wave. The vortex behind the Mach
disc is evident in these frames, making this a V-type reflection. In the last frames the
shear layer emerging from the triple point of the Mach reflection is entrained in this
vortex.

Initially the curved reflected wave is smooth but undergoes a typical shock-vortex
interaction with the diffraction vortex although, atypically, the portion between the
exit plane and core of the diffraction vortex appears to steepen initially.

The case of the much stronger wave driven by the 8 bar pressure in figure 2b
is very similar. However, preceding the interaction of the reflected wave with the
diffraction vortex, a shocklet develops on the inner upstream side of the vortex due
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(a) 2 bar driver pressure (b) 8 bar driver pressure

Fig. 2 Evolution of the flow from a conical gap with a 60◦ half apex angle (I - incident wave,
R - reflected wave, M - Mach disc, S - primary shear layer, TP2 - second triple point)

the very high induced velocities here caused by the vortex flow and the jetting of
the flow along the axis caused by the Mach reflection there. This shocklet is evident
from the first frame in this series and merges with the steepened reflected wave so
that only one wave is evident in the final frame.

The Mach disc appears curved from the first frame in this series suggesting that, if
it does occur, the S-type reflection does not persist for strong driver pressures. The
induced vortex behind the curved Mach disc is clearly visible, as is the entrained
shear layer from the primary triple point. In the final frame the second bulge of
the Mach disc caused by the induced flow through the centre of the vortex is clearly
visible. The second triple point of the DS-type reflection can be clearly distinguished
though the reflected wave can only be clearly identified at the left of the vortex and



962 R.T. Paton et al.

the resulting shear layer is indistinguishable from the boundary of the vortex plume,
although part may be seen to the right of the vortex in the final image.

Also of note is that the Mach disc vortex is closer to the Mach disc itself for higher
driver pressures than for lower ones. For example, the vortex is approximately one
vortex diameter upstream of the Mach disc in the final frame of figure 2a for the 2
bar driver pressure while the vortex for the 8 bar driver pressure in figure 2b is less
than half of the vortex diameter upstream of the Mach disc.

4 Computational Fluid Dynamics

Time Type Type

0μs - -

10μs S V

30μs V DV

60μs V DV
(a) 2 bar driver pressure (b) 8 bar driver pressure

V ∈ [0,500]m.s−1 V ∈ [0,1000]m.s−1

Fig. 3 Velocity contours showing the diffraction of the emerging shock, and the development
of the triple points on the primary wave (I - incident wave, R - reflected wave, M - Mach disc,
TP2 - second triple point)

The experimental apparatus was modelled using the commercial code Fluent 12.0
using a truncated axisymmetric domain, where the inlet was located halfway be-
tween the perforated plate and exit plane. An Euler solver was used for a mesh
divided into several blocks meshed with uniform quadrilateral cells ranging in size
from 3mm in the inlet region to 1mm at the exit. The model additionally used dy-
namic mesh refinement to locally refine the mesh based on normalised gradients of
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density and Mach number. The series presented in figure 3 show the evolution of
the wave from the computational model from the initial incidence of the converging
wave on the axis taken as time = 0μs. All images have been reflected about the axis
of symmetry, indicated by a white line down the centre of each image, to be directly
comparable with the experimental data.

The curvature of the outer portion of the wave and vortex produced by the diffrac-
tion over the outer lip are clearly evident in the first frame of each series. While the
Mach disc in the second frame of figure 3a appears quite flat and is hence possi-
bly an S-type reflection, the Mach disc in the second frame of figure 3b is clearly
curved. This suggests that the S-type reflection may occur for lower driver pressures
but is obscured by the diffraction vortex and that for higher driver pressures S-type
reflection may occur but quickly transitions into a V-type reflection.

While for the 2 bar driver pressure the Mach disc remains smooth and the V-type
reflection persists, for the 8 bar driver pressure V-type reflection quickly develops
and then becomes DV-type reflection. The greater strength of the jetting from the
intial reflection and of the Mach disc vortex resulting from the higher driver pressure
induce much higher velocities behind the primary front than the 2 bar case resulting
in the second Mach disc forming in the primary wave. As with the experimental
images, the reflected wave is only vaguely distinguishable here and the shear layer
of the second triple point is indistinguishable from the vortex plume.

5 Other Flow Features

In some tests at lower driver pressure it was noted that the shear layer emerg-
ing from the primary triple point shows signs of instability as shown in figure
4a. This instability shows the patterned lighter and darker regions which typically
indicate the presence of the Kelvin-Helmholtz instability. The smaller scale and
three-dimensional shape of this shear layer mean that it is difficult to resolve
this instability better than shown and it is suspected that further computational
work may reveal more detail of this behaviour though it was not very repeatable
experimentally.

In some tests at higher driver pressure the trajectory of the Mach disc was not
directly along the axis of symmetry of the system. This was attributed to uneven
bursting of the diaphragms and to a slight eccentricity of the location of the in-
ner cone. In such cases it was noted, as shown in figure 4b, that the Mach disc
vortex followed a curved trajectory and that secondary vortices emerged from the
plume trailing the main vortex. Visually these plumes show some resemblance to
the Richtmeyer-Meshkov instability with the formation of a mushroom-shaped in-
stability at the vortex plume boundary. However, it could also be that this secondary
vortex is as a result of the strong axial jetting caused by the stronger incident shock.
If the curved trajectory of the primary vortex and Mach disc is as a result of ec-
centricity of the flow at the exit, this would also result in one side of the axial jet
being slightly stronger than the other which may account for the emergence of the
secondary vortex almost normal to the primary vortex plume and unaligned with the



964 R.T. Paton et al.

(a) (b)

Fig. 4 (a) Possible Kelvin-Helmholtz instability of the primary shear layer for 60◦ cone at
2 bar driver pressure and (b) instability of the Mach disc vortex plume for 50◦ cone at 8 bar
driver pressure

axis of the system. Further work, both experimental and computational, would be
required to confirm this.

6 Conclusion

Experimental and computational studies of the behaviour of imploding conical
shock waves confirmed the existence of V- and DV-type reflections identifed by
Hornung [1] but the S-type reflection was not clearly identified. It does seem to
occur for lower driver pressures but would appear to be highly transient for higher
incident shock strength, if it occurs at all. The possibility of the Kelvin-Hemholtz
instability of the shear layer disc emerging from the primary triple point was noted
and secondary vortices resembling the Richtmeyer-Meshkov instability were noted
for instances of non-axial Mach disc propagation. Further experimentation and com-
putational work are recommended.
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Experimental Studies on Mixing in Supersonic
Ejector

M.V. Srisha Rao and G. Jagadeesh

1 Introduction

A supersonic ejector uses a primary flow expanded from high pressure to super-
sonic speeds to entrain a secondary flow and pump it to higher pressures. Figure1
shows the schematic of the flow through an ejector that has complex interactions
between shock, shear layers, boundary layers within a varying area duct. The un-
derstanding of mixing between a supersonic stream and its coflow within a duct is
crucial in design of a supersonic ejector. The length of the duct required for com-
plete mixing of the streams followed by shock trains is specified by rule of thumb
methods. Hence most of the literature deals with designing ejector for various appli-
cations and there is scarcity of experimental data on mixing phenomena in ejector,
an essential requirement for optimal design considerations[3]. This motivated set-
ting up a 2D supersonic ejector facility at the Laboratory for Hypersonic and Shock
Wave Research, IISc, Bangalore, for experimentation on flow mechanics and mixing
studies within the ejector. Static pressure measurements along the wall and shadow-
graphs obtained at different operating conditions and their interpretations towards
the objectives are described in this paper.

Fig. 1 Schematic of flow within a supersonic ejector
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It has been found that compressibility impedes growth of shear layers [1]. Any
possibility of improving mixing between the streams is a bonus for shorter and ef-
ficient ejector. Various active and passive methods have been tried for enhancing
mixing [2]. Two techniques a passive and an active method to enhance mixing are
proposed in this paper. A novel passive technique for enhancing mixing, that uses a
flexible oscillating flap, excited by the flow to disturb the shear layer is brought out
in the paper. The active method uses a Dielectric Discharge Barrier(DBD) actuator
placed at appropriate location, that acts like a source of momentum perturbation to
the shear layer.

2 Supersonic Ejector Experimental Setup

Extensive control volume calculations followed by numerical computations were
carried out before arriving at the final ejector geometry[3, 4]. The 2D supersonic
ejector has a supersonic nozzle of Mach numer 2.5 and glass windows on the side
for flow visualization.

(a) Schematic of the ejector setup (b) Photographs of the ejector facility

Fig. 2 The 2D supersonic ejector facility

Figure 2(a) is a schematic of the entire setup and Figure2(b) shows the pho-
tographs of the established facility.The primary flow is fed by an air reservoir, con-
trolled by valve P.The mass flow rate of the secondary flow and the exhaust are
measured using venturimeters and can be conrolled by means of valves. The suction
of the secondary flow and the compression achieved are measure at reservoirs Res1
& Res2 respectively; so in effect the ejector operates between these pressures. The
top wall has 12 Kulite pressure transducers mounted to obtain the static pressure
profile through the ejector.The pressure signals are acquired by DEWETRON data
acquisition system. The shadowgraphs are taken using Phantom V7.2 high speed
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camera at 2000 fps, to capture any unsteadiness in the flow.Typically a run lasts for
3 seconds.

3 Results and Discussions

Results of three different cases of operation are presented here. The data for ev-
ery case is an average of 5 runs with a maximum variation of about 6% from the
mean.The stagnation pressure of the primary flow is maintained at 5.6 bar and the
secondary valve V1 is adjusted to achieve the different operating conditions, which
are given in Table 1 where mp is the primary mass flow rate, ms is the secondary
mass flow rate, P02 is the secondary stagnation pressure, P03 is the outlet stagna-
tion pressure and P01 is the inlet stagnation pressure.

Table 1 Mass flowrates and Stagnation Pressures of the Flows

Case mp(kg/s) ms (kg/s) P02(bar) P03(bar) P01(bar)
1 0.192 0.169 0.85 1.14 5.6
2 0.192 0.131 0.75 1.09 5.6
3 0.192 0.085 0.60 1.04 5.6

The primary flow being choked at the throat of the supersonic nozzle and the
stagnation pressure being maintained constant; has a mean mass flow rate of 0.192
Kg/s among all the runs. The operating and performance parameters of the ejector
are usually given in non-dimensional terms, which for the three cases are tabulated
below(Table 2) where P02/P01 is the stagnation pressure ratio, mp/ms(ω) is the
entrainment ratio and P03/P02(CR) is the compression ratio.

Table 2 Non-Dimensional operating parameters

Case P02/P01 mp/ms(ω) P03/P02(CR)
1 0.15 0.91 2.40
2 0.13 0.68 2.67
3 0.11 0.43 3.24

3.1 Static Pressure Measurements

Figure 3 shows the plot of the static pressure along the top wall for all the three
cases. The square markers are the pressure gages at the reservoirs. The pressures
are extracted from that portion of the signal that excludes by a good margin the
effects of starting and stopping of the ejector and in an average sense is flat.



968 M.V. Srisha Rao and G. Jagadeesh

Fig. 3 Static pressure plot and shadowgraph picture

The plot brings out the trend of suction and pressure recovery within the ejec-
tor clearly. Right close to the exit of the nozzle there is a strong suction in all
the three cases. In case 1 where ω is maximum the suction is followed by two
consecutive sensors measuring nearly the same mean static pressure. This points
to a region of constant pressure mixing. In case 3 with the least ω the pressure
continues to drop since the jet remains distinct for a longer distance. The pres-
sure recovery process has two distinct regions, a sharp rise followed by a rela-
tively gradual rise. This indicates the presence of shock trains in the region of steep
pressure recovery. This picture becomes more clear with the help of shadowgraph
pictures.

3.2 Shadowgraphy

The supersonic jet issuing out of the nozzle with a shock diamond structure is
sharply visible in Figure 4. The edge of the jet separating the two streams is also
faintly seen. This is followed by a region of vague structures and then by a series
of criss-cross shock train. The flow towards the end of the constant area section
is smooth and devoid of any waves implying a subsonic flow. From the picture it

Fig. 4 Comparison of shadowgraph pictures for the three different cases
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is clear that the mixing and shock train sections are over well before the end of
the constant area portion, which conventionally is taken to be a length about 10-15
times the diameter of the duct. This points out the need to have a precise knowledge
of mixing within a supersonic ejector. A comparison of all the three cases is shown
in Figure 4.

The jet penetration is maximum in case three which has the least mass flow
rate and high compression ratio. The jet is relatively short in case 1, with max-
imum mass flow rate and lower compression ratio. The locations and shapes of
jet structures, shock trains is strongly influenced by the mass flow rate and the
compression ratio, however in all the three cases the total mixing region is well
within the length designed. Thus improving mixing would involve direct inter-
action with the shear layer, an active and a passive method are explored in this
paper.

4 Preliminary Experiments on Mixing Enhancement

Before actual runs mounted inside the ejector, the techniques for mixing enhance-
ment are tried out on a rectangular convergent nozzle open to ambient. Schlieren
pictures of the sonic jet and the effect due to actuators are given.

4.1 A Passive Method-Flow Excited Oscillating Flap

The proposal is to use a series of thin flexible strips with cylinders attached to their
ends as shown in Figure 5(a); which lie completely within the shear layer in the near
field of the jet. The unsteady forcing of the cylinder due to the combined action of
non-uniformity of shear layer and the cantilever’s restoring force in effect would
improve mixing.

(a) Schematic of the oscil-
lating flap actuator for mix-
ing enhancements

(b) Comparison of Flow with and
without the actuator

Fig. 5 A passive method to enhance mixing
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Figure 5(b) shows the jet coming out into the ambient from a rectangular noz-
zle. Figure 5(b)a, is the flow without the actuator. The actuator is visible in Figure
5(b)b, their oscillations were observed of which only a snapshot is presented here.
Qualitatively the flow with the actuator has a more corrugated appearance, than the
one without the actuator. A shortening of the core region at the near field can be
observed, hence an improvement in mixing can be inferred.

4.2 An Active Actuator-Dielectric Barrier Discharge Actuator

The Dielectric Barrier Discharge(DBD) Actuator consists of a ground and line elec-
trode separated by a dielectric(Figure 6(a)) mounted on the surface. When charged
with a high voltage high frequency AC, producing a plasma that induces a wall-
jet kind of flow and acts as a momentum source to the flow [5]. Research efforts
have met with a degree of success in application of these devices for flow control
in low speeds. Here their use for disturbing the compressible shear layer is being
investigated Figure 6(b) shows the placement of DBD on the rectangular nozzle
and the schlieren of the flow with the actuator. However the flow was disturbed
completely by hanging wires. Better arrangement and careful experiments are in
progress.

(a) Schematic of a Dielectric Barrier
Discharge actuator

(b) DBD mounted
on the rectangular
nozzle and the flow
with the actuator

Fig. 6 An active method to enhance mixing

5 Future Work

A more precise picture of mixing within the ejector needs to be obtained by use
of optical diagnostics like laser sheet visualization of seeded flows, with a quan-
titative assessment using PIV technique. Detailed experiments have to be carried
out to understand the suitability as well as the capability of both kinds of actuators;
ultimately use it inside the ejector.
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On the Evolution of Spherical Gas Interface
Accelerated by Planar Shock Wave

Z. Zhai, T. Si, X. Luo, J. Yang, D. Li, J. Liu, and J. Tang

1 Introduction

When a shock wave passes an interface between two fluids with different densities,
the initial perturbation on the interface will grow with time, which is known as
the Richtmyer-Meshkov (RM)instability [1, 2]. Due to the academic significance in
interface stability, vortex dynamics and the formation mechanism of turbulence and
many applications such as inertial confinement fusion and supernova explosions,
much attention has been paid to the RM instability and turbulent mixing in recent
decades. Many groups in different countries, such as America, France, Japan and
Israel, have carried out researches respectively and obtained original achievements.
Experiments with air-SF6 and air-helium were conducted in shock tube by Benjamin
et al. [3]. The investigation on the interaction of a shock wave with a spherical
or cylindrical gas interface (helium and R22) was undertaken and the velocities
of shock waves and interface were analyzed by Hass and Sturtevant [4] while the
accuracy and reliability of the results were limited because only one frame was
obtained per run. Plenty of efforts have been made by Layes et al. [5, 6, 7, 8] in this
field, including the development of wave patterns and interface and also quantitative
analyses of interface distortion with different shock Mach numbers. It should be
noted that, in the work of Layes et al. [5, 6, 7, 8], the time interval between two
frames is 70 μs and the Atwood number, which is defined as A=(ρb−ρa)/(ρb+ρa)
with ρb the gas density inside the bubble and ρa the gas density outside the bubble,
studied is smaller than 0.5.

In this study, a higher frame rate as well as a larger Atwood number is used (SF6

to air), which is realized by a high-speed schlieren system to visualize the interac-
tion of a planar shock wave with a soap film bubble. Due to the complexity of the
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shock-bubble interaction process, a numerical simulation is performed as well for
detailed analysis.

2 Experimental and Numerical Methods

Experiments are conducted in a shock tube with a driver section of 1.7 m and a
driven section of 3.9 m. The cross section is 70 mm×40 mm and the length of test
section is 250 mm. The soap film is used to create the initial interface and a high-
speed schlieren system is employed to visualize the flow field. Different bubble
configurations, i.e. a ‘heavy bubble’ (SF6, A=0.669) and a ‘light bubble’ (helium,
A=-0.757), are considered. In present experiments, an incident shock Mach num-
ber of 1.23, a bubble radius of 15 mm and a frame rate of 35000 fps are adopted.
Additionally, the numerical method VAS2D (2-Dimensional & axi-symmetric Vec-
torized Adaptive Solver) [9] is adopted, which solves the two-dimensional or axi-
symmetric Euler equations and has been well-validated in simulating compressible
flows. The finite volume method combining with unstructured mesh adaption refines
local complex areas and could capture wave patterns such as shocks and interfaces.

3 Results and Discussion

3.1 Heavy Bubble: SF6

Figure 1 illustrates the process of a planar shock interacting with a spherical SF6

bubble. The refracted shock inside the bubble propagates slower than the incident
shock outside (frames 1 to 2) and appears convergent. Immediately after the inter-
section of the diffracted shock outside the downstream interface, a higher pressure
zone is formed while the initial pressure of 1 atm remains in the vicinity of the
downstream inside the bubble at this moment. As a consequence, the phenomenon
that the downstream interface moves upwards is observed from both numerical and
experimental results (frame 5) while a similar phenomenon has not been observed
for krypton[5, 6, 7, 8]. The emergence of this phenomenon is directly related to
the movement of the shock waves, which is mainly depended on the sound speeds
of the bubble interior and exterior. It should be noted that this phenomenon only
lasts for a very short period (≤ 50μs), which may not be captured in a relatively
lower frame rate as used by Layes et al.[5, 6, 7, 8]. Subsequently, the refracted
shock converges to a very small zone (inside the bubble close to the downstream
interface) with high pressures and densities. Driven by the high pressures, an out-
ward jet is formed (frame 6) while an inward jet is formed for krypton bubble. As
time proceeds, the interface deforms greatly as the jet length increases, and a vortex
ring appears and develops in the downstream interface(frames 13 to 19). In the late
stage, the downstream interface breaks up and lots of small scale vortical structures
are generated (frames 25 to 37). Eventually, the jet as well as the interface diffuses
and the turbulent mixing takes place.
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Fig. 1 Schlieren frames of a shock (Ms = 1.23, moving from left to right) interacting with a
SF6 bubble. The time interval between two consecutive frames is 28.6 μs.

Quantitatively, the variations of some interface structures are measured and com-
pared with numerical results. The initial diameter of the gas bubble D0 is used as
the characteristic length, and the characteristic time is defined as tc = D0/Uf with
Uf the flow velocity behind the incident shock.

Fig. 2 Evolution of SF6 interfaces: displacements of upstream interface and downstream
interface (left), and displacement of jet head (right).

In the early stage, the downstream interface does not move until the incident
shock passes through the bubble. Then the velocity of the downstream interface
is larger than that of the upstream one due to the accumulated vorticity. Figure 2
reflects the variation of the interface displacement with time. There is a vortical
structure in the jet head resulting from the shear velocity induced by the vorticity.
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Fig. 3 Dimensionless time evolution of SF6 interface structures: length of the upstream in-
terface Lu (a), total length including jet Lt (b) and height of the upstream interface Hu (c).

The interface length initially begins to diminish because of the shock compression
while the height increases as shown in Figure 3. The upstream interface length Lu

and the total length of interface Lt show the same behaviors before the jet is formed.
When the jet and the vortex ring are generated, both the length and the total length
increase due to the velocity increase. With the bubble evolution, the jet becomes
longer and the vortical structure of the head increases, and so does the vortex ring
of the downstream which can be ascribed to the spinning effect of the vortices. The
instability is then intensified further.

3.2 Light Bubble: Helium

As shown in Figure 4, when the incident shock impinges on the helium bubble,
the refracted shock moves faster inside the bubble. As the incident and refracted
shocks propagate downwards, the diffracted and transmitted shocks are generated,
inducing the whole structure as a twin Mach reflection (frame 3). The air around the
bubble begins to enter the bubble and then a re-entrant jet appears. The jet moves
downwards within the bubble and eventually encounters the downstream interface
(frames 4 to 7). In the downstream interface, a vortex ring is generated and the bub-
ble length as well as the scale of the vortex ring increases, whereas the connection
between upstream and downstream interfaces becomes slender and breaks off at last
(frames 9 to 35).

Figure 5 shows the variation tendency of upstream and downstream interfaces.
After the downstream vortex is formed, the velocity of downstream is larger than
that of the upstream. In Figure 6, the changes of Lt and Hu are analogical with those
of SF6 initially (Figure 6(a-b)). As the jet transfers gradually to the downstream, an
amount of vorticity around is involved in the vortex ring and the scale of vortex ring
increases. Along with the separation of the upstream and the downstream interfaces,
Hu decreases slightly and then tends to stable (Figure 6(b)). In the process after
the downstream vortex is generated, both Hd and Dv change a little because of the
stability of vortex ring scale (Figure 6(c-d)).

Good agreement is found between the experimental and numerical results. Dis-
crepancy, however, also exists, especially in the late stage. The existence of soap
film and the bubble support as well as the imperfection of numerical method and the
imprecise measurement may all have effects on the bubble deformation. Besides, a
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Fig. 4 Schlieren frames of a shock (Ms = 1.23, moving from left to right) interacting with a
SF6 bubble. The time interval between two consecutive frames is 28.6 μs.

Fig. 5 Dimensionless time evolution of displacements of upstream and downstream inter-
faces (helium bubble).

Fig. 6 Dimensionless time evolution of helium interface structures: total length of interface
Lt (a), height of upstream Hu (b), height of downstream Hd (c) and vortex distance Dv (d).
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better agreement can be found in the experiments of air-SF6 than that of air-helium,
which can be ascribed to the lower density and stronger penetration of helium. The
purity of helium in the bubble changes and leads to some additional errors.

4 Conclusion

Experiments of RM instability on the interaction of a shock wave with spheri-
cal gas bubbles, including SF6 and helium, were conducted using the high-speed
schlieren system in this study. For comparison, numerical simulation was carried
out as well. Distinct images and quantitative data of the interface deformation visu-
alize the physical patterns and reveal the mechanism of evolution and development
of spherical gas bubble. From the discussion above, we can find the coincidence
between experimental and numerical results. For future work, some quantitative
techniques such as PIV and PLIF will be introduced to gain more effective data for
better understanding the physical patterns of RM instability.
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Experimental Investigations on the Effect of
Dielectric Barrier Discharge on the Hypersonic
Flow Around a Flat Plate

R. Sriram, G. Jagadeesh, and K.P.J. Reddy

1 Introduction

Surface dielectric barrier discharges (DBD) are known to offer potential flow con-
trol techniques for low speed flows. A well known application of DBD in low speed
flows is separation control as illustrated by Little et al. [1]. For high speed flows
(supersonic and hypersonic flows) there is a need for deeper understanding of their
nature of interaction and applicability. Literature on low speed flows suggests the
body force field created by DBD, as the reason for flow alteration (Boeuf and Pitch-
ford [2]). High speed flows, hypersonic flows in particular, are characterized by
high flow kinetic energy, and thus one cannot ignore the possible energy interac-
tions the flow can have with the regions of high temperature in the field (as may
be the case with discharge). There are a number of works reported in the litera-
ture that discuss the energetic interactions of high speed flows. Satheesh and Ja-
gadeesh [3] reported significant reduction of drag on a blunt body in hypersonic
flow by the upstream deposition of energy. Numerical investigations by Yan and
Gaitonde [4] on the effect of steady and pulsed thermal disturbances on a flat plate
at supersonic speed have shown that a finite span thermal disturbance leads to the
formation of stream-wise vorticity which can grow downstream, affecting the sta-
bility of the flow. It is premature to tell the way the DBD can affect the high speed
flows. The fact that the high speed airflow has a significant influence on plasma
characteristics of DBD (Pavon et al. [5]) adds further complexities. Not many ex-
perimental evidences are there in literature even on the gross effects of DBD on
any specific high speed flow. It is with this backdrop that experiments are initiated
to observe the effect of DBD on certain high speed flows, and to understand the
phenomenon. The case of hypersonic flow over a flat plate is taken for the present
investigation.
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Department of Aerospace Engineering, Indian Institute of Science
Bangalore (India)
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2 Shock Tunnel Experiments

The experiments are carried out in the IISc hypersonic shock tunnel HST5. Before
the experiments with the flat plate model a calibration of the tunnel was done with
a pitot rake measurement. A rake of 12 pitot probes spanning the diameter of the
nozzle (300 mm) was placed facing the freestream. The pitot pressures were mea-
sured by means of kulite transducers which are less noisy. Apart from this, the shock
tube pressures were measured at 2 locations, one near the end of the driven section
and another one, a little ahead in the shock tube (separated by 205 mm), so as to
measure the flow stagnation pressure as well as the shock speed inside the shock
tube. The repeatability of the experiments is ensured by monitoring the repeatabil-
ity in the diaphragm rupture pressure. Air and Argon were the test gasses used. The
freestream conditions are estimated by means of isentropic and normal shock rela-
tions from the measured reservoir pressure p0 (stagnation pressure in the shock tube
before expanding through nozzle), pitot pressure (pressure behind normal shock) av-
eraged over the core region and shock Mach number in the shock tube. The typical
freestream conditions are tabulated in Table 1.

Table 1 Typical freestream conditions of experiments

Test Gas M∞ P0 (bar) T0 (K) P∞ (Pa) T∞ (K) ρ∞ (kg/m3) Re∞ ∗106(/m)
±1.5% ±7% ±6.5% ±11% ±9.5% ±13% ±16%

Air 6.25 29.1 1474.2 1450.8 167.3 0.0302 4.30
Argon 9.07 26.26 2228.4 625.7 78.03 0.0386 9.86

A flat plate model with sharp leading edge is used for the experiments. The model
is made of Bakelite hylem material to ensure complete insulation. The test model
has a flat surface of length 20 cm and span 12 cm, and is exposed to the freestream
at 90 45’. The model is of 5 cm thickness to accommodate the sensors. The model
is equipped with 2 rows of PCB pressure sensors, one along the centre line, and
the other along a line, 3 cm spanwise from the centre line as shown in Figure 1.
The centre row of pressure sensors is labeled as Array A, and the side on as Ar-
ray B. Each row has 5 sensors, each spaced 2 cm from each other, with the first
sensor at a distance of 9 cm from leading edge. The model is also equipped with 2
rows of platinum thin film sensors painted on a Macor substrate. The measured
heat transfer rate values were very low for the selected enthalpy and the angle
of attack of the flat plate, and were subject to electromagnetic interference with
plasma despite shielding the cables. The data is thus less reliable and is not reported
here.

Surface dielectric barrier discharge is created at a distance of 5 mm from the
leading edge (at spanwise centre). DBD needs a high voltage alternating current
source (for the present case, 25 kV peak, 50 mA). Figure 2(a) shows the block
diagram of the plasma generation and control unit. The plasma is controlled from
a PC through a NI interface. While DBD can be made in any configuration, for the
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Fig. 1 A photograph of the flat plate model

(a) Block diagram of the pulsed plasma gener-
ation and control unit

(b) A photograph of the
plasma generated by the
DBD device near leading
edge

Fig. 2 The DBD actuator

present experiments a typical planar configuration wherein two parallel plates of
electrodes are placed on the surface with a dielectric barrier (kapton tapes) between
them. The electrodes and the dielectric layers are so thin that the entire setup is
almost level with the surface as can be seen in Figure 2(b), which shows the plasma
generated on the model surface near the leading edge. The effect of plasma actuator
length is investigated by having actuators of lengths 15 mm and 5 mm. The effect
of plasma pulsing frequency is also investigated.

3 Surface Pressure Measurements

The surface pressures over the flat plate are measured using PCB pressure sensors.
Measurements are made for the base case without plasma and for the case with
plasma. Two different lengths of the plasma actuator are experimented, one with 15
mm and other with 5 mm. Also the effect of plasma pulsing frequency was investi-
gated by operating the 15 mm actuator at 2 different frequencies, 8 kHz and 19 kHz.
The 5 mm actuator was operated at 6 kHz, which was the resonant frequency of the
device. Figure 3 shows a comparison of the pressure signals measured by the 3rd
sensor in Array A, with and without plasma, for actuator length of 15 mm with air
as test gas. Clearly the pressure signals are not affected by electromagnetic interfer-
ence. It can also be seen that there has been a considerable change in the measured
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Fig. 3 Surface Pressure signals in sensor 3 in the centre array with and without plasma, with
actuator of 1.5 mm length, with air as test gas

signal by the presence of plasma, and also that the plasma pulsing frequency has a
role to play. The trends will be discussed in subsequent section.

4 Results and Discussions

The effect of plasma frequency (with 15 mm actuator) can be seen in Figure 4 with
air as test gas and in Figure 5 with argon as test gas. The effect of the length of
the actuator is investigated by comparing the pressures for the cases with actuators
of length 5 mm and 15 mm, each of which is operated at their resonant frequen-
cies. Figure 6 shows the comparison for the case with air as test gas, and Figure 7
with argon. Note: The surface pressures in the figures are normalized by freestream
pressures of the corresponding run and the distances are normalized by span
length.

It can be seen from the above figures that the presence of DBD does alter the
surface pressure distribution. At many locations there is a significant deviation from
the base pressure values with the DBD. The effect is best seen at the last 2 sensors in
Array B (near the side, 3 cm away from centre line) with argon as test gas and with
a plasma pulsing frequency of 8 kHz, when the surface pressure drops there drasti-
cally to values that are lower than the measurable range of the sensors. This could
possibly indicate a local separation at the location for the specific condition. At most
of the locations there is a drop in surface pressure with the plasma, although there are
some places where an increase is seen. There is also a considerable difference ob-
served between the cases of different actuator lengths. It was initially expected that
the smaller the length of the actuator, more could the plasma intensity be. But the
drastic differences observed downstream with 15 mm actuator with argon as test gas
was not seen with 5 mm actuator. It is thus not possible to make further conclusions
with the observed trend and the intuitions may be misleading. Further investigations
have to be done to understand the observations. Investigations are underway to un-
derstand the nature of disturbance DBD offers. This can be started by comparing
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Fig. 4 Effect of plasma pulsing frequency on surface pressure distribution with air as test gas
(15mm actuator)

Fig. 5 Effect of plasma pulsing frequency on surface pressure distribution with argon as test
gas (15mm actuator)

Fig. 6 Effect of plasma actuator length on surface pressure distribution with air as test gas



984 R. Sriram, G. Jagadeesh, and K.P.J. Reddy

Fig. 7 Effect of plasma actuator length on surface pressure distribution with argon as test gas

the flow field with DBD, with that of purely mechanical and thermal disturbances.
Experiments with a surface mounted heating element (commercially available glow
plug) close to leading edge as a source of thermal disturbance and micro ramps at
corresponding location as source of mechanical disturbance are planned for near
future.

5 Conclusions

Experiments are carried out with the aim of understanding the effect of dielectric
barrier discharge in the hypersonic flow field over a flat plate. Surface pressures on
the flat plate are measured with and without DBD with air and argon as test gas.
With the obtained measurements it is not possible to give any conclusive remarks
about the general trends and phenomenology involved. But the measurements show
considerable differences in surface pressure with the presence of DBD. It is also
observed that the pulsing frequency of plasma and the length of the plasma actuator
play a role in affecting the flow dynamics. At the same time making a general con-
clusion at this stage would only be speculative and thus the document only reports
the measurements. A proper characterization of the plasma should also be done to
make better statements about the parameters affecting the overall flow dynamics.
Efforts are underway to have a better understanding of the phenomenon by improv-
ing the heat transfer rate measurements and by implementing of flow visualization
techniques.
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Free-Piston Driver Optimisation for Simulation
of High Mach Number Scramjet Flow
Conditions

D.E. Gildfind, R.G. Morgan, M. McGilvray, P.A. Jacobs,
R.J. Stalker, and T.N. Eichmann

1 Introduction

Scramjet-powered access to space is expected to entail flight between Mach 10 and
15, along a dynamic pressure ascent trajectory of up to 100 kPa [1]. These flow con-
ditions are characterised by total pressures of the order of gigapascals. Expansion
tubes such as X2 and X3 at The University of Queensland (UQ), which add total en-
thalpy and total pressure to the test gas through an unsteady expansion, are the only
current facilities which have the potential to achieve these very high total pressures.

The free-piston driver is the technique preferred by UQ to achieve high perfor-
mance drivers for its impulse facilities. Since the driver gas is compressively heated,
it can achieve both the high pressures and the high sound speeds required to gener-
ate strong shock waves. However, operating the free-piston driver presents two main
challenges: firstly, preventing damage to the piston, to the buffer, and to the com-
pression tube; secondly, achieving constant driver pressure for a sufficient duration.

In order to achieve a high driver gas temperature, large compression ratios are
used, therefore the driver gas volume at diaphragm rupture is relatively small [2].
If the piston is moving with low velocity at this point, the driver gas slug has ap-
proximately constant volume, therefore the unsteady expansion will lead to a rapid
pressure drop [2]. A reflected u+a wave is then transmitted downstream, potentially
interfering with downstream flow processes before, or during, the test time.

Initial attempts to produce a Mach 13 high total pressure flow condition in X2
did not achieve expected results. The existing 35 kg piston is relatively heavy for
the compression tube length and therefore is operated at slow speeds; as a result
the driver gas only maintains its pressure for a relatively short duration. For the
high speed flow conditions for which X2 is typically used (such as planetary entry
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between 6 and 10 km/s), critical flow processes occur in the test section before the
reflected u+ a wave arrives at the test section. However, for high total pressure
conditions, slow shocks in the dense test gas take more time to traverse the tube.
Early driver gas pressure loss manifests itself in shocks which rapidly weaken before
critical flow processes reach the test section. Table 1 summarises the Mach 13 flow
condition; Figure 1 shows shock speeds measured at different tunnel locations and
compares these to target speeds based on analytical and 1-D CFD calculations.

Table 1 Mach 13 calculated flow condition for X2.

Symbol Value Units Description Symbol Value Units Description
pA,0 1.1 MPa Reservoir fill pressure, air. pshk 330 kPa Shock tube fill pressure, air.
pD,0 30.0 kPa Driver fill pressure, 100% helium. pacc 254 Pa Acceleration tube fill pressure, air.
prupt 15.5 MPa Primary diaphragm rupture pressure. Me 13.4 - Predicted Mach number at nozzle exit.

λ 42.5 [-] Driver compression ratio. ue 3.950 km/s Predicted flow velocity at nozzle exit.
mp 35.0 kg Piston mass. pe,0 1,450 MPa Predicted total pressure at nozzle exit.
psec 150 kPa Secondary driver fill pressure, helium.

.
Fig. 1 X2 shock speeds for Mach 13 condition, using 35 kg piston with 100% He driver.
‘X2s...’ indicates experimentally measured shock speeds. Maximum experimental uncertainty
of ±3%.

L1d2 is a 1-D Lagrangian flow solver developed by Jacobs [3] to analyse un-
steady flow processes in impulse facilities such as X2. L1d2 predicted shock speeds
in Figure 1 demonstrate good agreement with the experimental results. Detailed
analysis with L1d2, which includes full piston dynamics, indicated that shock at-
tenuation was due to rapid expansion of the driver gas following diaphragm rupture.
This expansion can be weakened by operating the piston sufficiently fast after rup-
ture that its displacement temporarily substitutes for vented gas, maintaining or even
increasing driver pressure. This is referred to as tuned operation [4], and has been
implemented with X2 to prevent the shock attenuation observed in Figure 1.

2 Tuned Free-Piston Driver Operation

Tuned free-piston driver operation, originally proposed by Stalker [2], can increase
the duration over which driver gas is held at a useful pressure. Ignoring wave pro-
cesses, after diaphragm rupture occurs there is a reference piston speed, Ure f , which
will compensate for driver gas loss to the driven tube, resulting in approximately
constant driver pressure. Itoh et al. [7] later non-dimensionalised the actual piston
speed at the moment of rupture, urupt , by Ure f , producing the piston over-drive pa-
rameter, β = urupt/Ure f . Stalker [2] essentially proposed the idea of configuring the
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driver such that β > 1, thereby “over-driving” the piston. For β > 1, the piston will
continue to increase the driver pressure following diaphragm rupture, before it slows
and the pressure begins to fall. The duration over which this variation in driver pres-
sure is within acceptable limits (typically around 10% of the target pressure [2, 7]),
can correspond to a significantly extended period of useful supply time.

3 Soft Landing with a New Lightweight Piston

Over-driving the piston results in it having a relatively high velocity (typically 100−
300 m/s) when the diaphragm ruptures. However, the piston must also be prevented
from hitting the end of the tube. Itoh et al. [7] identified the types of motion possible,
after diaphragm rupture, as the piston approaches the end of the compression tube,
as being either ‘piston rebound’, ‘soft landing’, or ‘direct impact’. Itoh et al. [7]
proposed targeting the soft landing condition and sizing the buffer to catch the piston
when its velocity and acceleration are simultaneously zero.

An analysis following the arguments of Stalker [2] indicated the need to develop
a new piston of minimum mass. A tuned driver requires a lightweight piston for two
reasons. Firstly, for X2’s relatively short 4.5 m compression tube, the piston must be
light enough to accelerate to the necessary high speeds over this short distance, or
else reservoir pressures must be prohibitively high. Secondly, for large compression
ratios, the piston is only a short distance from the end of the compression tube at
the point of diaphragm rupture; for a given driver gas pressure at rupture, the piston
needs to be very light to decelerate to rest over this short distance. It was considered
impractical to incorporate brakes in the piston (which help prevent rebound motion),
and designing for survival of direct impact at high speed is not feasible. A soft
landing condition was thus targeted for the new X2 free-piston driver.

Strength and facility interface requirements (i.e. the ability to use the piston with
the existing compression tube and launcher arrangement) placed restrictions on how
light the piston could be made. However, the final mass of 10.5 kg was determined to
be sufficiently low to achieve a tuned driver condition which would have sufficient
performance to achieve the target flow conditions. The piston, described in [8], is
machined from 7075-T6 Aluminium alloy and was designed for maximum driver
and reservoir pressure operational loads of 40 MPa and 10 MPa respectively.

4 Calculation of New Free-Piston Driver Conditions

Several variables remained available for driver condition design: Reservoir fill pres-
sure (<8 MPa); driver fill pressure (<1 MPa) and composition (%He/%Ar); di-
aphragm thickness and material (1.2, 2.0 and 2.5 mm thick, cold-rolled steel sheet
pre-scored to 0.2mm depth); buffer length. The process used to develop new driver
conditions is outlined in Figure 2. The first step was to develop a rapidly solved 0-D
perfect gas analytical model of the free-piston compression process based on piston
equations of motion by Hornung [9], which was then used to manually identify a
range of potential tuned driver solutions.
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The 0-D model proved capable of modelling the driver compression process
fairly effectively but could not make accurate predictions of the required reservoir
fill pressure. The reservoir gas was assumed to undergo an ideal unsteady expansion,
however the actual gas must pass through an area change and slotted launcher. This
convoluted flow path throttles the flow, significantly reducing the reservoir pressure
force acting on the piston. Further, the unsteady expansion through the reservoir
eventually reflects from the upstream end causing a further pressure drop. Both of
these factors necessitate a much better predictive tool for the reservoir gas flow.

Fig. 2 X2 free-piston driver condition development process.

L1d2 was used to fine tune the driver configuration prior to experimental testing.
The code is capable of capturing the longitudinal unsteady wave processes which
occur during piston operation and includes piston friction, flow chemistry, and pipe-
flow viscous effects along the tube walls. Gradual area changes can be handled
by the code, however 2-D and 3-D physical processes, such as flow through the
launcher, cannot be directly modelled. To simulate the effect of these complex flow
paths, a loss factor is applied over a finite length of the tube where the area con-
traction etc. is present. Representative loss factors can only be determined from
experimental data, therefore their development must occur in conjunction with ex-
perimental testing. Experience indicates that the modelling tool is quite effective
once tuned for a given test condition.

5 Blanked Off Driver Tests

Given the combination of high piston speed and short stopping distance, the risk of
facility damage due to analysis uncertainty is significant, therefore predictive tools
must be as accurate as possible. To achieve this accuracy with L1d2, a series of
blanked off tests was performed, which involves replacing the diaphragm with a
piece of thick steel plate with a PCB transducer located in it. During the test the
piston bounces back and forth until it comes to rest. So long as the driver pressure
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does not exceed the facility pressure limit, no damage will be done. A corresponding
analysis is performed with an L1d2 model, which is then tuned until an acceptable
level of correlation is obtained between the experimental and numerical pressure
traces. This methodology allows full correlation of the driver pressure right up until
diaphragm rupture; good agreement increases confidence that the post-diaphragm
rupture piston dynamics will also be predicted with good accuracy.

A broad analysis of different driver conditions using the 0-D analytical model,
followed by detailed analysis with L1d2, eventually led to the three new driver con-
figurations detailed in Table 2. Blanked-off tests were performed for each condition
prior to conducting diaphragm rupturing experiments. Figure 3 compares pressure
traces between L1d2 and experiment for driver case X2-LWP-2.0mm-0, showing
close correlation between average pressure magnitudes. There is some difference in
the unsteady behaviour; L1d2 has difficulty predicting the detailed unsteady driver
pressure behaviour through the sharp area change to the primary diaphragm.

Table 2 X2 lightweight piston finalised driver conditions.

Driver Diaphragm Rupture Reservoir Driver fill Buffer
Case ID thickness pressure fill pressure pressure length

[-] [mm] [MPa] [MPa] [kPa] [mm]

X2-LWP-1.2mm-0 1.2 15.5 4.94 110.3 (80% He / 20% Ar) 100
X2-LWP-2.0mm-0 2.0 27.9 6.85 92.8 (80% He / 20% Ar) 45
X2-LWP-2.5mm-0 2.5 35.7 6.08 77.2 (80% He / 20% Ar) 45
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Fig. 3 Comparison of experimental and numerical driver pressures for driver condition X2-
LWP-2.0mm-0. Experimental trace has been time shifted. Note: driver fill pressure was in-
creased by 1.62× to ensure peak pressure did not exceed the facility 40 MPa limit.

6 Performance of the New Tuned Driver

Figure 4 shows averaged experimental shock speeds for each of the three driver
conditions described in Table 2. The secondary driver shock speed is lower than the
0-D analytical prediction due to the primary diaphragm being offset from the area
change in the driven tube, which delays the shock reaching its full strength. It can
be seen that there is no longer the characteristic shock attenuation observed with
the previous driver. With the 2.0mm and 2.5mm thick diaphragm conditions, target
shock speeds are approached, thus achieving the original goals of the study. None
of these new driver conditions caused any damage to the facility, indicating that
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Fig. 4 Comparison of experimental and analytical shock speeds for new X2 tuned driver con-
ditions (refer Table 2). Experimentally determined shock speeds shown are averaged speeds
for three shots at each condition. Maximum experimental uncertainty of ±2%.

the combined analytical/numerical/experimental development process managed to
safely determine tuned, workable, driver conditions.

7 Conclusion

UQ is currently using its X2 and X3 expansion tube facilities to develop Mach 10-
15 high total pressure scramjet flow conditions to simulate scramjet access to space
flight. Fundamental to this objective is the development of new free-piston driver
conditions optimised to produce long duration driver gas supply. This requires much
lighter pistons to be operated at much higher speeds. An initial driver study under-
taken in X2 resulted in the development of a new 10.5 kg aluminium piston. A com-
bination of analytical modelling, numerical analysis with L1d2, and blanked-off
driver experiments, has produced three new tuned driver conditions. These condi-
tions run the piston sufficiently fast to maintain driver pressure at high levels for a
long duration after diaphragm rupture, ensure that the piston comes to rest at the
buffer without significant impact speed, and achieve similar shock strengths to the
existing 35 kg piston driver.
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Reflection Transition of Converging Cylindrical
Shock Wave Segments

B.J. Gray and B.W. Skews

1 Introduction

An investigation was carried out into the transition between various types of reflec-
tion of converging cylindrical shock wave segments over various wedges, and the
effect of the wave incidence angle and the Mach number of the incident wave on the
reflection type. Such a reflection differs significantly from those of planar waves,
as both the Mach number and the incident angle of the shock wave are time de-
pendant. The transition conditions were examined in terms of transition criteria that
have been suggested for planar waves in the literature.

In general, current research on the behaviour of curved waves is limited to cylin-
drical and spherical waves. In particular, the only previous work that related to re-
flection of curved waves that could be found were those relating to the reflection
of blast waves generated by explosions at a certain height above the ground. This
included the work of Takayama and Sekiguchi [1], Hu and Glass [2], and Liang et
al.[3, 4]. However, there is no research to be found in the literature on the reflec-
tion of a free curved shock segment that encounters an inclined surface, despite the
possible significance such research may have in a number of fields.

2 Review of Transition Criteria for Planar Waves

When an oblique shock wave encounters a solid boundary, reflection needs to occur
in order for the flow to meet boundary conditions. For a plane wave reflecting off
an inclined surface, reflection in steady conditions will be either a Mach reflection
(MR) or regular reflection (RR), and the reflection pattern that occurs is a function
of the wave incident angle and Mach number [5]. For a given Mach number, there
is a critical incident angle (known as the maximum-deflection angle) above which
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no reflected wave exists that is capable of deflecting the flow so that it runs parallel
to the boundary. If the incident angle of the shock wave exceeds the maximum
deflection angle, Mach reflection must occur according to the maximum-deflection
condition.

The sonic condition infers that in order for a Mach reflection to occur, some form
of length scale needs to be transmitted to the reflection point in order for the Mach
stem to form [6]. This is not possible if the flow behind the reflected wave is super-
sonic relative to the reflection point. Thus the sonic condition states that transition
from regular reflection to Mach reflection will occur when the flow behind the re-
flected wave becomes sonic relative to the reflection point. The transition angles
predicted by the maximum-deflection and sonic criteria typically vary by fractions
of a degree, and it is difficult to experimentally distinguish the difference between
the two criteria.

In unsteady flows, the above mentioned criteria require a discontinuous pressure
change in the region behind the reflected shock wave. Such a discontinuous change
would cause unsteady pressure waves to form in the system in order to maintain
mechanical equilibrium. Consequently, a new transition criterion was proposed by
Henderson and Lozzi [7], which stated that the transition would occur at a critical
angle at which the pressure behind the reflected shock can vary continuously as the
reflection transition takes place, which would occur when the flows predicted by
two- and three-shock theories coincide. For a Mach reflection at this particular in-
cident angle, the flow behind the reflected shock is parallel to the reflection surface.
This represents the limit at which direct Mach reflection (DiMR) can occur. Be-
low this angle, any Mach reflection that occurs must be an inverse Mach reflection
(IMR), which is an unstable reflection in which the triple point moves towards the
reflection surface, eventually terminating in transitioned regular reflection (TRR).
Below a Mach number of 2.23, the mechanical equilibrium criterion coincides with
the maximum deflection criterion.

Ben-Dor [5] describes some analytical models for predicting the transition from
MR to TRR for a planar wave impinging on a concave cylindrical surface. The basis
of these models is that the Mach stem in a TRR represents the limit which corner
signals carrying information about the length scale of the system can reach. How-
ever, they are independent of the radius of curvature of the wall, yet experimental
observations have shown that the radius does play a role in determining the tran-
sition angle. Ben-Dor states that a model taking the radius into account [8] is still
incomplete.

3 Numerical Computation of Cylindrical Shock Waves over
Inclined Surfaces

Numerical simulations were carried out in FLUENT R© using an inviscid, second
order implicit density based solver. The flow was modelled using a third order
MUSCL scheme with Roe’s Flux-Difference Splitting scheme, with least squares,
cell-based spatial discretisation. The domain consisted of a curved pressure inlet,
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two converging walls, and an inclined wedge, which was meshed using a mapped
quadrilateral meshing scheme. The pressure at the inlet was set such that a cylin-
drical shock wave would be generated so as to have a specific Mach number at
the wedge apex. Initially, simulations were run using three different mesh densities,
these being 100, 150, and 200 cells across the inlet. In addition, the mesh was adap-
tively refined up to 6 times in regions where the density gradient exceeded 2% of
the maximum density gradient in the domain. The general behaviour of the shock
wave for all three meshes was found to be similar, but for further investigation, the
mesh density of 200 cells across the inlet was used as this offered better resolution
of flow features which formed during the reflection transition.

Computations were carried out for shock waves with a radius of 100 mm, and
Mach numbers at the wedge apex of 1.29, 1.43, 1.57 and 1.70 impinging on wedges
of angles of 20◦, 25◦, 30◦, 35◦, 40◦, 45◦ and 50◦to the original flow direction. Ini-
tially, the reflection pattern that resulted was a direct Mach reflection (DiMR), with
the shear layer starting at the the triple point and sloping towards the surface, and
with the triple point trajectory directed away from the surface. This transitioned
into an inverse Mach reflection (IMR) in which the triple point trajectory turns back
toward the reflection surface, and the shear layer slopes from the triple point away
from the surface. The Mach reflection eventually terminates in a transitioned regular
reflection (TRR), which is characterised by a Mach stem which follows the reflec-
tion point up the wedge, but at a slower velocity. An example of the evolution of the
reflection structure is shown in Figure 1.

4 Discussion

The sequence of reflection patterns of DiMR→StMR→IMR→TRR is similar to the
sequence that takes place in the analogous case of a planar shock impinging on a
curved wall, and that of the reflection of an oblique shock in a wind tunnel with con-
tinuously varying upstream geometry. However, the cases investigated differ from
those situations in that the Mach number of the shock wave and the conditions be-
hind the shock vary continuously.

In Figures 1(d) to (f), a Kelvin-Helmholtz instability is seen to form in the shear
layer. Such instabilities are typically greatly exaggerated in high resolution solu-
tions to the Euler equations (such as the one carried out here), and are usually much
smaller or not present at all in experimental results or solutions to the full Navier-
Stokes equations, as discussed by Sun and Takayama [9]. However, the instabilities
only form after the transition to TRR, and thus do not affect the validity of the
results. Furthermore, the Kelvin-Helmholtz instability is not expected to have a sig-
nificant effect on the shape of the shock structure.

For planar shock waves in pseudosteady flows (such as those which occur in
shock tubes), the criterion which is considered to come closest to predicting transi-
tion is the sonic condition. Figure 2 shows a plot of the transition angle for a planar
wave predicted by the sonic condition against Mach number. Cases that lie above the
transition curve would be expected to show a Mach reflection, while cases below the
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(a) Shock immediately before
encountering the wedge
at t=0μs

(b) Direct Mach reflection
(DiMR) at t=34μs

(c) Stationary Mach
reflection (StMR) at
t=68μs

(d) Inverse Mach reflection
(IMR) at t=77μs

(e) Triple point colliding
with the reflection
surface at t=82μs

(f) Transitioned regular
reflection (TRR) at
t=89μs

Fig. 1 Evolution of the shock reflection structure for a shock reflecting off a 30◦ wedge with
a Mach number of 1.43 and shock radius of 100 mm at the wedge apex, showing contours of
constant density. A 6x zoomed image of the reflection is shown below each image

curve would be expected to show regular reflection. On the same axes, the reflection
type obtained in this study immediately after the shock encounters the wedge apex
are plotted.

A Mach stem and shear layer was evident in 22 of the 28 cases tested, allowing
those reflection patterns to be identified as Mach reflections. The remaining 6 cases
showed no visible Mach stem or shear layer, and were classified as regular reflec-
tions. Comparing the results to the transition line predicted by the sonic criterion, it
is apparent that 5 cases which demonstrated a Mach reflection after the wedge apex
should have shown a regular reflection. The fact that Mach reflection could occur
below the theoretical transition line implies that the transition criteria are different
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Fig. 2 Initial reflection patterns obtained immediately behind the wedge apex, including the
transition line predicted by the sonic transition criterion
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Fig. 3 Variation of shock incident angle at the point of transition to TRR

for curved waves, although whether this is due to the radius of curvature of the shock
wave or the rate of amplification of the Mach number is unclear.

Figure 3 shows the points at which transition to TRR occurred. These points
cannot be directly compared to the first three of the transition criteria described in
section 2, as these criteria were developed for application to the RR→MR transition
of a planar shock with a constant Mach number. Ben-Dor’s models for predicting
TRR transition make a number of assumptions which make a direct comparison
invalid in this case — he assumes that the incident shock is planar and propagates
at a constant velocity; the reflected shock has negligible strength compared to the
incident shock; the conditions behind the shock are uniform; and that information
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about the length scale needs to be transmitted to the reflection point along the wedge.
The results show that the first three of these assumptions do not hold. In addition, the
length scale need not be carried to the reflection point by corner generated signals,
as information about a length scale is inherently carried to the transition point in the
Mach stem of the IMR (although this information is lost at the transition point).

5 Conclusion

MR was found to occur when the shock encountered the wedge in most cases, even
in some cases where the sonic condition predicts RR for planar waves at the same
incident angle and Mach number. Thus, shock wave curvature has some impact on
which reflection pattern occurs. When the transition from MR to TRR is consid-
ered, there is significant disagreement between the transition points predicted by
the results of the numerical simulations of converging cylindrical waves, and those
predicted by the transition criteria for planar waves. A more accurate transition cri-
terion would have to take into account the radius of the shock wave and the time
taken for the triple point to return to the surface once IMR occurs. A unique facility
is currently being constructed to validate the above findings experimentally.
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Development of Blast-Wave Mediated Vaccine
Delivery Device

G. Divya Prakash, S.G. Rakesh�, Dipshikha Chakravortty,
K. Kontis, and G. Jagadeesh

1 Introduction

Shockwaves are essentially non-linear waves that propagate at supersonic speeds.
Such disturbances occur in steady transonic or supersonic flows, during explosions,
earthquakes, hydraulic jumps and lightning. Rapid movement of piston in a tube
filled with gas generates a shock wave. Any sudden release of energy (within few
μs) will invariably result in the formation of shock waves since they are one of the
efficient mechanisms of energy dissipation observed in nature. The dissipation of
mechanical, nuclear, chemical, and electrical energy in a limited space will usually
result in the formation of a shock wave. Because of the dissipative nature of shock
waves they invariably need a medium both for generation as well as for propagation.

It is possible to generate spherical shock waves with typical radius of few mm,
both in ambient air as well as in water, expending energies of the order of few joules
[1]. Micro-shock waves can be generated in ambient air by focusing the energy [2]
from a pulsed laser beam into small spherical volumes. There have been several
attempts [3, 4] in the past to experimentally re-create a large scale explosion in the
laboratory using negligible amounts of primary explosives.

Considering the various difficulties involved with the known methods of gen-
erating controlled micro-blast waves in the laboratory, a new method to generate
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spherical micro-blast waves has been proposed. In this study, a new method to gen-
erate controlled micro-blast waves in the laboratory from the open end of a plastic
tube has been proposed. Small amounts ( 18mg/m length) of micro explosive (High
Melt Explosive (HMX) and traces of Aluminium) is uniformly coated on the inner
wall of a polymer tube (1mm inner diameter; wall thickness 1mm, M/s Dyna Nobel,
Switzerland) of arbitrary length. When the micro explosive is electrically triggered
from one end of the polymer tube, a detonation wave is generated inside the tube.
When this detonation front is allowed to escape from the open end of the poly-
mer tube, a micro-blast wave is generated. Since the amount of energy expended
in the generation of the blast wave from the open end of the polymer tube is very
small ( 8.7 Joules; TNT equivalent 1.63 mg) they are referred here as micro-blast
waves. Thin metal foils placed at the open end of the polymer tube along with ap-
propriate mechanical fixtures is used to transfer the impulse-momentum generated
by micro-blast wave to appropriate medium. Utilizing the inherent kinetic energy
associated with propagating micro-blast wave, a new fluid delivery system has been
designed [5].

2 Experimental Description

The needle-less drug/vaccine delivery device comprises of a drug chamber, metal
foil and a polymer tube coated with explosive (Figure 1). When the polymer tube
is ignited micro-shock waves are produced in the other end of the polymer tube
and it deflects the metal foil placed in that end. The micro-shock waves can prop-
agate through the liquid. The pressure profile in the drug chamber was measured
using PCB Piezotronics pressure transducers with a sensitivity of 4.989 mV/psi.

Fig. 1 A diagram showing the exploded and assembled pictorial views of the fluid jet delivery
system
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Fig. 2 Schematic diagram of liquid jet delivery system

This increase in pressure leads to the production of liquid jet through a small hole
in the drug chamber (Figure 2).

The overpressure behind the micro-blast wave and the subsequent impulse that
can be generated when any inelastic material is subjected to blast wave loading is
an attractive proposition for designing a fluid delivery system. If an appropriate me-
chanical fixture arrangement can be designed that can block all the by-products of
the micro-explosion and transfer only the energy when subjected to blast wave load-
ing, then this method can be used to propel the fluid to the desired biological targets.
This mechanism must be capable of transferring the momentum of the micro-blast
wave to the fluid with minimum energy loss.

The idea is to produce a liquid jet by subjecting the foil to micro-blast wave load-
ing from one side, so that the metal foil deforms instantaneously transferring the
momentum to the liquid. The use of metal foil can serve two purposes: (1) transfer-
ring the momentum to the liquid so that it gets ejected at very high velocities and
(2) obstructing the flow of combustion products (debris cloud) and hence avoiding
mixing of combustion products with the liquid. The device was used for vaccina-
tion in murine salmonellosis model to check its efficiency. A vaccine is a biological
preparation that improves immunity to a particular disease. A vaccine typically con-
tains an agent that resembles a disease-causing microorganism, and is often made
from weakened or killed forms of the microbe or its toxins. The agent stimulates the
body’s immune system to recognize the agent as foreign, destroy it, and remember
it, so that the immune system can more easily recognize and destroy any of these
microorganisms that it later encounters. Vaccination will be very efficient when the
vaccine is delivered in the epidermal layer of the skin. There are no efficient delivery
systems which can deliver vaccine in the skin. Salmonella is a bacterial pathogen
which causes typhoid in human. A typhoid vaccine developed in Indian Institute
of Science [6] was delivered using the device and the efficiency of the device for
vaccination was checked. The device was placed in the abdominal position of mice
and vaccine was administered (Figure 3). Salmonella typhimurium vaccine strain
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Fig. 3 Vaccination of mouse using the device

(DV-STM-07) was delivered to mice using the device and then infected with viru-
lent Salmonella. The survival assay of mice after the infection was performed.

3 Results

From the visualisation studies it is confirmed that the micro-blast waves can be gen-
erated using polymer tubes coated with small amounts of explosives. It appears from
the schlieren images that the micro-blast waves which are generated are spherical in
nature and they can produce the liquid jet from the drug loading chamber (Figure 4).
From the high speed image visualization, the liquid jet produced by the micro-shock
waves propagates in a velocity of 100 m/s. The velocity of the jet coming out of
the discharge hole depends on the pressure acting on the liquid column inside the
cavity. The pressure acting on the liquid inside the cavity is found using a needle

Fig. 4 Sequential images of the micro-blast wave and liquid jet ejecting from the micro
discharge hole
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gauge (Dr. Muller Instruments, Oberursel, Germany). The pressure signals picked
up by the needle gauge is recorded in the oscilloscope (Yokogawa Electric Corpo-
ration, Japan). The over pressure was observed between 50-100 bar (Figure 5). This
pressure can produce the liquid jet in high velocity. The penetration of liquid jet into
agorose gel shows the effectiveness of the device for delivering drugs (Figure 6).

Mice vaccinated (DV-STM-07) through device and through intra-peritoneal (I.P)
route showed 100 % survival upon challenge with virulent Salmonella, whereas all
the unvaccinated mice died within 8 days after the challenge (Figure 7). These re-
sults clearly demonstrate that the vaccination through the new micro-shock wave
assisted device measures up to the traditional vaccination strategies in this efficacy
of protection even at the reduced dosage. The mice were comfortable while vacci-
nation by our device whereas they were uncomfortable when needle injection was

Fig. 5 Graph showing variation of overpressure value with respect to time inside medium
cavity

Fig. 6 Experimentally observed penetration depth with the three cavities as a function of
agarose concentration
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Fig. 7 Survival assay of mice

used for vaccination. So the needle-less delivery device can be used for efficient
vaccination without pain.

4 Conclusion

Polymer tubes have been used to generate micro-blast waves in a repeatable fash-
ion. Time resolved flow visualizations study indicate almost spherical blast waves
emerge from the open end of the polymer tube. The enargy transfer mechanism
effectively produced the liquid jet which panetrate the target to deliver the drug.

Studies show that intradermal vaccination offers better protection than the other
routes of immunization [7]. The delivery of vaccines to the epidermal layer of the
skin is a big challenge while using needle injections. Vaccination to the epidermal
layer of skin can be done with high efficiency using our device. Delivering vaccines
in close proximity to the epidermal layer may facilitate the antigen-recognition and
uptake process by Langerhans cells[8]. Since intra-dermal injection of hepatitis B
and rabies vaccines required only 10% of an intramuscular dose to elicit an equiv-
alent antibody response and seroconversion rate [9], the dosage of vaccine can be
reduced by using our device. The cost of our needle-less device will be 200$ and
cost per shot will be 10 cents. As sensitive nerve endings are not present in the epi-
dermal layer of skin, delivery of vaccine using our device will be safer than intra-
dermal needle injection. Given that most of the vaccines commercially available are
in liquid formulations, our device can be used to deliver those vaccines regardless
of their particle size and chemical nature.
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Micro-shock Wave Assisted Bacterial
Transformation

G. Divya Prakash, S.G. Rakesh∗, Dipshikha Chakravortty,
Nataraja Karaba, and G. Jagadeesh

1 Introduction

A gene is a unit of heredity in a living organism. It normally resides on a stretch
of DNA that codes for a type of protein or for an RNA chain that has a function
in the organism. All living things depend on genes, as they specify all proteins and
functional RNA chains. Genes hold the information to build and maintain an or-
ganism’s cells and pass genetic traits to offspring. The gene has to be transferred to
bacteria or eukaryotic cells for basic and applied molecular biology studies. Bacte-
ria can uptake exogenous genetic material by three ways: conjugation, transduction
and transformation. Genetic material is naturally transferred to bacteria in case of
conjugation and transferred through bacteriophage in transduction. Transformation
is the acquisition of exogenous genetic material through cell wall. The ability of
bacteria of being transformed is called competency and those bacteria which have
competency are competent cells. Divalent Calcium ions can make the bacteria com-
petent and a heat shock can cause the bacteria to uptake DNA. But the heat shock
method cannot be used for all the bacteria. In electroporation, a brief electric shock
with an electric field of 10-20kV/cmmakes pores in the cell wall, facilitates the
DNA to enter into the bacteria. Microprecipitates, microinjection, liposomes, and
biological vectors are also used to transfer polar molecules like DNA into host cells.
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In molecular biology, the process of electroporation is often used for the transfor-
mation of bacteria,yeast, and plant protoplasts. Electroporation can cause cell dam-
age and it requires ion free medium for transformation. It can lead to non-specific
transformation also. Electroporation is expensive and transgene expression is not
homogenously distributed in the treated tissue. While creating random libraries,
procedures based on standard CaCl2 wash method result in substantial decrease
in transformation efficiency. Therefore a method for obtaining high transformation
rates need attention. With the arrival of Human genome project and revolution in re-
combinant DNA technology we found it mandatory to develop a rapid and efficient
transformation protocol.

2 Experimental Description

Although shock waves can be used to deliver DNA and macro molecules into eu-
karyotic cells ([2];[3];[4]), there are no reports stating bacterial transformation us-
ing shock waves. Shock waves, which are energy dissipation mechanism, produced
by an explosion can be channeled to perform bacterial transformation. Kidney and
gallstone disease are being treated by using pressure pulses generated by lithotripter
shock waves. Shock waves have been used in orthopaedics and traumatology to
treat insertion tendinitis, avascular necrosis of the head of femur and other necrotic
bone alterations. In a specially designed transformation device, the bacterial culture
is exposed to a sudden release of micro-shock waves ([1]). The energy released is
equivalent to 0.168 mg trinitrotoluene containing chemical energy. The shock wave
mediated transformation device arrangement contain a polymer (coated inside with
high melt explosive and trace of Aluminium) which ends up to a metal foil and the
other side of the tube is connected to an igniter, which produce the spark. The spark
discharge causes the combustion throughout the polymer tube, which produces the
spherical micro-shock wave which is passed on to the transformation chamber be-
neath the metal foil. Enough safety precautions by way of miniature rubber gaskets
have been incorporated in the device to ensure that the gaseous products of com-
bustion do not leak into the transformation chamber. A schematic diagram of the
experimental device is shown in Figure 1. The maximum pressure observed by the
bacterial culture inside the cavity was 40 to 100 bar (Figure 2).

There are two types of cells namely; (1) Prokaryotic cells and (2) Eukaryotic
cells. The prokaryote cell is simpler than a eukaryote cell, lacking anucleus and
most of the otherorganellesof eukaryotes. Eukaryoticcells are about 10 times the
size of a typical prokaryote. The major difference between prokaryotes and eukary-
otes is that eukaryotic cells contain membrane-bound compartments in which spe-
cific metabolic activities take place. Eukaryotic cells have a true nucleus, bound
by a double membrane. Prokaryotic cells have no nucleus. There are few well
established methods for transformation of bacterial cell. Two such conventional
methods with which the results of the present study are compared with are (1)
Freeze-Thaw method and (2) KCM method. A schematic diagram of preparation
of cell suspension for treatment using micro-blast waves is shown in Figure 3.
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Fig. 1 Schematic sketch of the experimental setup to carry out bacterial cell transformation
experiments

Fig. 2 A graph showing variation of overpressure value with respect to time inside medium
cavity

Prokaryotic cells E.coli and Agrobacterium are grown to log phase (37oC for E.coli
and 28oC for Agrobacterium) and then mixed with isolated plasmid DNA. Prokary-
otic cells mixed with plasmid DNA is taken in the cavity and covered with a metal
foil. This metal foil is subjected to the micro-blast wave loading from the open end
of the polymer tube. The metal foil deforms instantaneously, and subsequently a
strong compression wave travels through cell suspension underneath. Because of
the disturbance created in the cell suspension, the prokaryotic cells are induced to
uptake DNA and this is confirmed by the growth of cells in plates containing an-
tibiotic Kanamycin. The isolated colonies are counted to express the transformation
efficiency.
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Fig. 3 A schematic diagram of preparation of cell suspension for treatment using micro-blast
waves

The transformation efficiency (TE) is calculated using the following equation

TE =

{
A

(
B
C

)}
× 1

D
CFU/μg of DNA (1)

where, A - No. of colonies
B - Total volume
C - Volume plated
D - Micro gram of DNA used
CFU - Colony Forming Units

Transformation efficiency of the device was also compared with electroporation
for E.coli bacterial transformation. Plasmid DNA coding for cherry red protein was
transferred to E.coli by electroporation and by micro-shock wave device. The trans-
formed bacteria will express red colour cherry red protein which can be visualized
under fluorescent microscope.

3 Results

The cavitation produced by the shock wave is neither lethal to the bacteria like E.
coli, Pseudomonas aeruginosa and Salmonella typhimurium nor cause the loosen-
ing of plasmid integrity, even after five consecutive shots. E.coli and Agrobacterium
are transformed using our transformation device. The results obtained from poly-
merase chain reactions clearly demonstrate that shock wave assisted cell transfor-
mation can be successfully used to transform prokaryotic cells with plasmid DNA.
The transformation efficiencies obtained (Figure 4) are comparable with those of
conventional methods. The transformation efficiency compared with electropora-
tion method showed that the micro-shock wave assisted bacterial transformation is
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Fig. 4 Transformation efficiency with the device and by other methods

Fig. 5 Comparison of micro-shock wave device and electroporator mediated transformation

as efficient as electroporation (Figure 5). The micro-shock waves produce the acous-
tic cavity in the liquid inside the chamber and that leads to the temporary change
in the membrane permeability. Simultaneously the propagating shock wave pushes
the plasmid inside the cell for certain microsecond and then reversal of cell to nor-
mal stage happens, leaving the cell viability unaffected. Electroporation can lead to
irreversible change in the membrane permeability leading to the loss of bacterial
viability, unlike the shock wave. Moreover, the transformation efficiency of shock
wave mediated bacterial transformation remains unaltered even though there may be
a delay in nutrient media addition, whereas, electroporated culture has to be added
with media immediately. The technique evolved in this study can be efficiently used
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with suitable modification for introduction of macromolecules including DNA into
different cell types.

4 Conclusions

The new device developed is simple, cheaper and efficient for bacterial transforma-
tions. Following are the reasons which can make this device commercially very ro-
bust in the near future 1) There is no need to prepare competent cells which involves
numerous washing steps with ultrapure water followed by glycerol 2) Salt-free DNA
is not required unlike in existing electroporator machine, where the presence of salt
will lead to spark and abortive transformation 3) There is no hurry to add the nutri-
ent media immediately after transformation unlike with the existing electroporator
4) All the parts are reusable and autoclavable and the use of expensive cuvettes can
be minimized.

This device can be a potential future instrument for bacterial transformation in
laboratories with excellent transformation efficiency, low cost and without the fear
of losing the viability of bacteria.
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Starting Characteristics of Hypersonic Inlets
in Shock Tunnel

Z. Li, B. Huang, J. Yang, Y. Wei, X. Liu, and J. Liu

1 Introduction

The starting-characteristic of inlet is one of the key factors that govern the perfor-
mance of hypersonic airbreathing propulsion system. For efficient operation, the in-
lets must operate in a started mode. Inlet starting has been extensively studied,[1][2]
however, it is difficult to accurately predict whether the inlet is started or unstarted.
Therefore, it will be useful to find an easy way that is capable of testing various
behaviors of the inlet starting process. Pulse facilities could play an important role
in these ground tests. But it has been shown that the inlet could be started with
larger internal contraction ratio (ICR) in pulse facilities,[1] such as a shock tunnel,
because of the unsteady effects in flow establishment of the facility[3] which have
strong capability of helping inlet to start. So, there is a large discrepancy compared
with conventional facilities. However, every coin has two sides. Whether the strong
help-to-start capability of pulse facility can be switched ’on’ and ’off’? The present
paper reports our recent progress related to the above ideas.

The inlet leading edges of forebody, cowl and sidewalls must be blunted due to
aerothermal heating of the hypersonic vehicle. The leading edge bluntness not only
affect the external flow patterns, such as the shock wave shape, but also affect the
internal inlet performance,[4] such as the inlet starting characteristics. The latter
may be worse. A reliable inlet should successfully survive in severe aerothermal
environment and simultaneity retain the inlet performance at an acceptable level.[2]
As such, the knowledge of the leading edge bluntness influence on the inlet perfor-
mance is of vital significance in the practical design of a hypersonic inlet.

In the present study, the starting characteristics of hypersonic inlets with different
ICR and leading edge bluntness were tested in a shock tunnel. Various behaviors of
the inlet starting process were reported.
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2 Experimental Facility and Test Model

The experiments were conducted in the shock tunnel JB430 of the University of
Science and Technology of China (USTC). For a detail description of the facility,
refer to Ref. [5]. This shock tunnel can operate in a reflected mode with a Mach
number 5.5 by changing the throat portion of the nozzle and able to provide flow
enthalpy about 1 MJ/kg for a test time about 15 ms. The freestream flow conditions
used for the present study were Mach number M∞=5.5, total pressure p0 = 0.78MPa,
total temperature T0= 712K, static pressure p∞= 834Pa, static temperature T∞= 101K
and unit Reynolds number Re∞ = 4.5× 106/m.

The basic inlet model for present study is a generic two-dimensional planar
mixed external and internal compression system as shown in Fig.1. It consists of
two compression ramps forebody, a horizontal cowl and a constant area isolator.
Two sidewalls (non-compression) are adopted to ensure the inlet flow is quasi-two-
dimensional. To make sure that the shock structure can be visualized, part of the
each sidewall is replaced by glass for optical access. Figure1(a) shows a photograph
of the inlet model with one sidewall removed. The basic model has a constant inner
width of 54 mm and overall length 450 mm. The first ramp has an angle of 9 degree
and length of 126 mm. The second ramp provides additional 5 degree compression
with a length of 120 mm. The location of the cowl can be adjusted 10 mm by 10
mm horizontally and vertically by varying the assembly bolted position in the fore-
body and the sidewall. The inner side of the 50 mm height forebody of the basic
model can also be inserted thin plate with a ramp like leading edge. As a result, the
inlet internal entrance height hi and the throat height ht at the entrance of the iso-
lator are changeable. Various ICR of different inlet configurations are archived as
may be required in the experiments. During the present study the leading edges
of the forebody and the cowl can be blunted by attaching variable radius parts
to evaluate the influence of leading edge bluntness on flow patterns and starting
characteristics of the inlet. Figure1(b) shows the schematics and dimension of the
model.

To visualize the flow field of the inlet model, the JB430 shock tunnel is equipped
with a high-speed schlieren system. For the present set of experiments the high-
speed camera (Photron FASTCAM SA5 1000K-M2, Japan) is operated at a framing
rate of 20 kHz with a resolution of 1024× 320 pixels and exposure time of 1μs.
The camera is focused on near the cowl, the region of interest, to detect the inlet
starting/unstarting process.

(a)

Blunt part

(b)

Fig. 1 Basic inlet model.
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3 Results and Discussions

As mentioned above, the shock tunnel has strong capability of helping inlet to start.
A shutter-like obstacle, placed at the rear part of the inlet channel, is used to switch
’off’ the strong help-to-start capability. The obstacle will generate ’choking’ effect
to force the inlet unstarting at the initial operation of the shock tunnel, and then
quickly open the channel once the steady flow is set up. So the inlet could be ’pre-
set’ in either started or unstarted mode, prior to the steady test flow. Then what
happens next is catched by the high-speed schlieren system. It is important that the
’choking’ time must be long enough to suppress the strong help-to-start capability
of the shock tunnel, but short enough as compared with the total test time of the
facility. With the help of a shutter-like obstacle, the action of it demonstrated next,
various behaviors of the inlet starting process can be achieved.

3.1 Shutter-Like Obstacle Action

Figure 2 shows a series of schlieren photographs in run 281, that is, the shutter-like
obstacle action in an inlet model has an ICR of 1.53. As discussed in the previous
paragraphs, the ’choking’ time of the obstacle is important. The location and weight
of the obstacle determines the ’choking’ time. The obstacle located at the rear part
of the inlet channel is beyond the visualization region. But a little mark attached to
the obstacle by a cotton thread make it possible to detect the inlet open time, that is,
when the the obstacle is blown out. In Fig. 2 t = 0ms, the flow is near to come, the
cotton thread is slack. At t = 0.70ms the flow inner the inlet is established. But the
channel is choked at the rear part of the inlet because of the obstacle and the cotton
thread is becoming tight. The generated separation shock begins to move upstream.
At the moment t = 1.60ms the expelled separation shock stands at the internal entry
section and still moves upstream. The inlet is unstarted. The large displacement of
the mark indicates that the obstacle is near to be blown out. When t = 2.55ms the
channel has already open and the ’choking’ effect is finished. The separation shock
stands at the farthest upstream and begins to move back. The steady test flow is also
coming, the inlet inner flow will be reestablished. At t = 3.05ms the separation shock
stands at the internal entry section again. After t = 4.35ms the separation shock has
already swallowed, the inlet is restarted and retain started mode till the test flow

t=0 ms 
Mark Cotton Thread Cotton Thread 

t=1.60 ms t=0.70 ms 

t=2.55 ms t=4.35 ms t=3.05 ms 

Mark Mark 
Ramp Shocks 

Separation Shock 

Separation Shock 

Separation Shock 

Fig. 2 Schlieren images of the self-starting process in run 281.
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break-up. It was found that nice shutter-like obstacle action can be obtained when
the ’choking’ time to be an order of 1 ms.

3.2 Sharp Leading Edge Inlet Starting Characteristics

Preliminary estimate of the inlet starting characteristics can be obtained by com-
paring the inlet ICR with the Kantrowitz limit and isentropic limit.[1] The average
Mach number at the inlet internal entry section Mi is used for the calculation. The
Kantrowitz limit is for self-starting and is calculated by assuming a normal shock at
the internal entry and calculating a quasi-one-dimensional, quasi-steady isentropic
internal area ratio that will produce sonic flow at the throat. The isentropic limit is
calculated for un-starting. An inlet with an ICR less than the Kantrowitz limit will
have self-starting ability. An inlet will not be started with an ICR greater than the
isentropic limit. But for efficiency a reliable inlet operates at neither isentropic nor
normal shock at the internal entry. Furthermore a sonic flow at the inlet throat is
not always satisfied. This means that an ICR greater than the Kantrowitz limit can
also be tolerated and the reliable inlet operates at an ICR between the Kantrowitz
limit and the isentropic limit. It is difficult to accurately predict the inlet starting
characteristics, because of the isentropic limit is far beyond the Kantrowitz limit.
Mölder [6] introduced a start-ability index S for this challenge. S = 0 for an ICR
corresponding to the isentropic limit, S = 1 for the Kantrowitz limit. While S varies
from 0 to 1 large gap between the two classic limits can be covered.

As described previously, a shutter-like obstacle can force the inlet to be unstarted.
So with the help of the obstacle the inlet could be ’pre-set’ in the state of unstarted
mode at the initial stage of the shock tunnel operation. After the obstacle is blown
out, if an inlet is restarted thus the inlet of this configuration has a self-starting
ability. If the inlet can not be restarted, it is an unself-starting configuration. While
without the obstacle the inlet could be ’pre-set’ in started mode. If an inlet can not
be started with the help of shock tunnel initial operation, this configuration inlet is
unstarting. We did find that the shock tunnel has strong capability of helping inlet to
start, and it was found that even though the ICR is far beyond the Kantrowitz limit,
the inlet still can be pulse started during nozzle set-up process if the vacuum tank
is highly evacuated before the shot, although the shock waves will be expelled out
of the inlet very soon because the inlet is unstart in the reality. On the other hand, if
the ICR is low enough, the inlet will undergo self-starting process even if a strong
shutter action is ’pre-set’ at the beginning. It is also easy to perform the experiments
related to ’dual-solution area’ [7] with present method. For a certain range of ICR,
the inlet with the same configuration, can maintain either started mode or unstarted
mode based on the ’pre-set’ mode. This means that an unself-starting inlet may be
started without the ’pre-set’ obstacle. Various behaviors of the sharp leading edge
inlet starting process were tested with different ICR in JB430.

Therefore, it is now possible to compare the results obtained in shock tunnel with
that of conventional wind tunnel. Present test results (ICR vs. Mi) are compared
with the data from Van Wie [1], Sun and Zhang[8], Wang and Cheng[9], Wang
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Fig. 3 The internal contraction ratio (ICR) vs. Mach number (subscript 0 for freestream, i for
internal contraction section) diagram, wherein S is the start-ability index.

and Fan[10]. As shown in Fig. 3 fairly good agreement was obtained. In this fig-
ure the data are plotted in terms of the inverse of ICR. From Fig. 3 the ICR for
self-starting limit could be estimated at about S = 0.8 and the un-starting limit at
about S = 0.6.

3.3 Blunt Leading Edge Inlet Starting Characteristics

Furthermore, some preliminary experiments on the effect of inlet leading edge
bluntness were tested, in which the concentration was also focused on the start-
ing behaviors. It was found that the leading edge bluntness play quite important
roles during the starting process as shown in Fig. 4. The inlet flow may deviate from
started mode (Fig. 2) to un-started mode when the cowl leading edge is blunted
(Fig. 4 a). On the other hand, with the same bluntness at the cowl leading edge, the
inlet flow may also deviate from started mode (Fig. 4 b) to unstarted mode when the
leading edge of the forebody is blunted(Fig. 4 c). When the cowl lip leading edge is
blunted the stagnation point at the cowl is changed outward and forward, the amount
of flow go through the throat may be increased. The choked inner flow result in un-
start finally. When the forebody leading edge is blunted the shock shape is changed
and the generated entropy layer developed along the forebody ramps surface may

(c)(a) (b) 

Fig. 4 Leading edge bluntness effect on the inlet starting characteristics. Cowl lip and fore-
body leading edge radius are rc, r f , respectively. Throat height ht . (a) ht =10mm, (b) and
(c)rc=2mm, ht=20mm. (a)Run 309 un-starting inlet with rc=2mm blunted; (b)Run 355 self-
starting inlet; (c)Run 366 unself-starting inlet with r f =3mm blunted.
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interact with the boundary layer. The complex flow may not be swallowed by the
throat of the inlet, also result in un-starting. More detailed study will be presented
in the future.

4 Conclusions

The starting characteristics of hypersonic inlets with different ICR and leading edge
bluntness were tested in shock tunnel. A high speed schlieren system was used to
detect the various behaviors of the inlet starting process. The ’choking’ effect of a
shutter-like obstacle can be used to ’switch off’ the help-to-start effects in shock
tunnel initial operation and to ’pre-set’ the inlet in un-started mode. The inlet self-
starting process was investigated with the help of such a shutter-like obstacle. Inlet
starting characteristics were also tested without such an obstacle. Based on the inlets
tested in present study, the ICR for inlet self-starting limit and un-starting limit
could be estimated at about S = 0.8, S = 0.6, respectively. The effect of leading
edge bluntness on the inlet starting behaviors were also tested. It was found that the
inlet self-starting ability level is poorer when the leading edge is blunted.
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2D Phenomena of Shock Wave Propagation
along a Non-equilibrium Thermal Zone Formed
by Surface Discharge

E.Yu. Koroteeva, I.E. Ivanov, D.M. Orlov, and I.A. Znamenskaya

1 Introduction

Shock waves have traditionally been studied and characterized by their movement
through media. And alternatively, the parameters of a medium have been success-
fully diagnosed by its influence on a shock-waves motion. The propagation of shock
waves through media with various types of inhomogeneity has always been of par-
ticular interest for a wide range of application in different fields of physics, like
astrophysics, laser physics, aerodynamics and many others. There are lots of exper-
imental, theoretical and numerical studies concerning interactions of shock waves
with turbulence [1], vortices [2], near-wall fine particle or dust layers [3], preshock
inhomogeneities induced by non-uniform energy deposition [4], isolated bubbles
[5], thermal layers [6, 7], plasma formations [8, 9], etc. These interactions are ap-
parently mutual - not only are the dynamics and the structure of waves altered but
also the properties of the medium are changed in a post shock flow. The present
work studies the structure of the gas-dynamic flow resulting from the propagation
of a plain shock wave along a near-wall expanding layer of the gas excited by a
high-current sliding surface discharge (“plasma sheet”).

The plasma sheet, which is initiated on the bottom wall of a shock tube channel,
represents a special type of a pulse surface discharge. It is composed of a continuous
system of parallel streamers sliding over the dielectric surface and has a rectangular
configuration of 100mm×30mm. The discharge electric current pulse duration does
not exceed 200 ns, providing localized and rapid energy deposition into a thin (about
0.5 mm) near-wall layer of gas, without heating the wall itself. This pulsed energy
is sufficient to alter a supersonic flowfield and it may be used to obtain controlled
changes in flow structures.

The ignition of a surface plasma discharge in quiescent air (Fig. 1a) involves
complicated phenomena: plasma kinetics, gasdynamics, transport phenomena. In
the experiments a plane shock wave enters the discharge gap at various (but more

E.Yu. Koroteeva · I.E. Ivanov · D.M. Orlov · I.A. Znamenskaya
Lomonosov Moscow State University (Russia)
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Fig. 1 Schematic profile of a discharge chamber 10-20 μs (a) and the shock wave movement
in it approximately 100 μs (b) after the discharge initiation.

than 40–50 μs) delay times after the plasma sheet initiation. By this time multiple
shocks produced by rapid energy release into a confined volume ([10]) decay, and
a non-equilibrium thermal layer of excited gas is formed in the vicinity of the sur-
face. Shadow images of shock waves propagating in the discharge chamber reveal
(Fig. 1 b):

- the shock front distortion and the formation of a thermal precursor shock wave;
- the expansion of vortical structures behind the shock.

Shadow images may serve as a diagnostic tool for a plasma-induced thermal layer
analysis. Numerical simulations in the models of uniform and non-uniform energy
deposition from the plasma sheet were also performed. They help to explain exper-
imental results and to solve the inverse problem of discharge energy allocation.

2 Experimental Setup and Procedure

The experimental part of the present research was conducted in a shock tube facility
schematically shown in Fig 2. Its principal part consists of a discharge chamber

Fig. 2 Experimental setup.
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mounted within a low-pressure section of a single-diaphragm shock tube. The tube
and the chamber both have a rectangular cross-section of 48 mm (width) x 24 mm
(height). The driven gas in the low-pressure section is air, and the driver gas is
helium. Two sidewalls of the discharge test chamber are partially replaced with 17
cm panes of quartz glass to provide optical access.

On the bottom wall of the discharge chamber there are two parallel electrodes
of 100 mm length, immersed flush on the surface and separated by 30 mm. When
a high voltage pulse with a peak of 25–30 kV is applied to this system, a pulsed
sliding surface discharge (plasma sheet) is formed transversely to the flow in the
shock tube. Instantaneous energy deposition into the near-wall air is provided. The
discharge images show that when the initial air pressure is less than 20–40 Torr the
discharge glow mostly exhibits a homogeneous structure while for pressure values
greater than 60–70 Torr spatially non-uniform plasma glow is observed more often
(see Fig. 4a, 5a).

A synchronization system allows an incident shock to enter the 100 mm discharge
gap at any specified delay time (tdelay) after the plasma sheet initiation (40–300 μs).
Nd:YAG laser with 532 nm wavelength is a source of single-pulse coherent light
with a pulse duration of 5 ns for the shadowgraph technique.

3 Numerical Simulation

Because the flow in the shock tube by virtue of the experimental geometry is close
to two-dimensional, the CFD simulations of the problem can be performed in 2D.
As long as complex plasma relaxation processes do not have any significant impact
on the essential behavior of the flow at relatively large delay times after the plasma
sheet switch-off, the equations of gasdynamics were used. The calculations were
based on a high-order Godunov-type scheme solving the system of 2D Raynolds-
averaged Navier-Stokes equations for a compressible flow. The turbulence model
was k-epsilon. The system was closed by the ideal gas equation of state (air with
γ = 1.4) together with the Sutherland viscosity law.

A rectangular domain of 16.8cm×2.4cm with a stretched grid with up to 1400 x
400 cells represented a part of the discharge chamber (Fig. 1). The initial conditions
differed depending on the energy deposition model. The first model assumed that
energy with uniform density �E was added to a thin area near the plasma sheet lo-
cation, which led to the gas pressure increase by �p=(γ-1) �E. At t=0, discontinu-
ity breakdown at the boundary occurred and by tdelay the thermal layer was formed
near the discharge gap in the computational domain. In the second approach the
propagation of a plain shock wave along a layer with already assigned non-uniform
spatial temperature distribution (T(x,y) = T0 + �T(x,y)) was considered. The choice
of �T(x,y) and the geometry of the non-uniform thermal zone were based on the
analysis of the corresponding discharge glow and the shadow image for each exper-
imental shot.
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4 Results and Discussion

The formation of a precursor with an intensive vortex flow and its unbounded de-
velopment were observed in the experiments for all considered values of initial
pressure (P0=20–80 Torr), wave Mach numbers (M=1.5–3.0) and delay times till
approximately 150–200 μs. The appearance of a toe wave moving faster than the
main shock (Fig. 3a) is apparently explained by the “thermal layer” (TL) effect - an
interaction of a shock wave with a thin layer of reduced density ([6, 7]).

Fig. 3 (Left) Sketch of SW-TL interaction: T L - thermal layer, C - contact surface, SWT - toe
wave, SW0 - main shock; (Middle) shadow image and (Right) CFD visualization of density
gradient calculated in the model of uniform energy deposition for P0=25 Torr, M=2.5 and
tdelay=60 μs.

The characteristic features of a flow with a precursor shock were reproduced in
CFD simulations with the model of instantaneous uniform energy deposition from
the surface discharge, which showed a good agreement with corresponding shadow
images (Fig. 3b-c).

However, as mentioned above, the discharge energy allocation at pressure values
(P0=60–100 Torr) is less homogeneous. As a consequence, the flow with a shock
wave in the discharge chamber is more complicated than that on Fig. 3a, and can
not be properly simulated in the model of uniform energy deposition.

Fig. 4b shows the flow in the discharge chamber approximately 150 μs after the
plasma-sheet initiation (tdelay=50 μs). The shadowgram demonstrates the “classi-
cal” thermal layer effect but with an essentially perturbed vortex flow behind the
shock front. Association of the shadow image with the corresponding initial plasma
glow shows that the shock wave has just passed an area of bright set of streamers.
A similar flow pattern was obtained in the numerical simulation (Fig. 4c), in which
a plane shock had interacted with non-homogeneous gas zone: sinusoidal-shaped
spatial temperature distribution was tested with an average temperature of 3T0.

The isolated bright streamers in the uniform plasma glow apparently provide
more intensive heating to the neighboring gas. Some time after the discharge ini-
tiation (in the order of 102 μs) these “hot points” evolve into mushroom-shape
structures visible in the thermal layer in front of the shock wave (marked by black
dash-lines on Fig. 4, Fig. 5).
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Fig. 4 Plasma glow (a), shadow image (b) and CFD visualization of density gradient (c) for
P0=75 Torr, M=2.5 and tdelay=50 μs. The white dash-line indicates the space recorded on the
shadow image.

Fig. 5 Plasma glow (a), shadow image (b) and visualization of density gradient in calculated
flow (c) for P0=75 Torr, M=2.5 and tdelay=200 μs. The white dash-line indicates the space
recorded on the shadow image.

Fig. 5 shows the flow in the discharge chamber approximately 300 μs after
plasma sheet initiation for the initial experimental conditions of P0=75 Torr, M=2.5
and tdelay=200 μs. By this time the thermal layer had cooled to room temperature:
there is virtually no precursor shock wave on the shadow images. However, local-
ized zones of hotter air are still present and this inhomogeneity is enhanced by the
impingement of an incident shock. Fig. (5c) shows the numerical simulation of a
plain shock wave interaction with warm air 2D “bubbles” placed slightly above the
bottom wall.
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5 Conclusion

The nanosecond discharge produced thin heated near-wall zone without heating the
wall itself. The shock wave interaction with a thin relaxing plasma zone was studied.
It was shown that the initiation of a sliding pulse surface discharge 40–300 μs before
a plane shock wave enters the discharge zone affects both the structure of the wave
front and the flow behind it. Due to the presence of a plasma-induced thermal layer
in the vicinity of the surface a precursor-shock phenomenon was observed; non-
uniformities in the plasma energy deposition gave rise to the turbulization and the
formation of vortices in the post-shock flow. The distribution of discharge energy
depending on experimental conditions was reconstructed by comparison between
the shadow images and CFD simulation results.
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Three-Dimensional Simulation of Bow-Shock
Instability Using Discontinuous Galerkin
Method

Y. Sato, Y. Suzuki, K. Yasue, and N. Ohnishi

1 Introduction

Many experiments and numerical simulations for a bow shock that forms over
a blunt body have been conducted. In general, the bow shock formed in a uni-
form flow is stable, and a steady bow shock can be easily obtained. However,
instability of the bow shock was observed in front of nearly flat bodies in a diflu-
orodichloromethane atmosphere, using a ballistic range 30 years ago [1]. Barysh-
nikov et al. classified the features of this bow-shock instability into three types:
small deformation (Fig. 1(a)), large deformation (Figs. 1(b) and (c)), and complete
disruption of shock wave (Fig. 1(d)). From experiments under various conditions, it
was concluded that bow-shock instability occurs depending on not only the Mach
number and atmospheric pressure, but also the roundness of the edge and the cur-
vature of the body surface. They suggested two candidates for the main mechanism
of this phenomenon. One is dynamical nonequilibrium behind the shock wave due
to a low specific heat ratio γ of the difluorodichloromethane; the other is chemical
nonequilibrium with a quick increase in temperature at the shock front. Since direct
experimental analysis of these mechanisms is difficult, numerical analysis using a
sophisticated computational fluid dynamics (CFD) technique is expected to identify
the mechanism that has not yet been revealed.

For a relatively strong shock parallel to computational grids, however, most
conventional shock-capturing schemes are numerically unstable; this instability is
called the carbuncle phenomenon or carbuncle instability [2]. Unfortunately, since
the carbuncle phenomenon depends on various factors such as flow condition (Mach
number, Reynolds number, and specific heat ratio), computational grids (grid size
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(a) Freon12,
γ ∼ 1.14, M = 4.3,

p = 0.38 atm

(b) Freon12,
γ ∼ 1.14, M = 3.9,

p = 0.38 atm

(c) Freon14,
γ ∼ 1.16, M = 8.4,

p = 0.2 atm

(d) Freon14,
γ ∼ 1.16, M = 9.9,

p = 0.2 atm

Fig. 1 Experimental observation of bow-shock instability [1].

and aspect ratio), and computational scheme (numerical flux and high-order recon-
struction), it is difficult to prepare an appropriate numerical condition assuring a
robust computation. Two matters are known about the computational grid, while an
unstable phenomenon is likely to originate from discretization models [3]. (1) Un-
stable phenomena tend to occur when the shock is aligned with any coordinate axis
or with planes formed by two coordinate axes. (2) The scale of unstable phenom-
ena depends on the scale of the computational grid, not on the scale of the physical
phenomenon.

In the present study, we developed a three-dimensional CFD code with un-
structured grids for resolving non-axisymmetric perturbation growth in a shock
layer ahead of a supersonic blunt body, based on the discontinuous Galerkin (DG)
method, which can be extended to high-order numerical accuracy. We examined nu-
merical stability with three different flux functions to find the appropriate one for
simulating bow-shock instability because the carbuncle phenomenon tends to oc-
cur due to large gradient of pressure and density across the shock wave in a low-γ
(∼1) flow. It is difficult to distinguish an unstable phenomenon appearing in a nu-
merical simulation as physical instability or numerical instability. Therefore, using
the most favorable flux function, we measured perturbation growth in shock-surface
deformation with spectral decomposition in an ideal gas without any chemistry.

2 Computational Methods and Conditions

As previously mentioned, it is necessary to suppress the carbuncle phenomenon
even with a low-γ flow. Dependency of this phenomenon on the computational grid
is usually crucial, but the flexibility representing the blunt body surface may enable
us to avoid some difficulties associated with numerical implementation. The un-
structured grid is suitable for our simulation, but it is generally difficult to achieve
high accuracy with finite-difference or finite-volume representation. Thus, the DG
method [4], which is a kind of finite-element method and can achieve high accuracy
even with an unstructured grid, is employed in our code.



3D Simulation of Bow Shock Instability Using DG Method 1029

Physical quantities inside each cell are described by basis functions in the DG
method. Namely, solutions of each cell are approximated by a linear combination of
the products of the basis functions and their degrees of freedom. Numerical accuracy
is determined by how many basis functions we use and does not depend on the
number of stencils. In the present study, four basis functions are used so that the
solution is obtained in second-order accuracy in the smooth region. This accuracy
may not be sufficient but is necessary to represent acoustic waves in the shock wave,
which play an important role in the development of the instability.

The DG method employs the Riemann flux function at the cell interface at which
solutions can have two distinct values defined by the neighboring cells. Since the
carbuncle phenomenon also depends on this flux, we examined three flux functions:
AUSM-DV [6], HLLC [7], and SLAU [8]. These functions are relatively robust
against numerical instability. For the time integration, the two-stage TVD Runge-
Kutta method [9] is used for accurately capturing the unsteady nature of the insta-
bility. However, we do not consider any chemistry behind the bow shock, in order
to focus on the effect of mechanical nonequilibrium in the bow-shock instability.

Bow-shock formations over a hemi-ellipsoid whose aspect ratio of major axis to
minor axis is 1–10 have been computed by our code. A flatter body has a higher
aspect ratio, as indicated in Fig. 2(a), which represents computational grids over the
hemi-ellipsoid with an aspect ratio of 5. We employed prism unstructured cells. The
total number of cells is 99,600, and there are 1,992 surface triangular interfaces.

The mainstream Mach number is 3.9, and the angle of attack is 0, following
the conditions of the experiments by Baryshnikov et al. [1]. We set the specific heat
ratio γ to be 1.01 in the present study, while the actual γ for difluorodichloromethane
exceeds 1.1, so that the shock instability can be found easily. The computations were
performed in an explicit manner with a CFL number of 0.5.

3 Results and Discussions

3.1 Numerical Flux Dependence

The numerical flux function severely characterizes the flow property induced by
numerical instabilities. As depicted in Figs. 2(b) and (c), inherent perturbations are
stimulated in the shock layer, and the shock surfaces are deformed for computations
with AUSM-DV and HLLC. Since the wavelength of the perturbation for AUSM-
DV and HLLC is as short as the grid size, these two fluxes are responsible for the
carbuncle phenomenon. However, with SLAU, the flowfield is maintained in steady
state without any perturbation growth in the shock layer. The SLAU flux function
seems to be robust for bow-shock formation under this condition.

Although the flowfield obtained with SLAU is steady and stable, the stagnation
point was observed to stretch along the direction of the grid lines. This feature highly
depends on the grid conditions. Finding an appropriate grid condition may be an-
other important issue for the computation of bow-shock instability.
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Free stream

(a) Computational grids

Free stream

(b) AUSM-DV

Free stream

(c) HLLC

Free stream

(d) SLAU

Fig. 2 (a) Example of computational grids over a hemi-ellipsoid and pressure contours and
streamlines at 40,000 step with (b) AUSM-DV, (c) HLLC, and (d) SLAU for an ellipsoid
aspect ratio of 5.

3.2 Computational Grid Dependence

Hereafter, we discuss the computational results using SLAU only because it is ex-
pected that less numerical instability occurs with SLAU than with the other schemes.
No bow-shock instability was observed in the computations using SLAU with an el-
lipsoid aspect ratio of 1–5. Experimental results suggest that the instability tends to
occur with flatter bodies [1]. We therefore examined the computations for a flatter
body with an ellipsoid aspect ratio of 10. We used three different computational
grids. Each grid is defined as follows.

(A) Computational grid whose number of surface interfaces is 3,984, total
number of cells is 199,200, and resolution near the body is relatively high.
(B) Computational grid whose number of surface interfaces is 12,810, total num-
ber of cells is 677,690, and resolution near the body is relatively high.
(C) Computational grid whose number of surface interfaces is 3,984, total num-
ber of cells is 199,200, and stream-ward resolution is uniform.

Figure 3 depicts the shock location (iso-density line) from the body surface cal-
culated by linear interpolation on the equatorial plane as a function of the surface
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Fig. 3 Shock location from the body surface for ellipsoid aspect ratio of 10 with SLAU.

distance from the stagnation point. The shock surface is detected by searching for
the point where the density reaches 6 from the upstream side along the streamlines.
Figs. 3(a) and (b) indicate that with grids (A) and (B), shock surfaces deform and
unstable. However, with grid (C), steady shock surface is obtained. Therefore, the
stream-ward grid resolution should be sufficient for the entire shock layer not only
near the body surface.

3.3 Spectral Analysis of Shock Surface Deformation

In hydrodynamic instability, the growth of a particular wave component may charac-
terize development of the instability. If the most growing component depends on the
computational grids, numerical instability is predominant in the computed flowfield.
In contrast, physical instability must be identified with the wave component grow-
ing independently of the computational grids since it depends on the fundamental
flow characteristics.

Shock locations obtained in the previous section were Fourier-transformed to
find features of wave components. Figure 4 depicts time evolution of normalized
amplitude of wave components with each computational grid. As shown in Figs. 4(a)
and (b), arising wavelengths and their growth rates are different depending on the
number of the surface interfaces. Moreover, specific wave components that identify
instability are not observed. This fact indicates that the instability is induced by the
numerical origin. And the timing when the unstable phenomenon appears is earlier
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Fig. 4 Fourier-decomposed perturbation growth for the shock-surface deformation.

with grid (B) than with grid (A). Since the stream-ward resolutions of grid (A) and
(B) are identical, numerical disturbance, which is generated at near the shock surface
or behind it and is parallel to the shock surface, must be resolved better with grid
(B). However, the bow shock obtained with grid (C) is steady rather than grid (B) as
shown in Fig. 4(c). In grid (C), the stream-ward resolution is relatively high over the
shock layer, so that moving shock surface is resolved precisely. On the other hand,
although the shock surface is highly resolved near the body in the cases of grid (A)
and (B), it will be smeared after leaving the body. The coarser grid around the shock
surface may result in the numerical instability.

4 Conclusion

Three-dimensional numerical simulations were performed to examine the mecha-
nism of bow-shock instability using the DG finite-element method. The bow shock
wave ahead of a nearly flat body may be unstable at Mach 3.9 and low-γ flow ac-
cording to the experimental observation while the carbuncle phenomenon also eas-
ily occurs under this condition. Comparing the numerical stability among three flux
functions (AUSM-DV, HLLC, and SLAU), SLAU seems most suitable for simu-
lating bow-shock instability. Computational grid dependence of the instability was
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examined with SLAU. The result indicates that for analysis of bow-shock instabil-
ity, stream-ward resolution is more important than the resolution near the body. In
order to find the condition with which the physical instability can be observed, elab-
orate surveys (body shape dependence and/or effect of chemical reactions) should
be pursued based on the consequences obtained in the present paper.
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Micro-blast Waves Using Detonation
Transmission Tubing

S.I. Obed, G. Jagadeesh, and K. Kontis

1 Introduction

Experiments with blast waves at a reduced scale can be of much use to acquire a
qualitative understanding of the highly complex, large scale flow phenomenon, pro-
vided appropriate scaling laws can be developed. This being the motivation, micro-
blast waves have been generated in the laboratory using several means in the recent
past. Jiang [1] had used laser to deposit energy within a small region (point source of
energy), Kleine [2] and Settles [3] reported generation of micro-blast waves by ig-
nition/detonation of gram sized explosive charges. Interestingly, the work of Kleine
[2], using milligram sized silver azide charges, had shown the validity of the pop-
ular cubic root scaling laws, hitherto used with the large scale blast waves, for the
milligram charges too. This paves the way for the use of micro blast waves as an
experimental tool for a qualitative study of the large scale blast waves, within the
laboratory, which is impossible with the large scale blast waves.

However, with the above methods of producing micro-blast waves, there exist
several drawbacks, such as the lack of sphericity of the blast waves, difficulty in en-
suring repeatability and most importantly, handling/safety issues. In view of these,
the use of the Detonation Transmission tubing (DTT) as a means for producing mi-
cro blast waves inside the laboratory in a safe and repeatable manner was proposed
by C. Oommen et al [4].

To this end, the blast waves which are formed on the rapid exit of high pressure
combustion gases from the Detonation Transmission Tubing have been studied from
an experimental standpoint, ably supported by simple 1D Numerical Modeling of
the detonation process inside the DTT. Thus the primary aim of this investigation is
to come up with suitable scaling laws for the blast waves produced by the DTT and
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also to estimate the energy levels in these kind of micro blast waves as a function of
time.

1.1 Detonation Transmission Tubing (DTT)

NONEL shock tube ( M/s Orica Mining Services, formerly M/s DynoNobel, Swe-
den), also called Detonation Transmission Tubing (DTT) is a three layered polymer
tube (ID 1.3mm OD 3mm) coated on the inner side with a thin layer of explosive
mixture(HMX 16mg/m and Al 2mg/m). The detonation process inside the tube is
initiated by using an electrical spark, obtained by suitable means, to ignite the explo-
sive mixture at one end of the tube. The resulting detonation wave traverses down
the tube reaching a constant Velocity of Detonation (VOD) of about 2000m/s. The
products of combustion so formed, that are in a state of high pressure and temper-
ature, if allowed to expand into ambient air from the open end of the tube result in
the formation of the blast wave.

1.2 Scaling Laws for Blast Waves

The scaling laws, based on the well established theory of dimensional analysis are
used to report blast wave experimentation data such as the overpressure level at a
particular distance from the blast, the arrival time at that point and the impulse at
that location [5]. Hopkinson’s rule and Sachs’ scaling law are two such commonly
used laws. Hopkinson’s rule and Sachs’ scaling law are two such commonly used
laws. Sachs’ scaling, which is an extension of the Hopkinson’s scaling law, attempts
to take into account the variations in the reported values due to differences in the
ambient conditions at the experimentation site. The other more popular scaling rule,
due to Hopkinson, has been chosen in this work for its simplicity. It relates the
charge mass(or energy), W and the distance to the measurement station from the
centre of the charge, R by means of a simple cube-root relationship as WR3 =Const.

The implications of this are that, if a property of the blast wave at a particular
point is known, it can be related to the distance at which the same property value
would be produced by a standard explosive, say TNT. The experiments being well
documented for TNT explosions, this would give us an exact measure of the de-
structive power of the blast at that point. Further, because the other properties for
TNT at that corresponding distance are well known, the values for those properties
at that location for the given blast can be very accurately stated. However, if the
material or the detonation mechanism for the second explosive is different from that
of TNT, this law ceases to be accurate (Kleine et al [2]).

2 Experiments and Data Obtained

The experiments performed with the DTT were reported by C.Oommen et al [4].
For the sake of completeness, a few results which are used in this investigation are
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Fig. 1 Evolution of the Blast Wave : Schlieren clippings are 20 microseconds apart

summarized here. Blast waves from the DTT were allowed to expand freely into
the open domain, and the resulting evolution of the blast wave was captured using
a high speed digital camera(Shimadzu Hyper-Vision Camera), running at a frame
rate of 0.5MHz (Figure 1). Side-on overpressure measurement was also done in a
similar set-up. It was noticed that irrespective of the length of the DTT(ranging from
0.5m to 3m), the measured overpressure levels were fairly constant, implying that
a constant amount of energy was responsible for the formation of the blast wave.
Further, with experiments inside a confined chamber, the minimum length of the
DTT required for such a repeatable blast wave was found to be 225mm.

2.1 Photogrammetric Measurements

The Schlieren clippings, recorded using the high speed camera were digitally ana-
lyzed to get the location of the blast wave at different instants of time. The radius of
the blast wave was extracted using the edge detections tool available in MATLAB.
These data were curve fitted by method of least squares in the exponential form
(R = R0tn; R0 = 102.35 and n = 0.807).

Further, to ensure that the variations in the explosive coating thickness inside
DTT do not interfere with the repeatability of the blast wave, the radii were mea-
sured for two other inclinations (450 and 900) of the DTT, and they were found to
correlate quite well with the above values measured for horizontal position of DTT.

3 Energy Analysis

Accurate estimation of the amount of energy expended in the formation of the
micro-blast wave from the open end of the tube is a very important parameter. In
order to get reasonable estimates for this variation of energy rate at the tip of the
tube(DTT), a simple numerical model was used.

Tsang [6] had developed a simple numerical model to analyse the DTT. The tube
expansion effect and the heat loss by conduction from the tube wall were also con-
sidered. Quasi 1-D euler equations were solved for both combustion gases and the
aluminium particles inside the tube. The kinetics of the reaction between HMX–Al
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mixture and the air inside the tube were modeled by assuming a single stage, tem-
perature independent kinetic equation as HMX+ 1.372Al+ 0.704N2+ 0.155O2 →
0.583Al2O3+4CO+2.251H2O+1.749H2+4.704N2. The flow variables and their
other associated values were found to reach constant values in about 225mm from
the start of the detonation. This in a way validates the code as it confirms the earlier
experimental finding of energy remaining constant beyond 225mm.

Using this numerical tool, the rate at which energy leaves the tube as the gas
expands into open air was found. From this, the net energy released into the open
domain as a function of time was obtained as shown in Figure 2. The average en-
ergy is about 3.5J (considered for a time of about 200 microseconds). The particles
contribute about 10% to the total energy. Their role in pushing the ambient air along
with the combustion gases being unclear, the solid particles’ effect has been ignored
in further analysis. This brings the TNT equivalent to 0.83mg. Earlier, Oommen et al
[4] had arrived at a TNT equivalent value of 1.6mg.

As a further step, the energy obtained from the above numerical code was given
as input to the self-similar laws for both cylindrical and spherical blast wave theory,
following the approximate near–field blast theory given by Hutchens [7]. This the-
ory takes into account the effect of source mass, which was assumed to be a very
small value in this case. The radii are plotted against time in Figure 3.

The radius of the blast wave from the DTT seems to follow the cylindrical blast
wave theory for about 50 microseconds from the exit of the combustion gases(error
being in the range of −20% and 0% ). Later on, it deviates considerably( upto to a
maximum of about 30%). This deviation may be due to the low overpressure levels
(about 2 atmospheres at that time), at which it is no longer a strong blast, and thus
the theory no longer holds.

Spherical blast wave theory seems to deviate completely. This may be due to
the initial directionality in the jet from the DTT, and so, the cylindrical blast wave
may be used to predict the radius of blast waves from DTT, at least for the initial
stages.
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4 TNT Equivalence of DTT

TNT equivalence will be different at various locations if the explosive mechanism is
not similar. Since use of DTT is an entirely different method of generating controlled
micro blast waves, we choose to calculate the TNT equivalence as a function of
overpressure, following the work of Kleine [2].

The radius of the blast wave and the time were scaled by using the energy, E
obtained from the numerical model. The scaling was done to 1mg of TNT us-

ing the scaling factor S; where S =
(

E
4.184

)1/3
, Rs =

R
S and Ts =

T
S . Here 4.184

refers to the energy (in joules) contained in 1mg of TNT. The scaled radius and
the scaled time are shown in Figure 4. They were fitted into an exponential curve
of the form R = R0stns; R0s = 0.9609 and ns = 1.3764. Further, the overpres-
sure( in atmospheres) at different locations were estimated from the variation of
blast wave radius with time using the gas dynamic relation between shock Mach
number (MS) and pressure (PS). The data so obtained were fit into a curve of the
form ln(Rs) = E +F(lnP)+G(lnP)2+H(lnP)3; where E = 4.0373, F =−0.7724,
G = −0.2004 and H = 0.0177. Proceeding along similar lines, the overpressures
were plotted against scaled distance for TNT, using data from Kleine’s work [2]. The
values so obtained and the curve–fit are plotted against scaled distance are shown in
Figure 5.

The equivalence ratio ηDT T is the ratio by which a unit mass of TNT is to be
scaled to produce the same blastwave properties at that location. This can be put as

ηDT T =

(
Rs

RTNT

)3

=

(
Ws

WT NT

)
(1)

where RT NT is the corresponding scaled radius. As overpressure is the most impor-
tant parameter in blast waves, we choose to describe ηDT T in terms of overpressure.

It was found to vary between 1.68 for an overpressure of 3 atmospheres to 11.92
for 0.5 atmospheres, in an exponential fashion. The average TNT equivalent was
determined to be 1.8.
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5 Conclusion

Present investigation aimed to obtain the scaling laws and energy for the blast waves
from DTT and to understand the reason behind the constancy of the energy beyond
a particular legth of DTT . The average energy was found to be about 3.5J. Based on
this, the average TNT equivalent was found to be 1.8mg. In terms of overpressures, it
was found to vary between 1.68mg for about 3 atmospheres overpressure to 11.9mg
for 0.5 atmospheres. Further, the micro blast waves from DTT appear to closely
follow the self-similar cylindrical blast wave theory, thus enabling us to use this an
alternate way of looking at micro blast waves.
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Supersonic Combustion Flow Visualization
at Hypersonic Flow

T.V.C. Marcos, D. Romanelli Pinto, G.S. Moura, A.C. Oliveira, J.B. Chanes Jr.,
P.G.P. Toro, and M.A.S. Minucci

1 Introduction

Currently, a new generation of scientific aerospace vehicles, using advanced hy-
personic airbreathing propulsion based on supersonic combustion technology, is in
development at several research centers [1].

The 14-X Brazilian Hypersonic Aerospace Vehicle, Figure 1, designed by Rolim
et al. [2], at the Prof. Henry T. Nagamatsu Laboratory of Aerothermodynam-
ics and Hypersonics, Figure 2, at the Institute for Advanced Studies (IEAv), is
part of the continuing effort of the Department of Aerospace Science and Tech-
nology (DCTA), to develop a technological demonstrator using: i) ”waverider”
technology to provide lift to the aerospace vehicle, and ii) ”scramjet” technol-
ogy to provide hypersonic airbreathing propulsion system based on supersonic
combustion.

Fig. 1 14-X Hypersonic Aerospace Vehicle.
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Fig. 2 T2 Hypersonic Shock Tunnel, visible at the left of the T3 Hypersonic Shock Tunnel.

Aerospace vehicle using ”waverider” technology obtains lift using the shock
wave, formed during supersonic/hypersonic flight throught the Earths atmosphere,
which originates at the edge and it is attached to the bottom surface of the vehicle,
generating a region of high pressure, resulting in high lift and low drag [3]. Atmo-
spheric air, pre-compressed by the shock wave, which lies between the shock wave
and the leading edge of the vehicle may be used in hypersonic propulsion system
based on ”scramjet” technology.

Hypersonic airbreathing propulsion, that uses supersonic combustion ramjet
(scramjet) technology [4], offers substantial advantages to improve performance of
aerospace vehicle that flies at hypersonic speeds through the Earth’s atmosphere, by
reducing on-board fuel. Basically, scramjet is a fully integrated airbreathing aero-
nautical engine that uses the oblique/conical shock waves generated during the hy-
personic flight, to promote compression and deceleration of freestream atmospheric
air at the inlet of the scramjet. Fuel, at least sonic speed, may be injected into the
supersonic airflow just downstream of the inlet. Right after, both oxygen from the
atmosphere and on-board fuel are mixing. The combination of the high energies of
the fuel and of the oncoming supersonic airflow the combustion at supersonic speed
starts. Finally, the divergent exhaust nozzle at the afterbody vehicle accelerates the
exhaust gases, creating thrust.

2 IEAv T2 Hypersonic Shock Tunnel

The development of such airbreathing propulsion system requires experiments,
those may be done in Hypersonic Shock Tunnel (pulsed hypersonic wind tunnel)
[4], which reproduces the flight conditions encountered in a scramjet engine in
flight.

The IEAv T2 Hypersonic Shock Tunnel [5], Figure 2, used for the present inves-
tigation, is capable of generating high to low enthalpy hypersonic flow conditions.
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In the high and medium enthalpy runs, helium is used as the driver gas and the tun-
nel operates in the equilibrium interface condition to produce a useful test time of
roughly 500 s to 1.5 ms, reservoir conditions of 5,000 K to 1685 K and 120 bar
to 173 bar, respectively. In the low enthalpy case, air is used as the driver gas to
produce a useful test time of about 1.5 ms and reservoir conditions of 950 K and 25
bar. The test section airflow Mach number is 6.2 and 7.3 in the high and medium
enthalpy tests, respectively, and 7.8 in the low enthalpy ones.

In the present investigation dry air was used as a test gas. Conical nozzle, 15
degree half angle and adequate throat to obtain airflow Mach number 7 in the test
section. The different Mach numbers achieved in the test section are the result of
the different reservoir conditions and real gas effects present in the tests. The test
conditions did not vary more than 5% from run to run.

3 Supersonic Combustion Model

The conceptual design of the supersonic combustion model, Figure 3, was based
on the configuration of existing compression ramp at the inlet of scramjet of the
14-X Hypersonic Aerospace Vehicle, Figure 1. The 15 degree compression ramp
was made of stainless steel. A piezoelectric Pressure Transducer, as a pitot pressure,
was installed right above of the ramp. Therefore, the detached normal shock estab-
lished ahead of the pitot pressure will have no influence in the oblique shock wave
established at the edge of the supersonic combustion model.

Fig. 3 Supersonic combustion model installed at the T2 Hypersonic Shock Tunnel test
section.

4 Supersonic Combustion Flow Visualization Results

The supersonic combustion model (2D wedge) allows flow visualization of the com-
bustion phenomenon through the non intrusive schlieren technique. The fuel tank
volume was adequate to produce equivalence factor of 1.6.

The conventional schlieren arrangement was adopted and conceived to illuminate
most of the test-section optical windows. The test section has two 8-in. diameter
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quartz windows with a 190-mm. effective vision area. Because of the positions of
the optical tables in the laboratory, an auxiliary optical mounting was necessary to
redirect the collimated lamp beam to/from the test section and to make it possible to
fix the source light at the parabolic-mirror focus. The schlieren visualization system
is composed of a xenon flash lamp, two parabolic mirrors (8-in. diameter and 64-in.
focal length), a knife edge (razor blade), an ultrahigh speed camera (Cordin 550)
used to record the events, and an objective lens. The camera has 32 CCDs and can
capture at a maximum rate of 2,000,000 frames per second. In the present work, the
camera was set to operate at 100,000 frames per second.

For tightness and to qualify the device used to inject on-board Hydrogen gas fuel
into Mach number 7 airflow, Helium gas was inject in the quiescent gas at 80 mbar
(test section in vacuum), Figure 4, and no hypersonic airflow.

The sequence of schlieren photographs of the Mach number 7 airflow over su-
personic combustion model, Figure 5, shows the oblique shock wave attached to
the leading edge of the model as expected. Observe that there is no gas injection
in the Mach number 7 airflow. Also, oblique shock angle of 22 degree agrees with
the theoretical calculation by oblique shock theory for freestream Mach number 7
airflow.

Fig. 4 Helium gas injection in vacuum and no hypersonic airflow.

Fig. 5 Sequence of schlieren photographs of the Mach number 7 airflow over supersonic
combustion model and no on-board Hydrogen gas injection.
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Fig. 6 Schlieren photography of on-board Hydrogen gas injected into Mach number 7 airflow
over supersonic combustion model.

The schlieren photography of the on-board Hydrogen gas injection into Mach
number 7 airflow shows a small increase in the slope of the shock wave after the
region of Hydrogen gas injection, Figure 6, which may be the result of heat release,
resulting in a decrease of Mach number in the region.

However, since the schlieren photographs obtained during the test with on-board
Hydrogen gas injection were quite similar to the schlieren photographs of the Mach
number 7 airflow over supersonic combustion model without gas injection, an ob-
stacle was added in the supersonic combustion model to create a high temperature
stagnant region to increase the probability to start the combustion.

Again, the sequence of schlieren photographs of the Mach number 7 airflow over
supersonic combustion model, Figure 7, shows not only the 22 degree oblique shock
angle attached to the leading edge of the model, but also the interaction of the com-
pressed supersonic airflow, by the oblique shock wave, and the obstacle (located
downstream of the Hydrogen gas injection).

Fig. 7 Sequence of schlieren photographs of the Mach number 7 airflow over supersonic
combustion model, with no gas injection.
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Fig. 8 Sequence of schlieren photographs of the Mach number 7 airflow over supersonic
combustion model and the injection of the on-board Hydrogen gas.

As expected, after place the barrier (obstacle) in front of the supersonic airflow,
resulting in a stagnation point and in a significant rise in temperature. The exact
moment when the on-board Hydrogen gas injected into airflow the schlieren pho-
tographs, Figure 8, show the rapid expansion of mixed gas. Also, this sequence
of schlieren photographs shows the time when the shock wave is formed and it is
destroyed by the combustion, of the mixed Hydrogen gas and the Oxygen from the
supersonic airflow.

5 Conclusion

Supersonic combustion using a 2D model (wedge), based on the compression ramp
of the 14-X Brazilian Hypersonic Aerospace Vehicle, has been experimentally in-
vestigated at the T2 Hypersonic Shock Tunnel, at the Prof. Henry T. Nagamatsu
Laboratory Aerothermodynamics and Hypersonics, at the Institute for Advanced
Studies. Schlieren photographs, of the combustion of the mixed Oxygen from the su-
personic airflow and the on-board Hydrogen gas, show the destruction of the oblique
shock wave right at the time when the on-board Hydrogen gas injected meets Oxy-
gen from the supersonic airflow.
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Supersonic Combustion Experimental
Investigation at T2 Hypersonic Shock Tunnel

D. Romanelli Pinto, T.V.C. Marcos, R.L.M. Alcaide, A.C. Oliveira, J.B. Chanes Jr.,
P.G.P. Toro, and M.A.S. Minucci

1 Introduction

The aerospace technological products have grown that one cannot conceive of
putting payloads (satellites) into Earth orbit or beyond using technologies in op-
eration (rockets carry out solid or liquid fuel). The knowledge required to keep the
current launching vehicles is already so high that if the countries do not have a tech-
nological support for their own industry, they will depend on of the supplier coun-
tries and not have independent capacity sustained. Aerospace vehicle limitations
for launching payloads into orbit or beyond require a continuous reduction in size,
weight and power consumption of launch vehicles. Some solutions to these chal-
lenges require paradigm shifts, new production methods, and new technologies of
strategic nature. The requirements of platformslaunched satellites, high performance
and reliability, as well as the strict limitations of fuel (reduction of size, weight and
power consumption) for launching payloads into orbit or beyond provide the de-
velopment of hypersonic aircraft using hypersonic airbreathing propulsion based on
supersonic combustion.

The recent intensification of international efforts to develop hypersonic propul-
sion system based on supersonic combustion, signals that this is the way of
effective access to space in a not too distant future. Therefore, the field of
Hypersonic Airbreathing Propulsion basd on Supersonic Combustion, will be es-
sential in the near future for the aerospace industry, and allow the man to build
hypersonic planes, to reach other continents in hours and achieve low orbits around
Earth.

Experimental investigation of the supersonic combustion is being carried out us-
ing the T2 Hypersonic Shock Tunnel at the Prof. Henry T. Nagamatsu Laboratory of
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Fig. 1 Prof. Henry T. Nagamatsu Laboratory of Aerothermodynamics and Hypersonics. T2
Hypersonic Shock Tunnel, visible at the left of the T3 Hypersonic Shock Tunnel.

Aerothermodynamics and Hypersonics, Figure 1, which is capable of providing total
temperature flows and speed (Mach number) enough to duplicate the environment of
high enthalpy and thermochemical characteristics close to those encountered during
flight vehicles at high speeds in the Earth atmosphere.

The scramjet is the only airbreathing propulsion system to be able to provide the
thrust needed efficiently in hypersonic flight [1]. In addition, it has the advantage
over rocket engines not lead to oxidizing substance, reducing vehicle weight. To
get an idea of structural weight savings this fact, one should bear in mind that the
first stage of the Saturn-1, a rocket widely used by NASA, must carry 285ton of
liquid oxygen to burn 125ton of RP-1 (a type of highly refined kerosene for rocket).
Aerospace vehicles using scramjet have no moving parts, and the scramjet works
as follows: slows the flow into the air intake through oblique shock waves until the
inlet air reaches the velocity and pressure necessary to ensure that there is combus-
tion. Thus, the gases produced in combustor with its high enthalpy and pressure are
expanded in the nozzle. This cycle is then responsible for the thrust generated by
the engine. Normally, the fuel chosen for the scramjet is Hydrogen, due to the fast
time of ignition and high specific impulse.

2 IEAv T2 Hypersonic Shock Tunnel

Ground based test facilities, such as shock tube and hypersonic shock tunnels
are the only laboratory devices able to provide total temperature and Mach num-
ber sufficient to duplicate the environment of high enthalpy and thermochemical
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Fig. 2 T2 Hypersonic Shock Tunnel.

characteristics close to those encountered during flight vehicles at high speeds in
the Earth atmosphere [2].

The T2 Hypersonic shock tunnel [3], Figures 1 and 2, consists of a shock tube
(two reservoirs kept at different pressures, separated by a set of two diaphragms,
DDS), where a convergent-divergent nozzle is coupled at the end of the low-pressure
shock tube. The compressed and heated gas (dry air to simulate flight in the Earths
atmosphere) behind the incident shock wave (in the shock tube) is expanded to
high speeds and high temperatures (in the divergent nozzle section) to produce
hypersonic flow in the test section.

The T2 Hypersonic Shock Tunnel used for the present experimental inves-
tigation is capable of generating high to low enthalpy hypersonic flow condi-
tions. In the high and medium enthalpy runs, helium is used as the driver gas
and the tunnel operates in the equilibrium interface condition to produce a use-
ful test time of roughly 500 s to 1.5 ms, reservoir conditions of 5,000 K to 1685
K and 120 bar to 173 bar, respectively. In the low enthalpy case, air is used as
the driver gas to produce a useful test time of about 1.5 ms and reservoir condi-
tions of 950 K and 25 bar. The test section airflow Mach number is 6.2 and 7.3
in the high and medium enthalpy tests, respectively, and 7.8 in the low enthalpy
ones.

In the present investigation dry air was used as a test gas. Conical nozzle,
15 degree half angle, with adequate throat diameter is used to obtain airflow
Mach 7 number in the test section. The different Mach numbers achieved in the
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Fig. 3 Supersonic combustion model installed at the T2 Hypersonic Shock Tunnel test
section.

test section are the result of the different reservoir conditions and real gas ef-
fects present in the tests. The test conditions did not vary more than 5% from run
to run.

3 Supersonic Combustion Model

Basically, supersonic combustion ramjet (scramjet), Figure 3, is an aeronautical en-
gine that has no moving parts and uses shock waves generated during hypersonic
flight, to promote compression and deceleration of atmospheric air. This atmo-
spheric air at supersonic speed, is mixed and burned with a on-board fuel suitable
for the production of thrust. Therefore, the combustion process occurs in supersonic
regime. When the combustion process occurs in subsonic regime, it is called sub-
sonic combustion or ramjet, the predecessor of the scramjet, which already finds
many applications. The total pressure loss that occurs through normal shock wave
(which slows the flow in ramjets) makes use of these engines impractical at hyper-
sonic speeds.

An important feature of the scramjet is a highly integrated system, where engine
and vehicle are indistinguishable. This tight integration is caused by the fact that
the front section of the vehicle contributes to the compression of atmospheric air,
while the rear contributes to the generation of thrust. The net thrust produced by
the scramjet is the difference between the thrust (force that propels the vehicle)
generated by the expansion of exhaust gases from the rear of the engine and the
total drag (force that resists the movement of the vehicle). These forces may produce
thrust to the flight of the vehicle or not depending on the balance of these forces in
engine design in question.
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Thus, aerospace vehicles propelled by scramjets carry only the fuel, usually Hy-
drogen, using atmospheric air as an oxidant itself by acquiring most of the kinetic
energy required to reach Earth orbit during atmospheric flight.

As a result of self-propulsive nature of the reactors, they are unable to produce
thrust while standing still. The static thrust is zero. Accordingly, they must be ac-
celerated to a speed such that the shock waves produced by the air intake are able to
compress the atmospheric air. This velocity is approximately four times the speed
of sound, Mach 4, considering scramjet.

The conceptual design of the supersonic combustion model, Figure 3, consists
by a conical region following by cylindrical section, where, internally, there is the
fuel tank. The cylindrical part is tightly integrated with the front and rear in order to
reduce drag and weight at hypersonic speeds. At the rear has a cone shape, where
the products of combustion are exhausted.

The schlieren system was assembled for the evaluation of flow established on the
model, as well as for checking the on-board Hydrogen gas fuel injection, during the
tests.

4 Supersonic Combustion Results

Experimental investigation of supersonic combustion at the T2 Hypersonic Shock
Tunnel were performed in medium enthalpy (3000 psi on the driver and 3 atm at
driven, respectively), operating in equilibrium interface mode.

Schlieren visualization system using high speed camera, Cordin 550-32C, was
used to observe the injection of fuel (on-board Hydrogen gas) during the test time of

Fig. 4 On-board Hydrogen gas injection in supersonic airflow.
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Fig. 5 Time-lapse photography of the combustion produts.

the T2 Hpersonic Shock Tunnel, Figure 4. One may observe that the conical attached
shock wave at the leading edge of the scramjet model reach the cowl of the inlet.
The on-board Hydrogen gas fuel is injected into the atmospheric supersonic airflow.
Due to the geometry of the scramjet (axissymetrical) is not possible to visualize the
combustion.

A time-lapse photography obtained through the integrated camera Nikkon D-1,
Figure 5, shows the exhaustion of combustion products during the test of supersonic
combustion.

No intrusive absorption technique by Diode Laser will be applied in the super-
sonic combustion experimental investigation. This technique allows to measure the
water vapor concentration and temperature of the combustion products.

5 Conclusion

Supersonic combustion using an axissymetrical model (conical section following
by cylindrical section, where, internally, there is the fuel tank and, at the rear sec-
tion is a cone shape), has been experimentally investigated at the T2 Hypersonic
Shock Tunnel, at the Prof. Henry T. Nagamatsu Laboratory Aerothermodynamics
and Hypersonic, at the Institute for Advanced Studies. Schlieren photography, of
the injection of on-board Hydrogen gas, and time-lapse photography, of the com-
bustion produts in the exhaust section are presented.
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OH Emission Diagnostics Applied to Study
Ignition of the Supersonic Combustion

R.G.S. Vilela, C.S.T. Marques, L.G. Barreta, A.M. Santos,
P.G.P. Toro, and M.A.S. Minucci

1 Introduction

Experimental investigations conducted in ground-based test facilities are essential
for the successful development of hypersonic airbreathing propulsion based on su-
personic combustion [1].

Fuel injection, mixing and ignition of the oxygen from the atmosphere and on-
board fuel, flame holding and spreading are technical challenges to develop scramjet
engines for hypersonic vehicles [2].

Ignition delay is an important issue to concern in the scramjet design, since it is a
result of fuel injection, mixing and ignition source [3]. Also, it permits an evaluation
of engine efficiency. Furthermore, in low hypersonic range (M less or eqaul to 8) it
could be difficult to achieve sufficiently fast and stable ignition [4].

OH* chemiluminescence in the (0,0) band of the A2Σ → X2Π electronic tran-
sition at 306.4 nm has been much used to establish both qualitative and quantita-
tive time histories of the excited states in combustion processes [4-9]. At ignition,
there are a collection of species actives, although OH* radicals are in minor con-
centration, the fast formation and short lifetime make them an excellent marker
for the ignition event [7, 9]. Images of the OH* chemiluminescence have also
been obtained to investigate ignition, and combustion propagation and efficiency
[10, 11].

The hydrogen ignition experiments were carried out using the 0.3-m. nozzle exit
diameter Hypersonic Shock Tunnel at the Professor Henry T. Nagamatsu Laboratory
of Aerothermodynamics and Hypersonics, Figure 1.

R.G.S. Vilela · C.S.T. Marques · L.G. Barreta · A.M. Santos · P.G.P. Toro · M.A.S. Minucci
Prof. Henry T. Nagamatsu Laboratory of Aerothermodynamics and Hypersonics
Institute for Advanced Studies
Rodovia dos Tamoios km 5,5 12228-001 São José dos Campos, SP(BR)
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Fig. 1 Prof. Henry T. Nagamatsu Laboratory of Aerothermodynamics and Hypersonics. T2
Hypersonic Shock Tunnel, visible at the left of the T3 Hypersonic Shock Tunnel.

2 Experimental Setup

The T2 Hypersonic Shock Tunnel, Figure 2, which is capable to produce high to low
enthalpy hypersonic flow conditions is used in this present work and medium en-
thalpy flight conditions was achieved using 20.7 MPa of Helium gas and 100-101.3
kPa of dry air in the high and low pressure reservoirs. A 0.30-m nozzle exit diameter
coupled a 19.58-mm throat diameter makes possible to obtain Mach number 7 in the
test section of the Hypersonic Shock Tunnel.

Two windows installed symmetrically on the sides of the test section is used as
flow visualization windows and to install several different diagnostics techniques as
the present OH Emission Diagnostics, Figure 2.

A wedge ramp scramjet engine model, Figure 3, was used in the present experi-
mental investigations.

The OH* emission, Figure 4, was collected by using an UV plane-convex lens
(f = 300 mm, f/5.9) and was analyzed and detected by applying a 0.5-m spectrometer
set to 306.4 nm with a measured spectral resolution of 0.155 nm. The narrowband
emission detection was applied to remove the light emission from interferences as

aluminum from diaphragm, O-atoms (
(

4P5/2 −4 D0
7/2,

4 P3/2 −4 D0
5/2

)
) and slightly

02 molecules from air (B3Σ−
u − x3Σ−

g ). An oscilloscope (Yokogawa, DL 750) was
used to register the time-resolved OH* emission signals.
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Fig. 2 T2 Hypersonic Shock Tunnel.

Fig. 3 Ramp Scramjet model used for supersonic combustion experiments.

3 Results

The emission system was carefully aligned by using a He-Ne laser at bottom of
obstacle edge. The obstacle was placed on model to promote ignition through rapid
temperature increase.

Also, emission images were acquired by applying a home-made interference filter
coupled to a color filter (UG11) for IR emission blockage and suitable detection of
OH* radicals next to the characteristic times for ignition.
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Fig. 4 Photography of experimental setup for time-resolved OH* emission measurements.

Combustion in the scramjet engine model, used in this work, was demonstrated
earlier through other optical techniques by our research group [12, 13], although
there was no observable pressure increase at the time of ignition due to the pressure
transducer position or diluted mixture conditions. As the other optical techniques,
time-resolved emission is able to notice ignition in more dilute experiments [9].

Figure 5 displays an example of medium enthalpy run of the T2 Hypersonic
Shock Tunnel, using the scramjet engine model and with on-board Hydrogen gas
injection into the supersonic airflow.

The useful test time begins at 500 μs after trigger given by pressure transducer
P5 (0 μs) to measure the stagnation pressure at the low pressure reservoir. Without
hydrogen injection there was no emission within the test time. Only our reference
background emission (narrow peak with higher intensity) was detected. Hence, OH*
emission from 500 μs to 2750 μs is recognizable, Figure 3. From time-resolved
OH* emission measurements, the characteristic times for hydrogen ignition in the
scramjet engine model were established, Figure 6, for the ignition delay and peak
times for the scramjet model used under Mach number 7.

The characteristic times for ignition were determined from shock wave arrival
measured by Pitot probe located immediately in front of the model, Figure 3.

For operational scramjet engines in low hypersonic range (Mach number less
than 8), the time scale of ignition delays should be 10−4 s [2, 14]. Ignition delay
times for detonations are within 10-100 μ s, above these values high speed defla-
grations occurs. For engine operation with supersonic combustion it should be in
acceptable times of 300 μ s [2]. From ignition delay times experimentally deter-
mined, the scramjet engine under experimental condition investigated can properly
operate. In addition, high speed deflagrations were observed, which explain unde-
tectable pressure change at the time of ignition.
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Fig. 5 Oscilloscope registers of pressure transducers and OH* emission intensities. Measured
time profiles: yellow line - stagnation pressure, green line - Pitot pressure and magenta - OH*
emission. Cyan and red lines - pressure transducers for the shock wave time measurement.

Fig. 6 Determination of characteristic times for ignition in a scramjet engine model. Experi-
mental time profiles of Pitot pressure and OH* emission.
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4 Conclusion

Supersonic combustion using a 2D model (wedge) has been experimentally investi-
gated at the T2 Hypersonic Shock Tunnel, at the Prof. Henry T. Nagamatsu Labo-
ratory Aerothermodynamics and Hypersonic, at the Institute for Advanced Studies.
Time-resolved OH* chemiluminescence in the (0,0) band of the A2Σ → X2Π elec-
tronic transition, collected by an UV plano-convex lens, detected and analyzed by
applying a 0.5-m spectrometer set to 306.4 nm with a measured spectral resolution
of 0.155 nm was used to measure the Hydrogen ignition of the supersonic combus-
tion investigation.
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Polygonal Shock Waves: Comparison between
Experiments and Geometrical Shock Dynamics

M. Kjellander, N. Apazidis, and N. Tillmark

1 Introduction

The propagation of converging polygonal shocks was studied theoretically and nu-
merically by Schwendeman and Whitham (1987)[1]. Using the approximate theory
of geometrical shock dynamics (GSD), they found solutions of the behaviour of
cylindrical polygonal shock waves. They showed that an initial polygonal shape
repeats at different intervals during the converging process. We have conducted ex-
periments creating similarly shaped shock waves and compared with their work.

Polygonal shocks have been studied previously at the department of Mechanics,
[2], [3], [4], [5] using different measured to control the shape of the shock. The
method to shape the shocks in the present work was used in spectrometric investiga-
tions [6]. The measurements required good repeatability and the polygonal shocks
proved to be more stable from run to run. However, we found the peculiar behaviour
of the re-orienting polygons interesting enough in itself to warrant some additional
study. The purpose with this paper is to present results on the dynamics of the shocks
and how they stand a comparison with GSD.

2 Theory

This section is a short summary of [1], which is recommended for further reading.
In the strong shock approximation, the area-Mach number relation becomes:

A = f (M) ∝ M−n, (1)

where n = 5.074 for γ = 1.4. The predicted behaviour of a converging shock wave
is displayed in Fig. 1(a). The initial shock wave consists of a number of plane fronts

M. Kjellander · N. Apazidis · N. Tillmark
Department of Mechanics, Royal Institute of Technology
Stockholm, Sweden
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of strength M0 making up a polygon, here a hexagon. At each corner the plane sides
reflect against each other, with Mach stems appearing at the intersections. These will
move with a stronger Mach number M1 and eventually form a new polygon rotated
with the angle � BON whereupon the process starts over. The converging process
is equivalent for other polygons where Mach reflections occur in the corners. A
triangular shock experiences regular reflection; this has been subjected to studies by
[7], [5]. Reflected shocks also appear, but for the sake of brevity they will be ignored
for the length of this work.

The increase in Mach number at each repeated interval P was shown to be, with
P = 0 being the initial polygon:

rP

r0
= (

MP

M0
)nP (2)

The radii rP are measured from the centre to the side mid-points, and not to the
vertices. Further, the Mach number ratios can be expressed as:

MP

M0
= μP, (3)

where the constant μ is dependent on the number of sides in the polygon. Values for
μ obtained by Schwendeman & Whitham are tabulated in Table 1 at the end of the
paper.

B
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E

(a) (b)

O

F

r = r0
r = r1

Fig. 1 (a) Converging process of hexagonal shock wave, after Schwendeman & Whitham
(1987). The plane shocks AB and BC of Mach number M0 reflect against one another, form-
ing the Mach stem DE. DE propagates at a higher Mach number M1, overtaking the adjoin-
ing shocks and eventually forming the side FG in a new hexagon, P=1. Image (b) Shows a
schlieren image of the middle step illustrated in (a), of an octagonal shock (detail from [6]).

3 Experiment

The experiments were performed in the same shock tube facility as the previously
conducted studies at KTH Mechanics cited above. The experimental setup is illus-
trated in Fig. 2. The tube is a plane-annular-cylindrical construction akin to that of
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[8], designed to create cylindrically converging shocks. A co-axially aligned inner
body transforms the incoming plane shock wave into an annular shape. The annular
channel ends into a chamber with a sharp 90◦ bend. The test section consists of the
central part of the chamber which is framed on both sides by glass windows.

A conventional parallel-light schlieren system was used for visualisation. Light
is provided with either an Nd:YAG pulse laser or a continuous HeNe laser. A metal
sphere with a diameter of 0.67 mm is used as a schlieren stop and photographs
taken with a SensiCam PCO CCD camera or a Nikon D80 system camera. The Sen-
siCam allows images to be taken with several individual exposures. The continuous
HeNe laser is comparatively weak, resulting in relatively long individual exposures,
around 0.2 μs. The shock Mach number was measured in the annular channel by
two platinum film temperature sensors. These are inserted flush with the outer wall
of the channel, separated by 25 cm.

To form the shock wave into the desired polygonal forms, the test section has
been divided into separate radial channels. Shaped as circular segments, 50 mm
long, flow dividers were inserted with their centre lines aligned radially. The outer
edges are touching the annular channel entering the test section, and the inner edges
ends 20 mm from the centre. Through reflections and change of curvature due to the
wing-shaped dividers, the initially curved shock is divided into straight segments at
the exit of the radial channels. This method was used in [6], where more details may
be found. A drawing of the layout of the test section with an octagonal configuration
of flow dividers is provided in Fig. 2(b).

L

L

LLM

 Laser
Camera

M

M
S

Test sectionAnnular tube

S1 S2

10 50 20 [mm]

Fig. 2 Experimental setup: (a) sketch of the end of the shock tube and the schlieren setup. L,
lens, M, mirror and S, the schlieren stop. S1 and S2 are the shock sensors. Image (b) shows a
sketch of the test section from the front with an octagonal channel configuration.

4 Results and Discussion

Symmetric polygonal shock waves with six, eight and twelve sides were generated.
Test gas was air and the initial low pressure was p1=13.3 kPa. Shock strength was
M=2.4 in the annular channel. As the shocks waves reached the trailing edges of the
flow dividers in the test section, they had accelerated to M=3.0. A series of stronger
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shocks were made with the twelve-sided configuration, with M=3.0 in the annular
section and M=4.9 at the trailing edges. The Mach number at the edges becomes
the initial Mach number of the sides making up the first, starter polygon. Single and
multiple exposure schlieren photographs were taken to study the dynamics.

p = 0,  t = 0 μs p = 1,  t ≈ 11.5 μs p = 2,  t ≈14.5 μs(a) (b) (c)

Fig. 3 Schlieren photographs of octagonal shocks.

Figure 3 shows three polygonal shock waves at different times with a configura-
tion of eight wings. In image (a) the shock wave has just passed the trailing edges
and each side started reflecting against the adjoining sides. This corresponds roughly
to the first iteration of the octagon, P=0. The Mach number of the incident shock is
M0=3. In the second image the appearing Mach stems have overtaken the incident
shocks and the front retaken an octagonal shape, rotated by 22.5◦. New small Mach
stems have already appeared. The process is repeated and a third octagon, interval
P = 2, appears, now reoriented with the vertices in the same positions as the origi-
nal. The shape of the shock is not entirely symmetric, which is most visible in the
perturbed front in (b). The photograph in Fig. 1(b) is an intermediate step between
Fig. 3(a) and (b).

10

0

[mm]

(a)

10

0
[mm]

(b)

Fig. 4 Multiply exposed schlieren images of hexagonal (a) and dodecagonal (b) shock waves.
The wings have been outlines in (b), while they are off the picture in (a). For the two cases,
the time between each exposure was 1.8 μs and 1.4 μs, respectively, while each exposure
was 0.3 μs, in both cases.
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Figure 4 shows multiple-exposure photos of initially six- (a) and twelve-sided
(b) shocks. The radius and Mach-number variation with radius were deduced from
photographs exposed at ten different intervals 0.8-1.8 μs apart, with each exposure
being 0.1-0.3 μs long. Figure 5(a) shows the radius of two dodecagonal shock waves
of different initial Mach numbers. The radii were measured along two diagonals,
one between the focal point and an initial vertex and another between the centre
and an initial side midpoint (corresponding to lines ON and OB in Fig. 1), thereby
showing the propagation of the initia.l and new sides corresponding to AB and DE.
Different symbols have been used in the figure to clarify when reflections occur:
each symbol is used for one side from its creation until it is completely overtaken
by the adjoining shocks. The fronts had almost constant velocity until reflection.
For example, the circles represent the position of original incoming shock front AB
propagating from N to F, again referring to Fig. 1.
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Fig. 5 (a) Position of converging dodecagonal shock waves of two different initial Mach
numbers, M0 =3.0 and M0 =4.9. The radial position along two diagonals, ON and OB, are
plotted, see Fig. 1. (b) Radius of different segments of the same octagonal shock wave. Full
lines: initial sides, dashed lines: new sides appearing through the Mach reflections. The lines
are best fits to the different segments.

As the individual parts of the shock were not accelerating, the acceleration of
the overall shock took part through reflections where faster shocks appeared. This
is a slight simplification, as the supposedly straight shocks always have a small cur-
vature and not entirely constant velocity. As this effect was visibly small, linear
fits were made to determine M0,M1,M2 and M3, the Mach numbers of each suc-
cessive iteration. The twelve-sided shape experienced more recognisable iterations
than the other configurations. In the octagonal case, Mach numbers up to M2 could
be measured. Table 1 shows the obtained values compared to the theoretical. The ex-
perimental values are averaged over all available ratios Mp+1/Mp, several runs and
along three sides for each run. Figure 5(b) demonstrates the variation in one single
run. The hexagonal case was problematic: the shock fronts were far from straight
when arriving in the test section. The flow dividers were too short for straight shocks
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Table 1 Table over values of μ = MP+1/MP for polygons with number of sides N. No mean-
ingful experimental value for N = 6 could be obtained.

N GSD[1] This paper
6 1.289 -
8 1.201 1.21±0.03 M0 = 3.0

1.14±0.04 M0 = 3.0
12 1.126 1.15±0.04 M0 = 4.9

to form. This means that a quantitative comparison with the idealised case is not rea-
sonable and no computation of the ratios were performed.

The degree symmetry of the shock waves was highly sensitive to the inner body
alignment. This initial asymmetry may be seen in Figs. 3(a) and 4(b), where vortices
created during the shear at the trailing edge are seen. Care was taken to align the
body to produce as symmetric shock shapes as possible. During the presented exper-
iments, the initial relative deviation from the radius, measured as (ri,max − ri,min)/ri,
where ri is the radius of the sides i making up the polygon, was about 3%. We be-
lieve it is possible to gain better symmetry, but this was deemed adequate for our
purposes. It is also possible to use the flow dividers as a test of symmetry, also when
circular shock waves are to be studied. In any case, to avoid effect of asymmetry,
the quantitative results of the radius and Mach number ratios were only taken from
sections where adjacent shocks arrived in the open section at virtually the same
instant.

5 Conclusions

Converging polygonal shock waves were studied using schlieren optics. The oc-
tagonal and dodecagonal shapes showed the predicted alternating pattern, but the
hexagonal shape was not achieved due to how the flow dividers were constructed.
The dynamic process of the alternating polygons were observed and the Mach num-
ber increase measured and compared with geometrical shock dynamics, showing
reasonable agreement. Slightly higher values for μ was found experimentally than
theoretically, but the error of margin is too large to draw any conclusions. Increasing
the Mach number showed no significant change.
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Radiative Heat Transfer Measurements
in a Nonreflected Shock Tube at Low Pressures

C.M. Jacobs, R.G. Morgan, T.N. Eichmann, and T.J. McIntyre

1 Introduction

At high flight speeds, radiation becomes an important component of aerodynamic
heat transfer, and its coupling with the flow field can significantly change the macro-
scopic features of the flow. As radiating flight conditions are typically encountered
in re-entry trajectories, the associated flight regimes range from rarefied to contin-
uum, and may have many levels of thermal, chemical and electronic nonequilib-
rium. Accurate estimates of the nonequilibrium radiation involved in high speed
operations such as reentry are essential in order to more efficiently design thermal
protection systems.

2 Experimental Facility

The X2 facility at the University of Queensland is predominantly used as an expan-
sion tube facility for testing of scaled hypervelocity vehicle models. Ground testing
facilities such as hypersonic expansion tunnel X2 take advantage of binary scaling
to test small scale models of flight vehicles, which matches many of the most im-
portant parameters in high speed flight. Binary scaling requires that the product of
density and the characteristic length of the vehicle must be the same in flight and ex-
periment in order to reproduce aerodynamic similarity. However, it has been shown
[3] that radiative heat transfer does not follow this same scaling factor, and true
similarity with flight is not achieved for flows where the radiative and heat trans-
fer is high and strongly coupled with the flow field. This can result in significant
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errors in the associated flow properties and the estimation of the heat transfer due to
radiation.

To allow for experimental investigation into radiative heat transfer, the X2 facility
was modified by Brandis to function as a nonreflected shock tube [2]. Nonreflected
shock tube operation allows experiments to be conducted at true flight densities,
avoiding the introduction of any scaling issues due to the incorrect coupling of radi-
ation in scaled flows. In this mode, similarity with flight could only be achieved by
using full size flight models. Therefore, it is not possible to reproduce the full aero-
dynamics of flight around a capsule this way, and experiments must be focussed on
the small region of nonequilibrium post-shock flow which dominates the radiation.

This modification permitted experiments to be conducted for conditions with
freestream pressures as low as 9 Pa for Titan reentry conditions (altitude 322 km
[4]). Further modifications were made in order to extend the facility’s range to low
density conditions.

Unfortunately, the achievable conditions are limited by the boundary layer en-
trainment experienced as the shock propagates down the shock tube. This has been
modelled by the analysis of Mirels [5], and the effect of the process is to cause the
interface between the test gas and the driver gas to be reduced over the length of the
tube, lowering the test time available for radiation measurements.

As the length of usable test gas has been shown to scale with the square of diam-
eter of the tube for laminar flows, the standard shock tube in the X2 facility (bore
85 mm) was replaced with a section of larger diameter. This second modification
allowed for measurements to be taken at pressures as low as 1 Pa, however con-
tamination of the test gas restricted this to 4 Pa for gas mixtures other than pure air
(altitude 359 km for Titan simulated atmospheres [4]). The modification theoreti-
cally increases the amount of available test gas by a factor of 3.3.

Figure 1 provides a schematic of the modified X2 facility and a space-time dia-
gram of the flow. The facility uses a single-stage, free piston driver. The bore diam-
eter in the aluminium shock tube section is 155 mm and the tube extends 5.018 m
downstream of the secondary diaphragm station.

Spectral imaging was achieved using an intensified CCD camera (Princeton In-
struments PI-MAX) coupled to an imaging spectrograph (Acton Research Spectra
Pro SP2300 series). The system used for these experiments was capable of imaging
over the wavelength range of 200-600 nm, with an optimal range of 280-500 nm.
A region approximately 80 mm long by 1 mm high was imaged onto the entrance
slit of the spectrometer, and a magnification factor of 0.059 was measured for these
experiments.

Figure 2 provides a schematic of the optical setup using a spherical curved mirror
to focus the beam onto the spectrometer slit. Two aluminium mirrors affixed to the
optical table, on which the spectrometer rests, were used as a combined beam rotator
and periscope to turn the image of the horizontal flow so that it fell onto an f=100
UV fused silica spherical mirror and then to the vertical spectrometer entrance slit
via a straightening mirror. The iris aperture was 15 mm.
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Fig. 2 Schematic of the final optical layout used in the experiments.

3 Results

Three Titan conditions (98 % N2, 2 % CH4) were examined. Measurements were
made in the region immediately behind the shock along the centreline of the core
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flow, where the shock remained planar. Test flow was achieved at pressures as low
as 4 Pa in a Titan atmospheric mixture - approximately one third of the pressure
previously marking the lower limit of the facility [2].

The first condition, with a freestream pressure of 13 Pa, was designed to allow
a comparison between the nonreflected shock tube setup of the X2 facility and the
work of Brandis [2]. In order to demonstrate the ability of the modified X2 facil-
ity to provide emission spectroscopy data for Titan reentry conditions at very low
freestream pressures, two further conditions - with freestream pressures of 8 Pa and
4 Pa - were also investigated.

For the three conditions, the average shock speed over all experiments was 6.4,
6.2, and 9.0 km/s (13, 8, and 4 Pa conditions respectively). There was a signifi-
cant spread in the shock speeds calculated in different experiments - 0.5, 0.5, and
1.2 km/s (13, 8, and 4 Pa respectively). This was due to air contamination in the two
driver tubes and dump tank.

Results from three experiments are presented here. Experiments in the modified
facility are refered to as ‘NRST-Al’ experiments, while comparisons to results from
the older facility are refered to as ‘NRST’. All measurements shown were taken
with a 600 lines/mm grating, 100 μm spectrometer slit width, and 100 ns exposure
time.

Figure 3(a) presents a comparison of the power density measured in the mod-
ified facility at a freestream pressure of 13 Pa with an experiment completed by
Brandis [2] in the unmodified X2 facility. The power density results were integrated
over the wavelength range of 310-450 nm. The NRST-Al experiment at 13 Pa had
a shock speed of 6.58±0.12 km/s, while the NRST experiment had a shock speed
of 7.4 km/s. It can be seen that the peak power density level matches quite well be-
tween the two facilities, although there is a decrease in the decay rate behind the
shock front in the modified facility when compared to the older results. Unfortu-
nately, in the single comparable experiment of Brandis, the front of the shock has
been cut off in the spectral image, and therefore the rise time cannot be compared
between the two experiments. Indicated in the figure is the length of useful gas
achieved in the experiment. There is a significant improvement in both the length
of measurable test gas in the NRST-Al experiment and in the signal-to-noise ratio
of the results produced when compared to the NRST results. Figure 3(b) shows the
spectral power density and its cumulative integration for the NRST-Al experiment.

Similar results are presented in Figure 4 for a freestream pressure of 8 Pa and a
shock speed of 5.81±0.10 km/s for the NRST-Al facility. Unfortunately, no condi-
tion at 8 Pa freestream pressure in the older facility configuration is available for
comparison. Therefore, the measurements have been compared with a NRST condi-
tion at a freestream pressure of 9 Pa and a shock speed of 5.7 km/s, also completed
by Brandis [2]. Again, it can be seen that the modification of the facility to NRST-Al
mode produced a longer length of useful test gas and greatly improved the signal-
to-noise ratio.

Figure 5 presents the results of one experiment completed at a freestream pressure
of 4 Pa in the modified facility, with a measured shock speed of 9.09±0.22 km/s.
No measurements exist at a comparable condition in the older X2 facility, so a



Radiative Heat Transfer Measurements in a NRST at Low Pressures 1073

 0.01

 0.1

 0  20  40  60  80  100  120

In
te

gr
at

ed
 p

ow
er

 d
en

si
ty

, W
/c

m
3 /s

r

Axial location, mm

Shock front

End of useful 
gas NRST-Al

End of useful 
gas NRST

Upstream 
direction

NRST-Al
NRST

(a)

 0

 0.2

 0.4

 0.6

 0.8

 1

 300  320  340  360  380  400  420  440  460
 0

 2

 4

 6

 8

 10

 12

S
pe

ct
ra

l p
ow

er
 d

en
si

ty
, W

/c
m

3 /n
m

/s
r

In
te

gr
at

ed
 s

pe
ct

ra
l p

ow
er

 d
en

si
ty

, W
/c

m
3 /s

r

Wavelength, nm

NRST-Al
NRST-Al (Integrated)

(b)

Fig. 3 (a) An axial profile of the power density at shock tube exit, integrated from 310-
450 nm. (b) Spectral power density and its cumulative integration at the axial location of the
peak in (a). The NRST-Al data was taken in the modified facility, while the NRST data were
taken by Brandis [2] in the old facility. The freestream pressure was 13 Pa.
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Fig. 4 (a) An axial profile of the power density at shock tube exit, integrated from 310-
450 nm. (b) Spectral power density and its cumulative integration at the axial location of the
peak in (a). The NRST-Al data was taken in the modified facility, while the NRST data were
taken by Brandis [2] in the old facility. The freestream pressures for NRST-Al and NRST
were 8 and 9 Pa respectively.

comparison of experimental results is not possible. The results show that the facility
modifications were successful in creating usable test flow at much lower pressures
than previously possible.

No noise removal has been completed for these results, however, the observed
signal-to-noise ratio has been improved markedly over previous experiments in the
modified facility. This is due to a combination of improved optical components and
the larger length of test gas in the transverse direction. From the results presented, it
can be seen that, as well as producing usable flow at lower pressure, the reduction in
the signal noise and the increased distance between the shock front and the driver gas
indicates that more test gas is available in the modified facility at similar pressures.
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Fig. 5 (a) An axial profile of the power density at shock tube exit, integrated from 310-
450 nm. (b) Spectral power density and its cumulative integration for the NRST-Al condition
at the axial location of the peak in (a). The freestream pressure was 4 Pa.

4 Conclusions

The X2 facility at the University of Queensland was modified in order to conduct
emission spectroscopy measurements behind a shock wave at lower pressures than
were previously possible. These measurements were successful, and calibrated data
has been presented for conditions at freestream pressures as low as 4 Pa.
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Model Experiment of Munroe Jet Formation
Using Gelatin Driven by a Moderate-Speed
Impactor

K. Suzuki, A. Sasoh, K. Shimizu, A. Matsuda, and M. Katayama

1 Introduction

The cylinder of explosive with hollow cavity in one side and detonator at oppo-
site side is called as hollow charge [1]. Chemical energy generated by initiation of
explosive is focused on the center of hollow cavity. And this concentrated force gen-
erates a jet with high penetration power. This phenomenon is well known as Munroe
effect, and the generated jet is called as Munroe jet. When the hollow cavity is lined
thin layer of metals and various materials, the liner form jet with higher penetration
power than hollow charge. This is called as shaped charge which utilizes Neumann
effect. Because many studies about hollow charge and shaped charge [2] are focused
on property of penetration which is one of the most important factors of these phe-
nomena, explosive and various metals have been used in experiments. In this study,
simulation experiments of Munroe jet were conducted by replacing detonator and
explosive in hollow charge by impactor with a velocity up to 800 m/s against shaped
gelatin [3].

2 Experimental Apparatus

Phenomena of the interest are generated in a 1.0-m-dia., 2.5-m-long, stainless-steel
vacuum chamber that is connected with a 25 mm × 25 mm square-bore ballistic
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range [4], and its ambient pressure in experiment was 1 kPa. An impactor made of
polycarbonate launched from its muzzle free-flies by 100 mm before impinging a
layer of gelatin target, see Fig. 2. The impactor has a 24.9 mm × 24.9 mm square
flat head with 1-mm-wide side corners, that is the effective flat area of 22.9 mm ×
22.9 mm square. The thickness of the impactor behind the flat surface is 10 mm
(Fig. 3 (a)). The muzzle speed is measured by the method of time of flight using two
combinations of a diode laser and a photo diode. The gelatin target is set with its flat
surface parallel with the impactor head. Two kinds of gelatin target are examined;
one with a flat surface also on the other side (Fig. 3 (b)), the other with a saw-
tooth shape (Fig. 3 (c)). Composition of gelatin is 78 % water, 21 % protein and 1 %
others. Its density and sound speed are 0.95 g/cm3 and about 1520 m/s [5]. Events
occurring after the impingement are visualized with a back-light arrangement, and
recorded on to a high-speed framing camera (HPV-1, Shimadzu co.).

Fig. 1 Overall view of ballistic range

Fig. 2 Regime of visualization.
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Fig. 3 Cross-sectional view of impactor and target, (a) impactor, (b) target with rear flat
surface, (c) target with saw-tooth surface

3 Numerical Simulation

Numerical simulation was conducted to investigate the velocity field in the gelatin
target and was performed with a hydrocode, Autodyn-2D [6]. In the numerical sim-
ulation, water was assumed to simulate gelatin.

4 Impact against Flat Target

First, experiment against the target with rear flat surface (Fig. 3 (b)) was conducted.
Backlight images and corresponding numerical simulation of impact event to flat
target is shown in Fig. 4. It can confirm that the rear flat surface of gelatin tar-
get projects uniformly near the center axis. In this area, flat wave reaches to rear
flat surface without being contaminated by rarefaction wave generated from the
edge of square flat head of impactor at collision. The side length of this area ob-
tained from numerical simulation is about 13 mm. Next, the trajectory and speed of
projection (Fig. 5) of gelatin target on the center axis in experiment was obtained
from backlight images. The trajectory in the experiment agrees almost with the that
of numerical simulation. The speed of projection was compared with theoretical
value 2uf. Although speed of projection in experiment has fluctuation, the average
of speed from 5 μs to 10 μs is about 851 m/s, and is nearly numerical simulation
and 2uf.
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Fig. 4 Backlight projection images and corresponding numerical simulation, flat target; im-
pact velocity is 696m/s and time interval is 2μs

Fig. 5 Leading edge trajectory and its velocity, flat target

5 Impact against Target with Saw-Tooth Surface

Munroe jet formation was realized by using gelatin target with saw-tooth shape. It
is shown by images (Fig.6) that the jets generated from hollow points of saw-tooth
shape. Two lines of jet that is near center are located in effective area confirmed
by experiment against flat target. Trajectories and speeds of point A and B that are
shown in Fig.6 were analyzed from backlight images, and it is plotted in Fig.7.
Points of A and B correspond to jet and thickest point of former shape, respectively.
The speed of point A reaches to 1500 m/s in 5μs from impact event. On the other
hand speed of point B is lower than 2uf so that energy of impact concentrated on
hollow point. The relationship between jet speed and impact speed in Fig.8 was in-
vestigated by experiments of various impact speeds. Jet speed in the range of impact
speed up to 800 m/s is higher than 2uf.
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Fig. 6 Backlight projection images and corresponding numerical simulation, target with saw-
tooth surface; impact velocity is 741 m/s

Fig. 7 Leading edge trajectory and its velocity, target with saw-toothed surface

Fig. 8 Leading edge speed vs. impact speed
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6 Conclusion

We have conducted model experiments to simulate Munroe jet formation by im-
pingement of target and impactor with a velocity below 800 m/s. First, backlight
images of impact events were obtained, and leading edge trajectory and its velocity
were analyzed based on those images. Second, trajectories and velocities obtained
on the experiment and numerical simulation were approximately similar against
target with flat surface and saw-tooth surface. Finally, in every experiment against
target with saw-tooth surface, jet was generated and its speed is higher than the
spallation velocity, 2uf.
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Benchmarking a New, Open-Source Direct
Simulation Monte Carlo (DSMC) Code
for Hypersonic Flows

Abdul O. Ahmad, Thomas J. Scanlon, and Jason M. Reese

1 Nomenclature

k Boltzmann constant β Constant
L Length scale λ Mean free path
m Atomic mass μ Gas dynamic viscosity
Ma Mach number ρ Gas density
N2 Nitrogen gas φ Diameter of circle
p Pressure ω Temperature coefficient of viscosity
q Heating rate
R Gas constant Subscripts
S Distance along surface from nose W Wall quantity

radius tip ∞ Free-stream conditions
T Temperature 0 Stagnation conditions
z Distance from cone tip (bi-conic case)

2 Introduction

This paper describes the application of a new DSMC code, called dsmcFoam, which
has been written within the framework of the open-source computational fluid dy-
namics (CFD) toolbox OpenFOAM [1]. The main features of dsmcFoam are its C++
modularity, its unlimited parallel processing capability and its ability to easily han-
dle arbitrary, complex 3D geometries. Results of initial benchmark trials [2] have
shown excellent agreement with both analytical solutions and other conventional
DSMC codes.

In order to extend the range of applications of dsmcFoam, two hypersonic test
cases are considered in the present paper:

1. Ma 15.6 flow over a 25◦/ 55◦ bi-conic cylindrical object,
2. Ma 20.2 flow over a planetary probe geometry.

Abdul O. Ahmad · Thomas J. Scanlon · Jason M. Reese
Department of Mechanical Engineering, University of Strathclyde, Glasgow G1 1XJ, UK
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Both cases represent a significant challenge to numerical codes as they must cap-
ture flow physics including weak and diffuse shocks, boundary layer separation,
flow recirculation, rapid expansion and re-compression, and shear layers with steep
gradients of velocity, temperature and density. Furthermore, numerical codes for
high speed, rarefied gas flows should also have the ability to capture shock-boundary
layer and shock-shock interactions.

3 dsmcFoam Characteristics

Hypersonic vehicles which operate in rarefied gas environments may encounter non-
equilibrium and non-continuum flow conditions that can have a significant influence
on aerodynamic performance and vehicle surface heat flux. Numerical techniques
which fail to incorporate such behaviour miss an essential part of the flow physics
surrounding the vehicle. Under such conditions, a particle-based method best cap-
tures the dilute flow environment.

The DSMC technique, originated by Bird [3] in the 1970s, allows particles to
move and collide using kinetic-theory considerations that treat the non-equilibrium
gas behaviour accurately. DSMC considers molecular collisions using stochastic
rather than deterministic procedures and each DSMC particle represents a large
number of real gas molecules. The decoupling of particle ballistic motion and par-
ticle collisions improves the computational efficiency of DSMC greatly in compar-
ison with other particle methods such as molecular dynamics (MD). As a result,
the DSMC technique is the dominant numerical method for applications involving
rarefied gas flow.

The DSMC code dsmcFoam is available in the latest version of OpenFOAM,
which is freely obtainable and open source under the GNU general public licence.
dsmcFoam originated from the core characteristics of a MD code implemented by
some of the present authors in the OpenFOAM toolbox. The core characteristics of
dsmcFoam include particle initialisation in arbitrary geometries and particle tracking
in unstructured, arbitrary, polyhedral meshes.

Molecular collisions in dsmcFoam are simulated using the variable hard sphere
(VHS) model [4], with the Larsen-Borgnakke phenomenological model [3] con-
trolling the energy exchange between kinetic and internal modes; for the present
paper, energy is exchanged between translational and rotational modes only, and
non-reacting gas models are used. The gas dynamic viscosity, μ , and the VHS mean
free path, λVHS, are determined through:

μ = β T ω , (1)
λVHS = (2μ/15ρ)(5− 2ω)(7− 2ω)(2πRT)−1/2. (2)

For symbol meanings, please refer to section 1, Nomenclature. The temperature
coefficient of viscosity, ω , of N2 is 0.74 [3].
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4 Simulation Methodology

This section details the geometries and flow conditions of the two hypersonic test
cases listed in section 2, along with the numerical conditions used by dsmcFoam.

Experimental investigations, to obtain surface heating rates and pressure mea-
surements, were performed by Holden et al. [5][6] for Ma 15.6 flow of N2 over
a 25◦/ 55◦ bi-conic cylindrical object. The bi-conic configuration is illustrated in
figure 1 and the free-stream experimental conditions are shown in table 1. Numeri-
cal input parameters are given in tables 2 and 3.

ϕ3.381

3.625

4.000

Radius = 5.1545

25 o
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y

Fig. 1 25◦/ 55◦ bi-conic cylindrical object
configuration. Dimensions are in inches.
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ϕ12.5
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Fig. 2 Planetary probe configuration. Di-
mensions are in millimetres.

Table 1 Free-stream flow conditions for the two test cases.

Condition Ma∞ T0 p0 ρ∞ Species λVHS Length Knudsen
[K] [bar] [g/m3] [m] scale [m] number

Bi-conic case 15.6 2089.6 20.9 0.1757 N2 ≈2.19×10−4 0.043 0.005
Planetary probe case 20.2 1100 3.5 0.0173 N2 ≈1.7×10−3 0.025 0.067

The planetary probe, considered as a test case model by AGARD1, is a 70◦
spherically-blunted cone mounted on a cylindrical sting as illustrated in figure 2.
The forebody configuration is identical to that of the Mars Pathfinder probe. Allègre
et al. [7, 8, 9] conducted experiments to obtain density flowfields, drag coefficients
and surface heat transfer in the SR3 low-density wind tunnel of the Centre National
de la Recherche Scientifique, for Ma 20.2 flow of N2 over the planetary probe. The
flow conditions, along with numerical parameters used in the dsmcFoam simulation,
are shown in tables 1, 2 and 3. Three numerical simulations were run for the plane-
tary probe as a different surface temperature was required for each investigation, as

1 Advisory Group for Aerospace Research and Development (AGARD) Fluid Dynamics
Panel and its Working Group 18.
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listed in table 3. The length scales presented in table 1 are the radius of the 25◦ sec-
tion of the bi-conic cylindrical object, and the radius of the forebody configuration
of the planetary probe.

Table 2 Set-up parameters for the numerical investigations.

Case Time step (s) No. No. One particle Processors Time taken to
mesh cells particles represents used reach steady state

Bi-conic ≈5.89×10−8 ≈3×106 ≈91.8×106 ≈3.3×1011 64 28 hours
case molecules

Planetary ≈1.3×10−7 ≈7.7×106 ≈79.9×106 ≈1.3×1010 64 2.8 hours
probe case molecules

Both cases were modelled as three-dimensional quarter-section models, with
symmetry boundary conditions, as dsmcFoam does not currently have an axisym-
metric capability. With the use of the meshing utilities blockMesh and snappy-
HexMesh, available within the OpenFOAM toolbox [1], the two cases with com-
plex geometries were meshed with ease. For good DSMC practice the mesh size
is smaller than λVHS, and the numerical time-step is smaller than the mean-free-
time. When the simulation has reached steady state, time-averaging is started for
a period roughly equal to 5 times the duration to steady state. The bi-conic case
takes longer to resolve due to the complex nature of the flow physics, involving a
shock-shock interaction, in this instance compared with the planetary probe. Numer-
ical calculations were performed on Strathclyde University’s Engineering Faculty
High Performance Computer (1088 cores, 100TB disk storage, 13 TeraFlops peak
performance).

Table 3 Surface temperatures of the different cases.

Investigation TW [K]
Bi-conic case 297.2

Planetary probe case [7]: density flowfield 290
Planetary probe case [8]: drag coefficient 350

Planetary probe case [9]: heat transfer 300

5 Results and Discussion

5.1 Bi-conic Test Case

Experimental [5][6] measurements of surface heating rates and pressure measure-
ments on the bi-conic cylindrical object are compared with the data obtained from
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dsmcFoam in figures 3 and 4. The dsmcFoam pressure data shows a reasonable con-
currence with the experimental data. The agreement is less evident for the heat flux
in the 25◦ section of the bi-conic cylindrical object but improves in the 55◦ section.
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Fig. 4 Bi-conic case: comparison of exper-
imental data and dsmcFoam calculations of
surface heat transfer.

Within the shock-shock interaction, which occurs at z≈0.1 m, a higher surface
heating rate has been observed from dsmcFoam in comparison to the experiment. To
adequately resolve the surface heating rate in the shock-shock interaction a refined
mesh is required in this region. Further DSMC studies will reduce the noise in the
surface heating rate and pressure values by using more simulated particles.

5.2 Planetary Probe Test Case

Dimensionless density flowfields from the experimental observations of Allègre et
al. [7], and dsmcFoam results are presented in figure 5. The contour plots show a
very good agreement between experiment and dsmcFoam. The maximum density
occurs in the stagnation region directly in front of the object, with a maximum rela-
tive density of approximately 16. The bow shock structure upstream of the forebody
has been particularly well captured. The largest area of discrepancy appears in the
wake region immediately downstream of the forebody, adjacent to the sting. This
zone has highly rarefied flow so, in order to adequately resolve the flow-field in
this area, a coarser mesh is required. Further DSMC studies will assess the mesh
sensitivity in this area.

Comparisons of surface heat transfer between experiment [9] and dsmcFoam are
shown in figure 6. Very good agreement is observed at the different thermocouple
locations, illustrated in figure 6. Some discrepancies appear in the highly-rarefied
region (at thermocouple locations 5 and 6). However, Allègre et al. [9] state that
there is a degree of experimental uncertainty in this region due to the difficulty in
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Fig. 5 Planetary probe case: comparison of exper-
imental data (top half) and dsmcFoam calculations
(bottom half) of dimensionless density profiles.
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accurately measuring such low heat fluxes. This makes it difficult to ascertain the
level of numerical-experimental agreement in this area.

The experimental [8] drag coefficient, for zero degree angle of attack, is 1.657.
In comparison, dsmcFoam has predicted 1.89. Although this is a reasonable agree-
ment, further grid, time-step and particle number sensitivity analyses are required
to optimise the DSMC results. Furthermore, the results presented in this paper are
based on particle collisions involving energy exchange between the translational and
rotational modes only. However, the maximum overall temperatures encountered in
the planetary probe and bi-conic cases were 1011 K and 2389 K, respectively. Under
such conditions the excitation of the vibrational energy mode requires to be included
in order to capture the correct flow physics. This is currently being incorporated into
dsmcFoam.
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6 Conclusions

We have presented benchmark trials of a new, open-source DSMC code called dsm-
cFoam. The code has been written within the framework of the open-source nu-
merical analysis toolbox OpenFOAM. The principal features of dsmcFoam are its
C++ modularity, its unlimited parallel processing capability and its ability to easily
handle arbitrary, complex 3D geometries.

Results for initial benchmark trials [2] showed good agreement with analytical
solutions and other conventional DSMC codes. The two hypersonic cases consid-
ered in the present paper have also shown good agreement with experimental data,
however further work is required to consider permutations of different numerical
parameters (e.g. altering the cell size, time step and molecules per particle). Future
work on dsmcFoam includes the implementation of the vibrational energy mode and
the inclusion of thermo-chemistry models.
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