ADVANCES IN INTELLIGENT AND SOFT COMPUTING 122

Yinglin Wang
Tianrui Li (Eds.)

Foundations of
Intelligent Systems

@ Springer



Advances in Intelligent and
Soft Computing 122

Editor-in-Chief: J. Kacprzyk



Advances in Intelligent and Soft Computing

Editor-in-Chief

Prof. Janusz Kacprzyk

Systems Research Institute

Polish Academy of Sciences

ul. Newelska 6

01-447 Warsaw

Poland

E-mail: kacprzyk @ibspan.waw.pl

Further volumes of this series can be found on our homepage: springer.com

Vol. 107. P. Melo-Pinto, P. Couto, C. Serodio,
J. Fodor, and B. De Baets (Eds.)

Eurofuse 2011, 2011

ISBN 978-3-642-24000-3

Vol. 108. Y. Wang (Ed.)
Education and Educational Technology, 2011

ISBN 978-3-642-24774-3

Vol. 109. Y. Wang (Ed.)
Education Management, Education Theory
and Education Application, 2011

ISBN 978-3-642-24771-2

Vol. 110. L. Jiang (Ed.)

Proceedings of the 2011 International
Conference on Informatics, Cybernetics,
and Computer Engineering (ICCE 2011)
November 19-20, 2011, Melbourne,
Australia, 2011

ISBN 978-3-642-25184-9

Vol. 111. L. Jiang (Ed.)

Proceedings of the 2011 International
Conference on Informatics, Cybernetics, and
Computer Engineering (ICCE 2011) November
19-20, 2011, Melbourne, Australia, 2011

ISBN 978-3-642-25187-0

Vol. 112. L. Jiang (Ed.)

Proceedings of the 2011 International
Conference on Informatics, Cybernetics, and
Computer Engineering (ICCE 2011) November
19-20, 2011, Melbourne, Australia, 2011

ISBN 978-3-642-25193-1

Vol. 113. J. Altmann, U. Baumdl, and

B.J. Krimer (Eds.)

Advances in Collective Intelligence 2011, 2011
ISBN 978-3-642-25320-1

Vol. 114. Y. Wu (Ed.)

Software Engineering and Knowledge
Engineering: Theory and Practice, 2011
ISBN 978-3-642-03717-7

Vol. 115. Y. Wu (Ed.)

Software Engineering and Knowledge
Engineering: Theory and Practice, 2011
ISBN 978-3-642-03717-7

Vol. 116. Yanwen Wu (Ed.)

Advanced Technology in Teaching - Proceedings
of the 2009 3rd International Conference on
Teaching and Computational Science

(WTCS 2009), 2012

ISBN 978-3-642-11275-1

Vol. 117. Yanwen Wu (Ed.)

Advanced Technology in Teaching - Proceedings
of the 2009 3rd International Conference on
Teaching and Computational Science

(WTCS 2009), 2012

ISBN 978-3-642-25436-9

Vol. 118. A. Kapczynski, E. Tkacz,
and M. Rostanski (Eds.)

Internet - Technical Developments and
Applications 2, 2011

ISBN 978-3-642-25354-6

Vol. 119. Tianbiao Zhang (Ed.)
Future Computer, Communication, Control
and Automation, 2011

ISBN 978-3-642-25537-3

Vol. 120. Nicolas Loménie, Daniel Racoceanu, and

Alexandre Gouaillard (Eds.)
Advances in Bio-Imaging: From Physics to Signal
Understanding Issues, 2011
ISBN 978-3-642-25546-5

Vol. 121. Tomasz Traczyk and

Mariusz Kaleta (Eds.)

Modeling Multi-commodity Trade: Information
Exchange Methods, 2011

ISBN 978-3-642-25648-6

Vol. 122. Yinglin Wang and Tianrui Li (Eds.)
Foundations of Intelligent Systems, 2011
ISBN 978-3-642-25663-9



Yinglin Wang and Tianrui Li (Eds.)

Foundations of
Intelligent Systems

Proceedings of the Sixth International
Conference on Intelligent Systems and
Knowledge Engineering, Shanghai, China,
Dec 2011 (ISKE2011)

@ Springer



Editors

Prof. Yinglin Wang Prof. Tianrui Li

Department of Computer Science School of Information Science

and Engineering and Technology

Shanghai Jiao Tong University Southwest Jiaotong University

800 Dongchuan Road, Shanghai 200240,  Chengdu, Sichuan Province, 610031,
China China

E-mail: ylwang @sjtu.edu.cn E-mail: trli@swjtu.edu.cn

ISBN 978-3-642-25663-9 e-ISBN 978-3-642-25664-6

DOI 10.1007/978-3-642-25664-6

Advances in Intelligent and Soft Computing ISSN 1867-5662
Library of Congress Control Number: 2011942150

© 2011 Springer-Verlag Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilm or in any other way, and storage in data
banks. Duplication of this publication or parts thereof is permitted only under the provisions
of the German Copyright Law of September 9, 1965, in its current version, and permission
for use must always be obtained from Springer. Violations are liable to prosecution under
the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

Typeset by Scientific Publishing Services Pvt. Ltd., Chennai, India

Printed on acid-free paper
543210

springer.com



Preface

We would like to extend our warmest welcome to each conference attendee. The
2011 International Conference on Intelligent Systems and Knowledge Engineering
(ISKE2011) is the sixth in a series of ISKE conferences, which follows the successful
ISKE2006 in Shanghai, ISKE2007 in Chengdu, and ISKE2008 in Xiamen, China,
ISKE2009 in Hasselt, Belgium, and ISKE2010 in Hangzhou, China. ISKE2011 will
be held in Shanghai, China, during December 15-17, 2011. It has been our pleasure
as Program Committee Co-Chairs and Conference Co-Chair to organize this impres-
sive scientific and technical program and the technical proceedings. ISKE2011 em-
phasizes current practices, experiences and promising new ideas in the broad area of
intelligent systems and knowledge engineering. It provides a forum for researchers
and practitioners around the world to present their latest results in research and appli-
cations and exchange new ideas in this field. ISKE 2011 is technically organized by
Shanghai Jiao Tong University, and co-sponsored by California State University,
Southwest Jiaotong University, Belgian Nuclear Research Centre (SCKeCEN).

We received 605 submissions from 26 countries and regions. We are very
pleased with this level of submission and international participation. From these 605
submissions, the program committee selected 262 papers (including 109 full papers
and 153 short papers), based on their originality, significance, correctness, relevance,
and clarity of presentation, to be included in the proceedings. The acceptance rate of
full papers is 18%, which we are proud of. The acceptance rate of short papers is
25%. Besides the papers in the conference proceedings, we also selected 44 papers
from the submissions to be published in the Journal of Shanghai Jiao Tong University
and the Journal of Donghua University. All the accepted papers will be presented or
posted at the conference. Each of them was reviewed by two or more reviewers and
the authors were asked to address each comment made by the reviewers for improving
the quality of their papers. The acceptance rate of all the papers in the proceedings is
43%.

The accepted papers in the proceedings are contained in three volumes respec-
tively based on the topics of the papers. The proceedings include “Volume I: Founda-
tions of Intelligent Systems”, “Volume II: Knowledge Engineering and Management”
and “Volume III: Practical Applications of Intelligent Systems”. Topics covered by
the accepted papers in each volume of the proceedings are as follows:

Volume 1: Foundations of Intelligent Systems

Artificial Intelligence 46
Pattern Recognition, Image and Video Processing 40
Cognitive Science and Brain-Computer Interface 1



VI Preface

Volume 2: Knowledge Engineering and Management

Optimization and Biological Inspired Computation 12
Distributed and Parallel Intelligence 6
Robotics 11
Knowledge Engineering and Management 13
Data Mining, NLP and Information Retrieval 23
Data Simulation and Information Integration 11
Formal Engineering & Reliability 10

Volume 3: Practical Applications of Intelligent Systems

Social Computing, Mobile and Service Computing 8
Intelligent Game and Human Computer Interaction

Intelligent Engineering Systems 46
Intelligent Control Systems 9

Intelligent GIS, Networks or the Internet of Things

Social Issues of Knowledge Engineering 15

Accepted papers come from 23 countries, which shows that ISKE 2011 is a well-
represented major international event, and their statistics (only papers of the proceed-
ing, not include 44 papers which will be published in two journals) in terms of country
are as follows:

China 212 Iran 2
Spain 8 Belgium 2
Australia 7 France 1
Brazil 5 Serbia 1
UK 6 Japan 1
USA 4 Vietnam 1
Russia 3 Sweden 1
Finland 3 Germany 1
Turkey 3 Saudi Arabia 1
Canada 2 Pakistan 1
Algeria 2 Korea 1
Poland 2

ISKE 2011 consists of a three-day conference which includes paper and poster
tracks, three invited keynote talks and two tutorials. The keynotes, tutorials and
technical sessions cover a wide range of topics in intelligent systems and knowledge
engineering.

The three invited speakers are Witold Pedrycz, University of Alberta, Canada;
Ronald R. Yager, Iona College, New Rochelle, USA; and Zhi-Hua Zhou, Nanjing
University, China. Witold Pedrycz will give a talk on granular models of time series
and spatiotemporal data under the title of “User-Centric Models of Temporal and
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Spatiotemporal Data: A Perspective of Granular Computing.” He will discuss a new
category of models in which the mechanisms of description, processing, and predict-
ing temporal and spatiotemporal data are expressed in the language of information
granules, especially fuzzy sets and intervals. Ronald R. Yager’s talk is entitled “Intel-
ligent Social Network Modeling.” He will discuss an approach to enrich the social
network modeling by introducing ideas from fuzzy sets and related granular comput-
ing technologies. Zhi-hua Zhou will discuss the current research results of his group
in the machine learning area.

The two invited tutorial speakers are Gio Wiederhold, Stanford University and
Jie Lu, University of Technology, Sydney (UTS), Australia. Gio Wiederhold’s tutorial
entitled “What is Your Software Worth?” will describe how the value of software can
be estimated, and emphasize that awareness of the value of the product of one’s knowl-
edge and effort can help in making decisions on the design and the degree of effort to be
made. Jie Lu’s tutorial entitled “Personalized Recommender Systems for e-Government
and e-Business Intelligence” will introduce several recommendation approaches, includ-
ing case-based recommendation, ontology-based recommendation, fuzzy measure based
recommendation, trust social networks-based recommendation related approaches and,
in particular, present the recent developments made by her group in recommender
systems and their applications in e-government and e-business intelligence.

As Program Committee Co-chairs and Conference Co-chair, we are grateful to all
the authors who chose to contribute to ISKE2011. We want to express our sincere ap-
preciation to the Program Committee Members listed below and to the additional re-
viewers for their great and quality work on reviewing and selecting the papers for the
conference. We also would like to thank the webmasters, the registration secretary
and financial secretary for their hard work. Last but certainly not the least, we would
like to thank all the people involved in the organization and session-chairing of this
conference. Without their contribution, it would not have been possible to produce
this successful and wonderful conference. At this special occasion, we would espe-
cially like to acknowledge our respects and heartfelt gratitude to Professor Da Ruan,
the Conference Co-chair of ISKE 2011 and the leading initiator of the ISKE confer-
ence series, for his hard work to prepare for this year’s conference. Professor Da Ruan
worked tirelessly for the conference until he suddenly passed away on July 31.
Our thoughts and prayers are with his family. Besides of the above, we also thank all
the sponsors of the conference, the National Science Foundation of China (No.
60873108, No. 60773088) and the Springer Publishing Company for their support in
publishing the proceedings of ISKE 2011.

Finally we hope that you find ISKE2011 programs rewarding and that you enjoy
your stay in the beautiful city of Shanghai.

December 15-17, 2011 Tianrui Li
Program Committee Chair

Yinglin Wang

Program Committee Co-chair

Du Zhang

Conference Co-chair
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Abstract

One of the ultimate objectives of intelligent data analysis is to develop models of data
that are user-centric. The human centricity of such pursuits means that a process of
analysis along with the obtained results are made transparent to the user and come
with a significant degree of flexibility, which helps achieve a sound tradeoff between
accuracy and interpretability of results. The perception of data, as realized by humans,
inherently invokes information granules (realized through numerous formal ap-
proaches including fuzzy sets, interval analysis, and rough sets) and their further
processing. This helps establish a suitable level of abstraction at which the data are
perceived, analyzed and their models are being formed. By casting the problem in the
setting of Granular Computing, we develop a new category of models in which the
mechanisms of description, processing, and predicting temporal and spatiotemporal
data are expressed in the language of information granules, especially fuzzy sets and
intervals.

In this talk, we show how a principle of justifiable information granularity leads to
the realization of granular models of time series in which a construction of informa-
tion granules is viewed as a certain optimization problem.

With regard to spatiotemporal data where their temporal facet as well as their spa-
tial characteristics play a pivotal role, it is demonstrated how information granules are
formed through an augmented collaborative clustering. The grouping is completed in
the temporal and spatial domain in such a way an identity of relationships present in
these two domains is retained. An auxiliary mechanism of information granulation is
developed through an optimization of relational constraints (granular codebook) real-
ized through a collection of information granules.

“(The full content will be available during the conference)”
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Abstract

Web 2.0 has provided for a rapid growth of computer mediated social networks.
Social relational networks are becoming an important technology in human
behavioral modeling. Our goal here is to enrich the domain of social network
modeling by introducing ideas from fuzzy sets and related granular computing
technologies. We approach this extension in a number of ways. One is with the
introduction of fuzzy graphs representing the networks. This allows a generalization
of the types of connection between nodes in a network from simply connected or not
to weighted or fuzzy connections. A second and perhaps more interesting extension
is the use of Zadeh's fuzzy set based paradigm of computing with words to provide a
bridge between a human network analyst's linguistic description of social network
concepts and the formal model of the network. Another useful extension we discuss
is vector-valued nodes. Here we associate with each node a vector whose
components are the attribute values of the node. Using the idea of computing with
words we are then able to intelligently query the network with questions that involve
both attributes and connections. We see this as a kind of social network database
theory. We shall look at some dynamic structures of network particularly the small
worlds network.

“(The full content will be available during the conference)”
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Abstract

Much has been written about the cost of producing software, but that literature largely
ignores the benefits of using that software. While software creators believe that their
products are valuable, they are rarely called upon to quantify its benefits. Evaluation
of software and its benefits in commerce is left to lawyers, economists, software ven-
dors, or promoters. The results are often inconsistent.

This tutorial describes how the value of software can be estimated. The problem
being addressed is that the value of software is essentially independent of the cost and
effort spent to create it. A few brilliant lines of code can have a very high value,
whereas a million lines of code that generate a report that nobody uses have little val-
ue. Awareness of the value of the product of one’s knowledge and effort can help in
making decisions on the design and the degree of effort to be made.

The tutorial will survey methods for valuing software based on the income it can
generate. A principal approach is based on software growth, caused by needed main-
tenance. The valuation is with the accepted framework for valuing intellectual prop-
erty (IP) in general.

My paper on that topic appeared in the Communications of the ACM, September
2006, but could not cover all of the issues. More material is available at
http://infolab.stanford.edu/pub/gio/inprogress.html#worth. Software valuation is also
covered in a course at Stanford University, CS207, https://cs.stanford.edu/wiki/cs207/
Participants in the tutorial are encouraged to read the available information and en-
gage in discussion of this challenging topic.

“(The full content will be available during the conference)”
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Abstract

Web personalisation is an interdisciplinary topic that has been discussed in the litera-
ture about information systems, web intelligence, customer relationship management
and marketing. Web personalisation is defined as any set of actions that tailor the web
experience to a specific user or set of users, anticipating user needs to provide them
with what they want or require without having to ask for it explicitly. A number of e-
business and e-government development stage models have been proposed in the lit-
erature that focuses on classifying functions and features offered by current e-business
and e-government. Most of these models have a common final stage which concen-
trates on providing fully integrated and personalised e-services for their constituents.
Recommender systems have gained considerable attention in recent years and are the
most successful implementation of web personalisation. Recommender systems use
justifications to generate recommended products or services to customers and to en-
sure the customers like these products or services. These justifications can be obtained
either from preferences directly expressed by customers, or induced, using data repre-
senting the customer experience. Recommender systems are achieving widespread
success and have attracted researchers’ attention in the field of e-business and e-
government applications.

Recommender systems use different types of information filtering techniques to
automatically identify and predict a set of interesting items on behalf of the users ac-
cording to their personal preferences. The most notable classes of recommender sys-
tem approaches include: (1) Content-based filtering--mainly depends on items’ de-
scriptions to generate personalised recommendations; (2) Collaborative Filtering
(CF)-- mainly depends on users ratings of items in a given domain, and works by
computing the similarities between the profiles of several users on the basis of their
provided ratings and generates new recommendations based on comparisons of user
ratings; (3) Knowledge-based filtering--suggests items based on logical inferences
about a user’s needs and preferences; (4) Semantic-based filtering--exploits the se-
mantic information associated with user and item descriptions to generate recommen-
dations; (5) Trust-based filtering--exploits the level of trust between users in a social
trust network and uses that knowledge to generate trustworthy recommendations; (6)
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Hybrids-based filtering--combines two or more recommendation approaches to ex-
ploit their strengths and reduce their weaknesses.

This tutorial will introduce these recommendation approaches and, in particular,
present the recent developments made by our Decision Systems and e-Service Intelli-
gence (DeSI) lab in recommender systems and their applications in e-government and
e-business intelligence , including case-based recommendation, ontology-based rec-
ommendation, fuzzy measure based recommendation, trust social networks-based
recommendation related approaches and their applications in telecom companies and
government-to-business services.

“(The full content will be available during the conference)”
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Efficient Closed Iterative Patterns Mining Algorithm via
Prime-Block Encoding”

Zhixin Ma, Zhe Ding**, and Yusheng Xu
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Abstract. In this paper, a novel algorithm which is called CIPMPBE (Closed
Iterative Pattern Miner via Prime-Block Encoding) is proposed to mine closed
iterative patterns. CIPMPBE is composed of three separated steps. In the first
step, the positional information of all frequent i-sequences is generated. In the
second step, the positional information of all frequent i-sequences and all in-
stances of frequent (i-1)-iterative patterns are used to obtain the positional in-
formation of all instances of frequent i-iterative patterns. In the third step, the
positional information of all instances of frequent i-iterative pattern is used to
obtain the positional information of the entire closed i-iterative pattern and get
back to the first step to generate the positional information of closed (i+1)-
iterative pattern. For effective testing, a set of experiments were performed. The
results of these experiments show that the time efficiency of CIPMPBE is better
than that of CLIPER (CLosed Iterative Pattern minER).

Keywords: Closed Iterative Pattern, Prime-Block Encoding.

1 Introduction

The task of sequential pattern mining which is proposed by Agrawal and Sriant is to
discover temporal patterns that are supported by a significant number of sequences
[1]. A pattern is supported by a sequence if it is a sub-sequence.

Iterative pattern mining is proposed by Lo et al in [3]. Iterative pattern is formed
by a serious of events, and supported by a significant number of instances repeated
within and across sequences. Iterative pattern mining which is similar to sequential
pattern considers all sequences in the database rather than a single sequence. To re-
duce total number of iterative pattern without lose the information of iterative pattern,
Lo et al proposed mining closed iterative pattern [3]. Iterative pattern mining has
broad application such as prediction of software defect, feature discovery of software
defect and software specification discovery, etc.

To improve the efficiency of iterative pattern mining and reduce time cost of the
system, a novel algorithm called CIPMPBE is proposed in this paper. The algorithm
is based on CLPER [3] and utilizes PRISM (PRIme-Encoding Based Sequence Min-
ing) [4] to generate candidate and prune searching space.

* The work was supported by the Fundamental Research Funds for Central Universities under
_ grant No.lzugbky-2010-91.
™ Corresponding author.

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 3-I3.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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The rest of the paper is organized as follows: Section 2 discusses the related work
of CIPMPBE. Section 3 introduces the basic concepts, methods of generating candi-
date and pruning strategies. Section 4 proposes CIPMPBE. A comprehensive experi-
mental study is presented in Section 5. Finally, conclusions can be found in section 6.

2 Related Works

The sequential patterns mining problem is first proposed in [1] by Agrawal and
Srikant and directed towards data analysis of market basket.

In [3], Lo et al. proposed iterative pattern mining. Iterative pattern mining is the
extension of sequential pattern mining. The difference between sequential pattern
mining and iterative pattern mining is that iterative pattern mines not only the pattern
occurring to multiple sequences but also repeated within each sequence. Frequent
iterative pattern is supported by a significant number of instances repeated within and
across sequence.

In [4], Zaki et al. proposed an algorithm called PRISM. This algorithm is based on
the novel notion of primal block encoding, which in turn is based on prime factoriza-
tion theory.

Our previous work [5] were proposed two pruning strategies called DSEP (Dynam-
ic Sequence Extension Pruning) and DIEP (Dynamic Item Extension Pruning ) which
can be used in all Apriori-like sequence mining algorithm or lattice-theoretic ap-
proach prune out infrequent candidate sequences during mining process.

3 Problems Statement

3.1 Basic Definitions and Concepts

Let I be a set of distinct events. A sequence S=<k;, k..., k,> (k; €I) is an ordered list.
The ith event in the sequence S is denoted as S[i].

A pattern P;=(<aja,,...,a,>) is considered as a subsequence of another pattern
Py=(<b},b,,...,b,>) if there exist integers ij,i,...,i,, such that 1<i;<i)<...<i,<m and
a;=b;;, a,=by,..., a,=b;,. The relationship is denoted by P; C P,. The first item and
last item of pattern P are denoted as first (P) and last (P) respectively. And the se-
quence database is denoted as SDB. The number of events in a sequence and pattern
are respectively called the length of sequence and pattern.

Definition 1. Concatenation of two patterns P;(<ay,...,a,>) and Py(<by,,...,b,>) will
generate a longer pattern P;(<ay,...,a,b,...,b,>). Truncation operation is only appli-
cable between a pattern and its suffix. Truncation of a pattern Pj(<ay,...,a,,b;...,b,>)
and a suffix P,(<b,,...,b,>) will result in the pattern P;(<ay,...,a,>). Patterns concate-
nation is denoted by ++, while pattern truncation is denoted by --.

Definition 2. Given a pattern P(<P;,...,P,>) and a string S(<sj,....,s,,>), the erasure of
S wrt. P, denoted by erasure(S, P) , is defined as a new string S.;;eq formed from §
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where all events occurring in P are removed from S. Formally, S¢.seq is defined as
(<sey, ses,..., se;>) such that (1) V i. se;¢ P and (2) there exists a set of integers{i,

iz,...,ik } with 1Si1< <lkSm and S€1=S;]...,5€;=Six and \v,‘]e {l.j,l.z,...l.k},SJ'EP.

3.2 Semantic of Iterative Patterns

The origin of iterative pattern’s definition is the common languages for specifying
software behavioral requirement: Message Sequence Chart (MSC) (a standard of In-
ternational Telecommunication Union (ITU)) and its extension, Live Sequence Chart
(LSC). The iterative pattern instance definition capturing the total-ordering and one-
to-one correspondence between events in the pattern and its instance can be expressed
unambiguously in the form of Quantified Regular Expression (QRE). [3]

Definition 3. Given a pattern P(p,,p,,...,p,), a substring S(s;,s,,...,s,,) of a sequence S
in SDB is an instance of P if and only if it is of the following QRE expression

P1;[-Prp2Pul * 5 P2 [-P1P2 Pl ™ P

The symbols “;” “[-]” and “*” are denoted as concatenation operator, exclusion
operator (i.e. [-P, S] means any event except P and S), and standard kleene-star
respectively.

An instance of iterative pattern is expressed as a triple (S;px, Iszarr, Ienp) in this paper.
Sipx expresses the sequence index of a sequence S. Isragr and Igyp express the starting
point and ending point of a substring in S. [3]

Definition 4. Given a pattern P (p,,...,p,), a substring ST (st,,...,st,,) of a sequence S in
SDB is an iterative pattern instance of P if and only if (D first(P)=first(ST), @
last(P)=last(ST) and @ the following erasure constraint holds: erasure(ST, era-
sure(S7, P)) =P.

In this paper, the term “pattern instance” and the term “pattern” are interchanged re-
spectively with the term “iterative pattern instance” and the term ‘“‘iterative pattern”.
The support of a pattern is the total number of its instances in SDB. The set of all in-
stances of a pattern P in SDB is denoted as Inst(P).

Each instances of a pattern correspond to a remainder of sequence [3]. The re-
mainder of sequence corresponding to an instance is the sub-sequence contained in
the sequence which is containing the instance. Assume p is an instance and ¢ is the
remainder of sequence corresponding to p. The result of p++¢ is a suffix of the se-
quence containing p in SDB. The set of remainder of sequence corresponding to pat-
tern P’s all instances is denoted as RS(P).

As an example, a sequence database is shown in Table 1. The set Inst(A, C) is the
set of triples {(1,2,4), (1,6,8), (2,2,4), (2,7,9), (3,2,4), (3,6,8), {3,10,12}, {4,4,6},
{5,2,4}}. The remainder of sequence of instance (1, 2, 4) is {A,A,B,C,E,D,F} which is
a suffix of S1.
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Table 1. Sequence database

Identifier Sequence

S1 AA B ,CAABCEDF

S2 AABCBAABC

S3 AA B ,CAABCAABCEDF
S4 B,CAAB,CED,F

S5 AABCECBDF

3.3 Apriori Property and Closed Pattern

Theorem 1. If P is not frequent then its extension are also not frequent.

Definition 5. Consider a pattern P and its super-sequence Q. Instance Ip(seqp, startp,
endp) of P corresponds to an instance Iy(seqq, starty, endy) of Q iff seqy=seqp and
startp>starty and endp<end.

Definition 6. A frequent pattern P is closed if there exists no super-sequence Q s.t:(D
P and Q has the same support 2 every instance of P corresponds to a unique in-
stance of Q.

Definition 7. For a pattern P, its set of suffix extension events is defined Y s the set
of length-1 items e where sup(P ++e)=sup(P).

Definition 8. An event e is an infix extension of a pattern P iff 3a super-sequence Q
where: (D first(P)=first(Q) @ V event ev,Eerasure(Q, P), ev;=e 3 sup(P)=sup(Q)
@ every instance of P corresponds to a unique instance of Q. & V rspERS(P).
= rso€ERS(Q), rsp=rsy.

Definition 9. For a pattern P, its set of prefix extension events is defined as the set of
length-1 items e where sup(e++P)=sup(P).

Theorem 2. If there exist no prefix, infix and suffix extension event w.r.t a pattern P,
P must be a closed pattern, otherwise P must be non-closed.

3.4 Pruning Strategies

Suppose there is a pattern list, denoted as S-List, which contains all frequent 2-
patterns with size of 2.

Lemma 1. Given a frequent pattern s and its s-extension candidate set CSn. For each
pair of items a, b in CSn, if (s->a->b) is infrequent, then b must not be a frequent s-
extension item pattern (s->a). And for any pattern (s->s’->a), b must not be a frequent
s-extension item, too.

Lemma 2. Given a pattern P, if there exists an infix extension event e w.r.t a pattern
P and e & rsp(rspERS(P)), pattern P can be stopped growing.
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4 Algorithm

4.1 Generation Frequent Pattern

In PRISM, the total SDB and all sequences in the SDB are divided into a lot of
blocks. PRISM utilizes one positive integer which is denoted as PI to represent all the
positional information of mined subsequence’s the last event in a block. A prime fac-
tor of PI represents the positional information of a mined subsequence’s last event in
a block and belongs to the set which is denoted as G of consecutive prime integer.
The minimum element of G is 2. All the elements in G are arranged in increasing or-
der. The ith element and the length of G are respectively denoted as G[i] and IGI. As-
sume that K is the subsequence, which has been processed by PRISM and a is a single
element. When PRISM processes sequence extension from K to K++a, the greatest
common divisor, which is denoted as gcd, of SEB (sequence blocks) of K and SEB of
a is used to obtain the information of the sequence containing both K and a in the
SDB. And then POB (position blocks) of K, which is denoted as POB(K) is converted
to obtain the positional information of the event, which is possible the positional in-
formation of K++a’ s last event in all the blocks of each sequence. Finally, the great-
est common divisor of converted POB of K and POB (a) is the POB(K++a). Assume
P is a set of positive integer and is formed as {P;, P,,...,P,}. And Q is a set of positive
integer and is formed as {Q;, O,...,0,}. Then gcd(P, Q)={gcd(P;,Q;), gcd(P,,0>),...,
ged(P, 00} [6]

The position of subsequence isn’t the position of the iterative pattern’s instance.
The SEB of pattern K’s instance is denoted as ISEB(K). In this paper, the POB of pat-
tern K’s instance, which is denoted as IPOB(K), is a set of tuple’s sets. And each tuple
represents the positional information of the instance in a block. In one tuple, the first,
the second and the last element respectively represent the positional information of
the first event of K’s instance, the last event of K’s instance and the positional infor-
mation in which all events in the pattern K don’t occur. Assume P is a set of tuple’s
set. The ith element of the jth set in P is denoted as Pj[i]. The ith tuple of the jth set in
IPOB of pattern K is formed as (IPOB,[i](first(K)), IPOB,[i](1ast(K)), NIPOB,[i](K)).
If the length of K is 1, IPOB/[i](first (K))=IPOB,[/](last(K)) and it is the value of NI-
POB[i](K) that the product of all element in G is divided by IPOB[/](last(K)). As-
sume K is formed as K;K...K;. The set of {IPOB/[i](last(K;)), IPOB[i](last(K3)),...,
IPOB; [i](last(K))} is denoted as IPB[7](K). It is the value of NIPOB,[i](K) that the
product of all element in G is divided by product of all element in IPB[i](K). As-
sume G[L,] is a prime factor of the PI which represents the positional information of
event L, in the gth block and G[L,] is a prime factor of the PI which represents the po-
sitional information of event L, in the fth block (g<f) in the same sequence. The set of
positive integer is denoted as SET(G[L;], G [L,]) and used to obtain the positional in-
formation from event L, to event L, in the sequence. The value of the first element of
SET(G [L;], G [L,]) equals to the product of G’s elements from G[L,+1] to G[IGI].
The value of the last element of SET(G[L,], G[L;]) equals to the product of G’s ele-
ments from G[1] to G[L,-1]. The value of ith element of SET(G[L,], G[L;]) equals to
the product of all elements of G. {NIPOB,[g](e), NIPOB[g+1](e) ,...,NIPOB/[f](e)},
{IPOB[g](first(e)),..., IPOB;[fI(first(e)) } and {IPOB,[g](last (e))...IPOB,[f](last (e))}
are respective denoted as SEN(e,; (g, f)) SEl(first(e)i(g, f)) and SEI(last(e),(g, f)). The
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greatest common divisor can be used to find the positional information relationship
between the instance of a pattern and another pattern. For example, the result of
gcd(IPOB[i](first(A)), IPOB,[7](first(B)))=IPOB [i](first(B)) means that the positional
information of the first event of pattern B’s instance is the positional information of
first event of part of pattern A’s instances.

Assume that pattern K is formed as K;K>...K;. So IPOB(K) and POB(K++a) are
used to obtain the positional information of subsequence K++a’s element K;,K; and a.
Assume G[N/] is a prime factor of IPOB;[u](first(K)) and G[N;] is a prime factor of
IPOB;,[b](last(K)) and G[N;] is a prime factor of POB[i](K++a). G[N;], G[N;] and
G[N;] respectively represents the positional information of the first event, the last(K)
event and the last event of a subsequence K++a. G[N;] is a prime factor of
IPOB|[i](last(K++a)) if and only if the result of gcd(SET(G[N,],G[Ns]), SEl(last(a);(b,
i))) and gcd(SET(G[N,],G[N-]), SEl(last(a);(u, b))) is not the set, in which all the ele-
ments are more than 1 and the result of gcd(SET(G[N-],G[N;]), SEN(K(b, i))) equal
to SET(G[N.],G[N3]). And then G[N,] is a prime factor of IPOB,[u](first(K++a)). If
there do not exist in any instances of pattern K++a in a sequence, the prime factor of
an element of ISEB(K++a), which represent the positional information of K++(a)’s
instance in the sequence, equal to 1.

Consider the example sequence database shown in Table 1, Let G= {2, 3, 5, 7}.
POB (A) and POB (A->B) can be obtained by PRISM. POB(A)={{6,6,1}, {6,15,1},
{6,6,6,1}, {35,1,1}, {6,1,1}}, POB(A->B)={{5,5,1}, {5,14,1}, {5,5,5,1}, {1,2,1},
{5,5,1}}. IPOB(A->B) can be obtained by CIPMPBE. IPOB(A->B)={{(3,5,7),
(3,5,7), {1,1,210}}, {(3,5,7), (5,7,1), {1,1,210}}, {(3,5,7), (3,5,7), (3,5,7), (1,1,210)},
{(7,1,6), (1,2,105), (1,1,210)}, {(3,5,7), (1,1,210), {1,1,210}}}.

Let X=® Sy, with Sy C G. Then IlIXll g =ISxl [6]. Note that |I11lgc=0. For example,
I211ls=I{3, 7}1=2. Assure that pattern A of IPOB|[i](last(e)) is {{a;, a}... {ap.1), a,}}.
The support of A is Il a;ll g+l ayll g +...+1l a, Il g. So sup(A->B) = lI5llg +lISllg + 111l g
+lI5llg +17lg+lg + USlg+HISI g +1I5lIg+ g+ 1Tl g +11211 g +l131l g +11T1lg + ITllg =9.

4.2 Judgment Closed Pattern

When CIPMPBE obtains a frequent pattern, CIPMPBE must be makes a judgment
whether the pattern is a closed pattern. So CIPMPBE judge whether the pattern has
prefix, infix or suffix extension event. The method is shown as following. Assume
that Suf, Inf and Pre are three sets in which every element is a frequent pattern hav-
ing i evens and satisfy respectively following conditions: O V a, bESuf, erasure(a,
last(a)) =erasure(b, last(b)). @ V a,bElnf, erasure(a, a[n]) = erasure(b, b[n])
(1<n<i). @ Y a,bEPre, erasure(q, first(a)) = erasure (b, first(b)).

Assume that A, and A, are two frequent patterns. Firstly, the conclusion of

gcd(ISEB(Ay), ISEB (A,)) equal to ISEB(A,). It represents that the sequence contain-
ing A; must contains A,. Then there are three states as following.

(D Assume that A; and A, are two elements of Suf. The last(4,) is a suffix exten-
sion event of A, if and only if the following condition is satisfied: (1) the result of
gcd(IPOB|[i](first(Ay)), IPOB,[i](first(A,))) is equivalent to IPOB,[i](first(A)). (2)
The position of last(A,) in A,’s instance is in back of the position of last(A;) in A;’s in-
stance. And the first events of the two instances are in the same position. (3) There is
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only one last(A;) of which position is between first(4,) and last(4,). In table 1, an
event C is a suffix extension event of pattern AB.

@ Assume that A, and A; are two elements in Inf and satisfy erasure(4,, A,[j]) =
erasure(A, A/j]). There are three states as follow: (1)Assume gcd(IPOB,[i](first(A,)),
IPOB|[i](first(Ay))) is not equivalent to the value of IPOB[7](first(A,)). But the result
of gcd(IPOB|[7](last(A,)), IPOB [i](last(As)) is equivalent to IPOB,[i](last(A;)) and
A 1]=A,[i]=A.[j] (15j<i). The first(A,) is an infix extension event of A, if and only if
for every instance of A, there is an instance of A,, which satisfy that the positional in-
formation of first(A,) is in front of the positional information of first(4;). And the last
events of the two instances are in the same position. In table 1, an event A is a suffix
extension event of pattern AB. (2)Assume that the result of gcd(IPOB;[i](first(A,)),
IPOB/[i](first(A))) equal to  IPOBji](first(A;)). And the result of
gcd(IPOB|[i](last(Ay), IPOB,[i](last(A,))) is equivalent to IPOB,[i](last(A;)). Assume
Ayis formed as B;...B;;B D...B; and A, is formed as B,...B;.;CD...B;. Assume G[n]
which is a prime factor of IPOB,[N](first(A,)) and G[m] which is a prime factor of
IPOB,[M](last(As)) are respectively the positional information of the first event and
the last event of A;’s an instance. So gcd(SEB(G[n], G[m]), SEI(last(B;++B)(N, M)))
and gcd(SEB(GIn], G[m]), SEl(last(B;++C)(N, M))) are used to find the order of
event D and C in this instance. C is an infix extension event of A, if and only if the
position of B is front of C’s position in all the instances of A, or the position of B is in
back of C’s position in all the instances of A;. In table 1, an event D is a suffix exten-
sion event of pattern EF. (3) Assume that the conclusion of gcd(IPOB;[i](first(A,)),
IPOB;/[i](first(Ay))) is equivalent to IPOB[i](first(A;)). And the result of
gcd(IPOB[i](last(Ay)), IPOB,[i](last(4,))) is unequal to IPOB,[i](last(A;)). The
last(A,) is an infix extension of A, if and only if the position of last(A,) of A,’s in-
stance is in front of the position of last(A;) of A;’s instances. And the first events of
the two instances are in the same position. In table 1, an event B is an infix extension
event of pattern AC.

@ Assume that A; and A, are two elements of Pre. The first(4,) is a prefix exten-
sion event of A, if and only if it satisfy the two following condition: (1) The outcome
of gcd(IPOB[i](last(As)), IPOB,[i](last(A,))) equal to IPOB [i](last(A)). (2) For every
instance of A, there is a instance of A, which satisfy that there is only one last(A,) of
which position is in front of the position of last(A;). And the last events of the two in-
stances are in the same position. In table 1, an event A is prefix extension event of pat-
tern A.

4.3 Pruning Searching Place

Assume that a pattern A, has an infix extension event e. And G[m] and G[n] are re-
spectively prime factor of IPOB;[M](last(A,)) and IPOB,[N](first(A,)). G[m] and G[n]
represent respectively the positional information of the last event of the ith instance of
a pattern A, and the first event of the (i+/) th instance of a pattern A, in a sequence.
According to Lemma 2, A, can be stopped growing if and only if ged (SET(G[m],
G[n]), SEl(last(e)(M,N))) is the set in which all the element equal to 1. In table 1,
event A is an infix extension event of pattern AB. AB can be stopped growing.
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Given a frequent pattern s and its s-extension candidate set CSn and sa is a not null
subset of CSn. Let SEP(sa)=N{bla€sa and a->b€S-list}, according to LEMMALI, the
new s-extension candidate set of sequence (s->sa) is C’Sn= CSn N SEP(sa). And, if (s
->a->b) is infrequent according to Lemma 1, delete (a->b) from S-list while extend
node s and its super-pattern, even if (a->b) is frequent. [5]

Procedure MinelterativePatterns

Input:

SDB: Sequence Database

min_sup: minimum Support Threshold

Output:

Closed: Closed Iterative Pattern

Methods:

1: Let Csn={(p,SEB(P),IPOB(p))! Ipl=1Asup(p)>min_sup};
2: Let levelup()=Csn;

3: Let Closed= {};

4: For every a in levelup()

5 For every b in Csn

6: a++b;

7. If(sup(a++b)>min_sup)

8 add (a++b, ISEB (a++b), IPOB (a++b)) to S-List and leveldown();

o o0

End If
10: End For
11: End For

12: levelup()=leveldown()
13: For every d in levelup()
14: If preExt(d)={ } AsufExt(d)={ }AinfixExt(d)={ }

15: add d to Closed;

16: End If

17:  1f (3 i,(i€infixExt(d)Ai € RS(d)))

18: stop grow d;

19: End If

20: Else DSEP (d ,Csn, S-List)

21: For every e in Csn

22: d++e;

23: If(sup(d++e)>min_sup)
24: add (d++e, ISEB (d++e), [IPOB (d++E)) to leveldown();
25: End If

26: End For

27: End Else

28: levelup()=leveldown();

29: End For

Fig. 1. CIPMPBE Algorithm

4.4 Description of Algorithm

Fig.1 shows the pseudo-code of procedure CIPMPBE with all pruning strategies dis-
cussed above. In the first step which is shown from linel to linell of Fig.l,
CIPMPBE constructs Csn of 1-patterns and S-List by sequence extensions from fre-
quent 1-patterns to frequent 2-patterns. In the Second step which is shown in line 14
of Fig.1, CIPMPBE judges whether the obtained frequent pattern has infix extension
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event, prefix extension event or suffix extension event. In the third step which is
shown from linel7 to linel9 of Fig.1, Lemma 2 is used to prune search space of the
pattern. In line20 of Fig.1 DSEP is used to prune infrequent event. In the final step
which is shown from line 21 to line 27 of Fig.1, CIPMPBE generate new frequent pat-
tern which is to return the second step.

S Experimental Evaluations

To test the performance of CIPMPBE, experiments were made upon a Pentium4
3.0GHz PC with 2GB main memory running Windows XP Professional operation
system and Visual studio C++ 6.0. Experiments utilize two synthetic datasets and two
real datasets. Synthetic dataset is generated by using the data generator provided by
IBM which has the parameters number of sequence (D), average number of events per
sequence(C), the number of different events (N), the average items per sequence (T)
and the average number of events in the maximal sequence(S). Two really synthetic
datasets which are used in experiment are DSC20N10S20 and D5C20T20S20. Ga-
zelle and TCAS datasets are also used in the experiment.

(a) Gazelle database (b] TCAS database
800 1000
g —a— CLIPER —&— CLIPER
. —=—cipmpPeE || B000 —&— CIPMPEBE
T T 600
E £
= E 400
e e
200
E—a—
0.024 0.026 0.028 0.03 0.032 20 40 B0 50 100
minirmurm support threshold (%%6) minirmurm support threshold (%)
(c) DEC20T20520 database (dy DSC20M10520 database
BO0
—=— CLIPER & —=— CLIPER
—&— CIPMPEBE —&=— CIPMPEE
400 = gm0
i a
£ E
E E 40
= 200 =
20
Ju]
0.04 0.0 0.08 0.1 0.12 0.1 015 0.2 025 0.3
rminirmurm support threshold (9] minirnum support threshold (%)

Fig. 2. Performance comparision: varying min_sup

A set of experiments were performed for studying the performance of the
CIPMPBE by compare it with CLPER. As shown in Fig.2, the performance is effec-
tively improved in all cases. The CLIPER must be construct a great number of projec-
tion databases and scan the projection database repeatedly. So time efficiency of our
algorithm is better than CLIPER.
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Z.Ma, Z. Ding, and Y. Xu

Conclusions

In this paper, we have proposed a novel algorithm called CIPMPBE for mining closed
iterative pattern. CIPMPBE is based on CLIPER and utilized notion of primal block
encoding to process growing of pattern. CIPMPBE makes use of two kinds of pruning
strategy to reduce searching space and improve time efficiency.

Closed iterative pattern mining approach opens several research opportunities. In

the future, we use CIPMPBE to find the software defects. Improving the efficiency of
time and memory is also considered.
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Abstract. Active learning is an important method for solving data scarcity
problem in machine learning, and most research work of active learning are
pool-based. However, this type of active learning is easily affected by pool size,
and makes performance improvement of classifier slow. A novel active learning
with constructing queries based pool is proposed. Each iteration the training
process first chooses representative instance from pool predefined, then em-
ploys climbing algorithm to construct instance to label which best represents the
original unlabeled set. It makes each queried instance more representative than
any instance in the pool. Compared with the original pool based method and a
state-of-the-art active learning with constructing queries directly, the new me-
thod makes the prediction error rate of classifier drop more fast, and improves
the performance of active learning classifier.

Keywords: active learning, pool-based, construct query, climbing algorithm.

1 Introduction

Active learning is an important method to solve the problem of lack of data labels in
machine learning and data mining, which improves performance of classifiers by
choosing a small amount of valuable sample to label. Many classification problems in
real world such as webpage classification (or voice recognition, image classification)
label a large number of samples for supervised learning. Usually these samples are
labeled by human experts, which is a costly and time-consuming progress, while mas-
sive unlabeled samples are easily to get. Active learning takes the initiative to ask la-
bels of a small quantity of unlabeled sample and reduce the cost of labeling largely.
Pool-based method is one of the hot research topics of active learning and a lot of
research methods in this regard have been proposed in recent years [1, 2, 3]. Most
previous work of pool-based active learning assume a pool filled with unlabeled data,
the most uncertain data is most informative or valuable and select it as representative
to label during learning. We use informative and valuable interchangeably following.
In real life, it’s very likely some valuable data don’t exist in the pool, so can’t guaran-
tee to get the most valuable data from pool which may results imperfect final classifi-
er. For example, data in a pool has 10 features and each feature value is O or 1. So the
pool size can be up to 2'° with no repeated data. But it’s hard to collect 2'° data simul-
taneously in reality, and it’s possible some representative data don’t exist in the pool.
Charles [4] proposed an active learning method with direct query construction, which

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 13-23.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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constructed the most informative data heuristic on the base of a randomly generated
data and effectively avoid the restriction of the pool, yet it’s difficult to construct data
representing the original pool and quite likely construct outliers or noise. As is shown
in figure 1, A is more informative than B while obviously B is more representative of
the entire data set, so labeling B enhances performance of active learning classifier
more than A. Directly constructed data may also be difficult to label. For example,
constructed data is expressed as (35, pregnancy, breast lumps, and male) in binary
class setting with breast cancer classification property. It will be difficult for an oracle
to label this constructed data.

A AC
i o

Fig. 1. Square and triangle are labeled data of different classes, rounds are unlabeled data and
A is a randomly constructed data which is on the classifying line

In this paper we propose a novel pool-based active learning with query construc-
tion CQBP (Construct Queries Based Pool). We select most informative data from
pool that best reflect the distribution of unlabeled data in pool by giving a weight to
each unlabeled data, and utilize climbing algorithm to construct representative data of
original pool based on the selected data to label.

The rest of the paper is organized as follows. Section 2 makes a brief introduction
to traditional pool-based active learning. Section 3 details our pool-based active learn-
ing method with query construction CQBP. Section 4 compared our method CQBP
with traditional pool-base method and ADQ through a large number of experiments,
and analyzed effective of CQBP. Section 5 summarized the full-text briefly.

2 Pool-Based Active Learning

In many practical problems, massive unlabeled data are easily to get, which promote
pool-based active learning. The basic principle is assuming a small set of labeled data
L, a large pool of unlabeled data UL, and generally assumes that the pool is closed.
Pool-based active learning first train a classifier on L. Each iterate classifier selects
the most informative data from pool based on result of measure, deletes selected data
from UL, queries an oracle for label and adds the labeled data to L. Then retrain clas-
sifier on L and iteration till meet terminate condition.

Pool-based method has been used to many practical problems because of its sim-
plicity and effectiveness, such as text classification [1], information extract [2], audio
recognition and retrieval [3], voice recognition and diagnosis of cancer. Briefly de-
scribe below some of the definitions used in this paper. Each data is represented as a

d-dimensional feature vector. For i-th data X, =(X,,X,5,...,X;,) , x; (1<j<d)

represents value of j-th feature of X;. Each feature can be numeric, categorical, etc.
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The distance between two data is defined in Eq. (1) and the smaller the distance the
more similar.

S ) )
2.5"d;
dist(i, j) = le . 1)

Zéj(f)

f=1

In Eq. (1), if xjf or xj;is missing, or x;=x;=0 and feature is asymmetric binary va-
riables, é‘u(f ) =0, otherwise é‘;f ) =1, d;f ) is contribution of f to distance between
iand j, and is calculated below according to its type.

‘xif _xjf‘

1) Iffis numeric, d l;f ) = , h takes over all data with

max, x,, —min, x,,
non-missing f.

2) When fis binary or categorical, if X, =x, , then dl.(if ) =0 else

) —
d;’ =1.

If

3 Pool-Based Active Learning with Query Construction

Pool-based active learning with query construction consists of two steps, which are
select step and step of constructing data. We will introduce them below in detail.

3.1 Select Representative Data from Pool

Pool-based active learning selects representative data from pool by a certain way.
Proposed choosing strategies come down into six methods, which are uncertainty
sampling, query-by-committee, expected model change, variance reduction and fisher
information ratio, estimated error reduction and density-weighted methods. Uncer-
tainty sampling[7] is the most widely used selection strategy, it selects most uncertain
data from pool and consider it most informative. But this method doesn’t consider
distribution of data in pool and when the most uncertain data is exactly an outlier, per-
formance of classifier will drop.

V. Chaoji[8] used LOF (Local Outlier Factor) standard to determine whether a data
in pool is outlier. Suppose data x €D, given user-defined threshold Minpts neighbor
set of x is defined in Eq. (2).

N s () ={0 € Ddist(x,0) < dist(x, x,5,,,,,)} - )

L.

In Eq. (2), x
3).

Minprs 15 the Minpts-th nearest data to x, so density of x is defined in Eq.
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Z dist(x,0) B

OE N pfinpis (X)

[N s ()

denSityMinpts (x) = (3)

From Eq. (2) we can see that the smaller the density of data, the more likely it is to
outlier. This method requires user to set thresholds. Generally it’s difficult to find a
suitable threshold, and non-outlier is not necessarily the most informative. When data
in pool are dispersive or form a number of clusters, it’s hard to select the representa-
tive data from pool.

Our CQBP prefers data which both reflects the distribution of data in pool and are
most informative. As we focus on query construction in binary classification setting,
we set Eq. (4) as a standard to select and construct data.

x*= argmin|u(x)—0.5|><(lZdist(x, x“)) . 4)
X n

u=l1

In Eq. (4), x is selected from current pool or constructed. Here it’s the representative
data of current pool. u(x) is uncertainty value of X, and the smaller lu(x)-0.5! the more
uncertain x that is the more informative in binary classification setting. In multi-
classification setting, lu(x)-0.5| can be replaced by other methods of estimating data

&,
such as information entropy. n is the number of data in pool. —Zdlst (x,x") is
n =

the average distance between x and other data in pool and dist(x,x")is calculated

1 & . .
by Eq. (1). The minimum value of |u(x) —0.5|>< (—Z dist(x,x")) makes the da-
n

u=l1

ta most informative while best reflects distribution of data in pool.

3.2 Construct Representative Data of Original Pool

In traditional pool-based active learning, representative capacity of current pool to
original pool diminishes with the downsizing of it, resulting speed of performance
improvement slower and slower, especially when the most informative data isn’t in
original pool. Despite directly constructing data can break the limit of pool size, it’s
hard to construct representative data of original pool and easily construct outlier or
noise. In order to make impact of pool size as small as possible and consider distribu-
tion of data in original pool simultaneously, we propose a novel pool-based active
learning method with query construction CQBP.

CQBP constructs representative data of original pool based on selected data.
Firstly, active learning classifier selects representative data from current pool as initial
state, then changes one property value of initial data each time, without changing cat-
egories property and this produces a data set that including initial data. Select the
most representative data of original pool from the data set using Eq. (4), and then take
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the selected data as initial state. Climbing process doesn’t stop until the selected data
doesn’t change any more and the resulting data is the most representative data to
label.

3.3 Algorithm Design

The algorithm CQBP proposed in this paper is described in detail in this section. The
input of CQBP consists of a whole data set X which is divided into a labeled data set
L, an original pool O and a test data set T, an active learning classification model M
and termination condition 6. We use U to express the current pool, whose initial value
is equal to O. A data x is expressed as (X;,Xp,...,Xq), consisting of d categories proper-
ties. In this paper, we train a classifier on the whole data set to simulate real world
oracle. The output of CQBP is the final labeled data set L. The pseudo-code is listed
in Figure 2.

Input: labeled data set L, initial pool O, current
pool U, test data set T, active learning classification
model M and termination condition o.
Output: final labeled data set L.
Begin:
Repeat:

1) Train M on L;

2) Select representative data x* from U using

Eg. (4), U=U-x*;

3)
i. For n=1 to d-1
Begin
a =x*;
Select a possible value of x from L, and
assign to n-th attribute of a;
End
ii. Select the most representative data of O from
x*, a,,..,a, and assign to x;

iii. If x is not equal to x*, x*=x and go to 3);
4) Get label of x from oracle;
5) L=LU <x, label (x)>;

Until o is met.

Output L.

End.

Fig. 2. Pseudo-code of CQBP

M is trained on L first, and each iteration we select the representative data from U
and construct most representative data of O by climbing algorithm. The resulting con-
structed data gets its label from an oracle, removed from U and joined into L. Iteration
process stops when termination condition ¢ is met, and then outputs L.
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4 Experiment

4.1 Experiment Setting and Data Sets

In this section, we will prove our CQBP is more effective than traditional pool-based
algorithm, which we call Pool for convenience and directly construct data algorithm
ADQI4]. We choose 12 real-world data sets from the UCI Machine Learning Reposi-
tory[9] to compare our CQBP with Pool and ADQ. These datasets have discrete
attributes and binary class without missing values. Information about these data sets is
listed in Table 1. In our experiment, each data set is divided into three disjoint sub-
sets, 2 of it is initial training set, 25 percents is testing set, and the remaining is unla-
beled set, that is pool in active learning process.

Experiments are conducted on the UCI Machine Learning Repository [9]. An en-
semble of 100 j48 decision trees Bagging (implemented in Weka) is used as active
learner in this paper. We repeat the experiment 20 times, 50 runs for each data set,
and record average prediction error rate of classifiers on test data set.

Table 1. Data sets

Data Set Attributes  Size Class Distribution
(P/N)

Breast-cancer 9 286 201/58
Breast-w 9 699 458/241
Colic 22 368 232/136
Credit-a 15 690 307/383
Credit-g 20 1000  700/300
Diabetes 8 768 500/268
Heart-statlog 13 270 150/120
Hepatitis 19 155 32/123
Ionosphere 33 351 126/225
Tic-tac-toe 9 958 332/626
Sonar 60 208 97/111
Vote 16 435 267/168

4.2 Experimental Results

Figure 3 displays the results of average prediction error rates of Pool, ADQ and
CQBP on 12 data sets from UCI. Horizontal ordinate is number of unlabeled data
joined into training set, and vertical ordinate is corresponding error rate of active clas-
sifier on testing set. As can be seen from Figure 3, CQBP has the lowest prediction er-
ror rate for most data sets.

To quantify the comparison of the learning curve in Figure 3, we list comparison
results of t-test with confidence level 95% in Table 2. For each item in Table 2, the
algorithm in row is better than algorithm in column on w data sets, equal on t data sets
and worse on 1 data sets. CQBP is better than Pool on 11 data sets, equal on 1 set and
worse on 0 sets. This shows that CQBP brings lower predict error rate than traditional
pool-based active learning. The same for ADQ, CQBP is better than ADQ on 12 data
sets. ADQ is better than Pool only on 6 data sets, equal on 2 sets and even worse on 4
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sets. This is due to information of constructed data by ADQ is less than that of data
selected from pool, or constructed data does not response distribution of data in pool.

For comparing our CQBP with Pool and ADQ, we record average error rate of 50
iterations of them on each data set and analysis the results statistically, which is dis-
played in Table 3. Error rate of CQBP reduced 12.65% than Pool on average on 12
data sets and reached 29.11% on Heart-statlog. Error rate of CQBP reduced 12.69%
than ADQ on average on 12 data sets and reached 36.24% on Tic-tac-toe. For the
same number of queries, active learning classifier trained by CQBP reach higher clas-
sification accuracy for joining better unlabeled data.
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Fig. 3. Error rates of CQBP, Pool and ADQ on 12 data sets. The lower curve, the better.

Table 2. Result of t-test on error rate

wi/t/1 Pool ADQ
CQBP 11/1/0  12/0/0
ADQ 6/2/4

To prove effective of the constructed data by CQBP, we design another algorithm
Spool which only selects representative data from pool as CQBP to query without
constructing process. Figure 4 displays average prediction error rate of Pool, Spool
and CQBP on 12 UCI data sets. Similar to Figure 3, CQBP brings lowest prediction
error rate on most data sets, while advantage of Spool is not obvious. This is because
Spool still just select data from pool and it doesn’t get rid of the limitations of
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Table 3. Statistical analysis of the average error rate

Data sets Error rate% Error rate% Error rate% Reduction percen- Reduction percen-

(Pool) (ADQ) (CQBP) tage of error rate% tage of error rate%
(Pool -CQBP)/Pool (ADQ-CQBP)/ADQ
Breast-cancer 0.26875 0.275694444  0.251388889  0.064599483 0.088161209
Breast-w 0.036 0.038571429  0.036 0 0.066666667
Colic 0.158152174  0.14673913 0.142391304  0.099656357 0.02962963
Credit-a 0.142485549  0.134104046  0.121965318 0.144016227 0.090517241
Credit-g 0.2706 0.2688 0.259 0.042867701 0.036458333
Diabetes 0.215364583  0.196875 0.196614583  0.087061669 0.001322751
Heart-statlog 0.191911765  0.154411765  0.136029412  0.291187739 0.119047619
Hepatitis 0.165384615  0.138461538  0.123076923  0.255813953 0.111111111
Tonosphere 0.092613636  0.107954545  0.082954545  0.104294479 0.231578947
Tic-tac-toe 0.131666667  0.190833333  0.121666667  0.075949367 0.362445415
Sonar 0.177884615  0.193269231  0.144230769  0.189189189 0.253731343
Vote 0.039449541  0.038073394  0.033027523  0.162790698 0.13253012
Average error rate 0.157521929  0.156982321  0.137362161  0.126452239 0.126933366
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Fig. 4. Error rates of CQBP, Pool and Spool on 12 data sets. The lower curve, the better
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pool-based method. So we construct the most representative data of original pool for
further after selecting data from current pool.

5 Conclusions

We introduced a pool-based active learning method with query construction and pro-
posed CQBP algorithm. We propose a novel standard to select and construct data.
Large numbers of experiments show that our algorithm makes query in each time
more valuable than any data in current pool and break the limitation of the size of
pool. We also take into account distribution of data in current pool and avoid con-
structing outlier or noise, thereby improve performance of active learning classifiers.
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Abstract. This paper studies the modeling method of soft measurement based
on the permeability of index sintering process. Soft sensor modeling can use
three kinds of methods, neural network, fuzzy control and adaptive fuzzy neural
network of soft measurement based on subtraction clustering. Through analysis
various soft sensor modeling methods and experimental data, Subtraction clus-
tering adaptive fuzzy neural network method has a very good convergence, and
also it has highly precision of prediction, smaller test error, so the method very
suitable for the engineering application.

Keywords: soft measurement, sintering process, fuzzy control, subtraction
clustering.

1 Introduction

The basic idea of the soft measurement model is based on certain optimal criteria to
choose a group leading variables; it has close relationship with the variables and it al-
so easy to be measured. By constructing a mathematical relationship to estimate the
dominant variables, process object input/output relationship shown in figure 1. y is
leading variable, which is difficult to be measured ,d1 is measurable interference vari-
able,d2 is cannot be measured interference variable , u is measurable control varia-
ble, ¢ is measurable controlled variable. Leading variable y which estimated value
can be shown in the equation y=f(x), x is measurable auxiliary variable,
xc(d,u,).

d1 —®| process
d2 —P
u —p

—» ¢
object >y

Fig. 1. Process object input/output relationship

Permeability state of sintering raw material layer is a very important state parame-
ter to sintering process, which reflects the degree of difficulty when gas flowing
through the sintering raw material layer, and the gas fluctuation and the change rule in

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 23-27.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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sintering raw material layer, as the same time, permeability state influence mass
transfer, heat transfer and physical and chemical reaction of sintering process [1].
Then sintering material combustion is not full, that easy to produce raw layer, if per-
meability is bad. On the one hand that can decrease sintering block output, on the oth-
er hand make sintering blocks contains high percentage of sulfur, will eventually lead
to convulsions furnace smelting tumor blocky.

Though analyze the influencing factors of sintering raw material layer permeability
that the main factors includes air volume, trolley speed ,ignition temperature, return
ore and water quantity. The main factors which affect the permeability as auxiliary
variables (The input of the soft measurement model), permeability index as the output
of soft measurement model, establish the permeability index soft measurement model.

2 The Soft Measurement Based on Neural Network Modeling

In recent years, the fastest growing and most wide application of a kind of soft mea-
surement technique is based on artificial neural network of soft measurement. Be-
cause the system input parameter and output parameter continuous change, so the
neural network's input value and the output value should be continuously. In training
requirements system output and target output errors small enough that means it needs
supervision and training. So, the system of neural network models at least should
meet the following three conditions: continuous input, continuous output and supervi-
sion training, BP network can meet these requirements. Meanwhile, as one of the
most mature network model, it is also the most widely used in practice, therefore, se-
lected layers of BP network [2].

The BP neural network with five input variables and one output variables, hidden
layer number of neurons is 26. Due to the output requirements in [- 1 1], so the trans-
mission function of first layer using tansing. The second requirement output linear, so
transmission function using purelin. Training function select trainlm because the algo-
rithm has very fast, the training speed for 0.5, learning objectives adopted for 0.001.
Data need normalized before neural network training, input/output requirements in
[- 1 1]. The training samples have 1104, test samples have 160 and training steps are
10000.

Inspection samples with 160 groups to verify the network performance, the results
shown in table 1. Table only sixteen of the group to explain. From soft measurement
results can be seen data measurement error is less than 3.03%, system error meet the
requirements.

Table 1. Neural network test.

number| actual | test | error |[number| actual | Test | error |number| actual | test | error
value | value value | value value | value

6.5% | 6.37% |-2.00% 73% | 72% |-1.37%| 9 6.6% | 64% |-3.03%
7.7% | 7.85% | 1.95% 82% |828% |0.98% | 10 | 72% |7.39% | 2.64%
84% | 8.55% | 1.719% 77% [7189% |247% | 11 | 6.7% | 6.87% | 2.54%
6.5% | 6.59% | 1.38% 6.8% | 6.98% |2.65%| 12 | 82% |8.38% |2.20%
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3 Soft Sensor Modeling Based on Fuzzy Reasoning

Fuzzy logic thinking characteristics are imitating the human brain, which is an effec-
tive way to dealing with complex system, also got used in process soft measurement.
Based on fuzzy mathematics model of the soft measurement is a kind of knowledge
model. This kind of soft measurement method is especially suitable for complex in-
dustry process that the tested object presents uncertainty or it is difficult to use
conventional mathematics quantitative description. Permeability index measuring
nonlinear and uncertainty of material layer in sintering process. There is not ready-
made formula can be used, but there are many empirical knowledge can be used, so it
can be modeled by using fuzzy inference [3].

Fuzzy reasoning forecasting model and neural network model with the same input
and output variables, Input variables elected air volume, the ignition temperature, trol-
ley speed, return ore and water quantity total five variables, permeability index as the
output variables.

Using the same inspection data test fuzzy reasoning model. Choose the 16 data
from 160 data as comparing show in table 2.

Table 2. Fuzzy model test

number| actual | test | error [number| actual | test error |number|actual| test error
value | value value | value value| value

6.5% [6.79 %| 4.46% 73% | 6.73% | -1.8% 9  |6.6%|748%|13.33%
77% |1.18%|-1.19% 82% | 7.51% |-841%| 10 [72%|7.51%| 4.31%
84% |7.27% |-13.45% 77% | 751% |-247%| 11 16.7%|7.52%| 12.24%
6.5% [6.74%| 3.69% 6.8% | 7.51% [1044%| 12 |8.2%|6.77% |-17.44%

Al (o]~
([N |

Judging from the results error is bigger, the maximum error is 17.44%, the mini-
mum error is 1.19%, and average error is 8.32%, from that this system error is bigger.
If we want to let the error to smaller, we must division interval of input variables of
membership functions more detailed. If each input membership functions are divided
into 5, then fuzzy rule number will increase to 625, established in 625 rules of fuzzy
system calculation at a slower speed, calculation results still cannot reach the accuracy.

4 A Soft Sensor Modeling Based on Fuzzy Neural Network

Using the fuzzy neural network realization soft sensor modeling is to explore new
ideas in recent years. On one hand, we can solve some problem of the soft measure-
ment,On the other hand also found a new application field for fuzzy neural network.
We can think that neural network to simulate the human brain hardware, and fuzzy
technology simulation of the human brain software, the two methods combine to form
the fuzzy neural network technology. Fuzzy neural network technology also it can be
applied to sintering process of material layer in the modeling of permeability index.
This paper introduces fuzzy neural network based on the subtraction clustering type
of adaptive neural fuzzy reasoning system. Based on the data modeling method is the
biggest characteristic of it [4]. Fuzzy membership functions and the fuzzy rules of the
system are not based on experience but it is known by learning. Numerical clustering



26 J. Teng and X. Zhang

analysis is the base of classification and system modeling. The purpose of clustering
is to extract features from a lot of data, that to simply show the system behavior. Sub-
traction clustering is a fast single algorithm used to estimate of a set of data the cluster
number and clustering center position. Subtraction clustering algorithm estimates can
be used for the beginning of those based on the fuzzy clustering and model identifica-
tion method optimization repeat process [5].

If subtraction clustering method and ANFIS method combining (SCANFIS), the
first is to use the subtraction clustering cluster analysis practical problems get the pro-
totype of system clustering center, then by these clustering center structure a group in-
itial fuzzy model with a order Sugeno (structure identification), and then use the
ANFIS good parameter identification method to adjust before parameters and conse-
quent parameters of the rules (parameter identification), this model called SCANFIS
model. SCANFIS model input/output parameters, training data and inspection data as
same as subtraction clustering method and ANFIS method. In order to select a suita-
ble clustering radius r,, we took different r, value respectively clustered, the experi-
mental conclusion show that this model structure is simple and there are 14 rules on-
ly. Used SCANFIS methods test 160 group inspection data, and calculated every test
sample error; the sixteen of the group is shown in table 3. One of the biggest mea-
surement error was 2.58%, the minimum error is 0.12%, be able to comply with sys-
tem requirements.

Table 3. Fuzzy neural network model test

number| actual | test | error |[number| actual | test | error |number| actual | test | error
value | value value | value value | value

6.5% | 6.48% |-0.31% 73% |731%|0.14%| 9 6.6% | 6.43% |-2.58%
7.7% [7.71 %| 0.23% 82% |821%|0.12% | 10 | 72% |7.23 %|042%
84% |8.41 %|0.12% 77% |1.69% |-0.13%| 11 | 6.7% | 6.53% |-2.37%
6.5% [6.35%|-2.31% 6.8% [6.82%|029% | 12 | 82% |821% |0.12%

Blw o=
[ |on [

S Three Soft Measurement Method Comparison

The comparison fuzzy neural network model and the fuzzy model: It input variables
of membership functions more careful than the fuzzy model, In the experiment the
fuzzy nerve network rule number is 14, but fuzzy model rule number is 81, And the
fuzzy neural network model error is smaller. It is difficult to use fuzzy model estab-
lish rules to achieve the same error level, even if the rules established but it operation
speed are also very slowly. Judging from the test results, the fuzzy neural network
model errors achieve 8.4267e-006, the fuzzy model can only achieve minimum error
around 0.01.

The comparison fuzzy neural network model and neural network model, Fuzzy
neural network model hidden layer node number is 14, Neural network model hidden
layer node number is 26, Fuzzy neural network training a few steps can achieve error
requirements, neural network training 5980 steps to the error is 0.001. Because neural
network training more steps so the training time is very long, and fuzzy neural
network has better generalization than neural network. Table 5.1 is three kinds of soft
measurement methods measurement error contrast table, from the analysis of the
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testing result, fuzzy neural network model error is minimum and the fuzzy model er-
ror is the largest. The running speed of fuzzy neural network model is the fastest,
neural network is the slowest.

Table 4. Three soft measurement method comparison

numbe asglli EZ?\;dgrk f:sztz\}; alue rfllg\z%rkneumlae;{(ain;m_fuzzy error Frlllezlfryal net-
est value test value 'work error
1 6.5% 6.37% 6.79% 6.48% -2.00% 4.46% -0.31%
2 7.7% 7.85% 6.78% 7.71% 1.95% -1.19% 0.23%
3 8.4% 8.55% 7.27% 8.41% 1.79% -13.45% 0.12%
4 6.5% 6.59% 6.74% 6.35% 1.38% 3.69% 231%
5 7.3% 72% 6.73% 731% -1.37% -7.8% 0.14%
6 8.2% 8.28% 7.51% 8.21% 0.98% -8.41% 0.12%
7 7.7% 7.89% 7.51% 7.69% 2.47% -2.47% -0.13%
8 6.8% 6.98% 7.51% 6.82% 2.65% 10.44% 0.29%
9 6.6% 6.4% 7.48% 6.43% -3.03% 13.33% -2.58%
10 72% 7.39% 7.51% 7.23% 2.64% 431% 0.42%
11 6.7% 6.87% 7.52% 6.53% 2.54% 12.24% -2.37%
12 8.2% 8.38% 6.77% 8.21% 2.20% -17.44% 0.12%

From simulation experiment results, Fuzzy neural network model method is better,
fuzzy neural network is combination of fuzzy logic and the neural network. Fuzzy
neural network makes neural network the "black box" problem to transparent; it is
meaning that can use the fuzzy neural network's input/output realize complex rules.
Fuzzy neural network learning through plenty of examples of samples, constantly ad-
just the width and center of the network membership functions, Thus to grasp the in-
formation that use the equation is difficult to express in the sample. Fuzzy neural net-
work through the membership function records the learned sample rule, which can
master system’s complicated nonlinear relation between input and output, so it can
made precision and stability of evaluation results the better. Comparison of the other
two methods, fuzzy neural network modeling, computation or reasoning is very easy
for complex nonlinear object which is difficult to accurately describe.
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Abstract. Cancer classification of gene expression data helps determine
appropriate treatment and the prognosis. Accurate prediction to the type or size
of tumors relies on adopting efficient classification models such that patients can
be provided with better treatment to therapy. In order to gain better classification,
in this study, a linear relevant feature dimensionality reduction method termed
the neighborhood preserving based semi-supervised dimensionality reduction
(NPSSDR) is applied. Different from traditional supervised or unsupervised
methods, NPSSDR makes full use of side information, which not only preserves
the must-link and cannot-link constraints but also can preserve the local structure
of the input data in the low dimensional embedding subspace. Experimental
results using public gene expression data show the superior performance of the
method.

Keywords: Cancer Classification, Semi-supervised Learning, Side-information,
Local Preserving.

1 Introduction

The advent of DNA microarray technique has made it possible to simultaneously
measure the expression levels of thousands of genes in a single experiment. Gene
expression profiling by microarray technology has been successfully applied to
classification and diagnostic prediction of cancers, and accurate prediction of
different tumor types has great value in providing better treatment and toxicity
minimization on the patients. However one of the challenging tasks is how to identify
salient expression genes from thousands of genes in microarray data that can directly
contribute to the symptom of disease.

Due to high dimensionality and a small number of noisy samples, gene expression
data poses great challenges to the existing machine learning methods and usually
results in the known problem of “curse of dimensionality” [1]. During past years, it has
drawn a great deal of attention from both biological and engineering fields. Different
classification methods have been applied to cancer classification, such as, support
vector machines(SVM) [2,3], neural net-works [4], logistic regression [5] and

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 29-B7.
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GA/KNN [6]. More recently, with the development of machine learning, feature
extraction has been extensively used in cancer classification, which aims to extract the
most representative features with low dimensions from the original data. The most
common methods involved in gene data analysis are principal component
analysis(PCA), partial least squares(PLS)[7] and independent component
analysis(ICA)[8],etc. A systematic benchmarking of these methods is reported in the
literature[9]. Besides, lots of nonlinear feature extraction methods have been developed
for cancer classification, such as kernel principal component analysis,
LLDE[10,11,12],etc.

However in real-world applications, it is usually easy to get unlabeled samples, but
difficult to obtain labeled ones because labeling is an expensive and time-consuming
job. It leads to the potential waste of valuable classification information buried in
unlabeled samples. At the same time, we find that pairwise constraints information also
called side-information is more general than label information, since we can obtain side
information from label information but not vice verse[13]. So learning with side
information is becoming an important area in the machine learning . With this in mind, ’
semi-supervised learning’ method learning with both labeled and unlabeled data, has
attracted much attention in recent years[14]. Zhang et al. [15]proposed semi-supervised
dimensionality reduction (SSDR), which can preserve the intrinsic structure of the
must-link and cannot-link constraints as well as the unlabeled data in the projected low
dimensional space. It can only preserve the global covariance structure but fail to
preserve local structure of data. Cevikalp et al. [16]proposed constrained locality
preserving projections(CLPP) recently, which can use the must-link and cannot-link
information and also use the unlabelled data by preserving local structure.
However, there’s no reliable approach to determine an optimal parameter t
to construct the adjacency graph. So, Wei et al. [17] proposed a method termed
the neighborhood preserving based semi-supervised dimensionality reduction
algorithm(NPSSDR),which makes full use of side information, not only preserves the
must-link and cannot-link constraints but also can preserve the local structure of the
input data in the low dimensional embedding subspace. In this paper, to solve the
cancer classification problem, we put NPSSDR into the application of gene expression
data for cancer classification and experimental results demonstrate the effectiveness on
several gene datasets.

The rest of the paper is organized as follows. In section 2, we review the LLE. In
section 3, we introduce the proposed NPSSDR method. The experimental results are
presented in section 4. In section 5, we conclude our methods and provide some
suggestions for future work.

2 Related Work

2.1 Locally Linear Embedding

Locally Linear Embedding [18], proposed by Saul and Rowesis, tries to find a nonlinear
manifold by stitching together small linear neighborhoods. The main principle of LLE
is to preserve local neighborhood relation in both the intrinsic space and embedding
one by finding a set of weights that perform local linear interpolations that closely
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approximate the data. Each sample in the observation space is a linearly weighted
average of its neighbors. In general, the procedures of LLE can be stated in three steps:

Step 1.define neighbors for each data point. In this Letter, we use k-nearest neighbor
to model the relationship between nearby points. Euclidean distance is used to define
the neighborhood d, = H X, — xjH.

Step 2.find weights that allow neighbors to interpolate original data accurately.

N
X~ zWiz’x.f

Jj=1

2

min £ (W)=ZN:

i=1

D

Step 3. find new data points that minimize interpolation error in lower dimensional
space. Compute the low-dimensional embedding Y of X that best preserves the local
geometry represented by the reconstruction weights.

N 2

yf_ZW::fy.f

Jj=1

min £ (W)=§: (2)

i=1

For more details of LLE, please refer to[18].

3 NPSSDR

Here we define the side-information based semi-supervised linear dimensionality
reduction problem as follows. Suppose we have a set of D-dimensional points

X ={x,%,,...,x,} ,x,€ R” together with some pairwise must-link(M) and
cannot-link(C) constraints as side—information:M;(xi, x)eM if x, and X; belong

to the same class; C: ( x.,x,)eC if X, and X ; belong to the different class.Then the

next step is to find a transformation matrix A such that the transformed low
dimensional projections Y(y, =A"x,) can preserve the structure of the original
dataset as well as the side information M and C. That is, points in M should end up
close to each other while points in C should end up as far as possible from each other.

Since it’s easy to extend to high dimensions, for the convenience of discussion, the
one dimensional case is considered here. As for must-link constraints M and
cannot-link constraints C, Q, denotes the intra-class compactness and Q. denotes the
inter-class separability.

Defined to describe the compactness of labeled samples that belong to the same
classes, Q is measured as follows:

m
0,= Z (WTX,. - Wij )2 - 22 (WTX,'D,-TXI'TW) _ ZZ (WTX,.S;’ijw)
(-’(,v-’(/)eMZr(x/,x,)eM 1 ij
=2w' X (D" =S")X w=2w"XL"X"w
n :{1, if (x,x;)€ M or(x,,x)e M
u

0, else
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Where D™ is a diagonal matrix the entries of which are column(or row, since S” is

i

symmetric) sums of S, D" = Z S»,L" =D"™—S"is a graph Laplacian matrix that is
j

positive semi-definite[19].
Similarly, the inter-class separability for samples of different classes can be termed
as follows:
0, = > Wx, —w'x) =2w' X (D =S)X 'w=2w'XL'X"w

ij
(x;,x;)eCor (x;,x,)eC

i

g 1, if(xi,xj)e Cor(x/.,xi)eC
0, else

i

Where D¢ is a diagonal matrix, D, = Z S, L' =D"-S".
j

Inspired by the Fisher Linear discriminant analysis criterion[20], we can define a
raw objective function in terms of Q and Q, as follows:

W = argmax 2= = ar max—WTXLCXTW
gw Q gw WTXLmXTW

m

3)

Eq.(3) achieves the goal of placing samples of the same classes close to each other
while samples of different classes as far as possible from one another in the subspace.
However, Eq.(3) suffers from singular problem, since the number of labeled samples is
often smaller than the dimensionality of samples.

Besides, to make use of a large amount of unlabeled data, we introduce a
regularisation term to preserve the neighborhood relationships of input space. We
assume that all the neighborhoods of input space are linear as Roweis and Saul[18] did,
so each data point can be optimally reconstructed using a linear combination of its
neighbors. Hence, our objective is to minimize the reconstruction error according to the
Eq.(1):

2

X —Z jenen WX

N
min & (W)=Y
i=1

Where n~(x,) represents the neighborhood of X; .

In the low dimensional space, we want to minimize the cost function as follows
according to the Eq.(2):

N 2

min 82(Y)=Z

i

v — Z joenenWidill = trace(YMY") =trace(W" XMX™W) “4)

Where pr = -w)"(1-w), Lis the identity matrix.
Based on the above analysis, the objective function of NPSSDR is:
0. ATXIEXTA

A~ =argmax ———— = arg max
T e, Y AT (T T aM)X A

)
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Where scaling parameter ¢ is set to balance the contribution of &,.

To solve the above optimization problem, we use the Lagrangian multiplier and
finally we have:

XLX"A=AX(L"+aM)X"A (0)

It’s easy to know that the d eigenvectors corresponding to the d largest eigenvalues can
form the transformation matrix A.

4 Experimental Results

In this section, we conduct several experiments on five gene expression
datasets(described in Table 1) to compare the effectiveness of NPSSDR with other
methods. The comparative methods are Baseline(which is simply the nearest neighbor
classifier on the original input space) . PCA . CLPP and SSDR. The pairwise
constraints in the experiments are obtained by randomly selecting pairs of instances
from the training set and creating must-link or cannot-link constraints depending on
whether the underlying classes of the two instances are the same or not. The nearest
neighbor classifier is used to the class testing set after dimensionality reduction. To
reduce noise, we first project the datasets to a PCA subspace with the 98% principal
components preserved. If without extra explanation, the parameters in NPSSDR are
always set to k=5 and ¢ =0.1. Some notations are described in Table 2.

Table 1. General information of the datasets

Dataset No. of samples No. of features Classes
Colon 62 2000 2
Ovarian 253 15154 2
DLBCL 77 7129 2
Leukemia 72 7129 2
Prostate 136 12600 2

Table 2. Notations used in the experiments

Notation Meaning
Tr number of training samples
Te number of testing samples
d target dimensionality
k neighborhood numbers
NOC number of constraints
o scaling parameter

4.1 Results on Different Target Dimensionalities

In order to illustrate the effectiveness of NPSSDR on different target dimensionalities,
we conduct five experiments. In these experiments, we vary d while set NOC as
100. The results are listed in Fig. 1. All the results are the 10 independent runs to
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balance the random effects. In most cases NPSSDR performs best, especially in Fig.
1((a),(b),(c)), followed with SSDR. Generally speaking, SSDR achieves the most stable
effect, even though NPSSDR achieves the best performance in most of datasets. As the
target dimensionality increases, our method’s accuracies increase and reach
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Fig. 1. Classification accuracies of different methods on the different target dimensionalities.

(a) DLBCL (Tr=60,Te=17,NOC=100)

(b)
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comparatively high accuracies, while the accuracies of the PCA and CLPP are always
in relative low accuracies. Dimensionality reduction can promote the learning results
are also demonstrated in Fig.1, for NPSSDR and SSDR all have higher accuracies than
Baseline does. Besides, NPSSDR and SSDR take PCA as a preprocessing step, but they
gain higher precisions than single PCA does, which also demonstrates the effectiveness
of these methods.

4.2 Results on Different Number of Constraints

To explore the effect of NOC on accuracy, we conduct another five experiments in
which d is set. To study the effect of NPSSDR compared to other methods,
experimental results are listed in Fig.2. Experimental results indicate that NPSSDR can
make use of constraints efficiently. As NOC increases, NPSSDR and SSDR gain
higher and higher accuracies, on the contrary, CLPP is always in relative low
accuracies. In reality, CLPP benefits little from pairwise constraints even when the
number of pairwise constraints is relative large. The results demonstrate NPSSDR can
make use of pairwise constraints more efficiently than other comparing methods.
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Fig. 2. Classification accuracies of different methods on the different NOC
(a) DLBCL(d=40) (b) OVARIAN(d=40) (c) PROSTATE(d=10) (d) COLON(d=14) (e)
LEUKEMIA(d=4)
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Fig. 2. (continued)

5 Conclusions and Future Work

In this paper, we conduct cancer classification based on NPSSDR method and obtain
good results which demonstrate semi-supervised learning has great value in cancer
classification. In comparison with SSDR and CLPP, NPSSDR exploits side
information efficiently. Besides, information buried in unconstrained data is
sufficiently considered. Thus NPSSDR has always comparatively high classification
accuracies with different NOC and target dimensionalities. However, NPSSDR still has
some issues for future work. Parameters k and ¢ in experiments are set by
experience, so some work should be done to ease parameters selection problem.
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Abstract. Service robot should have human emotions, and farthest resemble the
real-life interaction when interact with humans. A layered model of artificial
emotion called AME (Attitude Mood Emotion) model, merging with attitude is
proposed, which is more human, and an emotion-stimulation generation
mechanism based on the OCC cognitive appraisal model and the PAD emotion
space is built. The concept of "Mood Baseline" is introduced to describe the
interaction among emotions, mood and attitude. The validity and practicability of
this model can be verified based on "FuNiu" robot.

Keywords: human-robot interaction, affective modeling, attitude.

1 Introduction

As robots become more prevalent in social spaces, and remarkable progress have been
madein such as the elderly healthcare, assistant therapy of childhood autism etc [1].
People need to be able to interact with these robots in a more smooth and human way.

Early in 1995, professor R.Picard from the MIT first proposed the concept of
“Affective Computing”’[2]. Affective modeling is an approach of producing artificial
affection, and is the basis of harmonious human-robot interaction. There are some
typical models. OCC affection model [3] by Ortony and others, sorted out 22 emotion
types based on cognitive mechanism, and make affect as the result of situation; in the
study of affective modeling, Moshkina proposed TAME [4] model according to actions
of personality, attitude, mood and emotion on affect, although TAME takes attitude
into consideration, the reciprocity between different affects is not mentioned, not how
humans influence robot’s affect either; an affect model based on
emotion-mood-attitude [5] is come up by Kirby and Simmons, which take attitude into
account, but the evaluation of emotion stimulation is artificial given, with absence of
cognitive appraisal mechanism. Robots need to have integrative and human like
emotion model, and in human interaction, attitude takes important part. In human
interaction, people take different attitude to communicate with the opposing part
according to their intimate and fond extent, and this will influence the emotion
expression and behavior decision. Meanwhile, according to the communication effect,
people will constantly look back on their conversation attitude, so, the attitude to
conversation object is changeable.

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 39-#7.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



40 Q. Luo, A. Zhao, and H. Zhang

Therefore, taking attitude’s influence on emotion into account, a layered affect
model called AME model is proposed, which divides affect into attitude, mood and
emotion three layers. The emotion layer adopts OCC model to cognize and appraisal
outside information, then map it to PAD(Pleasure Arousal Dominance) space, and the
emotion stimulation vector is constructed; the mood layer which is based on “mood
Baseline” is fluctuating along with the emotion and attitude; the attitude layer is
determined by the intimate and fond extent between the robot and its communication
partner.

2 Construction of AME Model

The overall framework of AME is shown in Fig 1. Vision, voice, touch screen and so on
give the robot outside emotion stimulation as inputs, and they will be appraisal through
the OCC cognitive evaluation model, after mapped to PAD emotion space to decide
their type and intensity, they will act on the emotion layer. Based on the designed mood
baseline, they also act on the mood layer. In the interaction with different objects,
according to the past interaction time and effect after identity recognition, familiarity
and fondness extent will be computed, which will act on the attitude layer.

ROBOT

AME

Inner stimulation familiarity Attitude

(energy, mission*++) fondness layer

o OCC cognitive appraisal ‘ @ Affect

o Mood Mood expression /
‘ {} baseline f\>

layer
PAD emotion space ‘ @

‘ Quantized emotion Emotion
stimulation layer

Fig. 1. Framework of AME model

2.1 Construction of Attitude Layer

Attitude is the core of AME model, which shows people’s fondness extent to different
people(things). Let A represent attitude.

The attitude layer is composed of two parts: the familiarity between robot and
interaction object Ay the fondness to interaction object A,,. familiarity A is computed
by the interaction record, shown in formula (1).

1 1 1
A, =—X(=xmin(hours,T)+—xmin(count,C 1
;=3 (T ( ) c ( ) (D

Hours is the interaction time, count is the interaction times. 7' ,C are constants.
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Fondness A,, is decided by Ay and the past interaction effect, shown in formula (2).

AM is the mood variation through the interaction.

A=A, +AMx(1-A,) ©)

2.2 Construction of Mood Layer

Mood is an affect state that can influence people’s whole psychology, and it has the
characteristic of diffuse. Let M show the mood state.

Divide mood into negativity, positivity and calmness, and the concept of “Baseline”
is introduced, which reflect people’s basic mood intensity. “Baseline” is decided by the
past and current incidents. If an incident happens at the d, day, and the mood intensity is
m, the relative mood intensity changes following formula (3).

m

—|d—dy|+[10m] (3)

M,=m-
1+e

Where, d is the number of days.
In order to limit mood intensity between -1 and +1, introduce formula (4).

1+ M, .
1+e—B(M(,7C{(1+M,,)) -1 if M,< 0
M,=\M, if M,=0 (€]
1-M, .
71+678(M(,7C1(17M,,>) +M, if M,>0

Where M, is the deviation intensity from baseline, M,is the demonstrated intensity. B
and C represent the change speed, decided by robot’s personality.

2.3 Construction of Emotion Layer

Emotion is people’s immediate emotional response to development of events or other
external stimuli. Let E say with emotion.

Reference to Ekman’s basic emotional classification [6], four kinds of emotions:
happiness, sadness, calm and anger are built, whose strength is represented by real
numbers between 0 and 1. External stimulation is cognitively appraised through the
OCC cognitive model[3]. OCC model assumes that the evaluation depends on three
components: events, behaviors and objects.

The appraisaled results from OCC model is mapped to the PAD space to quantify.
The PAD affect model [7] is proposed by Mehrabian and Russell. Meanwhile, He
presented the measurement tool for affect-PAD affect quantitative table, which
summarizes the relationship of PAD space and emotion, shown in table 1.
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Table 1. The relationship of PAD and emotion

PAD space Emotion PAD space  Emotion

+P+A+D happiness —P-A-D sadness
+P+A-D dependence —-P-A+D arrogance
+P-A+D calm -P+A-D anxiety
+P-A-D mildness -P+A+D rage

Assume the current emotion stimulation is:

E=[E, E, E,],Where, E,.E,,E,c[-11]

N 2 2
Einlvnsizy_ EP +EA +ED

According to reference [8], set the OCC parameters shown in table 2. S,M,L represent
the influence extent of small, median and large respectively.

Table 2. The parameter design of OCC evaluation model

P(Pleasure) A(Activeness) D(Dominance)
characters
S M L S M L S M | L
expectance N N N
¢ not expectance v ~ N
events
anticipated \/ N N
not anticipated S N
praised N N N
self —
. criticized | V \/ N
behaviors —
someone | beneficial v N N
else harmful v v N
familiar ~\ N N
biect unfamiliar v N N
objects
! like N N J
dislike N N N

2.4 Reciprocity of Layers

Reciprocity between Attitude and Mood. The robot’s attitude to object influences the
mood directly. When the interaction is started, the robot’s attitude to object will be
reflected by M,-the deviation intensity from baseline, shown in formula (5).

M =M, +A)I2 ®)
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At the end of the interaction, M =(M
mood intensity will lessens gradually to the baseline value.

+M )/2. After the interaction, the

before current

Reciprocity between Emotion and Mood. According to the assigned emotion type,
assume that the emotion stimulation vector composed of four emotion stimuli is:

ES =[Eh E.\' Ec Etl]
Mood intensity is constructed by positive mood and negative mood, the mood vector is:
M=[M, M,
Assume the mapping matrix from emotion to mood is C, and:
M =E,C

For the convenience of the problem explanation, assume that the robot is influenced by
only one emotion stimulation at one moment, so we can assume that:

An 0

c=| ) (©)
Ae O
0 4,

Where, A, Ape Ans Ana are weights, which represent influences of happiness and calm
to positive mood, and influences of sadness and anger to negative mood respectively.

The current emotion intensity is influenced by the emotion intensity and mood
intensity of last moment, shown in formula (7):

E'=E(l+0(vM) (7)

E —the current emotion stimuli intensity
E—the emotion intensity of last moment
M—the mood intensity of last moment

When E>=0, V=1, and when E<0, V=-1, representing enhanced or weakening effect.
a is constant, deciding the enhanced or weakening intensity.

Mood acts on emotion, and emotion influences mood inversely, also, the current
mood is influenced by emotion and mood of last moment. Study of Rook[9] shows:
the positive outside stimulation enhance the positive mood intensity, but not so much to
negative mood intensity; negative outside stimulation has great effect on both kinds of
mood. Based on this, let:

M’'=pBE

B is decided by the current mood intensity and emotion stimulation intensity:

) ®)

2

B 6 M<0 and E>0
- otherwise

Where, 6, < 6, and can be regulated according to the robot’s personality.
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When the stimulation disappeared, mood will reduce to the baseline value gradually.
From Picard[2], people’s emotion changing law is just like the bell effect, use formula
(9) to describe mood’s reduction:

M)=(M,-M,)xe" +M, 9)

M, —mood intensity after reduction
M —mood intensity before the reduction
y—reduction parameter, representing the robot’s personality.

3 Experiments and Analysis

3.1 Introduction of Experiment Platform

To testify the practicality and validity of AME model, “FuNiu” robot is used as
experiment platform, shown in Fig.2(a), which works at airport terminal.

(a) “FuNiu” robot named LeLe (b) Interaction platform of AME model

Fig. 2. Artificial emotion interaction experiment platform

3.2 Experiment Design

The interactive platform is designed in VC++6.0, shown in Fig 2(b).Experiments are
designed in the thought of scene. When interacting with passengers, the robot will first
identify the passenger through face recognition based on SIFT feature, which has high
reliability. Passengers can making an inquiry or give their assessment through the touch
screen or voice, and the robot will serve passengers through the TTS voice output
system or touch-screen prompts.

Scene 1: To testify the robot’s affective change without attitude influence. Firstly,
remove the attitude’s influence to affect model, set the baseline value 0O, let passenger A
who is familiar with the robot and their former interaction effect is good interact with
the robot twice. In the first interaction, passenger A gives the robot praise, and the
interaction effect is relatively good; in the second interaction passenger A criticize the
robot, and the interaction effect is poor.

Scene 2: Assume there are A, B two passengers, who are both familiar with the
robot, and A had a good time with the robot, while B is not. Set the robot’s mood
baseline value -0.1. Passenger A and passenger B interact with the robot successively.
After accomplishing passenger A’s assignment, although having an enmity against
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passenger B, the robot still accomplish B’s assignment, after that passenger B speaks
highly of the robot, and the robot’s attitude to passenger B is improved.

3.3 Experiment Results and Analysis

Selecting experimental parameters. According to the experimental design and
results of repeated experiments, the parameters are chosen as follows, and in specific
applications, they can be adjusted as needed:

In formula (6), [ A1, Ape »Anss Anal=10.7,0.3,0.6,0.4];
In formula (7), @=0.25;
In formula (8), ,=0.1, 8:=0.2.

Analysis of experiment results. The robot’s mood changing curve of scene 1 is shown
in Fig.3(a).

0.5 O e

Md
=3
=3

0.5 0.5 —— AAm)
— — B(Af)
— B(Am)
——Md
o 50 100 150 200 250 1 100 200 300 400
Time/s Time/s
(a) Mood curve of Scene 1 (b) Mood curve of Scene 2

Fig. 3. Mood changing curve

0< t <3: Before passenger A’s coming, the robot is in the calm state. At the 3th
second, passenger A become interact with the robot, as the attitude’s influence is
eliminated, the robot is still in calm state.

3<t <111: At the 4th second, passenger A do the information query and other
operations, as the robot accomplish all its tasks, passenger A praises the robot, and the
robot’s mood intensity comes to 0.9204 at the 37th second.

111<t<265:At the 111th second, passenger A become do some operations and give
evaluation according to the robot’s performance. The robot’s mood fluctuates,
decreasing to -0.6645 at second 169. At second 200, passenger A leaves the robot, and
the robot’s mood continues decrease with the original law.

Experiment results of scene 1 shows that removing the affective impact of attitude,
the robot's mood changes independent of interactive objects, and the mood changes of
the robot is totally different with human - human interaction.

In scene 2, curves of the robot’s mood and attitude to interactive objects are shown
in Fig.3(b).

0< t <25: Before passenger A’s arrival, the robot is in the negative state. At the 25th
second, A become to interact with the robot, and their familiarity Af =0.6, fondness Am
=0.5. The robot’s mood intensity increases to 0.0242.
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25<t<120: Passenger A become do some operations, and the robot accomplishes its
tasks, so A praises the robot, then the mood intensity increases gradually, to 0.8419 at
second 63.

120<t <185: At second 120, A leaves the robot, and the mood intensity decreases to
baseline value at second 185.

185<t <208: At second 208, passenger B becomes to interact with the robot, and
their familiarity Af =0.5, fondness Am =-0.6, representing that they are familiar, but the
robot doesn’t very like B. The mood intensity decreases to -0.4767.

208 <t <313: The robot accomplish tasks from B, B give the robot very high marks,
so the mood intensity increases gradually, to 0.9460 at second 304.

t >313: At the 313th second, passenger B leaves, the mood intensity goes back to
the baseline gradually.

Attitude changes to passenger A: as the interactive effect is fine, the robot’s
familiarity and fondness to A increases from 0.62 to 0.70.

Attitude changes to passenger B: as the robot is very happy through their interaction,
at the end, A; =0.52, A,, =-0.1, representing there is improvement of robot’s attitude
to B.

The experiment results of the two scenes shows: Introduction of attitude makes the
affective model more anthropomorphic, and the human-robotic interaction more in line
with the human interaction law.

4 Conclusions

A layered model of artificial emotion called AME model, merging with attitude is
proposed. Definition of “Baseline” is introduced to describe robot’s basic mood
intensity, meanwhile, OCC model and PAD space are adopted to appraisal and quantify
outside stimulation. The robot’s attitude to different objects is integrated to improve the
anthropomorphic level of robot affect, and thus make the robot service more
user-friendly. This model provides foundation for the robot affect generation and
updating mechanism in human-robotic interaction.
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Abstract. As a universally accepted tool of machine learning, support vector
machine (SVM) is efficent in most scenarios but often suffers from prohibitive
complexity in dealing with large-scale classification problems in terms of
computation time and storage space. To address such intractability, this paper
presents a group and nearest neighbor strategy aiming to extract support vectors
from training samples for obtaining the discriminant function in a fast fashion
as only the support vectors contribute to the function. For non-linear cases,
kernel function is investigated and adopted in this approach. The proposed
stragtegy is described through mathematical analysis and evaluated by a set of
numerical experiments. The result demonstrates that the suggested approach is
effective in addressing the large-scale classification problems with acceptabe
complexity.

Keywords: Support Vector Machine, Group, Nearest neighbor, Pattern
recognition.

1 Introduction

Support Vector Machine (SVM) is originally proposed by in [1] and now becomes
one of most widely used tools in the research area of machine learning. SVM has
been adopted in pattern recognition, function approximation and related areas (e.g. [2,
3]) due to its generalization capability in addressing non-linear problems.

However, it is known that though SVM provides excellent performance in many
aspects, the complexity in terms of both computation time and space is still
prohibitive during its application, in particular for solving large-scale problems. To
significantly improve the learning speed, lots of research effort has been made and a
collection of efficient methods are introduced to SVM. The majority of the existing
solutions are based on various optimization algorithms and sample pretreatment, e.g.
Least Squire SVM (LS-SVM) [4], Sequential Minimal Optimization (SMO) [5],
Lagrangian Support Vector Machines (LSVMs) [6], Core Vector Machine (CVM)
[7], and Clustering-Based SVM (CB-SVM) [8].

Sample pretreatment always works better than algorithm optimization in terms of
reducing computing load, but still with long training time.Based on such recognition,
this paper exploits a novel approach of fast extraction strategy of SVM which
attempts to reduce the computation load of SVM so as to enhance the optimization
performance. In general, the standard SVM learning problem is in fact a convex
quadratic programming problem with a set of constraints [9]. The optimization of

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 49-54.
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SVM problem depends merely on the support vectors (SVs), which build up the
optimal classifier. Based on such characteristic, a novel fast SVM algorithm is
proposed and evaluated in this paper. The rest of this paper is organized as follows:
section 2 firstly overviews the support vector machine and describes its
characteristics; the selection of support vectors are discussed in section 3; followed by
the numerical experiments with a set of key results and analysis; finally section 4
concludes the paper with some conclusive remarks.

2 Support Vector Machine

In literature, SVM has been proved as an efficient method for pattern recognition in a
variety of applications. In this paper, we focus on the two-class pattern recognition
problems. Of course, there are also many algorithms proposed to solve multi-class
problems.

Given the training samples, denoted as (x,,y, ):x, € R,y € {-L1},i=1,---,1,
where d and [ are the dimension of x and the number of training samples
respectively. We firstly define the samples by using y, =1 and y, =—1to indicate

positive class and negative class. As a result, the two-class pattern recognition
problems can be effectively transformed into a primal problem for finding the
hyperplane which can be expressed as follows:

wx+b=1 €))

where w is a d-dimension normal vector such that the samples can be separated with
the maximum separating margin and this hyperplane is also known as the optimal
separating hyperplane. Based on the risk minimization principle, the primal problem
can be expressed as the following quadratic optimization problem:

min 2wl +CY ¢
i=1

sty (W' x, +b)21-¢

2

The denotations are defined as follows: C is the penalty factor reflecting the weight
of classification error; 51 is the slack variable; w 1is the weighted vector

determining the optimal hyperplane direction and b is the bias value.
The use of Lagrange multiplier techniques can effectively transform the problem
into the dual optimization problem which can be described as follows:

1 1 1
T
mgxzaf —= 2 ey,
i=1

i, j=1
]

st.y @y, =0, 0<e <C, A3)
i=1

i=1,-1
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The discriminant function takes the following form
1
f)=sgn{ Y 0oy, (x x)+b") “
i=1

where (&', b") is the optimal solution of the quadratic problem.

For the non-linear problems, we can choose appropriate function ¢(x) to map
samples to high-dimension space where the samples could be linearly separable. Here,
we define the kernel function K(x,x') =<@(x),#(x") >, where <-,-> represents the

inner product. If the kernel function could meet the Mercer Condition, x-x' in the
dual optimization problem and discriminant function can be replaced by K(x,x"). In
this paper, we choose the RBF kernel function which can be expressed as follows:
K(x,x;)= exp(—"xl. - x_].”/O'z) .

Through the adoption of this approach, the pattern recognition for non-linear

cases can be greatly simplified.
Consider the KKT condition for SVM given in [10]:

a,=0=yf 21
o =C=yf <1 (5)
O<a, <C=y,f, =1

It’s apparent that only the support vectors on and near the separating hyperplane can
be corresponding to ¢; # 0. In other words, the other samples have no impact on the

machine training process. These support vectors are often represent a small portion of
the overall samples. If these support vectors can be appropriately selected in
advance, the training process can be significantly simplified with the equivalent
performance to the case of using all the samples.

3 The Selection of Support Vectors

To obtain support vectors, we must distinguish the boundary samples exactly. In this
paper, a novel Group and Nearest Neighbor SVM (GNNSVM) is proposed which can
be described as follows: (1) find cluster centers for both of the classes in this two-
class pattern recognition problem; (2) divide the whole samples into several groups by
computing the distance between the samples and the centers and delete the groups that
include no support vectors; (3) select candidate support vectors in the remaining
groups by nearest neighbor strategy. All the candidate support vectors are considered
as support vectors though some of them are in fact not support vectors. They are used
to compute the discriminant function. Extractions of support vectors for positive and
negative classes are completed separately, but with the similar process, and hence we
take the extraction for positive class for example in the discussion.
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3.1 Cluster Center Identification

1 n_
For positive samples, compute the mean x =— ) x,_ , n_ is the number of
n_ iz

negative samples, x,_ is the negative sample. The sample near x_ most is the center
of negative class.

3.2 Divide Samples into Groups

Define the distance between samples x, and x; as D, ; =||x,. - X, " In non-linear

problems, define the distance as

D, =||¢>(x,.)—¢(xj)|| = JK(x.x) = 2K (x,.x,) + K(x,.x)) ©6)

Compute the distances between all the samples and X_, and call them negative center

distance. Put the samples in order according to negative center distance and divide
samples into L_ groups averagely. The former group consists of samples with

shorter distances than the later group.

To reduce the computing load, select 7 continuous groups from obtained groups
that include all the support vectors:

Mark the group including the positive sample with shortest negative center distance
as the first support group. Mark the group including the negative sample with longest
negative center distance as the candidate last support group. If the candidate last
support group is the last group of all L_ groups, mark it as the last support group,

otherwise select the next group as the last support group.

It’s not difficult to see that the other samples (not included in these 7 groups)
couldn't be the support vectors. There is an exceptional case that no group consists of
both positive and negative samples. If so, the group of negative samples with longest
center distance and the group of positive samples with shortest center distance
constitute the support groups. The samples in these two groups constitute candidate
support vectors.

3.3 Select Candidate Support Vectors by Nearest Neighbor Strategy

Consider the selected T groups and given that the positive sample x, in these
groups belongs to support group ¢, te{l,---,T}, if the sample meets the following
criteria, we consider it as a candidate support vector:

1) x, belongs to the first support group;
2) otherwise, select m samples in the former support group with shortest distance
to x, , and the number of negative samples in these m samples is more than M .

After above steps, all the candidate positive support vectors are selected. Similarly, all
the candidate negative support vectors can be selected.
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Few support vectors will escape form candidate support vectors. There are also
some candidate support vectors are not support vectors. Setting appropriate
parameters such as L_, m and M can make candidate support vectors in proper

scale.
Increasing L_ can reduce the computing scale while the too large L _ will make

the separating performance bad. Large m will increase the computing scale but can
improve precision of support vector judgment. Large M will make a good precision
of support vector judgment but some support vectors may be omitted.

4 Numerical Experiment and Key Result

In this section, the standard datasets are used in the numerical experiments to evaluate
the proposed GNNSVM solution by using the standard SVM as a comparative
benchmark. In the experiments, we adopt three different UCI datasets: - Cylinder,
Credit and Tic-Tac-Toe datasets. For each dataset, half samples are used for training
and the others for algorithm performance test. Take 10 trials for each dataset. The
experiments are carried out in the platform with the following configurations: CPU-
Pentium 4, Memory-1.0GRAM, and OS-Windows XP. The algorithm is implemented
using Matlab 7.0.

Table 1. Standard SVM and GNNSVM

Dataset Standard SVM GNNSVM
Time/s SVs TA/% Time/s SVs TA/%
Cylinder 100.6 93 85.7 36.2 129 83.9
Credit 119.9 98 92.2 40.3 147 90.6
Tic-Tac-Toe 543.8 159 97.1 230.1 222 95.7

Table 1 shows the result obtained from the numerical experiments which indicates
that the proposed GNNSVM can significantly reduce training time with little
precision degradation.

5 Conclusions and Future Work

In this paper, we present a novel GNNSVM approach to significantly reduce the
computation complexity in both time and space in coping with the large-scale SVM
problems. In this suggested solution, group and nearest neighbor method are used to
extract support vectors efficiently and fast. Experiment results have proved the
proposed strategy reasonable and effective. There are some work needs further
research effort based on the outcome of this paper, such as the selection of support
vectors through a number of iterations and the parameter optimization in GNN
strategy. The further research will be reported in the future publications.
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Abstract. A local feature saliency approach is introduced which locally selects
relevant features for particular clusters. In addition, the original feature saliency
algorithm is improved to deal with redundant features by using local correla-
tions. Experiments using 10 benchmark data sets are conducted for estimating
the performances of proposed approach. For comparison, results obtained from
the traditional algorithms are also provided. The experimental results show that
the proposed local feature selection approach outperforms the traditional
algorithms.

Keywords: Clustering, local correlation, local feature saliency, local feature
selection.

1 Motivation and Preliminary

The fundamental motivation for feature selection is the curse of dimensionality [1].
Data points which are close to each other in a low dimensional feature space are likely
to be distant in a high dimensional feature space. This makes it difficult to partition
data or a feature space into a set of classes and to assign a data point to one of the
classes in both supervised and unsupervised learning. Moreover, noisy features which
do not contribute to the learning process often degrade the learning performance.

Generally, the selection of features can be divided into two categories: filter and
wrapper. Law [2] proposed a wrapper approach for unsupervised feature selection in
which a real-valued quantity called feature saliency is estimated for the relevance of
each feature to the unsupervised learning process. Based on the idea of feature salien-
cy, this paper proposes a new approach using local feature selection in unsupervised
learning to find embedded clusters with local feature saliency. The proposed approach
provides each cluster with a different subset of features during the learning process.
Law [2] assumes that features are independently modeled with feature saliency. Un-
der this assumption, a redundant feature cannot be removed because its distribution is
independent of the component label given by another feature. Therefore, a local fea-
ture redundancy removal approach is also proposed.

This paper is organized as follows. Section 2 gives overviews of clustering and fea-
ture selection approaches. Section 3 introduces the proposed feature selection
approach with local feature saliency and redundancy removal methods. Section 4 em-
pirically evaluates the approach using ten benchmark data sets. Finally, section 5
summarizes the paper.

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 55-62.
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2 Survey of Clustering and Feature Selection Approaches

As mentioned above, the existence of irrelevant and redundant features can degrade
unsupervised learning performance. Therefore, unsupervised feature selection ap-
proaches are needed.

2.1 Clustering Algorithms for Unsupervised Learning

Generally, clustering algorithms are divided into two categories: partitional and hie-
rarchical. Many clustering algorithms have been proposed within these two categories
[3], [4]. This paper mainly focuses on partitional clustering using a finite mixture
model (FMM).

In a FMM, data points are assumed to be generated from a mixture of K density
functions, in which K is generally regarded as the cluster number. The probability
density function with K clusters is given as follows

P(Y) = Ykos mep(vilx; = k, 6y), (1)

where 1, is the mixing probability of each mixture component. The log-likelihood of
a mixture model is described as

L= Z?’:1 log ¥k—1 mep (vilx; = k, 6. )

Direct maximization of likelihood in equation (2) is a difficult task. Therefore, the ex-
pectation maximization (EM) algorithm is utilized to find a local maximum. The E
and M steps are iterated until a convergence criterion is met. In clustering, the E and
M steps can be considered as the estimation of data membership (posterior) and mix-
ture model parameters respectively.

2.2 Wrapper Approaches for Feature Selection

Wrapper approaches incorporate the learning process into feature selection. General-
ly, wrapper approaches consist of three components. Firstly, a search strategy needs to
be determined. An exhaustive search would definitely find the optimum feature subset
which, however, is computationally impractical. Sequential forward and backward
search are developed in a greedy manner which only finds local optimality [5]. In or-
der to escape from local optimum, random search methods such as genetic algorithms
[6] and random mutation hill climbing [7] have been proposed. After determining the
search strategy, one of the clustering algorithms is applied. Finally, to select relevant
features during learning process, a feature evaluation criterion must be selected. Max-
imum likelihood is a prevalent evaluation criterion. Maximum likelihood selects fea-
tures which can be best modeled as a FMM. It was discovered that maximum likelih-
ood criterion do not monotonically change along with cluster assignments in different
feature subspaces. Based on this property, Gennari [8] proposed a feature attention
approach which looked for features that mostly influence the clustering decision. The
idea of feature attention was incorporated into the FMM approach as a latent variable
(feature saliency) that measures the feature relevance.
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3 Proposed Local Feature Selection in Unsupervised Learning

In this section, a simultaneous local feature selection and clustering approach is pro-
posed, based on local feature saliency. Maximizing the likelihood of a FMM is per-
formed for clustering by means of an EM algorithm. The widely used Gaussian distri-
bution is considered as the probability density functions (pdf) in the FMM. Apart
from the E and M steps in the EM algorithm, a new step (the T step) is incorporated to
remove redundancies based on the considerations of local and global correlation be-
tween features.

3.1 FMM with Local Feature Saliency

This section introduces the concept of local feature saliency and derives an EM algo-
rithm for clustering. To incorporate local feature saliency into a FMM, features are
assumed to be independent given the hidden label. Equation (1) therefore becomes

p(Y) = Xk m [T pulx; = k, Oy)s (3)

where p(y;|x; = k, 8y;) is the pdf of the Ith feature in the kth cluster. Although the
assumption of feature independency enables the derivation of the EM algorithm of lo-
cal feature saliency, it also brings the problem of removing redundant features which
will be discussed in section 3.3.

Feature saliency focuses on removing irrelevant features. The definition of irrele-
vant features introduced by [9] has been adopted in traditional global feature saliency:
the [th feature is irrelevant if its distribution is independent of the class labels. The
pdf of an irrelevant feature should follow a common density function for all clusters.
In terms of local feature saliency, the /th feature is irrelevant for the kth cluster if its
distribution is common with other clusters in the /th feature space.

The pdf of a locally irrelevant feature is denoted by q(y;;|x; = k, A{°™™°™), which
is determined by a common pdf in a feature. Define a set of binary parameters
® = (¢pgq, -r Prp) such that ¢y; = 1 if feature / is relevant to cluster k and ¢y =
0, otherwise, equation (3) is written as

p(V|®) = 2K m I palx; = k, 6,) PR (yy|x; = k, A°mmom)1=bkt (4)

where ¢y, is a hidden parameter indicating the relevance of /th feature to kth cluster.
Local feature saliency is therefore defined as py; = p(¢y; = 1), which is the proba-
bility that /th feature is relevant to kth cluster. Equation (4) with local feature saliency
therefore takes the following form

p(Y) =Tk m 11 pap ulxi = k, 0i) + (1 — pr)q (vl = k, A5°™™0M) , (5)

where {m, p, 0,1} are parameters that need to be maximized in the M step. The trans-
formation from equation (4) to (5) is because parameter ¢y, is binary.

The FMM with local feature saliency can be considered as a competitive learning
algorithm. Salient features contributing to discriminate clusters should be modeled by



58 B. Gui

a probability p(y;|x; = k, 8);), providing higher likelihood. On the other hand, non-
salient features are commonly distributed in q(y;|x; = k, A{°™™°™), which is more
competitive in maximizing likelihood.

3.2 Local Feature Saliency Estimation by EM Algorithm

Taking parameter ¢,; and x; as hidden variables and {m, p, 8, A} as parameters to be
maximized, the EM algorithm for local feature saliency is derived as follows.

E-step:

In the E-step, the expectation of complete log-likelihood is computed. Based on

equation (5), E (logp( v, CD)) is derived as follow

E (logp(V,®)) = Lixp(x; = kly)logm,

+ Xk 2ip(x; =k, ¢ = 1|y;) (logp(vulOri) + logpr)

+ Xk 2ip (i =k, ¢ig = 0ly) (logq (v [2°™™°™) + log (1 — pra))s (6)

Using Bayes’ rule, three posterior probability functions in equation (6) are induced
as follows

T Hl(PklP @ulor)+@-pra(vi |AlComm0n))
Sk T preap Gl 1) +(1-prp)a (v A5°™mO™) )

p(x; = kly) = (7

PP Vit Oxc)
x. = k’ = 1 . = x: = k i)s 8
p( i ()bkl |y1) Pklp(yil|9kl)+(1_pkl)q(yil|/1[C0mmon) p( i |yL) ( )

common)

A—pr)q(vu|Af
Prip Wil Ok)+(A—pr)a(yilafemmen

p(x; =k, ¢ = 0ly;) = ) p(x; = kly:), (9)

where equation (7) indicates the membership of data point y; to cluster k and equ-
ation (8) and (9) indicate the membership of data point y; to cluster kK when feature
[ is either relevant or irrelevant to cluster k. Substituting the posterior value in equ-
ations (7), (8) and (9) in equation (6), the expected complete data log-likelihood
are maximized by the M-step.

M-step:
In the M-step, parameters {m, p, 6,1} are updated by maximizing equation (6). The
updated parameters are derived as follows

i p(xi=kly;)

e = XXk p(xi=kly;) ’ (10)

v = 2i PXi=kPri=11y) Vi
Ok TS pi=kdr=11y:)

) (1D
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2
, i p(xi=k.¢kl=1I3’i)(3’kl—u9kl)
a, =
O Xi p(xi=k,Pri=1ly;)
where ug,, and agkl are mean and variance in pdf p(y;;|68;). On the other hand,

mean and variance in pdf q(y;|A{°™™°™), are derived with the a posteriori value
in equation (9) as follows

) 12)

_ 2iQk P(xi=k,0r1=0ly))yri
i p(xi=k,dr1=0ly;) ’

w (13)

o2 = YiCk P(xi=k,0r1=01y:)) Vki—up)?

A % p =k br=0ly)) ’ a4

It can be observed that the a posteriori p(x; = k, ¢;; = 1|y;) measures the impor-
tance of the ith data point to the kth cluster when the Ith feature is used. Therefore,
it is natural to obtain the local feature saliency py; from p(x; = k, ¢y = 1]y;) as
follows

_ Yip(xi=k,¢r=1ly;)
Yip(xi=k,pr=1ly)+Xip(xi=k,pp;=0ly;) ’

Pri (15)

With equation (7) to (15), clustering and local feature selection are achieved simul-
taneously. The two steps iterate until the algorithm converges to a FMM with local
feature saliency associated with each cluster.

3.3 Proposed Approach for Redundant Feature Removal

It has been mentioned in section 3.1 above that the proposed approach models all fea-
tures independently. This leads to the problem that the proposed approach cannot re-
move redundant features. To cope with the problem, a new step is incorporated to re-
move redundant features based on feature correlation.

Feature correlation is the best known measure of redundancy between two features.
Generally, feature correlation is measured by a variable called the correlation coeffi-
cient as follows

s _ cov(x,y)
o) = Jvar(x)var(y)’

where var is the variance of a feature and cov is the covariance between two features.
The value of §(x,y) equals one or minus one if x and y are completely correlated (ei-
ther x or y is redundant).

In terms of local feature selection, the correlation coefficient measure needs to be
considered locally. In each E and M steps, feature saliency py; is computed and used
to define relevant features with p,; = t, where 7 is a threshold value. Because re-
dundant features are categorized as salient features relevant for clustering, only corre-
lations of salient features are investigated for redundancy removal. The local salient
feature correlation coefficient for kth cluster is denoted as follows

(16)
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COV(ll,lz)local

8(ly, 1)l = , (17)

Var(ll)localvar(lz)local

where I; and [, are any of the two salient features and cov(ly,[,)"°@ and
var(l)!°¢ are given as follows

ip =Ky Vit 1 -1y 1) Vitg 1y Uiy 1) T
2ip(e=klyy)

cov(ly, 1)o@ = : (18)

Tip(=kly) u-uj) Wi-uj)T

ar(ecal = )
var() Zip(xi=kly;)

19)

I 2ip(xi=klydyii i, and 1w = Siv(xi=kly)yvi
Thlz Xip(xi=kly;) it Tip(x=klyy) -

Because 0 < |5(ly,1,)]'°% < 1, the degree of correlation between two features
can be measured by a threshold value v, where v < |8(l;,1,)]'° < 1, denoting the
fact that two features are highly correlated. Moreover, a further validation method for
identifying redundant features is also proposed. As there is no label information pro-
vided in clustering learning, one of the methods for estimating clustering quality is the
separability between different clusters. Denote V as the sum of the posterior probabili-
ty of data as follows

V=3¥p(x = kly). (20)

Because p(x; = k|y;) equals one if a data point indeed belongs to a cluster, a larger
V value indicates better cluster separability. Keeping parameters {rm, 8, A} fixed, vari-
able V can be maximized using a tuning saliency parameter p. By decreasing either
the p value of two locally correlated features to a small value, the redundancy of the
feature can be indicated by the value of V. If the value of V decreases, the correspond-
ing feature with decreased p affects the quality of clustering, which therefore cannot
be removed. By contrast, features with a decreased p but an increased or equal V val-
ue are regarded as redundant. The redundancy removal approach is denoted as the T
step in the algorithm.

4 Experimental Results

In this section, the performances of the proposed approach were empirically evaluated
using 10 benchmark data sets selected from University of California, Irvine (UCI)
machine learning repository [11]. For comparison, results from the conventional EM
algorithm and global feature saliency algorithm [2] were provided.

In the experiments, the EM, global feature saliency (GFS) and local feature salien-
cy with (LFS-T) and without (LFS) the T step approaches were tested for 20 times.
The results were presented as accuracies in percentages with means and standard dev-
iations in table 1. It is clear from the results that feature saliency approaches generally
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outperform the conventional EM approach. Moreover, the accuracies obtained from
the local feature saliency approaches are higher than or similar to the ones obtained
from the global feature saliency approach. This is because local feature saliency re-
veals cluster-wise feature relevance which provides more accurate information about
the structure of the mixture model generating the data. In terms of the proposed ap-
proach, the T step is incorporated into the local feature selection approach and the sa-
liency value of local redundant features are decreased. Compared to the approach
without the T step, clustering accuracies are further improved in iris, mammography,
texture, wine and zernike data sets and are preserved in the other ones.

Table 1. Experimental results using the benchmark data sets

Accuracy (%)

Data set name EM GFS LFS LFS-T
Breast-Cancer 94.28 95.02 96.05 96.05
Image segmentation  61.30 64.37 64.48+1.55 65.15
Tonosphere 71.23 65.24 67.8540.30 67.52

Iris 90.67 90.6667 91.0040.82 94.67
Mammography 80.82 80.12 81.81 81.93
Parkinson 66.30 64.43 64.43 65.46
Texture 57.17 63.461+0.42 64.31+1.24 65.2440.51
Wdbc 91.20 93.50 93.67 93.67

Wine 97.19 97.19 96.43140.56 99.25+0.57
Zernike 45.27 45.45 48.65+1.01 51.65+1.27

Table 1 also shows two exceptions in the ionosphere and parkinson data sets that
the feature saliency approaches degrade the clustering performance. By using the
principle component analysis (PCA), it was discovered that data samples in the two
data sets were highly overlapped. The obtained clusters only show natural patterns in
the data sets, which therefore are highly distorted from the actual clusters. As men-
tioned above in section 2, the feature saliency approach selected features that would
best discriminate clusters. For the parkinson and ionosphere data sets, the selected
features can only encourage to find the distorted clusters, therefore leading to worse
results. Therefore, it can be concluded that the proposed approach is more appropriate
for well-separated data sets.

5 Summary

This paper has presented a new approach for local feature selection. The proposed ap-
proach employs local feature saliency to measure the relevance of features for each
cluster. The deficiency of being unable to detect local feature relevance in the global
approach is solved. Moreover, a local correlation approach is also proposed to deal
with the deficiency that redundant features cannot be removed in the global approach.

The proposed approach has been empirically tested and compared with the EM,
global and local feature saliency without the T step approaches using ten benchmark
data sets from the UCI repository. The results have shown that the proposed approach
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are superior to the global approach, and generally outperforms the EM algorithm us-
ing the data sets without severely overlapped clusters. Further research is required to
remove the preference of using well-separated data sets during feature selection.
Moreover, the time complexity of the redundancy removal step can be further
reduced.
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Abstract. This paper gives an approach for fusing the directed acyclic graphs
(DAGs) of BNs, an important and popular probabilistic graphical model
(PGM). Considering conditional independence as the semantics implied in a
BN, we focus on the DAG fusion while preserving the semantics in all partici-
pating BNs. Based on the concept and properties of Markov equivalence, we re-
spectively give the algorithms for fusing equivalent and inequivalent common
subgraphs of all participating BNs.

Keywords: Probabilistic graphical model (PGM), Bayesian network (BN),
Fusion, Conditional independence, Markov equivalence.

1 Introduction

As an important and popular probabilistic graphical model (PGM), Bayesian network
(BN) is the well accepted framework for representing and reasoning uncertain know-
ledge. BN is a directed acyclic graph (DAG) of random variables and each node has a
conditional probability table (CPT) to represent the dependencies between variables
[1]. It is desirable to achieve the global knowledge of multiple BNs in a certain do-
main and is necessary to establish an approach for fusing BNs. We know that the
DAG construction is the critical task for BN construction [1], which does make sense
in BN fusion [2, 3]. Therefore, we focus on DAG fusion in this paper, as the basis for
BN fusion and then the ultimate uncertain knowledge fusion.

Matzkvich [4] gave the method for topological fusion of BNs by first obtaining a
consensus structure and then estimating the model’s parameters. Sagrado et al. [5]
proposed the method for combining independence graphs based on the union and in-
tersection of independencies. Richardson et al. [6] constructed a prior distribution
over all DAGs from input BNs, disregarding the quantitative parts. Nielsen et al. [7]
gave the method for fusing BNs based on formal argumentation in multi-BN based
systems. Almost all these methods for fusing BN’s DAGs have not considered the
preserving of equivalent independencies commonly implied in all participating BNs.
Looking upon the conditional independence as the semantics implied in a BN, we fo-
cus on the DAG fusion while preserving the semantics in all participating BNs.

Fortunately, Markov equivalence [8] provides a formal method to decide whether
two given DAGs are equivalent w.r.t. the semantics. A partially acyclic directed graph
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(PDAG) is used to represent equivalence classes of DAGs [8]. The completed PDAG
(CPDAG) corresponding to an equivalence class is the PDAG consisting of a directed
edge for every compelled edge and an undirected edge for every reversible edge [9].
Andersson et al. pointed out that the equivalence class of a certain DAG can be uni-
quely represented by the corresponding CPDAG [10]. For DAG fusion, Markov equi-
valence establishes the basis for determining whether the subgraphs of the nodes that
are commonly included in the participating DAGs are equivalent semantically.
CPDAG gives a unique representation of the equivalence class of a DAG.

In this paper, we first extract the subgraphs including common nodes in all partici-
pating DAGs. We then derive the CPDAGs respectively followed by obtaining the in-
tersection of all these CPDAGs. Accordingly, we recover the DAG based on the
PDAG’s consistent extension [11]. Centered on the DAG commonly implied in the
participating DAGs, we can easily add all the other edges.

2 Preliminary

The skeleton of any DAG is the undirected graph resulting from ignoring the directio-
nality of every edge. The v-structure in a DAG G is an ordered triple of nodes (x, y, z)
such that G contains the directed edges x—y and z—Yy, and x and z are not adjacent in
G [11]. The equivalence between two DAGs can be determined by Theorem 1.

Theorem 1 [11]. Two DAGs are equivalent if and only if they have the same skele-
tons and the same v-structures.

The completed PDAG, or CPDAG for short, corresponding to an equivalence class is
the PDAG consisting of a directed edge for every compelled edge in the equivalence
class, and an undirected edge for every reversible edge. A CPDAG for a given equi-
valence class of BN structures is unique [9]. We use G* to denote the CPDAG of
DAG G. The concept of consistent extension of a PDAG is used to obtain some cer-
tain members of the equivalence class. For a CPDAG G¥*, every DAG contained in
the equivalence class of G* is a consistent extension of G* [12].

Meek [12] gave the rule-based algorithm, DAG-To-CPDAG (say Algorithm 1), to
transform a PDAG into a CPDAG, which we adopt to obtain the unique representa-
tion of independencies implied in a DAG. Chickering [11] gave the algorithm,
PDAG-to-DAG (say Algorithm 2), to obtain the consistent extension of PDAGs,
which we adopt to obtain the ultimate result of DAG fusion.

3 Fusing DAGs of BNs
3.1 Fusing Equivalent Common Subgraphs

Let G, and G, be two DAGs of two BNs respectively. If both G, and G, are Markov
equivalent to some certain subgraphs of Gjs, then G; is expected to be the fusion result
of G, and G,. Meanwhile, the Markov-equivalence-based representation of inclusion
relationship between DAGs makes the equivalent independencies of each input DAG
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be preserved in the result. Therefore, we establish our method based on this idea, such
that the original conditional independencies can be preserved as much as possible.

Definition 1. We say DAG G, can be embedded into DAG G, if G, is Markov equiv-
alent to a subgraph of G,

Given two DAGs G=(Vy, E)), G,=(V,, E»), if there exists a DAG G;=(V3, E3), such
that V5=V,UV,, Es=E,UE,, and both G, and G, can be embedded into G;, then Gs is
expected to be the result. Whether the DAG, like G3, exist for any two given DAGs
and how we can obtain it are critical. Actually, in view of semantics preserving and
people’s intuitions, the result DAG ought to satisty the following properties: It should
contain all independencies implied in the two participating DAGs and should not con-
tain the independencies that are not implied in any of the two participating DAGs.

The first property means that all the v-structures in G, and G, should be included in
Gj;. The second property means that there are no new v-structures and cycles generat-
ed in G3. This requires that the subgraph composed of all common nodes in G, and G,
are Markov equivalent w.r.t. independencies, described by Theorem 2 as follows:

Theorem 2. Let G, and G, be two DAGs. There must exist a DAG Gj; that G, and G,
can be embedded into if the subgraphs of all common nodes in G| and G, are Markov
equivalent.

3.2 Fusing Inequivalent Common Subgraphs

However, the two properties of the result DAG are too strict for real-world situations,
since the DAG in line with Theorem 2 frequently does not exist. Thus, it is necessary
to fuse the given DAGs under more general cases than that in Theorem 2. If the sub-
graphs of common nodes are not Markov equivalent, we consider preserving the orig-
inal semantics as much as possible. That is, we will obtain the DAG of common
nodes preserving the most equivalent semantics.

Definition 2. [10] Let G,=(V, E) and G,=(V,, E;) be two DAGs. G; is larger than G,
denoted GIQGZ if VIQVZ and ElgEz_

Definition 3. The maximal equivalent common subgraph of G| and G,, written G¥, is
the subgraph composed of common nodes in G| and G,, and (1) G* can be embedded
into G, and G, respectively, (2) there does not exist any other subgraphs that are larg-
er than G* satisfying (1).

Our basic ideas to obtain the maximal equivalent common subgraph are given in
Algorithm 3.

Algorithm 3. Max-Subgraph
Input: CG*=(CV,NCV,, CENCE,)
Output: Maximal extensible subgraph Cﬁ
Steps:
IF CG* is a DAG THEN RETURE CG*
Initialization:

VCV,NCV,, E«CENCE,, G=(V, E)
Initialize a graph G’ = (V’, E), and V&V
Add all edges in the v-structures in G into G’ (E)
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EO0«{e|ecE, e¢E}={e,, e, ..e}, m=|E,]|
Let x[1..m] be the flags that whether e, will be added into
G, xe{0, 1}
x[1..m]«<BBG (G’, E,)
FOR 1=1 TO m DO
IF x,= 1 THEN
GG  u{e}
END IF
END FOR

RETURN G,, <G’

For edge selection, we adopt a max-heap, denoted as 7, described as follows: enode:
the node in 7, whose left child and right child are with flags 1 and 0 respectively, de-
scribing the corresponding edge in E, will be selected or not; level: level number cor-
responding to current node enode; parent: the parent node of enode; size: the size of
the subgraph including the selected edges from the root to enode; nodes: edges that
have been selected currently; upper: the maximal possible size considering the nodes
that have been selected and those that have not been selected.

Algorithm 4. BBG

Input: PDAG G, Candidate edges E = {e,, e,, ...e)}
Output: {x,, x,, .., x}, x€{0, 1}
Steps:

Construct an empty max-heap H; a binary tree T
enode< ¢, cSize<0, i<1, maxSize<0, upper<0, cNodes<¢,
rNodes<¢
WHILE i#m+1 DO
IF feasible(G, enode.nodes U {e;}) THEN
cNodes<enode.nodesU{e,}, cSize<cSize+l
IF cSize>maxSize THEN
maxSize<—cSize
InsertToHeap (H, i+l, maxSize, cNodes, 1)
END IF
END IF

rNodes< ¢
FOR j<i+1 TO m DO
rNodes<rNodes U {ej}

IF feasible(G, rNodes) THEN

upper<upper + 1
END IF
END FOR

IF |enode.nodesUrNodes|21 AND upper>maxSize

THEN InsertToHeap (H, i+l, upper, cNodes—{e,}, 0)
END IF

enode<removeMaxHeap (H), i< enode.level

enode<—enode.parent
END WHILE

FOR i<-m DOWNTO 1 DO

IF enode.leftchild = 1 THEN x,<1 ELSE x,<0
END IF
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END FOR
RETURN{x,, X, ..., X}

The execution time of Algorithm 3 mainly depends on that of Algorithm 4, which will
be O(2™) at the worst case. Actually, the average execution time of Algorithm 4 is
much less than that of the worst case to a great extent due to the pruning strategies.

3.3 Fusing DAGs of BNs

We first derive the maximal equivalent subgraph G*. Second, we consider adding
possible edges in CG, into G*, and then adding those in CG, and CG,. Third, based
on Algorithm 2, we can obtain the result DAG by the consistent extension of G*. The
above ideas are summarized and given in Algorithm 5.

Algorithm 5. Fuse-DAG

Input: DAGs of the BNs {G,, G,, .., G}
Outputs: DAG G* = (V*, E¥*)
Steps:

FOR i<2 TO n DO
Glz(Vl’ E1)<_Gi—1" Gzz(vz’ E2)<_G1
CG,<DAG-TO-CPDAG(G,) ; CG,<~DAG-TO-CPDAG (G,)
CG*=(CV*, CE*)<CGNCG, = (CV,NCV,, CENCE,)
IF the subgraphs of G, and G, on CV* are not Markov
equivalent THEN
G, =(CV,, CE, <Max-Subgraph(CG*) //Algorithm 3
ELSE
G, =(CV,, CE,)<CG* //Theorem 2
END IF
FOR i<-1 TO 2 DO
FOR each edge e in CE-CE, DO
Let e=(x, y)
IF feasible (CVU{x, y}, CEL{e}) THEN
V,<—Ccvu{x, y}, E<~CEU{e}
END IF
END FOR
END FOR
G, (V,, E), GG,
END FOR

G*<PDAG-TO-DAG(G,) //Algorithm 2
RETURN G*

In the above steps, Algorithm 1 and Algorithm 2 can be invoked and executed in po-
lynomial time. Algorithm 3 will be invoked for O(n) times.

4 Conclusions and Future Work

To fuse multiple PGMs for representing and inferring uncertain knowledge, we pre-
liminarily proposed an approach for fusing the DAGs of BNs by preserving the max-
imal conditional independencies. For space limitation, we just presented our ideas and
methods briefly in this paper.
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Accordingly, the fusion of BN’s CPTs can be considered further. The underlying

techniques for fusing PGMs in specific situations, e.g., time-series, group decision,
etc., can be studied further. These are exactly our future work.
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Abstract. In this study, we consider the problems associated with selecting and
scheduling a set of R&D projects to maximize the overall net present value. This
paper proposes a zero-one integer programming model in conjunction with a
genetic algorithm (GA) to overcome these problems. Taguchi Method was
employed in the design of the GA parameters to increase the efficiency of the
proposed method. We conclude that the proposed GA is capable of efficiently
solving problems associated with the management of portfolios.

Keywords: project portfolio, Taguchi method, genetic algorithm, 0-1 integer
programming.

1 Introduction

Project portfolio selection is a crucial management activity for many organizations and
it is a complex decision-making process. Archer and Ghasernzadeh [1] defined project
portfolio selection as the periodic activity involved in selecting the set of project,from
available project proposals and projects currently underway. Generally the traditional
approach of project selection includes two issues: one is to select a set of projects that
meet some predeterrnined goals and resource constraints, and the other is to schedule
this set of projects within planning horizon without violating annual budget limit.
Recent works on this issue are presented by Stummer et al. [13],they developed
multi-criteria decision support system (MCDSS) that first deterrnines the set of
Pareto-efficient solutions. Wang[15] proposed R&D project selection models based on
linear, non-linear, dynamic, goal, and stochastic mathematical programming. Liesio
[10] developed the Robust Portfolio Modeling methodology which extends Preference
Programming methods into portfolio problems.

In this study, hence, a GA incorporating a new efficient experimental design method
for parameter optimization using Taguchi method for the problem is proposed. Robust
designs such as Taguchi method borrow many ideas from the statistical design of
experiments for evaluating and implementing improvements in products, processes, or
equipment. The rest of this paper is described as follows. In section 2 the problem
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definition is provided and a zero-one linear programming for project selection,
scheduling and balancing problem is formulated. Section 3 presents a genetic
algorithm. Section 4 describe the design of experiment and evaluates the perforrnance
of the proposed GA. Section 5 summarizes the conclusions.

2 Problem Definition

2.1 Problem Statement

In this paper, our objective is to select a set of projects, organized around a set of key
corporate strategies, which maximize their NPV and satisfy the strategic intent targets
with balance, constrained by total and annual budget availability, and precedence
relationships. The balance is measured in terrns of the percent of spending directed at
each strategy.

2.2 Proposed Model

We consider the situation where there are S strategic intent targets in a firm and T
planning horizon periods. Suppose that there are nj candidate projects in strategy
category i. Our objective is to select a set of projects, organized around a set of key
corporate strategy, which maximize their NPV assumed and satisfy the strategic intent
categories with balance, constrained by total and annual budget availability, and
precedence relationships. The balance is measured in terms of the percent of spending
directed at each strategy. In this paper, we set the maximum and minimum fraction of
the total budget that can be spent on projects contributing to achievement of strategy 1.
The decision variables are defined by:

_ N n; T
Z Vaximaize = Z i=1 Z j=1 Z =1 P X 1)

Subject to
D 2 Wiy STC @)
SI_LB,<Y" > wyx < SI_UB, 3)
ZSCIZJ S Cpuinty S AFy, fork =1..T @
hI Yty + Dy ST+ )
2 ,T=1 Xy S ,T:1 X | for jePk (6)

T T T T .
D F T HDFA=D x,)= D ix, 2Dy ix,,, forj€P  (7)
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ZieHR Zjen, (Wij Z;:l Xijt) < PHR* (Zzszcl Zjen, Wi xijf) ®)

T .
z;=1 Xy <1 for jEEP )
T ~0 .
% =0, for jEEP (10)
X=1 for i€IP (11)

3 Genetic Algorithm

Before a genetic algorithrn (GA) can be run, a suitable representation for the considered
problem must be devised. We also require a fitness function, which assigns the project
profit to each representation. During the run, parents must be selected for reproduction,
and use genetic operators to generate offspring.

3.1 Direct Representation

To a direct problem representation, the problem itself is used as a chromosome. No
decoding procedure is necessary. All information relevant to the problem at hand is
included in the problem representation. A complete direct representation of a
chromosome (i.e. project portfolio) comprises each candidate project of all strategic
categories with associated Xij representing whether a project is selected/non-selected
and Yij denoting the starting period of the selected/non-selected project,as shown in
Figure 1.

1 2 . SC
X11 X12 . X1 ni X21 X22 X2n2 e Xsc1 Xscz Xscnsc
Y1 1 Y1 2 . Y1 ni Y21 Y22 Y2n2 e Ysc1 Yscz Yscnsc

Fig. 1. Direct representation of a chromosome

Each cell (i.e. gene) contains three elements: the upper one,nj, represents category i;
the middle one,Xij, denotes whether a candidate projectj in category i is selected; the
lower one,Yij, means the starting period of the selected project j in category i. Suppose
there are SC strategic categories, N1 to Nsc,and each category i has ni candidate
projects. If acandidate project j in category is selected into project portfolio,then the
value of Xij is set as 1; otherwise,0. If Xij= 1, then the value of Yij is assignned
randomly as a value from 1 to T - Dij + 1; otherwise,Yij=0. The fitness function is
defined as the overall profit of a project portfolio and given as follows.

Function .. =Y Y p,; X, (12)

i=1 j=1
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3.2 Initialization and Sorting

The initial generation of complete and consistent project portfolios can be generated as
follows. For each project portfolio of init || generation, we first randomly decide Xij
as O or 1. If Xij equals 1, then the value of Yij is set randomly as from 1 to T -Dv+ 1. If
the generated project portfolio is feasible when it meets the all above constraints,
generate a new portfolio until the first generation is produced.

3.3 Genetic Operators

The introduction of a non-standard chromosome representation necessitates the
definition of new crossover and mutation operators which are usually more
complicated than traditional ones.

A. Elitism: Rather than the mechanism of reproduction of GA, the mechanism of
elitism instead is applied. In the function of elitism, a certain ratio of elitist
chromosomes is kept into the next generation to avoid losing larger fitness-value
chromosomes.

B. Crossover: The crossover operator generates an offspring portfolio by combining
features of two selected parent portfolios. The crossover point occurs at the gene point
(i.e. gene point divides department) of a chromosome. That is, if a firm has SC strategic
categories, there will be SC -1 possible crossover points.

C. Mutation: The mutation operator must be able to alter some information represented
in the chromosome.

4 Computational Results

4.1 Generating Problem Instances

In this paper, a genetic algorithm is proposed for the considered problem. To
investigate the performance of the proposed genetic algorithm, the solutions solved by
the proposed GA are compared with those solved by AMPL. Each instance includes
three strategic categories in which each bas from 6 with increment 2, to 12 candidate
projects. The required information in each problem instance includes required annual
cost of each project, the risk value of each project, total budget Iimit of each strategic
intent category, and annual budget limit of an organization. Once a problem instance is
generated, it is solved by the GA algorithm. These results then can be compared with
those obtained by AMPL. Time consumption and objective value difference will be
compared. At first we code the proposed GA in VB with Microsoft Visual Basic 6.0,
and then using AMPL to solve the generated problem instances.

4.2 Parameters' Design

Once a genetic algorithrn is developed, its perfonnance strongly depends on the
parameters of GA. In this study, we select five most commonly studied GA parameters.
Different parameter level causes different result even in the same problem instance.
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After an extensive preliminary analysis of the algorithm, three levels for each
parameter values are chosen. Selected design factors and their levels are listed in Table
1. Therefore, to decide the most suitable level of the parameters to get stable solutions
is an important issue. Taguchi method then could be applied to decide these parameters.

Table 1. Design factors and level

Level Elitism rate Crossover rate | Mutation rate Generation size | Generation size
Levell |79.88076164 |79.83005777 79.84899446 79.79792417 79.82297967
Level2 |79.81992428 | 79.85297404 79.83328824 79.84716448 79.8271885
Level3 |79.81805289 |79.83570701 79.83645611 79.87407716 79.86857064

In this study, we want to estimate the main effects of design factors (the interaction
among factors is neglected). An efficient way of studying the effects of several design
factors simultaneously is to plan a matrix experiment using an orthogonal array. For the
inner array, we choose orthogonal array L27 (313) which has 13 three-Ievel columns
and 27 rows. Each row of the inner array L27 represents a design of the process.

After confirming the orthogonal arrays, the next step is to detennine the
signal-to-noise ratio by the experiment data. By defining our case as a type of
maximum problem, the objective function to be maximized can thus be represented by

the following equations.
- 10 log m|:172i [ IZJ:|
n = Y

Where n is the S/N ratio for each experiment; n is the representative number of
measurements and Yi is each observation of experiment. Here Case 6 is taken as an
illustration of Taguchi method. Firstly, 27 S/N ratios of Case 6 are calculated, and then
the average of three levels for each parameter can be obtained, shown in Table 2.

From Table 2, Al , B2, C1, D3 and E3 are the best parameter combination to this
case. The next step is input the above parameter combination to the GA system again.
The output result to Case 6 under this parameter combination is 10044. In Case 6, we
can obtain the fitness value of 10044 by the GA method. The following steps are the
procedure of the confinnatory expenment.

n =S/N = —10 log , (MSD ) =

(13)

Table 2. Average values of three levels for each

Parameters Levell Level2 Level3
Elitlism rate (A) 0.2 0.4 0.6
Crossover rate(B) 0.2 0.4 0.6
Mutation rate (c) 0.2 0.4 0.6
Populationsize(D) 50 100 150
Generationsize(E) 50 100 150
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Step 1. Calculate the S/N optimum

Mo =1+ =)+ (s =10 + W =10

In the above equation, 7 = 7o 72 * - ¥y _ 2155 668649 _ ;4 g59¢

27 27

51, =79.8808 +79.8686 —79.8396 — 79.8396 = 79.94425

Step 2. Calculate the average S/N values

In step 2, we experiment several times by using the best parameter combination to
get the SIN value ofthe results. Here three times are performed, the average SIN value,
79.998 is obtained.

Step 3. Calculate the difference between S/N optimum and the average S/N value
obtained in Step2.
SI/N -SIN,, 79 .998 - 79 .94425

*100 % = 100 % = 0.067 %
SIN,, 79 .94425

Due to 0.067% (less than 20%), this experiment can be confirmed. In addition,
ANOVA is used to calculate the contribution of each parameter of out proposed GA.

4.3 Performance Evaluation of Proposed GA

To evaluate the performance of the proposed GA, the solutions obtained by the GA are
compared with those by AMPL modeling language. Therefore, the value of Difference
Parameter Degree of freedom = [(AMPL value -GA value)/AMPL value] is computed.
Given by the six generated problem instances, Table 3 shows that the proposed GA can
find the optimal solutions as found by AMPL in small problem instances or the
near-optimum solutions even for some slightly larger problem instances. Moreover, the
GA solves our considered problem more efficiently than AMPL does. That is to say,the
time required to find the solution found by GA is far Jess than by AMPL.

Table 3. Solutions found by AMPL and the proposed GA

Problem GA value AMPL value Difference
instance

#1 3747(0.586)* 3747(0.45) 0.00%

#2 6434(11.594) 6434(1.2) 0.00%

#3 7614(19.133) 7716(1.5) 1.32%

#4 7846(27.277) 7962(3.6) 1.46%

#5 10341(30.906) 10461(198) 3.15%

#6 10044(33.625) 10306(3507) 2.54%
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5 Conclusion

The problem considered in this paper is to deal with the issue, balancing the strategic
intent targets, added to a traditional project selection problem which comprises two
issues. In this paper a zero-one integer linear programming model for the considered
problem is proposed and a genetic algorithm (GA) is proposed to solve the problem.
Furthermore, to increase the efficiency ofthe proposed method, GA parameter design in
accordance with Taguchi Method is conducted. Some problem instances are randomly
generated to evaluate the performance of the proposed method by comparing with the
solutions solved by AMPL in small scale of problem instances. From the computational
results, it can lead to a conclusion that the proposed GA provides an efficient solution to
the problem.
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Abstract. The author has been engaging in the research of Tibetan language in-
formation processing techniques, and has presided over the development of
CDMA 450M network-based Tibetan mobile phone and car phone[1],[5], as
well as smart mobile phone Tibetan software package based on Windows Mo-
bile and Android. In 2010, required by China Mobile Communications Group
Co., Ltd. Tibet Branch, Symbian S60 v3 operating system based smart mobile
phones was developed. Through in-depth study of Symbian operating system,
the author firstly proposed Tibetan processing key technology implemented on
Symbian S60 v3 based smart mobile phone.

Keywords: Symbian, Tibetan, Mobile Phone, Input/Output.

1 Introduction

With the development of mobile communication technology and wide use of mobile
phones, the number of mobile phone user grows fast and the demand on Tibetan mo-
bile phone keeps on rising. Therefore, Tibetan mobile phone software package re-
search and development has a special significance in realizing mobile phone Tibetan
processing improving the country’s overall level of information, promoting socio-
economic development of minority areas.[9]

The implementation of Tibetan input/output is the core of mobile phone Tibetan
processing technology.[13] This paper firstly proposes a kind of Tibetan input/output
technology based on Symbian S60 v3 operating system, designs a strongly adaptable
Tibetan keyboard layout, which achieves fast Tibetan input and fills the blanks of Ti-
betan processing in the open source operating system of smart mobile phone.

2 Symbian and Its Input/Output Technology

2.1 Symbian

The predecessor of Symbian operating system is British Psion’s EPOC operating sys-
tem. It is an open and standard multitasking operating system. As a very mature

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 77-83.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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operating system, Symbian has the following features: efficient memory management,
multi-tasking, smooth running and switching, good openness. Currently, according to
different man-machine interface, Symbian’s UI platform includes S60, S80, S90 and
UIQ, etc, of which S60 platform is very popular among manufacturers and users. In
the context of open source, research on Symbian operating system and its localization
has become possible. At present, the main development languages supported by Sym-
bian are Java and C++; Symbian Tibetan input/output is achieved on Symbian S60
v3.[6],[7],[8].

2.2 Symbian Input Interface

The input method in Symbian operating system is implemented by FEP (Front End
Processors) interface. Located in the position between the user and the application,
FEP is used by the system as a dynamic link library to implement text input through
some input method. It can receive user input (key, mouse, sound, etc), and send text
or symbols to application. The workflow of FEP is shown in Figure 1.

Enter |
Acquire input
l method focus
Parameter initialization Key # l
1. ilnputCapabilities Deal with input

2 ilnputMmllc Switch input by rules
i‘. 1ln51dl;lnlmclzdxlmg method mode l
ransaction
Function key Define with rulgs
l auch s exit Updmchphllm_cTcle
Chock and set 0, 1 ormany time
the input mode
¢ 1hput mode Destruct concrete ¢
instance and exit
- text editor
CommitFeplalineEditL

Transfer to | “Significant”
keys

StartFeplnlineEdit

CancelFeplnlineEdit

Transfer to | after

focus release

Fig. 1. FEP Workflow
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3 Implementation of Symbian Tibetan Input/Output

3.1 Implementation Principle

Developers can implement the input method through inheriting basic class CcoeFep
of FEP. CcoeFep has ten interface functions, of which the most important two are as
follows:

IMPORT_C CCoeFep 3 NewFepL (CCoeEnv&, const TDesC&, const CCoeFepPa-
rameters);

IMPORT_C void SynchronouslyExecuteSettingsDialogl. (CCoeEnvé&, const
TDesC&);

Interface NewFepL () returns to an input object pointer, this object has the highest
authority for input event and can carry out input event processing before applica-
tion. This interface is called in the initialization of each application. Interface Syn-
chronouslyExecuteSettingsDialogL ( ) returns to an input method setting dialog
box.

In addition to inheriting basic class CCoeFep, Symbian Tibetan input method dy-
namic link library CTibetanFepPlugin still needs to achieve two important functions:
constructor and HandleChangeInFocus ( ). The most important task of constructor is
to create CTibetanControl, which is the prompt box of Tibetan input method and is
used to receive user’s input. When a control in the operating system has the focus,
HandleChangelnFocus function is used to announce focus change to Tibetan input
method. If the current control can accept text input, the input capability information
includes an interface named MCoeFepAwareTextEditor. Tibetan input method calls
MCoeFepAwareTextEditor interface and communicates with the current control.
MCoeFepAwareTextEditor interface has four main functions: StartFepInlineEditL(),
UpdateFepInlineTextL ( ), CommitFeplnlineEditL( ) and CancelFeplnlineEdit( ).
These four functions are used to control the control input status. StartFepInlineEdit is
used to indicate the beginning of a text input, and then the input method calls Upda-
teFepInlineTextL to update the current input method status based on input status. If
the input is completed, the input method calls CommitFeplnlineEditL to submit input
text to the current control; if the user cancels the input, CancelFepInlineEdit is
called.
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3.2 Input State Transition Diagram Is Shown in Figure 2

Input “*7key

Initial state

Wait for “0" Key

Fig. 2. Tibetan Input Method State Transition Diagram

3.3 Coding Scheme

Tibetan coding uses “Information technology-Tibetan coded character sets for infor-
mation interchange, Basic set” (hereinafter referred to as the “Basic Set”) and “Infor-
mation technology- Tibetan coded character set-Expansion A” (hereinafter referred to
as “Expansion A”) national standards. The “Basic Set” coded character set is located
in Unicode (ISO/IEC 10646 BMP) U+0F00~U+0FBF; “Expansion A” coded charac-
ter set is located in Unicode (ISO/IEC 10646 BMP) 0xF300~0xFS8FF, that is, the
PUA area. [3],[10]

“Information technology- Tibetan coded character set-Expansion B” (hereinafter
referred to as “Expansion B”) national standards collect 5702 Sanskrit Tibetan charac-
ters and all characters are encoded in a OF of GB 13000.1-1993, whose location is
0xF0000-0xF1645, and the code of each character consists of 3 bytes. Because the
encoded characters in “Expansion B” are less used Sanskrit Tibetan characters, which
are rarely used in handheld devices, there is no need for Tibetan input/output to sup-
port “Expansion B”. [4]
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3.4 Keyboard Layout

The keyboards of most mobile phones are composed of 12 keys, in 3x4 array. To rea-
sonably arrange Tibetan words on limited keys, Symbian Tibetan input method ar-
ranges the first 28 words of 30 Tibetan words in keys 1 to 7 every 4 of them accord-
ing to Tibetan classification. According to Tibetan grammar, the 29th and 30th words
have no super-fix or sub-fix but can only be spelled with vowel signs; therefore, to
reduce repetition rate of input method, arrange these two words on key “8” and “9”
respectively and also put the 4 vowel symbols on these two keys. Arrange the most
commonly used Tibetan word delimiter in key “0” and common Tibetan symbols and
numbers on key “*”; achieve “Enter” type through double-clicking and achieve
“Space” character input by double “0” click. [2],[3],[5],[11],[12]

The input method designs keyboards for Tibetan and commonly used Sanskrit
Tibetan characters, as shown in Figure 3. The two keyboards achieve switching by
key “#”.

r \.' - %
17 @9 26::5&'3 35 8 ]1 P ' [3”? 1
‘ i @:n] l ABC J ﬁ A ‘ i F ﬂ S afnﬁ ? L7 gaﬁg
[4:!&:q51[56’6§$"&5 6@12.—1!1“1]4&““* \F déﬁ'% 16 H,H-:E:: ]
GHI b, JKL MNO GHI JKL L MNO i
L _PORS | Tu v . WXYZ ) T wxvz
[ * s l LA ][ AU } * s [0 - e "#mmm ‘

Fig. 3. Input Keyboard Key Position Diagram

The Tibetan shown in Figure 4 means I'm a teacher in the school. According to the
Tibetan coding scheme and keyboard layout design, the corresponding keyboard input
code and internal code is as follows.

Tibetan input method keyboard input code:

10,77940,175680,3190,7130,6830

Tibetan word internal code:

0F440F0B,F5D90F560F0B,F36CF5910F0B,0F5 1 F35E0F0B,F3740F530F0B,F5A40
F530F0D

S ER YRR HE Q|
Fig. 4. Example of Tibetan

3.5 Font

Symbian S60 v3 Tibetan input/output uses TrueType font, and use the third-party
software to use Tibetan font file to replace system font file.
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4 Instance of Input Method Application

In Symbian input/out system structure and technology environment, the author has
developed and achieved Symbian S60 v3 Sunshine Tibetan Input Method. Figure 5 is
an instance of Tibetan input method application in Nokia N86 smart mobile phone.
The interface includes Input Method Icon, Candidate Window and Text Window. It is
known from the concrete instance that the Symbian S60 v3 based Tibetan in-
put/output technology of mobile phone is feasible and effective.

Input method Icon

Candidate window

Associational window

Text window

Fig. 5. Example of Input Method Application

5 Conclusion

There is significant difference between Symbian Tibetan input/output technology de-
velopment and development of Windows Mobile and Android Tibetan Input/out tech-
nology. Through in-depth study on Symbian input/output system structure and its
technology environment, the author first proposes a kind of Tibetan input/output
technology based on Symbian S60 v3 smart mobile phones to achieve fast Tibetan in-
put. In order to make Tibetan keyboard layout adaptable to most mobile phones, a
highly adaptive Tibetan keyboard layout is designed by the own national patent, lay-
ing the basis of standard for Tibetan mobile phone keyboard layout. The technology is
a kind of technological innovation, filling the blanks of related fields both at home
and abroad. Symbian S60 v3 Tibetan package is the world’s first one winning Sym-
bian official certificate and digital signature.
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Abstract. Pulse Coupled Neural Network (PCNN) model has been widely used
in digital image processing, but its parameters determination is always under a
difficult situation. This paper analyzed the firing time of the coupled linking
PCNN, and indicates the difference between theoretical firing time and actual
firing time when the neuron is under the influence of the neighboring neurons.
By analyzing the influence of the parameters on the coupling effects of neigh-
boring neurons, a new method of setting parameters is proposed in image seg-
mentation. Revealing that only with the proper parameters setting, can the theo-
retical firing time and the actual firing time of the neuron be consistent, so that
the pulse burst characteristics of PCNN can be truly realized. For Lena image
segmentation, etc, the similar effects is obtained with the traditional experience
parameters, and showing validity and efficiency of our proposed method.

Keywords: PCNN Model, Neuron Firing time, Neuron Firing Characteristics,
Parameters Determination.

1 Introduction

The PCNN, is a neural network of pulse-coupled neurons connected with image pix-
els. Each image pixel is associated with a neuron of the PCNN. As shown in Fig.1, a
single neuron model consists of five discrete subsystems: the coupled linking, the
feeding input, the modulation, the dynamic threshold, and the firing subsystem. The
state of a neuron (firing or outfiring) is dependent upon the output of firing sub-
system. In PCNN model, the network performance are influenced by the linking
weights matrix W, decay time constants a,, linking weight amplification coeffi-

cients V, and V,, internal activity item /. So parameters determination is very im-

portant [1,2] in PCNN applications. The excitation of a neuron causes the excitation
of neighboring pixels with the similar gray value, which are called synchronous pulse
burst characteristics. A variety of image processing mentioned above can be realized
by using this kind of characteristics.

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 85-P1].
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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coupled linking subsystern<  modulation subsysteme  dynamic threshold subsystermn.

' i
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Fig. 1. Pulse Coupled Neuron Model

Recent years, automatic parameters determination of PCNN has had some re-
search[3-6], however, most algorithms focused on the characteristics of image itself,
so each method has its weak points.

2 Characteristics Analysis of the PCNN Model

2.1 The PCNN Mathematical Model

When the PCNN is applied to image processing, generally the simplified model is
used, as shown in the following difference equations:

F,(m)=S,. (1)
L,(n)= VLZWWYM (n—1. 2)
U, ()= F,(m)1+BL,(n) . 3)
Y,(n)=¢€lU,(n)- E;(n)]. 4)
E, (n) =e 't E (n-1)+V.Y,(n-1). (5)

Both the coupled linking subsystem and the feeding input subsystem act on the mod-
ulation subsystem, thus the state of a neuron, which is also the output state of the fir-
ing subsystem, is dependent upon the step function £[U ,(n) — E,(n)] , and the state of

this neuron also affects the neighboring neurons by the coupled linking subsystem of
the neighboring neurons. When the gray value of the neighboring neurons (pixels) is
close to this neuron (pixel), the neighboring pixels will be fired, which is called the
capture characteristics and synchronous pulse bursts characteristics of the PCNN
[7-12].
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2.2 Analysis of the Neuron Firing Mechanism

From Eq.(1) to Eq.(5), gives

ij

Y,(n) = €[S, + SV, D W, Y, (n=D)=e FE,(n-1)=V,Y,(n=D] . (6)

Suppose that the initial value of dynamic threshold E'is 0, the initial value of  Y;;(n)

is 0, and the initial value of linking subsystem is 0.Thus during the iterations the firing
states of the neuron shown in Eq.(6) are discussed as follows:

1) When n=-1,E,(-1)=0,Y,(-)=0 and L,(-1)=0. So the neuron is not

fired.
2) When n=0, gives

E,(0)=¢ " E, (-1)+V,Y,(-) =0
Lij 0= VL zvv,jszykz (-D= VLZVVWYM (-D= C:jj
K 7
U;/ 0= S;/ + ﬂS//C// = S;/ I+ ﬂcv)

where Y, (—1) is the firing state of the neuron in the former iteration, and W, is the
connection weights between the neuron and the neighboring. The value of C,is de-

pendent upon the firing state of the neighboring neurons. Thus
Y,(0)=£[U,(0)— E, (0)] =1

Which means that the neuron is fired in the first iteration.

3) Suppose that the neuron is fired for the second time when n = n, . Therefore
from the Eq.(6), gives

e Y 4t e FVLY (n, —2)++V,Y, ((n, ~ 1) =S, (1+ BC,) .

ie.
1, S,A+p8C,)

In———.

~(np-2)ag; _ _
e V.=S 1+pC)=>n =1——
=S, 5C) =, = 1= =

According to above analysis, the firing time 7, of the neuron is given in Eq.(7)

s, 1+ AC,
n, =1-—1In 1+ AC)

T — (m=012--) . (7
a, V(e +e®  +teF +-itemF)

Eq.(7) shows that the firing time of the neuron is influenced by both the gray value
S, and C, . In addition, for the operation of the computer has only the output at the

integer time, it may cause that the different gray values have the same firing time, and
the pixels with different C; are probably same in firing time, as shown in Fig.2(b).

i

This situation will break the biological characteristics of PCNN. Fig.2 shows that the
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influence of C, on the firing time have to do with the parameters a, and V.
When a, tends to be smaller, the theoretical firing time and the actual firing time
decided by C, are to be more concordant. In this way of setting parameters, the ma-

thematical characteristics of PCNN and the actual operation of the computer will
coincide, so that the pulse burst characteristics of PCNN will be truly realized.
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Fig. 2. The firing time n, with the different C, (S, =1, =1, V, =1, V,=1)

3 Parameter Determination of the PCNN

In the above analysis, we supposed the gray value S; =1 , it stated that when
a;<0.01, the theoretical firing time and the practical firing time can show a tendency

to coincide. In addition, according to Eq.(7), the second firing time of the neuron can
be gained
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S, (1+fC,
nzzl_ilnv(iﬂu) _ (8)
ag VEeaE

From Eq.(8), we can find that the bigger the gray value, the smaller the firing time
when the parameters of PCNN keep constant. In order to raise the pulse burst effi-
ciency of PCNN, the maximum gray value of the image should be fired at the second
iteration, gives

S max A+ BC;;
nzzl—ilnimax( A ’f)sz .
ag VEeat

1.€.
Vi < S 1+ BCy) 9

And by the image segmentation experimental, we found that when the value of V,

and normalization maximum gray value of the image are equal to each other, the pre-
ferable segmentation result can be achieved, and in this situation V, also meets

Eq.(9). By the above analysis, we obtain the way of setting parameters a; and V,,
so the algorithm flow of PCNN image segmentation can be given:

1)  Calculate the maximal gray value S of the image;
2) Let pg=1,V, =1, W=[0.10.10.1;0.1 100.1;0.1 0.1 0.1];
3)  Let the theoretical firing time be ny, and the actual firing time be n,, .

when ag decreasing from 0.5 in step of 0.01, make C, increasing from 0 to 0.8

0.8
in step of 0.1, when Z
C;=0

No; —Nog
ny

<&, ay canbe got;

a

4) Let Vp=S§
5)  Start the coupled linking PCNN, and stop it when the cross-entropy of an ite-
ration output is greater than the previous iteration.

max °

4 Experimental Simulation and Analysis

We use a great deal of images to test the image segmentation algorithm and compared
with the traditional experiment parameters. Cameraman image, for example, let
£ =0.5, the experimental results are shown in Fig.3, and PCNN is stopped in the fifth
iteration. Fig.4 shows segmentation result comparisons of our proposed method with
traditional parameters, it shows that our algorithm has obtained the same results and
faster speed for only computing two parameters.
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Fig. 3. Image segmentation of this paper ( ce(n) is cross-entropy of the n" iteration )

\ ° o 00 g
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(a) Opt1ma1 results of th1s paper

(b) Results of traditional parameters

Fig. 4. Segmentation result comparisons of our proposed method with traditional parameters

5 Conclusions

Image processing of PCNN is based on the characteristics that the different gray pix-
els have different firing time. This paper has analyzed the firing time of the coupled
linking PCNN, and indicates the difference between theoretical firing time n), and

actual firing time n,, when the neuron is under the influence of the neighboring
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neurons. This paper also analyzes that how the parameter influences on the coupling
effects of neighboring neurons. And discovering that only with the proper parameter
setting, can the theoretical firing time and the actual firing time of PCNN be similar,
so that the truly realization of the pulse burst characteristics of PCNN will be assured.
By the experiment simulation, our algorithm obtains the similar effects compared
with the traditional experiment parameters, and it also has faster speed. But this algo-
rithm has normalized other parameters, and these parameters influences on the PCNN
characteristics will be researched in the further.
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Abstract. The classic algorithms of Hierarchical Task Network (HTN) planning
focus on searching valid solutions with knowledge learning or heuristic
mechanisms. However, there is little work on the planning optimization,
especially on handling the problem in the situation that there is little heuristic
knowledge to guide the optimum solution search process while many
non-optimum solutions exist, or there is significance interactions between the
abstract intermediate goals as which are not independent. This paper put forward
a messy genetic algorithm (MGA) to solve the optimum solution searching
problem of HTN planning in the above situations. Length-variant chromosome is
introduced to represents the possible planning solution in form of decomposition
tree with dynamic node numbers. Simulation results indicate that the MGA can
locate the optimum solution among the huge search space with about
3x2" possible solutions within 6 seconds.

Keywords: Hierarchical Task Network, Messy Genetic Algorithm, Optimum
Solution Search.

1 Introduction

Hierarchical Task Network (HTN) [1] is a hierarchical abstraction model, which treats
planning as the mission-performing process. It decomposes the high-level goal and the
intermediate compound tasks (abstract level) into the primitive tasks that can be
executed directly (concrete level). The execution of a primitive task is called an
“action”, and the planning process is to find a course of actions (COAs) with total or
partial order constraints that can achieve the high-level goal mission. Based on this
ideal, the planner as SHOP2 [2] are developed. However, the HTN based planner is
baffled by the follows problems:

(1) The compound tasks in the abstract level are always dependent with each other in
practical missions. If we want to search the (optimum) valid solution for a HTN
problem, we always baffled by the too much backtracking operation.

(2) As the number of the possible solutions for the same HTN planning problem
increases exponentially with the number of decomposition methods of each compound
task node, the optimum solution search of the HTN planning problem becomes a
NP-complete problem [8].

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 93-P§.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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2 Related Works

In HTN planner, only the methods whose preconditions are satisfied can be selected
during the decomposition process of the high-level goal missions. Therefore, the
constraint validation for method is a key problem for HTN planning [3]. In order to
search the desired solution, knowledge learning and Heuristic method are introduced
into the HTN planners [4, 5]. However, because those algorithms always offer
preferable decomposition strategy based on current planning states, a large number of
backtracking operations are needed. SONG et al [6] adopt a segmented backtracking
method, which can builds a number of plans quickly by utilizing pieces of
action-sequence produced during search process. This algorithm can provide powerful
support to optimum plan generation and plan evaluation in ordered task decomposition
(OTD)-based [7] HTN planning. As to reduce the search space, Reiko Tsuneto et al [9]
preserve all possible decomposition strategies in an AND/OR graph, and prune the
invalid branches with domain knowledge to dwindle the search space. The classic
planning system SHOP2 [2] uses Branch-and-Bound optimization algorithm to guide
the decomposition of the HTN to the preferable solution. It is a heuristic search
algorithm requiring the domain knowledge for Branch-and-Bound. Recently, Chad
Hogg et al [10] generate high quality plans through learning HTN methods.

This paper addresses the optimum solution search problem in HTN planning when
there is little domain knowledge to guide the search process, and there is significance
interaction between the abstract compound tasks. In section 3, we formalize the
problem and build the basic model. MGA is described in section 4, in which
length-variant chromosome is introduced to represents the possible planning solution in
form of decomposition tree with dynamic node numbers. Section 5 is the simulation
experiments, the results of which illustrates that the MGA is a feasible approach for the
optimum solution search of HTN planning. Section 6 is the conclusions.

3 Problem Formation and the Basic Model

Definition 1. For the high-level goal mission G, by using the HTN methods set M
to decompose it completely with constraint satisfied, we define the completely
decomposed multi-level task network as the ordinary decomposition tree. All the
ordinary decomposition trees of G construct the set Tr(G).

The ordinary decomposition tree is the general solution of the planning, which can be
denoted as:

tr ={root(tr),nodeset(tr), methodset(tr),constrset(tr)}

in which, root(tr) is the root node of the tree while root(tr) =G . nodeset(tr) is

the node set containing all the task node of #r with the non-leaf nodes representing the
compound tasks and the leaf nodes representing the primitive tasks.
methodset (tr) represents the methods set which contain all the selected methods

during the decomposition process. constr(tr) is the aggregation that contains all the

constraints among the node of nodeset(tr) and the preconditions of the whole
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selected methods contained in methodset(tr) . Evidently, each level of the
decomposition tree is a task network.

Definition 2. If fre Tr is an ordinary decomposition tree of G, and the leaf task
nodes of #r compose the optimum COA that can be executed to achieve the goal G ,
we define #r as the optimum decomposition tree. All the optimum decomposition

trees of G construct the set 77, (G) .

Definition 3. Suppose there are two ordinary decomposition tree f; and fr; of G
with two task compound nodes 7,, € nodeset(tr;) and t,; € nodeset(tr;) . Evidently,
t, and t, can be completely decomposed into two subrees subtr,e tr, and

subtr; € tr; with root(subtr) =t , root(subtr;)=t, . We call subtr, and

subtrj are the equivalence subtrees if the follows condition satisfied:

(1) ¢, and 1,; represent the same task;

(2) methodset(subtr,) # methodset(subtr,) ;

(3) all the constraints contained in constrset(subtr) is consistent with
constrset(tr;) and all the constraints contained in constrset(subtr_/.) is consistent

with constrset(tr,) .

Especially, if methodset(subtr;) = methodset(subtr;) and the other two conditions
are satisfied, subtri and subtrj are the same trees. The existence of the equivalence
subtrees means that a compound task can be finished through different manners.

Theorem 1. Exchanging two equivalence subtrees of two different ordinary
decomposition trees will get two new ordinary decomposition trees:

Proof: Because the resultant trees are completely decomposed and all the constraint
conditions in each resultant tree are conflicts-free, theorem 1 is always true.

4 MGA For Optimum Solution Search of HTN

During the decomposition process of G, many compound task nodes may have
multiple available decomposition methods, which makes the number of nodes and
layers of the decomposition trees change dynamically. If we use the chromosomes to
encode the decomposition tree, the length of the chromosome should be variable.

Designation of Initial Population. Suppose that u€ U is a task node of the ordinary
decomposition tree #r; and ¢ is the corresponding task, we have:
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(1) if ¢, is a compound task, the decomposition method set M, of ¢ is:

u
M L= {m, |task(mi) =t,} . As encoding the decomposition tree fr; by a
length-variant chromosome, we treat #, as gene locus ID and the actually selected
decomposition method m, € M, as the genetic information. #, and m; compose a

gene unit.
(2)if 1, is aprimitive task with M, = &, function f(t,) isdefined as the utility

function, which evaluate the execution cost or effect of primitive task f,. ¢, and

f(,) alsocompose a gene unit.
We define the chromosome of the ordinary decomposition tree as follow:

Chromosome(i) ={(t,, , gene, )|t,, € nodeset(tr;),k€[1,N;],1<i, <N}

tuik
while N, isthe length of Chromosome(i) , which is equal to the number of nodes in

m. (t, genetwk) is a gene unit with 7, is the gene locus ID and gene, is its

1

genetic information. We have:

m, (m, €M, ) ifz, isacompound task
i * i :
gene, = . . o
k f@,) ift, isaprimitive task

The gene unit ranked in the chromosome is based on the tree’s root-first traverse
algorithm. Then, the whole nodes of a subtree are ranked in the near offside of the
subtree’s root node, through which all the nodes of a subtree can compose a continuous
gene segment.

The MGA starts with a randomly selected chromosome returned by the
Abstract-HTN algorithm as the initial population that encodes a set of possible
solution.

Crossover Operator. In MGA, crossover operator is composed of cutting operator and
splicing operator [11]. As to ensure that the new chromosomes generated by cutting and
splicing operation still represent the ordinary decomposition trees of HTN, we should
strictly control the positions of the cutting and splicing operation. As the nodes of a
subtree compose a continuous gene segment in the chromosome, exchanging the
subtrees of two ordinary decomposition trees can be handled by the replacing of two
gene segments with each other. Therefore, during the MGA process, the cutting
operation is searching the equivalence subtrees of two parents’ ordinary decomposition
trees, and then, cutting out the gene segment of the equivalence subtrees in each
chromosome. Splicing operator is replacing the two gene segments with each other.
Based on Theorem 1 we can infer that the offspring chromosomes are also represent
two ordinary decomposition trees of the HTN planning problem.

Mutation Operator. Mutation operator stochastically selects a non-leaf node in the
chromosome and reconstructs the subtree whose root is the selected node by
Abstract-HTN algorithm. Because the order of the task nodes stored in its chromosome
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is root-first traverse sequence, the mutation operation makes the gene segment where
the subtree stored mutate stochastically. According to the properties of HTN, the higher
the non-leaf node’s layer (in the ordinary decomposition tree) is, the more offspring
nodes the non-leaf node has, and the more remarkable gene mutation takes place. As
the mutation process take the constraint validation into account, the mutated
chromosome still represents the ordinary decomposition tree of the HTN.

Fitness Function. Fitness function is used to measure whether the possible solutions of
the planning is good or not. Because a possible solution of the HTN planning is a COA,
which is composed by the primitive tasks (leaf tasks) of an ordinary decomposition
tree, the fitness function of the possible solution can be defined as:

F(CoA)=) f(t,)

in which, 7, is primitive task, f(¢,) is the measurement of the task’s executing

result as defined in section 4.1, such as the consumption of the resource or execution
effect and so on. F(COA) is the comprehensive evaluation of all the primitive tasks.

5 Simulation Experiments

We construct a HTN with the max layer number N=6 . The number of nodes in each
layer is no more than 2V' We define that the resource consumption of one primitive

and ¢ have

task is one unit. Primitive task 7, has resource conflict withz,, 616

resource conflict withz ,, , they can’t exist in the same COA in couple. Evidently, there

is little heuristic information can be used to guide the decomposition process. Now, we
use the MGA to search the solution with the least resource consumption. During the
algorithm, the selection operator is that the optimum parent individual is reserved to the
offspring and the worst is eliminated directly. The size of initial population for MGA is
20, Crossover probability is 0.8, mutation probability is 0.2, and genetic generations are
300, the fitness function is finding a solution with least resource consumption. The
search processes is showed in Figl. The computer is Intel(R) Core(TM) 2 CPU 6320 @
1.86GHz. The searching process last not more than 6 seconds.

The MGA return the optimum solution with the least resource consumption of 20
units. It shows that the MGA can locate the optimum solution among the huge search
space effectively when some of the solutions of the abstract compound tasks are not
independent.

6 Conclusions

MGA is a feasible approach for optimum solution search problem in HTN planning.
For practical planning, we need to search the optimum COA that takes the temporal,
resource and the execute effect into account. It is difficult to locate the optimum
solution if there is little knowledge for heuristic algorithms to guide the optimum
solution search process. The MGA discussed in this paper can give some contribution
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to this problem. Furthermore, as some subtrees contain the same topology structure, the
encoding method and crossover, mutation operations discussed above may be used for
searching the smallest tree in the network. We should do further research about this in
future.

References

(1]

(2]

(3]
(4]
(5]

(6]

(7]

(8]
(9]

[10]

[11]

Erol, K., Hendler, J., Nau, D.: HTN Planning: Complexity and Expressivity. To appear in
Proc. AAAI (1994)

Nau, D., Au, T.-C., llghami, O., Kuter, U., William Murdock, J., Wu, D., Yaman, F.:
SHOP2: An HTN Planning System. Journal of Artificial Intelligence Research 20, 379-404
(2003)

Surynek, P., Bartdk, R.: Encoding HTN Planning as a Dynamic CSP. In: van Beek, P. (ed.)
CP 2005. LNCS, vol. 3709, pp. 868—868. Springer, Heidelberg (2005)

Iighami, O., Nau, D.S., Muoz-Avila, H., Aha, D.W.: Learning preconditions for planning
from plan traces and HTN structure. Computational Intelligence 21(4), 143-388 (2005)
Ilghami, O., Nau, D.S., Munoz-Avila, H.: Learning to do htn planning. In: Proceedings of
the Sixteenth International Conference on Automated Planning and Scheduling, pp.
390-393 (2006)

Song, J.-G., Cha, J.-Z., Lu, Y.-P.: Multiple Plans Oriented OTD Algorithm for HTN
Planning. Journal Of Beijing Jiaotong University 33(4) (2009)

Nau, D., Aha, D.W., Muiloz-Avila: Ordered task decomposition. In: Gil, Y., Myers, K.
(eds.) Representational Issues for Real-World Planning Systems Papers from the AAAI
Workshop (Technical Report WS-0018), AAAI Press, Menlo Park (2000)

Tsuneto, R., Nau, D., Hendler, J.: Plan-Refinement Strategies and Search-Space Size. In:
Proceedings of the European Conference on Planning (ECP), pp. 414—426 (1997)

Tate, A.: Generating project network. In: Proceeding of the International Conference on
Artificial Intelligence (IJCAI), pp. 215-218 (1975)

Hogg, C., Kuter, U., Mufioz-Avila, H.: Learning Methods to Generate Good Plans:
Integrating HTN Learning and Reinforcement Learning. In: Proceedings of the
Twenty-Fourth AAAI Conference on Artificial Intelligence (2010)

Wang, X.-P., Cao, L.-M.: Genetic Algorithm: Theorem, Application and Software Practice.
XTI’ AN JiaoTong University Press (2002)



Research on Rule-Based Reasoning Methods Oriented
on Information Resource Ontology

Gang Liu'*, Lifu Feng"®, Ying Liu'*, and Zheng Wang®

' College of Computer Science and Technology, Harbin Engineering University, Harbin
*liugang@hrbeu.edu.cn, ®$310060003@hrbeu.edu.cn,
©5310060112@hrbeu.edu.cn
% Software Engineering, University of Sydney

Abstract. This paper studies semantic retrieval method based on rule-based
reasoning under support of ontology. In the support of ontology knowledge
base, this system faces ontology structure-based metadata, according to related
concepts and reasoning rules, looks for implication relationship and digs out
implicit information. We extract reasoning rules from semantic relationship of
audit information, and present Smallest Connected Subgraph Generation
Algorithm, Connected Componets Generation Algorithm and Connected
Componets Matching Rules Algorithm; these three algorithms are in solving
problems in the process of reasoning, implement the reasoning function.
Through case analysis, we verify the application probability of these algorithms
in audit information resource retrieval.

Keywords: information resource retrieval, ontology, rule-based reasoning.

1 Introduction

In contrast to keyword matching-based traditional information retrieval, intelligent
retrieval introduces semantic processing in the retrieval process [1], [2]. Semantic,
which computers can handle, is the symbolic logic relationship between objects, these
logic symbols represent the concepts of natural language [3]. After abstracting the
concepts, semantic retrieval gets the true intent of the users, uses semantic
relationship between concepts and reasoning, semantic information retrieval digs out
hidden knowledge in information repository.

In the past, auditors use various types of audit information resources through
manual search. To help auditors using variety types of related resources easily and
quickly, this paper studies semantic retrieval methods based on rule-based reasoning
under support of ontology and their implementations in the audit guidance systems.

2 Background and Description of the Problem

Throughout the system, ontology is information organization framework of the
system. Analyze information resources, annotate domain resources according to the
ontology and the formed the meta-data formation is to be stored in the metabase.
Semantic reasoning, retrieval system calls inference engine, uses ontology concepts,

Y. Wang and T. Li (Eds.): Foundations of Intelligent Systems, AISC 122, pp. 99-104.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



100 G. Liu et al.

instances (metadata), reasons according to the relationship of concepts and inference
rules, generate the results and add them to the ontology library [4]. The system search
results in the ontology library for the user's query request. As ontology the repository
is metadata which is the result of reasoning, matching results will contain implicit
conclusion in accord with the rules of logical reasoning, so that reveals the inner
profound relationship of things, implements intelligent retrieval [5].

3 Reasoning Algorithms in the Semantic Search

3.1 Initial Query of the Ontology and Ontology Smallest Connected Subgraph
Generation

Definition 1: ontology O is looked as a directed graph <V, E>, if for any two nodes x
and y, there is an edge of x point to y, this is expressed as conn (X, y);

Definition 2: ontology O is looked as an undirected graph <V, E>, if for any two
nodes x and y, there is an edge of x point to y or an edge of y point to X, this is
expressed as conn (X, y);

Definition 3: In ontology O, if there is an edge starts from x to y, it is expressed as
edge(x, y).

Algorithm 1.1: Smallest Connected Subgraph Generation

Input: ontology O; initial query node set S;
Output: the smallest connected subgraph G in O which contains all nodes in S

Graph G
while S != NULL do
for each node x in S do
remove x from initial query node set S
procedure a(x)
begin
for each y that conn(x,y) then
if y is in initial query node set S then
add edge(x,y) into Graph G
remove vy from initial query node set S
a(y) // recursion
if edge(x,y) in the path is not located between two
nodes in S then
remove edge(x,y) from Graph G
end

According to algorithm 1.1, we get Theorem 1.

Theorem 1: In the directed ontology O, if there are x, y, z, where X, y is in the initial
query node set S, if conn (x, z), conn (z, y) and !conn (X, y), then edge(x, z) and
edge(z, y) are in the smallest connected subgraph.

According to algorithm 1.1, we will get the graph which contains all nodes in the
initial query node set S (subgraph of the original ontology O), but in some special
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cases, the resulting graph is not a connected graph. Aim at this limitation, we propose
algorithm 1.2, which is similar to algorithm 1.1, just considered the directed
connection conn (X, y) as an undirected connection to calculate the smallest connected
subgraph.

3.2 The Establishment of Rules

This paper studies ontology-support semantic retrieval, the establishment of rules
mainly depends on all relevant relations between resources. Rules are formed of first
order predicate logic that, in the retrieval process they are integrated into the ontology
inference engine to support semantic reasoning.

Ontology-support reasoning retrieval, the establishment of rules based on semantic
relations of specific domain ontology and description of the external properties in the
resource, more complex inference rules, more in-depth semantic logic level search
will be, retrieve accuracy and breadth will be improved.

3.3 Rule-Based Reasoning

Based on the smallest connected subgraph, we achieve rule-based reasoning. Start
from each node of the smallest connected subgraph, travel the smallest connected
subgraph, generating a collection of connected components (algorithm 2.1 and
algorithm 2.2), then traverse each connected component, and match the rules in the
rule base (see Algorithm 3), obtain reasoning results if matching successfully.

Algorithm 2.1: Connected Components Generation Algorithm

Input: smallest connected subgraph G; initial query node set S;
Output: a collection of connected components T

connected component K
for each node x in initial query node set S do
procedure a(x,K)
begin
if conn(x,y) then
add edge(x,y) into connected component K;
a(y,K); // recursion
remove edge(x,y) from connected component K;
else
add connected component K into a collection of
connected components T;
end

According to algorithm 2.1, we will get all the connected components of a given
smallest connected graph, but in some special cases, the collection of connected
components generated by algorithm 2.1 may be empty. Aim at this limitation, we
propose the generated connected components auxiliary algorithm 2.2, when the
connected components set we obtain in accordance with algorithm 2.1 is empty, we
generate a collection of connected components set by reversely traversing the smallest
connected subgraph.

Definition 4: In a rule base R, the antecedent of a rule r is expressed as “before”, that
consequent is expressed as “after”.
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Algorithm 3: Connected Components Matching Rules Algorithm

Input: connected component K; rule base R; initial query node set S;
Output: reasoning result Q

Result Q
temp reasoning resultset T
x 1s the head node of K
y 1s the next node of x in K
procedure a(x, Vy)
begin
for each r in R do
if edge(x, y) belongs to r.before and in r.before
this term has not been satisfied
then
the number of terms in r.before minus 1;
if the number of terms in r.before is 0
then
add r.after into Q;
add r.after into T;
a(y,y->next); // recursion

while T! = NULL do
for each edge(x,y) in T do
for each r in R do
if edge(x,y) belongs to r.before and in
r.before this term has not been satisfied
then
the number of terms in r.before minus 1;
if the number of terms in r.before is 0
then
add r.after into Q;
add r.after into T;
end

4 Application of Rule-Based Reasoning in a Retrieval System

4.1 Time Complexity Analysis

For algorithm 1.1 and algorithm 1.2, suppose size of initial query node set S is n, and
in ontology the maximum number of the nodes connected to a node in S is k, in the
worst case, the time complexity of algorithm 1.1 and algorithm 1.2 is O (kn).

For algorithm 2.1 and algorithm 2.2, suppose size of initial query node set S is n,
each node in S will be in a connected component, in the worst case, the time
complexity of algorithm 2.1 and algorithm 2.2 is O (n).

For algorithm 3, suppose the number of connected components is n, the maximum
number of nodes in a connected component is k, the number of rules is m, the
maximum number of antecedents of a rule is t, matching rules by a connected
component, the time complexity is O (kmtn), the results generated by matching a rule
also can be prerequisites used to match the antecedent of other rules, the time
complexity is O(mztn), so the total time complexity is O ((k + m) mtn).
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4.2 Experimental Results

In order to validate this study, we established a retrieval experiment system, on the
basis of building audit policy ontology, test these algorithms. An ontology structure
fragment is shown in Figure 1.

The system performs the reasoning task, and gets the reasoning results. Suppose
the user wants to know the description of “payment sum” in