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Preface

We would like to extend our warmest welcome to each conference attendee. The
2011 International Conference on Intelligent Systems and Knowledge Engineering
(ISKE2011) is the sixth in a series of ISKE conferences, which follows the successful
ISKE2006 in Shanghai, ISKE2007 in Chengdu, and ISKE2008 in Xiamen, China,
ISKE2009 in Hasselt, Belgium, and ISKE2010 in Hangzhou, China. ISKE2011 will
be held in Shanghai, China, during December 15-17, 2011. It has been our pleasure
as Program Committee Co-Chairs and Conference Co-Chair to organize this impres-
sive scientific and technical program and the technical proceedings. ISKE2011 em-
phasizes current practices, experiences and promising new ideas in the broad area of
intelligent systems and knowledge engineering. It provides a forum for researchers
and practitioners around the world to present their latest results in research and appli-
cations and exchange new ideas in this field. ISKE 2011 is technically organized by
Shanghai Jiao Tong University, and co-sponsored by California State University,
Southwest Jiaotong University, Belgian Nuclear Research Centre (SCKeCEN).

We received 605 submissions from 26 countries and regions. We are very
pleased with this level of submission and international participation. From these 605
submissions, the program committee selected 262 papers (including 109 full papers
and 153 short papers), based on their originality, significance, correctness, relevance,
and clarity of presentation, to be included in the proceedings. The acceptance rate of
full papers is 18%, which we are proud of. The acceptance rate of short papers is
25%. Besides the papers in the conference proceedings, we also selected 44 papers
from the submissions to be published in the Journal of Shanghai Jiao Tong University
and the Journal of Donghua University. All the accepted papers will be presented or
posted at the conference. Each of them was reviewed by two or more reviewers and
the authors were asked to address each comment made by the reviewers for improving
the quality of their papers. The acceptance rate of all the papers in the proceedings
is 43%.

The accepted papers in the proceedings are contained in three volumes respec-
tively based on the topics of the papers. The proceedings include “Volume I: Founda-
tions of Intelligent Systems”, “Volume II: Knowledge Engineering and Management”
and “Volume III: Practical Applications of Intelligent Systems”. Topics covered by
the accepted papers in each volume of the proceedings are as follows:

Volume 1: Foundations of Intelligent Systems

Artificial Intelligence 46
Pattern Recognition, Image and Video Processing 40
Cognitive Science and Brain-Computer Interface 1
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Volume 2: Knowledge Engineering and Management

Optimization and Biological Inspired Computation 12
Distributed and Parallel Intelligence 6
Robotics 11
Knowledge Engineering and Management 13
Data Mining, NLP and Information Retrieval 23
Data Simulation and Information Integration 11
Formal Engineering & Reliability 10

Volume 3: Practical Applications of Intelligent Systems

Social Computing, Mobile and Service Computing 8
Intelligent Game and Human Computer Interaction

Intelligent Engineering Systems 46
Intelligent Control Systems 9

Intelligent GIS, Networks or the Internet of Things

Social Issues of Knowledge Engineering 15

Accepted papers come from 23 countries, which shows that ISKE 2011 is a well-
represented major international event, and their statistics (only papers of the proceed-
ing, not include 44 papers which will be published in two journals) in terms of country
are as follows:

China 212 Iran 2
Spain 8 Belgium 2
Australia 7 France 1
Brazil 5 Serbia 1
UK 6 Japan 1
USA 4 Vietnam 1
Russia 3 Sweden 1
Finland 3 Germany 1
Turkey 3 Saudi Arabia 1
Canada 2 Pakistan 1
Algeria 2 Korea 1
Poland 2

ISKE 2011 consists of a three-day conference which includes paper and poster
tracks, three invited keynote talks and two tutorials. The keynotes, tutorials and
technical sessions cover a wide range of topics in intelligent systems and knowledge
engineering.

The three invited speakers are Witold Pedrycz, University of Alberta, Canada;
Ronald R. Yager, Iona College, New Rochelle, USA; and Zhi-Hua Zhou, Nanjing
University, China. Witold Pedrycz will give a talk on granular models of time series
and spatiotemporal data under the title of “User-Centric Models of Temporal and
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Spatiotemporal Data: A Perspective of Granular Computing.” He will discuss a new
category of models in which the mechanisms of description, processing, and predict-
ing temporal and spatiotemporal data are expressed in the language of information
granules, especially fuzzy sets and intervals. Ronald R. Yager’s talk is entitled “Intel-
ligent Social Network Modeling.” He will discuss an approach to enrich the social
network modeling by introducing ideas from fuzzy sets and related granular comput-
ing technologies. Zhi-hua Zhou will discuss the current research results of his group
in the machine learning area.

The two invited tutorial speakers are Gio Wiederhold, Stanford University and
Jie Lu, University of Technology, Sydney (UTS), Australia. Gio Wiederhold’s tutorial
entitled “What is Your Software Worth?” will describe how the value of software can
be estimated, and emphasize that awareness of the value of the product of one’s knowl-
edge and effort can help in making decisions on the design and the degree of effort to be
made. Jie Lu’s tutorial entitled “Personalized Recommender Systems for e-Government
and e-Business Intelligence” will introduce several recommendation approaches, includ-
ing case-based recommendation, ontology-based recommendation, fuzzy measure based
recommendation, trust social networks-based recommendation related approaches and,
in particular, present the recent developments made by her group in recommender
systems and their applications in e-government and e-business intelligence.

As Program Committee Co-chairs and Conference Co-chair, we are grateful to all
the authors who chose to contribute to ISKE2011. We want to express our sincere ap-
preciation to the Program Committee Members listed below and to the additional re-
viewers for their great and quality work on reviewing and selecting the papers for the
conference. We also would like to thank the webmasters, the registration secretary
and financial secretary for their hard work. Last but certainly not the least, we would
like to thank all the people involved in the organization and session-chairing of this
conference. Without their contribution, it would not have been possible to produce
this successful and wonderful conference. At this special occasion, we would espe-
cially like to acknowledge our respects and heartfelt gratitude to Professor Da Ruan,
the Conference Co-chair of ISKE 2011 and the leading initiator of the ISKE confer-
ence series, for his hard work to prepare for this year’s conference. Professor Da Ruan
worked tirelessly for the conference until he suddenly passed away on July 31.
Our thoughts and prayers are with his family. Besides of the above, we also thank all
the sponsors of the conference, the National Science Foundation of China (No.
60873108, No. 60773088) and the Springer Publishing Company for their support in
publishing the proceedings of ISKE 2011.

Finally we hope that you find ISKE2011 programs rewarding and that you enjoy
your stay in the beautiful city of Shanghai.

December 15-17, 2011 Tianrui Li
Program Committee Chair

Yinglin Wang

Program Committee Co-chair

Du Zhang

Conference Co-chair
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Abstract

One of the ultimate objectives of intelligent data analysis is to develop models of data
that are user-centric. The human centricity of such pursuits means that a process of
analysis along with the obtained results are made transparent to the user and come
with a significant degree of flexibility, which helps achieve a sound tradeoff between
accuracy and interpretability of results. The perception of data, as realized by humans,
inherently invokes information granules (realized through numerous formal ap-
proaches including fuzzy sets, interval analysis, and rough sets) and their further
processing. This helps establish a suitable level of abstraction at which the data are
perceived, analyzed and their models are being formed. By casting the problem in the
setting of Granular Computing, we develop a new category of models in which the
mechanisms of description, processing, and predicting temporal and spatiotemporal
data are expressed in the language of information granules, especially fuzzy sets and
intervals.

In this talk, we show how a principle of justifiable information granularity leads to
the realization of granular models of time series in which a construction of informa-
tion granules is viewed as a certain optimization problem.

With regard to spatiotemporal data where their temporal facet as well as their spa-
tial characteristics play a pivotal role, it is demonstrated how information granules are
formed through an augmented collaborative clustering. The grouping is completed in
the temporal and spatial domain in such a way an identity of relationships present in
these two domains is retained. An auxiliary mechanism of information granulation is
developed through an optimization of relational constraints (granular codebook) real-
ized through a collection of information granules.

“(The full content will be available during the conference)”
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Abstract

Web 2.0 has provided for a rapid growth of computer mediated social networks.
Social relational networks are becoming an important technology in human
behavioral modeling. Our goal here is to enrich the domain of social network
modeling by introducing ideas from fuzzy sets and related granular computing
technologies. We approach this extension in a number of ways. One is with the
introduction of fuzzy graphs representing the networks. This allows a generalization
of the types of connection between nodes in a network from simply connected or not
to weighted or fuzzy connections. A second and perhaps more interesting extension
is the use of Zadeh's fuzzy set based paradigm of computing with words to provide a
bridge between a human network analyst's linguistic description of social network
concepts and the formal model of the network. Another useful extension we discuss
is vector-valued nodes. Here we associate with each node a vector whose
components are the attribute values of the node. Using the idea of computing with
words we are then able to intelligently query the network with questions that involve
both attributes and connections. We see this as a kind of social network database
theory. We shall look at some dynamic structures of network particularly the small
worlds network.

“(The full content will be available during the conference)”
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Abstract

Much has been written about the cost of producing software, but that literature largely
ignores the benefits of using that software. While software creators believe that their
products are valuable, they are rarely called upon to quantify its benefits. Evaluation
of software and its benefits in commerce is left to lawyers, economists, software ven-
dors, or promoters. The results are often inconsistent.

This tutorial describes how the value of software can be estimated. The problem
being addressed is that the value of software is essentially independent of the cost and
effort spent to create it. A few brilliant lines of code can have a very high value,
whereas a million lines of code that generate a report that nobody uses have little val-
ue. Awareness of the value of the product of one’s knowledge and effort can help in
making decisions on the design and the degree of effort to be made.

The tutorial will survey methods for valuing software based on the income it can
generate. A principal approach is based on software growth, caused by needed main-
tenance. The valuation is with the accepted framework for valuing intellectual prop-
erty (IP) in general.

My paper on that topic appeared in the Communications of the ACM, September
2006, but could not cover all of the issues. More material is available at
http://infolab.stanford.edu/pub/gio/inprogress.html#worth. Software valuation is also
covered in a course at Stanford University, CS207, https://cs.stanford.edu/wiki/cs207/
Participants in the tutorial are encouraged to read the available information and en-
gage in discussion of this challenging topic.

“(The full content will be available during the conference)”
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Abstract

Web personalisation is an interdisciplinary topic that has been discussed in the litera-
ture about information systems, web intelligence, customer relationship management
and marketing. Web personalisation is defined as any set of actions that tailor the web
experience to a specific user or set of users, anticipating user needs to provide them
with what they want or require without having to ask for it explicitly. A number of e-
business and e-government development stage models have been proposed in the lit-
erature that focuses on classifying functions and features offered by current e-business
and e-government. Most of these models have a common final stage which concen-
trates on providing fully integrated and personalised e-services for their constituents.
Recommender systems have gained considerable attention in recent years and are the
most successful implementation of web personalisation. Recommender systems use
justifications to generate recommended products or services to customers and to en-
sure the customers like these products or services. These justifications can be obtained
either from preferences directly expressed by customers, or induced, using data repre-
senting the customer experience. Recommender systems are achieving widespread
success and have attracted researchers’ attention in the field of e-business and e-
government applications.

Recommender systems use different types of information filtering techniques to
automatically identify and predict a set of interesting items on behalf of the users ac-
cording to their personal preferences. The most notable classes of recommender sys-
tem approaches include: (1) Content-based filtering--mainly depends on items’ de-
scriptions to generate personalised recommendations; (2) Collaborative Filtering
(CF)-- mainly depends on users ratings of items in a given domain, and works by
computing the similarities between the profiles of several users on the basis of their
provided ratings and generates new recommendations based on comparisons of user
ratings; (3) Knowledge-based filtering--suggests items based on logical inferences
about a user’s needs and preferences; (4) Semantic-based filtering--exploits the se-
mantic information associated with user and item descriptions to generate recommen-
dations; (5) Trust-based filtering--exploits the level of trust between users in a social
trust network and uses that knowledge to generate trustworthy recommendations; (6)
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Hybrids-based filtering--combines two or more recommendation approaches to ex-
ploit their strengths and reduce their weaknesses.

This tutorial will introduce these recommendation approaches and, in particular,
present the recent developments made by our Decision Systems and e-Service Intelli-
gence (DeSI) lab in recommender systems and their applications in e-government and
e-business intelligence , including case-based recommendation, ontology-based rec-
ommendation, fuzzy measure based recommendation, trust social networks-based
recommendation related approaches and their applications in telecom companies and
government-to-business services.

“(The full content will be available during the conference)”
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Abstract. Due to the limitation of power supply in wireless sensor nodes, the
paper represented a new routing protocol which could be applied in TinyOS
2.x operating system named CTP-TICN. The new routing protocol realizes
the preliminary achievement of load balance in wireless sensor network.
CTP-TICN protocol introduces the “intensity of transmission” and “numbers
of one hop up node” declaration, which could help nodes choose the subop-
timal parent node for data forwarding on the premise of transmission stabili-
ty. The simulation shows that CTP-TICN is more effective on load-balance
than the CTP routing protocol and it helps the wireless sensor network to live
for a longer time.

Keywords: CTP-TICN, TinyOS, Load Balance, Simulation in TOSSIM.

1 Introduction

Wireless sensor network is a kind of distributed computing network which consisted
from large amount of nodes which integrate sensors, data processing units and short-
distance communication models. It is a special Ad Hoc network and the application of
WSN is widely spread in recent years.

Right now, the nodes in WSN network is mainly two series, one is MICA series
and the other is TELOS series. These nodes usually supported by the battery, howev-
er, charging the battery is difficult in most situations. Thus, compared to the tradition-
al wire network, the wireless sensor network routing protocol not only need to ensure
the stability of transmission but also need to consider the living time of the whole
network, avoiding some nodes deplete their battery too early because of burdened
with a heavy transmission task[1].

With the development of new technology, there are many routing protocol presented
in TinyOS 1.x and TinyOS 2.x, such as CTP(collection tree protocol), MultiHopLQI,
MintRoute and so on[2]. The packets forwarding of these routing protocol are all based

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 3(9__|
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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on the judgment of link quality. Though the link quality mechanism could ensure the
link free, it also let some of the parent node undertake more forwarding task. The result
is that the battery of some parent node run down quickly and the living time of the entire
network become short.

This passage introduces a CTP-TICN routing protocol after analysis the CTP
routing protocol of TinyOS 2.x carefully. It can be applied in Mica and Telos series
platforms and it has pragmatic value. CTP-TICN routing protocol introduces the “In-
tensity of Transmission” and “Numbers of One-hop before Child node” declaration
which can control the data flow of parent nodes, realize the load balance of wireless
sensor network. At the end of this passage, there exists the result of simulation and the
vision for general direction of the WSN in the future.

2 CTP Routing Protocol Analysis

CTP is a normal multi-hop routing protocol. It has already been applied in real
project. The basic idea of CTP is to construct a collection tree which regards gather
node as its root. Nodes in network transmit information to the gather node through the
tree. Every node maintains the bidirectional link quality evaluation of itself and its
neighbors and sends data to the neighbors which have the best link quality. At this
time, the neighbor becomes the node’s parent node[3].

CTP has two mechanisms to evaluate the link quality. The first one is based on the
LEEP frame. The basic idea of LEEP frame protocol is the node collect information
about the percentage of received broadcast package from its neighbor over the for-
warding package sent to the neighbor by the node itself. For example, there are nodes
a and B, Ra represent the amount of package a received from . SP represent the
amount of package B sent to a. In order so, the received link quality of a from f is:
InQuality a-B= Ra/SP. So, the InQuality f-o= RB/Sa. As the result: OutQuality a-B=
Rp/Sa, OutQuality B-a= Ra/SPB, InQuality a-f= OutQuality B-a, InQuality B-a= Out-
Quality a-f. The bidirectional link quality from o to  is represented by EETX (Extra
Expected Transmission): EETX= InQuality a-f* OutQuality a-p.

The second method for evaluate the link quality in CTP is the evaluation based on
the data package. The overall transmission packages between a and B is TotalData
and the successful data package is SuccessData. The EETX= (TotalData/ SuccessDa-
ta-1)*10 at this time. In order to reduce the evaluation flutter, the link estimator com-
bines both methods above with exponential weighting, calculating the final link quali-
ty. The original EETXold is percentage 1-A, the EETXnew is percentage A. EETX=
EETXold*(1-A) + EETXnew*A[4].

CTP uses ETX to represent the routing gradient. The root’s ETX is 0, other node’s
ETX is its parent node’s ETX plus the EETX of the link quality to the parent node.
The nodes broadcast information of routing state periodically, update the ETX of the
route from its neighbor nodes to gather nodes. While the route table updated, the route
engine choose the parent node depend on the minimum ETX value.



A Novel TinyOS 2.x Routing Protocol with Load Balance Named CTP-TICN 5

From the link quality evaluation mechanism and the route engine of CTP, we can
find that CTP uses the link cost function to determine the relaying node and root
node. So, it is impossible to avoid communication tasks on some special nodes, as the
figure shows below:

{10

12
11

Node 1 is the root node, because of node 2 burden with more reliable data trans-
mission than other same level node such as node 3 and node 4. Node 2 will consume
more energy than node 3 and node 4. The data message of node 2 is also easily to be
congested. In order to solve such problem, in chapter 3, the paper put forward the
CTP-TICN protocol to modulate the data flown dynamically. Thus, other same level
nodes will share the data transmission of the “BUSY node” and balance the load of
the network.

3 Idea and Realization of CTP-TICN

3.1 Network Model

CTP could be regarded as a collection tree with root node. Define model C (N, L, D),
N represent the set of all nodes, L represents the set of all links, D represents the big-
gest hop between nodes and root. The(i,j)", i,j € C represents the node j jump n
times reach to node i[5].

1. Define the same level of nodes as: “SameLevelSet”.
SLSn= {j I V¥ (ROOT, )", jEC, 1<n<D}
2. Define the one hop up nodes as: “OneHopUpSet”.
OHUS={ jIVj€ (i)' i, jEC}
3. Define “intensity of data transmission” as: U= data flow/ parent node’s data flow.
4. Define mean value of the intensity of data transmission among same level nodes:
MVL
5. Define mean value of number of child nodes among the same level nodes: MVN.
6. Define BE (Biggest ETX). BE is the maximum value of ETX value which could
ensure the normal working.
7. Define the “BUSY node” state.

3.2 Description of Protocol CTP-TICN

CTP-TICN introduces the declaration of intensity of data transmission and the decla-
ration of one hop up nodes. At first, every same level node “SLSn” broadcast the in-
tensity of its own intensity of data transmission “U” and the number of one hop up
nodes “OHUS”. While all the intensity of data transmission and the number of one
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hop up nodes were collected, mean value such as “MVI” and “MVN” should be cal-
culated. If the intensity of data transmission of one of the same level nodes exceeds
the average intensity, the node would be remarked as “BUSY node”, if the nodes
which had been remarked as “BUSY node” has less child nodes than the average
amount among the same level nodes, the “BUSY node” avoiding mechanism
wouldn’t be executed. If the nodes which had been remarked as “BUSY” has more
child nodes than the average amount among the same level nodes, the “BUSY node”
avoiding mechanism would be executed. One of the child nodes of this parent node
would be chosen to avoid the “BUSY node”. While one of the parent nodes satisfied
the avoiding condition above, the chosen of one of the child node as follows: 1) the
value of U of the child node is the minimum of all the child nodes. 2) In the case of
condition 1, BE > ETX. The chosen of suboptimal parent node for the child nodes
as follows: 1) BE > ETX. 2) In the case of condition 1, the original intensity of data
transmission of suboptimal parent node is the lowest of all the possible choices.

As the figure 1 shows below, node2, node 3 and node 4 are the same level nodes of
level 1. First, in level 1, node 2, 3, 4 broad cast the intensity of their own intensity of
data transmission “U” and the number of one hop up nodes “OHUS”. As figure 2
shows below, node 2 has a U=50% and OHUS= 3.

1) level 0 1) level 0
__ level 1 50% T level 1
{47 ! 0%l 47
2 | 5] ’ 2 20% 30% 1 node
5 f pws? ~_-level 2 (5 e :
ernl. /0 o) 6 ol 7 e
T~ (8) g 7y (8 9
12} level 3 ok 12 level 3
| 1% £ 114
Fig. 1. Fig. 2.

Thus, every level 1 node will know other nodes’ condition in level 1. At this time
in level 1, mean value should be calculated. MVI= 33.3% and MVN= 2.

While node 2°s U > M VI, the node would be remarked as “BUSY node”, as figure 3
shows.

"BUSY node"” (1) level 0

J 12) level 3 12) level 3
11 2 11

Fig. 3. Fig. 4.

Also, the child node of node 2 > MVN, the “BUSY node” avoiding mechanism
would be executed and one of the child nodes of this parent node would be chosen to
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avoid the “BUSY node”. In level 2, the nodes are all the child nodes of the nodes in
level 1. The value of U shows in figure 4.

Because of node 7 has the minimum U among node 5, node 6 and node 7, node 7
would be chosen as the alternative node to execute the avoiding mechanism. (Here we
SUPPOSE that the link quality between node 3 and node 7, node 4 and node 7 are all
satisfied the transmission requirement, which means BE < ETX.)

Because of node 3 has the lowest transmission intensity in level 1. Thus, node 3
would be chosen as the suboptimal parent node for node 7. Finally, the topology of
the net work shows below:

15% r level 1

1)

3.3 The Performance Evaluation Index of Load Balance for the Same Level
Nodes

In order to judge the performance of the CTP-TICN protocol, we need to have an
evaluation index for the load balance of the network. Thus, we put forward a new
evaluation index named PEI-LB:

PELLB= |EU-MVD?
[SLSn |

From the formula we can find that PEI-LB means the standard deviation of the inten-
sity of the data transmission in the same level. The more the PEI-LB close to O, the
better the network has load balance performance, vice versa.

4 Simulation

In order to test whether the idea of CTP-TICN protocol function well, there exist the
need to simulate for this new protocol. Next, we will focus on the simulation of the
CTP-TICN protocol. We still use the topology of the network in chapter 3, Figure 2.
The SameLevelSetO = {1}, SameLevelSetl = {2, 3, 4}, SameLevelSet2 = {5, 6, 7, 8,
9, 10}, SameLevelSet3 = {11, 12}.

The simulation was finished in the TOSSIM[6,7] simulation platform. The type of
the simulation nodes were chosen as Mica[9] Z wireless sensor node. Mica Z node
uses ATMegal28L as its central processing unit. The radio frequency chip of Mica Z
was CC2420, it supports 802.15.4/Zigbee technology. Thus, no more telecommunica-
tion protocol was needed to develop. In software simulation, the nodes broadcast the
routing protocol information to other nodes in the network every 7500ms. From the
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TOSSIM flow information, the figure below shows the detailed information of the in-
tensity of data transmission “U” in level 1. Every node has defined initial transmis-
sion intensity. At the beginning, Node2, Node3 and Node4 didn’t know other nodes’
information, it means the topology has not been formed and the three nodes only have
their own data flow. So their transmission intensities are nearly the same. After a
while, the topology began to form and the transmission intensity differs due to the
EETX of the link quality. In this condition, the CTP protocol needs almost 30 second
to form the topology in 3 levels. The simulation of CTP protocol shows below:

CTP Routing Protocol
-~ Node ID Node2’s U Node3’s U Node4’s U SUM of U
7500ms 35% 33% 32% 100%
15000ms 39% 29% 32% 100%
22500ms 44% 25% 31% 100%
30000ms 49.5% 20% 30.5% 100%
37500ms 49.5% 20.5% 30% 100%
Stable 50% 21% 29% 100%
Stable 49.5% 20.5% 30% 100%

The table below shows the information of CTP-TICN protocol in simulation. CTP-
TICN routing protocol need more time in topology.

CTP-TICN Routing Protocol

I~ Node ID Node2’s U Node3’s U Node4’s U SUM of U
7500ms 35% 33.5% 31.5% 100%
15000ms 37% 32% 31% 100%
22500ms 39.5% 30.5% 30% 100%
30000ms 42% 27% 31% 100%
37500ms 45% 25% 30% 100%
45000ms 45% 25.5% 30.5% 100%
Stable 44.5% 25% 30.5% 100%

Table & figure below shows the difference of PEI-LB between CTP and CTP-TICN.

Value of PEI-LB

Figure of PEI-LB

PEL-LB PEI-LB [ PEL-LB for & ——
Times for CTP | CTP-TICN 5} [t
7500ms 1.53 1.76 ut
15000ms 5.13 3.21 &l
22500ms 9.71 5.35
30000ms 14.95 7.77 i
37500ms 14.8 10.41
45000ms 14.98 10.13 "
52500ms 14.78 10.1 oms Te00m
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Obviously, the CTP-TICN has less evaluation index for the load balance, which
means the CTP-TICN routing protocol has a better ability to balance the load of the net-
work and the energy consumption is more equilibrium than the CTP routing protocol.

5 Ending

In the network, especially the wireless sensor network, huge quantity of aspects in
routing protocol needed to be discussed carefully. This passage introduces a new Ti-
nyOS 2.x routing protocol named CTP-TICN which had already achieved the prelim-
inary success in load balance for the WSN system. The “intensity of transmission”
and “numbers of one hop up node” are put forward after consideration carefully. The
simulation shows that these mechanisms solve the load balance in WSN system suc-
cessfully and the PEI-LB evaluation index could present the degree of load balance in
network perfectly. However, there still exist some problems in CTP-TICN. Introduc-
ing the load balance mechanism into the network system means the nodes must waste
more resources in arithmetic for the routing selection, also, the function of the CTP-
TICN is still limited because of its judging condition. Sometimes there exists better
topology for the entire network in load balance. These problems are the tendency of
further discussion and research.
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Abstract. A third-order state equation with consideration of autopilot dynamics
is formulated. A nonlinear coordinate transformation is used to change the state
equation into the normal form. Adaptive sliding mode control theory is de-
picted and its stability analyses are proved. Applying this theory on the normal
form equation, an adaptive nonlinear guidance law is proposed. The presented
law adopts the sliding mode control approach can effectively solve the guidance
problem against target maneuver and effects caused by autopilot dynamics. Si-
mulation results show that under the circumstance of target escaping with high
acceleration and big autopilot dynamics, the proposed guidance law still has
high precision.

Keywords: adaptive nonlinear guidance law, autopilot dynamics, sliding mode
control.

1 Introduction

In the guidance area, there are, in general, two approaches based on either the classic-
al approach or on modern control theory. The proportional navigation guidance
(PNG) [1] used in classical approach need a feedback with constant gain from the an-
gle rate of line of sight. This approach is easy to implement and efficient. Neverthe-
less, owing to its degradation with target maneuvering and inefficient in some situa-
tions, many improved methods have been proposed, such as augmented proportional
navigation (APN) [2], generalized true proportional navigation (GTPN) [3], and rea-
listic true proportional navigation (RTPN) [4].All these approaches have been ap-
proved to improve control performance. It’s evident that they also result in the com-
plexity in designing and analysis of the system simultaneously.

Research on modern methods relative to guidance law is increasingly active. Lots
of papers have been proposed in this research area. The optimal control theory has
been used to develop the proportional navigation [5]. Sliding mode control method
has been proposed applying in guidance of homing missile [6]. Using these methods,
the integrated missile guidance and control system can be designed easily. Compared
with traditional methods, these approaches obtain excellent robustness, when the sys-
tem exists disturbance and parameter perturbation, and are adaptive to the target ma-
neuvering and guidance parameter changes.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 11
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



12 D. Yang and L. Qiu

In this paper, an adaptive nonlinear approach considering autopilot dynamics is
proposed. In the guidance area, missile autopilot dynamics is one of the main factors
affecting Precision-guided. In the proposed paper, the target maneuvering is taken in-
to account as bounded disturbances. The angle of LOS acts as zero output state varia-
ble. Lyapunov stability theory is used to design an adaptive nonlinear guidance
(ANG) law.

The rest of this paper is organized as follows. Section 2 derives the model consi-
dering autopilot dynamics. In Section 3, an adaptive guidance law considering target
uncertainties and autopilot dynamics is presented. Also the analysis of the stability of
the design is derived. In Section 4, the simulation for the presented guidance law is
provided. The conclusions are given in Section 5.

2  Model Derivation

The three-dimensional pursuit geometry is depicted in Fig.1.The Line of Sight (LOS)
coordinate system (OX,Y,Z,) is chosen as reference coordinate system. The original
point O is at the missile’s mass center, OXYZ is the inertial coordinate system. OX,is
the line of sight of the initial moment of terminal guidance, the missile to the target
direction is positive[7].

Y4

Fig. 1. Three-dimensional pursuit geometry

In the homing process, the acceleration vectors exert on missile and target only
change the direction rather than the magnitude of the speed. If missile doesn’t rotate, the
relative motion between missile and target can be decoupled into two relative indepen-
dent movements. In this paper, the vertical plane OX.,Y, is chosen as an example. Sup-
pose that, during af , the incremental of the LOS angle isq . If the time interval is
small enough, ¢ is very small. There exists an approximate equation

. pAO)
q(t) =sing(t) = RO (1)

In this equation, R(f) represents the relative distance between missile and target.

v, (t) represents the relative displacement on OY, direction during Af .
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The quadratic differential form of (1) can be expressed as
g=-a,q9—-a,q-b,a, +b,a, (2)

where a,, =R/ R®t),a,, =2R@t)/ R()

target acceleratlon.
The first-order autopilot’s dynamic characteristic is briefly described as follows
1 1

» ——;CZM +;aMC 3)

, b,=1/R() , a, anda, are the missile and

Gy

a

where d,,-is guidance command provided to autopilot, 7 is time-constant of autopilot.

A state space equation is formulated by considering equation (2) and (3) as follows

0 1 0 0 0
Xy=|—a, —a, —b |X,+0 ut+ Ny
0 0 _l l 0
T T (4a)
Yy =Xy,=4q (@0)

where X, =(q ¢ aM)T, u=ay. , fy =b,a; .

In order to apply nonlinear control theory in this problem, the state equation must
be transformed into normal form. The output is

y=Y, =x 5)
Differentiating the equation (5) yields
X =—a,X,,—a,x-bX,;+b.a, 2 x,+5 (6)
where

X, ==, Xy, —d,% —b X, A=b,a;, . @)

Differentiating X, yields
Xy =—(Ay +Ay) X — Ay Xy — Ay Xy, — (b —b, )ng Tu+Z2 ®)

where &, =—a,, » .
Assign X; = X,,, =q . From equation (7), X, can be expressed in terms

of x;, X, and X, therefore X,,, can be eliminated from the equation (8)
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. | -
X, =ax +a,x, +a;x; —b, —u+s, )
T

b 1 b 1 . b 1
where alz—(ag1+agz—b—gagz+; ) a2:—(ag2—b—g+;), a3:—(ag1—;gagl+;agl).
8 8 4
Denoting)z =(x, x, x )T, a state space equation is formulated. Then as-

signX =(x;, X X, )", a feedback linearization technique can be applied to

have
0 1 O 0 0
X=|a a a|X+ —=b, lut|f
T
1 0 O 0
0 (10a)
y=x (10b)

where f :bng +—gaT.
T

3  Adaptive Nonlinear Guidance Law

In this section, a general approach of adaptive sliding mode control is depicted for
multi-variable nonlinear system. Then its application on guidance law is formulated.

3.1 Adaptive Sliding Mode Control
The state space equation of the nonlinear system is
X = F(X,t)+aF(X,0)+G(X,0)U (1) +G, (X, )W (1) (11)

where X € R",U € R™,W € R', they are the state variables, control input and dis-

turbance separately. aF (X ,7) is the structure perturbation of the system.
Assume the above nonlinear equation satisfies the following conditions

DO<|W (@) l|l<a , aisapositive constant.
2)aF(X,1)=E(X,0)0(X,t),E(X,t)e R™, ||0(X,0)|I<b,b>0, E(X,1)

is known, b 1is a constant.

Define the sliding surface
s=CX 12)

where C e R™ is a constant matrix.
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Then control law is designed based on Lyapunov stability theory. First a Lyapunov
function is proposed

VzlsTs+La~2+Ll§2 (13)

2 2y 2y,

where g and [; are the error estimates of d and b  separately.

a=a —a,[; —b-b, V> ¥, >0 are design parameters.

Take time derivative of (13) and consider equation (11) and (12),

1% :sTs'—laa*—iEZ:sT(CF+cAF+CGlU+CG2W)—laa—iz31§ (14)
4 Vs Y )0
If CG, isnonsingular, define U as follows
U= (CGI)_I(—CF—KS—SSign(s)) (15)

Substituting (15) to (14) and combining the assumptions yields

. 1 .- 1 ~~
V<—Ks's—¢ellsll+Isll ICENb+|s|l | CG, la——aa——Dbb  (i6)

4 Ve
Denote € =|| CE || B+ I CG2 || a , it can be derived that
: T ~ =~ 1 ~ 1 ~
V<-Ks s+|s|l||CG, ||a+||s|l || CE||b ——aa——Dbb (17)
1 7>
Take the adaptive law as
a=71slCG,| (18)
b=7lsICE] (19)

Thus V < —KsTs<(Q, that means }EEV(I) =0 , and then §—0, @E —( the

sliding mode is asymptotically reached. The final control law can be expressed as

U =—(CG)'[CF+Ks+(|CE || b+]| CG, || a)sign(s)] (20)

3.2  Application on Guidance Law
Select the sliding model § as

S =X FCyX ey (1)
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Assumel f IS M | apply the above theory on equation (12) yields

u :bi[(alc2 +¢)x, +(a,c, +¢)x ta,c,x, + Ks + sign(s)]
c

g2

(22)

where £ = CZM , and the adaptive law is M= oY, sl

If the guidance law and adaptive law are designed as the above equations, missile
can hit the target in a uniform speed. The angle of LOS and acceleration can be stable.

Actually, in the process of terminal guidance, R= Ro’ R=0 , so the final guid-
ance law can be simplified by substituting these two equations.

4 Simulation

In this section, a simulation comparison between the proposed guidance law and PNG

in the vertical plane is presented. The target maneuvering is a, = 20g sin(0.47t) .
During the terminal guidance, the velocity of target and missile are invariable.

V, =300m/s,V,, =500m/ s The initial distance of missile and target is 6000m.

The angle between the missile velocity and LOS is 6()°, the angle between the target
velocity and LOS is12(0° .Design parameters of guidance are K = —ZRO /IR, ¢, =2,
¢c,=1,¢,=0,7=0.55,% =06[8]. If the time-constant of autopilot is small
enough, the guidance law can be simplified asa,, = —NROq' . That is PNG.

Guidance command LOS angle rate
400 0.15
Acceleration of ANG Angle rate of ANG n
______ IR
0.1 Angle rate of PNG P
[
l’ II
- AN ‘ 1
0.05r \’ A [
4 \ T { t
4 \ ! 1 ] 1
e A 7 (] ) i
o ¢ 2 - 7 ]
/ \ ! 4
\ Y )
- A \ ! %
p \
8 -0.05 o !
v
T S “.
0.1 \
A
Vo
-0.15 I H
Vo
L
i
-0.2 ! H
H
v
-0.25 . L
0 5 10 15

ts

Fig. 2. Acceleration of ANG and PNG), LOS angle rate of ANG and PNG

The first figure of Fig. 2 shows that the normal overload of proportional navigation
guidance (PNG) law lags behind target maneuvering significantly. The trend of re-
sponse property is up. That’s because that the PNG reaction to the target maneuvering
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is slow and indecisive. What’s more, the time delay existing in the system also has an
effect on the response speed of PNG. However, the normal overload of adaptive non-
linear guidance (ANG) law can keep up with the target maneuvering in real-time after
stable. The result shows that ANG has the ability to predict the acceleration of the
target. Therefore the proposed guidance law has good adaptability. The results in the
second figure of Fig.2 shows that the LOS angle rate become different between ANG
and PNG. From the second figure, it is found that the LOS angle rate of ANG stays
closely with zero, thus the guidance accuracy is improved. Compared with ANG, the
LOS angle rate’s amplitude of PNG changes greatly because of the impact of target
maneuvering and inertia of autopilot. It can be confirmed that the proposed guidance
law can effectively compensate for the target maneuvering and can improve the ro-
bustness of the system.

5 Conclusion

In this paper, a guidance law with consideration of autopilot dynamics is proposed.
The target acceleration is considered as uncertainties which have bounded distur-
bances. As the proposed guidance law adopts sliding mode control, the disturbances
can be come over. The adaptive law based on Lyapunov stability theory is an estima-
tion of uncertainties. This adaptive law can not only make the system stable but also
improve the control performance and the precision of the missile guidance.
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Abstract. One key process in data-driven methodology is how to use the data
easily and efficiently. In this paper, an immune-enhanced unfalsified controller
(IEUC) is proposed to act as an efficient process to deal with data. The IEUC
consists of two parts, the first part is a unfalsified controller deriving from data-
driven methodology; the second part is an immune feedback controller inspired
from biologic intelligent methodology. In order to examine control effective-
ness of the IEUC, we apply it to a complex plant in high-speed spinning model
and compare it with a simple unfalsified control scheme. Simulation results
demonstrate that the IEUC can decrease system overshoot as well as reduce ris-
ing time successfully and effectively.

Keywords: data-driven, unfalsified control, immune feedback control, high-
speed spinning process.

1 Introduction

Data-driven, the beginning and the end of control process are totally based on data, is
a more precise illustration of the relationship between data and control system. Data-
driven control is a method which entitles data with the power of describing a control
system and requires no mathematic model about control process [1].

In the past few years, data-driven methodology has aroused the interests of many
researchers. Spall proposed a direct approximation control method using simultaneous
perturbation stochastic approximation (SPSA) [2]. Hou and Han built the theory of
model free adaptive control (MFAC) [3]. Safonov and Tsao proposed the unfalsified
control (UC) [4]. Guadabassi and Savaresi proposed Virtual reference feedback tun-
ing (VRFT) [5]. From the existing studies, we can see that present ameliorative me-
thods could be roughly divided into three parts: the improvement on certain algo-
rithm’s performance [6-8]; the mixture of two or more control methodologies [9]; and
the combination of intelligent algorithm and data-driven controller [10]. Meanwhile,
an interdisciplinary method of model-based control—biologic intelligent control, a
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Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 19
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



20 L. Wang et al.

sophisticated process of simulate human body, is a perfect data processing system—
has impressed many researchers [11].

In this paper, we present an immune-enhanced unfalsified controller (IEUC) from
biologic principle of immune feedback system and data-driven principle of unfalsified
control. In the IEUC, unfalsified control unit is used to select suitable controllers and
immune control unit is used to adjust system performance. In order to examine the ef-
fectiveness of the IEUC, we apply it to a plant of high-speed spinning model.

This paper is organized as follows. Design of the IEUC is presented in Section 2.
Then, the IEUC algorithm is presented in Section 3. We apply the IEUC to a high-
speed spinning process in Section 4. Finally, summary and concluding remarks are
given in Section 5.

2 Design of the Immune-Enhanced Unfalsified Controller

A novel immune-enhanced unfalsified controller IEUC) is presented as shown in
Fig. 1. The controller uses unfalsified control to evaluate preset candidate controllers
and immune control to regulate control performance.

Unfalsified |
controller fe——

mformation

rin e U ¥
T Immune controller Plant

Fig. 1. The structure of the IEUC

The unfalsified control part is based on output ( yout ), control signal (U ), and er-

ror (e). It transmits selected control’s information to immune control part. Based on
P-type immune feedback mechanism [11], the immune controller uses this informa-
tion as well as error signal of system to modulate the control signal of system. In the
IEUC, the unfalsified controller and immune controller can control the plant harmo-
niously, and hold both the advantage of data-driven methodology and biologic intelli-
gent methodology.

For the scope of control system, the unfalsified control scheme (or the unfalsified
controller, UC) is a way to build satisfactory controllers with experimental data rather
than rely on feigned hypotheses or prejudicial assumptions about the plant [12]. The
establishment of a qualified UC is to evaluate each candidate controller from a prede-
fined controller set before put into feedback system which can be visually expressed
as “controller sieve”. Then, the “controller sieve” makes a strict evaluation of candi-
date controllers based on input (goal) as well as error (e). After the sieve process,
candidate controllers are divided into two parts: reject controllers and accept control-
lers. Then, the reject controllers turn to falsified controllers as well as the accept con-
trollers turn to unfalsified controllers. And the first unfalsified controller is selected to
system loop as a current controller.

This paper builds a model based on immune feedback mechanism to adapt system
control performance. The main cells involved in the model are antigen ( Ag ), antibody
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(Ab), B cells (B), help T cells (7}, ), suppressor T cells (7, ), and antigen presenting
cells (APC) [11]. When Ag invades organisms, it is firstly recognized by APC .
Then, the APC sends recognition message to T, , and T, secretes the interleukin to
activate T, and B cells. As the T, receives stimuli, it secretes another kind of inter-
leukin to inhibit the active of T,, . Meanwhile, as the activated B cells begin to divide,
their offsprings (plasma cells) secrete Ab to recognize Ag . After a while, when Ag

is prevented by Ab , a dynamic relative equilibrium point can be reached, and the im-
mune response is finished.

3 The IEUC Algorithm

As the IEUC cannot be easily implemented without a basic control algorithm, a con-
ventional PID control algorithm mixed with the IEUC is proposed. The basic algo-
rithm flowchart of the IEUC is shown in Fig. 2. The left part of Fig. 2 is unfalsified
control algorithm and the right part is immune control algorithm.

Initialization

i<NumController

Y

Immune Control

[ ] ‘j
4 Plant
Candidate Set Selection |:an
w N : Y
t<TotalTime

Y
. . N
‘ Unfalsified Control Information
Y
End

Fig. 2. The basic algorithm of the IEUC

The selection and evaluation process for the candidate set is based on the algorithm
of unfalsified control [12]: #(¢)is the fictitious reference signal, combing with a ba-

sic PID-type algorithm:

s s-K,
r(t)= yom‘i(z‘)—Fm(Ui(r)-i-E.S+1 youti(t)j, (D

P i
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where i is current controller number, £ is a small enough value in PID approx-
imate algorithm, K ,K;,K, denotes proportional, integral, and derivative parameter,

respectively. Performance specification set 7, = is

spec

T, (5:(0), your (£),u(t)) =@, * (1. () = y0)|” +|e, #u()| —|r,()| @
where @ and @, are weighting filters depends on user’s demand, * denotes the

convolution operator.
Moreover, performance evaluation standard E

value

is

. . 1
Evalue(l’k'ts) =Evalue(l’(k_1).t5)+5.ts.{7;pec(’;'(k'ts)’y(k'ts)’u(k.ts))

+T,, (n((k=1) 1), y((k =1)-1),u((k=1)-1,))} ,

3

If E
ler and continue the iteration (i =i+1). Then, the UC conveys unfalsified information
(K p,KI.,K , in this system) to immune controller. When the process comes to

>0, the current controller is falsified, the algorithm will discard the control-

value

i > NumController , it means that no unfalsified controller has been found. The algo-
rithm would terminate, and a new set of candidate controllers are required.
The immune control algorithm is as follows:

1 z-1
U(k):(KP-’-Kl.:-’-KD'Tj'e(k)’ (4)

where,

K, =K, -{1-n- f(AU(k))}
K, =K;-{1-n- f(AU(K))} .
Ky =K, -{1-17- f(AU(K))}

Where, 17 is a design coefficient to adjust the impact of f(-), f(-) is a nonlinear

function for considering the effect of the reaction of B cells and the antigens. Also,
when 77=0, the IEUC controller is equal to UC controller. In this paper, the fuzzy

controller with two inputs and one output is employed here to approximate f(-) . The
immune controller signal U(k) and change of the controller signal AU (k) are two
inputs variables; the output of system yout(k) is the output variable. The fuzzy con-
trol rules and fuzzy functions are shown in [11].
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4 Simulation Results

In order to examine the control performance of the IEUC, we consider a three-order
plant in the high-speed spinning model,

~ 1.059
00009425 +0.33165> +1.1988s

G(s) )]
We set the initial parameters as, NumController =45, t =0.1s, TotalTime=30s,
candidate controllers: K, ={5,10,30,110,150} , K, ={50,75,100} , K, ={20,10,4}.
s+20 0.01

s W () =——=
2(s+3) 1.2(s+1)
rameters: 77 =0.6,/ =1. Additionally, based on the IEUC algorithm discussed in Sec-

Performance evaluation: W, (s) = . Immune control pa-

tion 4, when 77 =0, the IEUC controller is equal to UC controller.

Seen from Fig. 1, in the unfalsified control element, if the mathematical method is
available, the unfalsified set of controllers can be easily obtained. However, based on
Egs. (2) and (3), as the progress of sieving, many candidate controllers could be eva-
luated to be falsified and rejected and it is possible that the finite set Kr of
NumController candidates would become empty. When the algorithm is being ter-
minated due to this reason, argument the set Kr with additional candidate controllers
or reset of the performance specification need to be done. In this case, a carefully de-
signed set of PID parameters has been employed to act as candidate controllers and a
relatively comprehensive performance specification has been adopted. In the immune
fuzzy control element, by adjusting 7, [ in Eq. (4) and fuzzy rules, the fuzzy im-
mune controller can quickly drive the system output to the desired level [11].

Using the IEUC, we obtain desirable control performance for the system as shown
in Figs. 3 and 4. The control effectiveness is also illustrated by comparing the perfor-
mance of the IEUC and the UC. In order to show the contrast effectiveness of the in-
fluence on yout with rin changing, the set points of rin at the 10-th , 20-th , 30-

th seconds are changed. The simulation results demonstrate that the IEUC is robust
and has better control performance than that of the UC.

i T T i 50 - — - - —

4****F****§***+***4** ‘ ‘ ‘ ‘ e
IEUC 5 piia ai i Mt Hes e I N
) | | |

| |
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e N A A B
£ i | | | |
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3
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Fig. 3. The performance comparison Fig. 4. The change of controller
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5 Conclusions

In this paper, an immune-enhanced unfalsified controller and its control scheme are
presented and applied to control a complex three-order plant in high-speed spinning
model. Simulation results demonstrate that the IEUC can rapidly response to the
changing of desired level. Moreover, compared with single unfalsified control algo-
rithm, the IEUC can decrease system overshoot as well as reduce rising time easily
and successfully.
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Abstract. In this paper, we develop a real-time adaptive task allocation
algorithm based on parallel dynamic coalition in WSNs. The algorithm gives a
priority level to each task according to the idea of EDF. And the task with
relatively higher priority will be scheduled firstly. When coalitions are parallel
generated through PSO algorithm, the corresponding task of coalition will be
allocated according to the current load of sensors and the remaining energy
balance degree. The experimental results show that the proposed algorithm has
strong capability to meet deadline constraint and it can prolong the lifetime of
the whole network significantly.

Keywords: wireless sensor networks, task allocation, dynamic coalition,
particle swarm optimization, earliest deadline first.

1 Introduction

Wireless sensor networks (WSNs) are usually made up of a large number of sensor
nodes with limited communication and computation abilities. Each sensor is energy-
constrained and it always works in a dynamical network environment without human
participation. The application of WSNs confronts many challenges.

The issue on task allocation is important for the study of WSNs. In [1], an EBSEL
algorithm to extend the network's lifetime through balancing energy consumption
among the sensors is developed. But it just considers a single-hop cluster of
homogeneous nodes where the communication cost is asymmetric. An energy balance
DAG task scheduling algorithm to acquire lowest energy consumption and highest
balanced use of energy is presented in [2], however, it mainly focuses on global tasks
allocation and will need to consume too much energy to communicate. In [3], a
localized cross-layer real-time task mapping and scheduling solutions for DVS-
enabled WSNs is proposed, but the scale of nodes is small in simulation experiment.

If task allocation is unreasonable or the network does not make use of these limited
resources rationally, the deadline of task may miss; and what's more, it may lead to
the imbalance of energy distribution and reduce the lifetime of the whole networks.
Therefore, in order to maximize the utilization of resources, prolong the lifetime of
the networks under the constraint of task deadline, it is effective that sensor nodes
cooperate with one another. Based on these factors mentioned above, an effectively

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 25
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real-time adaptive task allocation algorithm based on parallel dynamic coalition
(ERATA) is proposed in this paper to solve these issues.

2  Problem Description

There is a WSN, which consists of n heterogeneous sensors in an area of 100*1 00m? ,
and there are m independent tasks with deadline to be finished. Each task is composed
of [ attributes and each sensor has different ability for different attributes. In order to
meet deadline constraint and prolong the lifetime of WSNis, the target is assigning the
m tasks to the n sensor nodes rationally to execute. For simplicity, some assumptions
are made as follows:

1) All sensors have different limited remaining energy, which are generated
randomly in our simulation.

2) The remaining energy state and ability for different sub-tasks of each sensor in
this area can be acquired by the sink node through dynamic topology or route control
of WSNGs. In this paper, we just focus on task allocation. And nodes can be aware of
its residual energy and their location. The sink node is responsible for running the
tasks allocation algorithm (proposed in Section 3), and the node can sense tasks and
split a task into / different attributes ( / sub-tasks) at most.

Some definitions are as follows:

The total energy consumption:

E,, =Y E()+Y E.() - 1)
i=1 i=1

Where, Ey(i) is communication consumption of i-th task; and our communication
energy consumption model is based on the first order radio model[4]; E (i) is total
computation consumption of i-th task. The value of total energy consumption with
lower value is better.

Remaining energy balance of networks:

YIE-E,,| o
Ba =+ .
n

Where, E; expresses the remaining energy of i-th node. E,,, is average remaining
energy of the WSNs; Ba denotes the remaining energy balance degree. The smaller
value of Ba is, the better. Through adjusting Ba properly, we can prolong the lifetime

of WSNs effectively.
Task finish time factor:

F-D,. if F2D
Gap, =

, (0<i< .
0, else O<i<m) 3)
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Where, D; and F; represent the deadline and finish time of i-th task respectively; if
Gap; is not equal to 0, it shows that i-th task will not be finished before its deadline.
The value of Gap; denotes the precise shortage between deadline and practical finish
time of i-th task. The smaller the value of Gap; , the better. Of course, it would be best
that each value of Gap; is 0.

3 Algorithm Description

3.1 Dynamic Coalition

As a typical research field of the distributed artificial intelligence, agent theories and
technologies play an important role in modern computer science and application. The
characteristic of agent is similar to that of sensor. Therefore, some theories of multi-
agent would be applied to the algorithm design of WSNs[5], If a sensor node is
regarded as an agent, a WSN is a kind of multi-agent system. Based on the
characteristic of WSNs, it is not suitable that we adopt the method of dynamic
coalition directly, because agents in MAS need to consult with one another
repeatedly, which will lead to excessive energy consumption. There are two forms of
complicated coalition: multi-tasks coalition and overlapping coalition[6]. In our
method, we employ parallel dynamic coalition based on overlapping coalition; and a
task is corresponding to a coalition and agents in a coalition cooperate with each
other.

3.2 Discrete Particle Swarm Optimization

Particle swarm optimization (PSO) algorithm is a population based on stochastic
optimization technique. In this paper, we utilize discrete particle swarm optimization
(DPSO) [7] algorithm to generate coalition in parallel.

An m*n matrix X and V represent the position coding and corresponding velocity
respectively [8], where:

OSi<m;OSj<n). 4)

]I, if j™ node is in i" coalition (
j= , ;
/ 0, otherwise

The update equation of the velocity for each particle is described as the follows:

Vi (£ +1) = WV (1) + cyrand, )(Py; — X (1) + cyrandy (P, — X (1) 5)

if ry;(t+1) < sigmoid (V1 +1))

, 1
X%U+D={’ (6)

else

Where, i denotes i-th particle; d represents the d-dimensional vector; j denotes the j-th
element of the d-dimensional vector. r, is a random variable, whose range is [0,1],
and sigmoid(V)=1/(1+exp(-V)); in addition, ¢; = ¢; = 2. As we known, suitable
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selection of inertia weight w provides a balance between global and local exploration.
The value of w can be set according to the following formula [9]:
w

max — W

t

max

min *t

(N

Where ¢, is the maximum iteration number; w,,,, and w,,;, are the maximum and
minimum inertia weight respectively. Therefore, w decreases linearly during a run,
which is beneficial to the convergence of the algorithm. In our simulation, some
parameters of PSO algorithm are set as follows: w,,,, = 0.9, w,;, = 0.4.

3.3 Fitness Function

In our model, we make tasks finish before their deadline as far as possible. At the
same time, remaining energy balance of networks and less energy consumption are
taken into consideration as well. According to the discussion above, we transfer the
three factors to a single-objective optimization issue simplistically by adopting three
weights. Therefore, fitness function is shown as follows:

m
Fitnesszwl*ZGapi+w2*Esum/n+w3*Ba . ®)
i=1

Where, w; = 0.6, w, = 0.2, w; = 0.2 and w;+w,+w; = 1; during each iteration of DPSO
algorithm, we use this function to evaluate a particle. The smaller the value of fitness
is, the better the particle is.

3.4 Real-Time Sub-tasks Allocation Algorithm Based on Load and Energy
Balance

Step 1: According to formulation (11), select a sensor whose value of U(i) is smallest
from sensors, which have been in the same task coalition.

Step 2: If the remaining energy of the node is below the average energy of sensors
in this coalition, the sensor should be neglected and repeat step 1.

Step 3: For this sensor node, the sub-task corresponding to the strongest ability,
which the sensor has, will be picked up. The selected sub-task will be allocated to this
sensor node, if the sub-task has not been allocated yet. Otherwise, the sub-task
corresponding to the second strongest ability, which the sensor has, will be picked up
until the sensor can take over a sub-task of this coalition.

Step 4: The value of U(i), B(i) and EP(i) corresponding to the sensor should be
updated. Then, repeat Step 1, until all the sub-tasks are allocated.
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B(i) = Bzy,/ > By, )

j=1
EP(i) = ;
Wy ENECW I (10)
e i +1
U(i) =wt, *B(i)+wt, * EP(i) . (11

Where, i denotes i-th sensor; nc and ENC,,, represent the sensor number of current
coalition and the average remaining energy of sensors in current coalition
respectively. Bzy; (0 < i<n) denotes the busy time of i-th node. In other words, because
i-th node is busy handling some task, it is unavailable for i-th sensor to handle other
task unless the time Bzy; goes pass from now on. EP(i) reflects the remaining energy
degree of i-th sensor node in current coalition; B(i) signifies the busy degree of i-th
node, which shows the load degree of current sensor; wt; and wt, are weight
coefficients set as 0.9 and 0.1 respectively; and wt; + wt, = 1. What's more, Both of
B(i) and EP(i) are mapped into the range [0,1].

In this paper, The smaller the value of U(i) is, the better performance of node is.
Therefore, we can see that the idle node and the node with more energy are more
likely to be picked up.

3.5 Framework of Algorithm

Earliest Deadline First (EDF) is one of the most important dynamic priority
algorithms. Besides, it have been proved to be the best dynamic priority
algorithm[10]. The priority of a task is inversely proportional to its absolute deadline.
In other words, the highest priority task is the one with the earliest deadline.

In this paper, we adopt the idea of EDF to our algorithm. Once all the coalitions are
generated by PSO, the coalition with relatively higher priority has higher priority run
sub-tasks allocation algorithm. The task allocation algorithm based on parallel
dynamic coalition is as follows:

Step 1: Sort m tasks into ascending order according to their deadlines.

Step 2: A swarm of particles are initialized randomly. The position and velocity of
each particle are generated randomly. And we get an initial scheme of parallel
dynamic coalitions.

Step 3: All coalitions of each particle, runs real-time sub-tasks allocation algorithm
respectively according to the result of Step 1.

Step 4: Update previous fitness of each particle and global fitness according to the
current value of fitness function; update the position and velocity of every particle.
And then, repeat Step 2, if current situation does not meet the ending condition.
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4 Simulation Results and Analysis

We will compare the algorithm proposed in this paper with random sub-task
allocation algorithm based on parallel dynamic coalition (RSAA)[11] and sub-task
allocation algorithm based on parallel dynamic coalition with minimum completion
time[12](MCTSAA). Where, the algorithm of MCTSAA is improved by us, load of
each sensor has also been taken into consideration.

In this group experiments, both the number of task and sensor node are set as 100.
In order to investigate the effect of task deadline, the different deadlines with the
same tasks set are given, which are uniformly distributed over [0, 0.5], [0.5, 1], [1,
1.5], [1.5, 2], [2, 2.5], [2.5, 3] respectively.

100
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= 40|
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Fig. 1. Deadline missing ratio

As shown in Fig.1, both ERATA and MCTSAA have better capability to meet the
deadline constraint compared with RSAA. When deadlines are extremely small, both
of algorithms are nearly out of work, because, indeed, most of tasks are impossible at
this moment. When deadline increases, the algorithm of ERATA and MCTSAA drops
much faster than RSAA, because load of sensors have been taken into consideration
in ERATA and MCTSAA. But, ERATA also considers the factor of remaining energy
balance. Therefore, ERATA is worse than MCTSAA in the aspect of deadline
missing ratio. We can also see that the performance of ERATA is close to that of
MCTSAA, which is superior algorithm, because it just considers the factor of
deadline. For RSAA, it always randomly chooses nodes to execute tasks; it means that
this algorithm hardly thinks of how to improve the performance of parallel coalition
to meet the deadline constraint. As a result, the RSAA gets the worst results.
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Fig. 2. Remaining energy balance

Regarding remaining energy balance degree of all sensors in Fig.2, ERATA has
better performance than MCTSAA and RSAA, because the algorithm of ERATA has
not only considered the load of sensors, but also considered the remaining energy
balance factor. In ERATA, w; and wt,, which are both corresponding to remaining
energy balance weight in equation (8) and equation (11), are just set as 0.2 and 0.1,
therefore, when many tasks would not be finished before their deadlines, the
algorithm will focus on finding a solution to meet the deadline constraint firstly
instead of finding a solution to optimize the energy balance. This can explain that
with deadline increasing, the value of remaining energy balance is dropping. As to
MCTSAA, it also has better performance than RSAA. MCTSAA is designed to finish
tasks as soon as possible and the sensor with small busy time will be considered
firstly. As we known, busy time can reflect the current load of sensor. Therefore, the
strategy of MCTSAA is beneficial to load balance of sensors; and the load balance is
beneficial to the balance of remaining energy of the whole network. So, the strategy
of MCTSAA has an indirect effect in keeping remaining energy balance.

5 Conclusion

In this paper, we develop a real-time task allocation based on parallel dynamic
coalition in WSNs. In ERATA algorithm, when coalitions are generated through PSO
algorithm in parallel, corresponding tasks of coalitions will be allocated according to
the current load and remaining energy of sensors. The experimental results show that
the proposed algorithm has strong capability to meet deadlines and it can prolong the
lifetime of the whole network significantly.
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Abstract. As labor costs rising, development of agriculture robot to alter labor-
intensive traditional agriculture is becoming more and more important .Task of
transplanting is very heavy and important in bedding plants system in facility
agriculture. In this paper, control strategy of transplanting healthy seedlings from
high density plug tray to low density growing tray are analyzed. Cause of diffi-
cult to get the optimal solution of the whole combination route strategy in the real
time, list four typical transplanting scheme, then introduced greedy algorithm to
optimize control strategy. Through the simulation, greedy algorithm make the
path distance shortened. Controller get approximate optimal solution at the situa-
tion of unknown optimal solution, improved the efficiency of transplanting.

Keywords: Greedy algorithm, Seedlings transplanting, Facility agriculture.

1 Introduction

In facility agriculture, seedlings transplanting equipment has many advantages, it can
take the place of the traditional manual, reduction of labor intensity, improve the pro-
duction efficiency, and make seedling transplanting well consistency, solve labor
shortage problems, and so on[1]. Healthy seedlings in high density plug tray need to
be transplanted into lower density tray for further growth[2]. In this processing, trans-
planting order of seedlings in the two plug tray need to be plan, combination reasona-
ble transplanting path, all these for the aim of shortest movement distance of
mechanical arm with end-effector, and the whole execution cost the least time. This
problem is similar knapsack problem and traveling salesman problem, typical and dif-
ficult to solve the problem of combination and optimization. The greedy algorithm is
a kind of improved grading method, optimization by greedy algorithm, trying to find
the solution of the transplanting which approximate to the optimal.

The greedy algorithm is not optimization from the global, its choice is local optim-
al in a sense, that is the best choice in current situation[5]. Hope that the end result is
an optimal solution through do choose by greedy algorithm every time. In some cases,
even if we can't get whole optimal solution by greedy algorithm, the result is the ap-
proximation solution to optimal.
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2  Materials and Methods

Seedlings transplanting automation equipment in facility agriculture mainly comprise
four parts: plug tray conveying system, machine visual identity system, control sys-
tem and transplanting system[3]. Physical of the transplanter are shown in figure 1.

Fig. 1. Physical map of the robotic transplanter in greenhouses

Identify the healthy state of seedlings by machine vision system, get the position of
seedlings in plug tray, then plug tray conveying system transport the plug tray to the
transplanting system with three coordinate system. At last, control system drive the
mechanism operation according to the transplanting strategy.

2.1 Analysis of Transplanting Control Strategy

The seedling transplanting equipment operate with mechanical arm in rectangular
type coordinate, and linear motion as the foundation unit. Movement mechanism act
in Cartesian coordinate system with three degrees of freedom in X, Y, Z space.

(a) (b)

Fig. 2. Institutions and joint composition of Cartesian type manipulator
(a) Mechanism arm with Rectangular coordinate  (b) Schematic diagram of institutions

All these are driving by servo-motor, can realize the movement in all three direc-
tions at the same time. The work space is a rectangular space, arm can take the end-
effector to any point in this area, the schematic are shown in figure 2.
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In the process of transplanting, seedlings transplanted from transplanting to aim
tray, it need to make a reasonable control strategy, make sure the path planning. Sim-
plified model are shown in figure 3, (a) aim tray is empty, waiting for transplanting
seedlings, (b) small circle in transplanting tray stand for seedlings need to be trans-
planted, and the vacancy stand for no sprout or no healthy seedling point suit for
transplanting. Mechanism arm move from transplanting tray to the aim tray, and then
move back to transplanting tray. Such a reciprocating process, path planning is essen-
tial, save time and improve efficiency.

aim tray transplanting tray
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Fig. 3. The position of transplanting seedlings

In the model, size of plug tray is 250 mm x 500 mm, the distance between the two
plug tray is 100 mm. the specification of transplanting tray is 5 x 10, and the aim tray
is 4 x 8, suppose there are 0 to 9 vacancy plug which is not suitable for transplanting
in each simulation.

In rectangular coordinate, each plug seedling has its own coordinate which is
unique.  (Ax;,Ay,) represent point of aim tray, (Bx,,By,) represent point of trans-

planting tray. The distance between two transplanting path can be expressed as:

d, = J(Bx, - Ax,)* + (By, - By,)’

The path of transplanting has many choices, and there are more than 32 %40 ! Our
transplanting strategy’s objective is to get the minimum Zdl_ , and the constraint

conditions is transplanting less than 32 times. If we get the optimal transplanting
strategy by hundred million times calculate using computer, obviously, it does not
meet the requirement of transplanting in real-time, also, most of these calculation are
no using.

2.2 Typical Transplanting Strategy

Compare four typical transplanting strategy which represent the most of reasonable
strategy.

Strategy one: scan the transplanting tray row by row, from left to right, from up to
down, seedlings are transplanted to aim tray, and also placed in the aim tray row by
row, the process are shown in figure 4.
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Strategy two: scan the transplanting tray row by row, from left to right, from up to
down, seedlings are transplanted to aim tray, and also placed in the aim tray follow
the principle of nearby placed and row by row which is different to strategy one, the
process are shown in figure 5.
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Fig. 4. Strategy one Fig. 5. Strategy two

Strategy three: scan the transplanting tray column by column, from up to down,
from left to right, seedlings are transplanted to aim tray, and placed in the aim tray
follow the principle of nearby placed, namely seedling in the first column of trans-
planting tray placed to the nearest column of the aim tray, the process are shown in
figure 6.

Strategy four: scan the transplanting tray column by column, from up to down,
from left to right, seedlings are transplanted to aim tray, and placed to corresponding
position in the aim tray, namely seedling in the first column of transplanting tray
placed to the first column of the aim tray, the process are shown in figure 7.
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Fig. 6. Strategy three Fig. 7. Strategy four

Generated the transplanting tray with 9 vacancy hole randomly, and the distribu-
tion of the vacancy hole are not certain, the number of vacancy hole from 0 to 9. Si-
mulate the trajectory of end-effector by computer, calculated the movement distance
of the mechanical arm which seedlings fill all the aim tray, the results are shown in
the table 1.

From the table, we found the corresponding distance of strategy one and strategy
two is equal, and the corresponding distance of strategy three and strategy four is
equal, too. The distance of transplanting is change along with the increasing of vacan-
cy hole in the transplanting tray and the different location. The advantage of trans-
planting path scanning by row or by column is not obvious. But in the case of litter
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vacancy hole or no vacancy hole, scanning by row of the transplanting strategy supe-
rior to the scanning by column.

Table 1. The distance of transplanting (unit: mm)

Hole number  Strategy 1 Strategy 2 Strategy 3 Strategy 4
0 27600 27600 31412 31412
1 27250 27250 31062 31062
2 26850 26850 30712 30712
3 26387 26387 30362 30362
4 25887 25887 30212 30212
5 25837 25837 27375 27375
6 25887 25887 24937 24937
7 26237 26237 24287 24287
8 26237 26237 25287 25287
9 26237 26237 30550 30550

From the above, we decide to take the strategy of scanning by row, and attempt to
improve the effective of the transplanting strategy by greedy algorithm.

aim tray transplanting tray
OYOJIORO NN

Flr|plrl  Jofofo]o]o

D‘ @,-’ o|D|O|O|O

[ 0|0|0

O|0|0|0|0O

O|0)|0 O

Fig. 8. Improvement Strategy

After optimization, transplanting strategy as follows:

1.

2.
3.

4.

Scanning transplanting tray row by row, record the location of hole which
have the seedlings;

Transplanting the seedling to the aim tray one by one;

Judge the corresponding row in the aim tray fill up or not, if the row in the aim
tray are filled up nearest the transplanting tray, end-effector take seedling in

the next row.

Follow the regulation until the aim tray is filled up.

Improvement strategy process are shown in figure 8.
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Use the greedy algorithm test the above 10 transplanting tray with 0-9 vacancy
hole, distance of transplanting is 23800, 24100, 24300, 24500, 24600, 25000, 25300,
25700, 25700, 25700, the unit is mm.

3 Results and Discussion

Gathering the data of the five transplanting strategy, and drawing the graph, they are
shown in figure 9.
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Fig. 9. Graph of the five transplanting strategy test

From the graph, we know:

1.

Distance of strategy 1 and strategy 2 which is scanning by row are almost
equal; when the hole number is small, transplanting distance change litter, and
it decrease along with the hole number increased. Cause the phenomena is
that: scanning by row, distance between the column of transplanting tray and
aim tray are almost the same, so strategy 1 and strategy 2 is just different with
combination, the whole distance of transplanting change litter; and the rows of
transplanting tray are more than aim tray, the distance between the correspond-
ing row of transplanting tray and aim tray is more and more large along with
the rows increased, the hole number’s increasing, decrease the cumulative dis-
tance, so the whole distance decrease along with the hole number increase.
Distance of strategy 3 and strategy 4 which is scanning by column are almost
equal; when the hole number is small, transplanting distance change litter, and
it decrease greatly along with the hole number increased. Cause the phenome-
na is that: the first reason is the same with the strategy 1 and strategy 2; the
cumulative distance transplanted by column are bigger than by row, so when
the hole number increase, the decreased range of the whole distance is big.
Contrast strategyl,2 and strategy3,4, the whole distance of scanning by col-
umn is bigger than scanning by row when hole number is litter, and the de-
creased range is also bigger when hole number is big. Cause the phenomena is
that: when every column transplant to the corresponding column in the aim
tray, the cumulative distance are bigger than transplanting by row, so when
the hole number is bigger, the corresponding range of decrease is bigger.
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4. Base on the advantage of the scanning by row, using greedy algorithm optim-
ize strategy 1. The whole distance is shorter than strategy 1, and the advantage
is more obvious when the hole number is litter, but the advantage disappear
gradually along with the whole number is bigger, Cause the phenomena is
that: in this transplanting problem, the advantage of greedy algorithm is wea-
kened along with the hole number increase.

In this thesis, using the greedy algorithm realize the optimization of transplanting
strategy, the whole distance of transplanting is shorter than the other four strategy.

4 Conclusions

Using the greedy algorithm to solute the problem is very common, and the greedy
strategy is the most closing the strategy of common thinking to the people. The final
solution calculated by greedy algorithm can’t guarantee the optimal, but it can provide
a range feasibility for some problem. For seedling transplanting in facility agriculture,
optimizing transplanting strategy with greedy algorithm instead of the method of ex-
haust algorithm can also get a good control strategy, save the operation time, and fur-
ther improve efficiency of the equipment. In a word, making full use of the advantage
of greedy algorithm, optimal the local case, greedy strategy is easy to constitution,
and simple to realize it.
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Abstract. This paper investigates a squeaky wheel optimization (SWO)
approach to the airport gate assignment problem (AGAP). A graph coloring
method is incorporated into the SWO procedure to construct solutions in our
approach. Some initial experimental results are presented towards the validation
of this approach.

Keywords: Airport Gate Assignment Problem, Squeaky Wheel Optimization,
Graph Coloring Heuristic.

1 Introduction

Airport gate assignment problem involve scheduling a number of arriving and
departing flights into a set of airport gates with the aim to satisfy certain objectives and
constraints. A typical objective is to minimize the number of the delayed gates. A
number of constraints need to be considered in the procedure of constructing solutions.
Such as: only one flight is allowed at one gate within the same time interval; each flight
should not be assigned to more than one gate at the same time; the time interval
between the flight arriving and departing should not be longer than the minimum
ground time;

This paper addresses the AGAP problem with the dispersion of gate idle time period
as the objective. The purpose is to improve the robustness of the schedule, which
expects that slight time variation won’t cause too much disruption in the original plan.

It has been proved that AGAP is a combinatorial problem. Heuristic method is
generally applied to obtain approximate optimal solutions with reasonable cost. In the
literature, there are a number of state of art works on AGAP. Ahmet Bolat [1] used the
branch and bound method to assign commercial service aircrafts to the available airport
gates ; Loo Hay Lee [2] et al. developed a multi-objective genetic algorithm to schedule
the flights to gates; Rosenberger [3] et al. constructed a fleet assignment model that can
be used to improve robustness based on the structure of a hub-and-spoke flight network
to create a partial rotation with many short cycles.

The contribution of this paper is to present a Squeaky Wheel Optimization approach
to the AGAP. The Squeaky Wheel Optimization [6] algorithm can be divided into three
steps—Construct / Analyze / Prioritize. Firstly, an initial elements ordering can be
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acquired by evaluating the difficulty of these elements. According to this ordering, an
initial solution is constructed element by element. Then, this solution is analyzed to
find those elements that can’t work well and a strategy is used to increase their
priorities while others’ stay unchanged. Finally, a new sequence of elements ordering is
obtained by prioritizing the elements in descending order of their priorities. The SWO
algorithm cycles around these three steps until certain stop criteria are met. Some initial
experimental results show that the proposed SWO approach to AGAP can be used to
improve the schedule quality.

This paper is organized as follows. The proposed SWO algorithm to AGAP is given
in Section 2. Section 3 describes the experimental data and discusses the results. A
conclusion is provided in Section 4.

2  The Proposed Method

In this section, A Squeaky Wheel Optimization algorithm incorporated with the graph
coloring method as the basic heuristic is provided to solve the airport gate assignment
problem.

The three steps of SWO are termed constructor / analyzer / prioritizer respectively.
On each iteration, the constructor gives a solution (may violate some hard constraints),
and the analyzer finds those “difficult points” (“squeaky wheels”) and at the same time
increases their priorities, the prioritizer reprioritizes these elements in descending order
of their priorities (measured by difficulty). Iteration after iteration, these difficult points
are given more and more attention and move to the front of the elements sequence
gradually (“It is the squeaky wheel that gets the oil.”). In the gate assignment problem
domain, these elements are the flights to be assigned.

A graph coloring method derived from the literature [7],[8] and [9] is applied as the
basic heuristic in the constructor to obtain a solution in each cycle. In this work, two
graph coloring heuristics, Largest Degree First (LDF) and Saturation Degree (SD), are
used to construct a solution.

The difficulty which measures how difficult a flight can be assigned, and the
heuristic modifier which helps to dynamically alter the overall difficulty of a flight, are
applied in the analyzer. The difficulty of flight f at iteration i is given in the following
equation:

difficulty(f,i)=heuristic(f,i)+heurmod(f,i) (D)

The heuristic(f,i) is measured by the conflict number of flight f with the other flights at
iteration i . The heurmod(f,i) is a variable which is altered dynamically in each iteration.
Four types of heuristic modifier proposed in [9] are applied in our work. They are:
custom (C), additive (AD), Multiplicative (MP), Exponential (MP).

After the prioritizer has set an order of flights, a shuffle strategy is applied on the
sorted flight sequence. The sorted flights are divided into fixed size blocks, and within
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each block, the flights are shuffled randomly. The idea behind that is that the diversity
of the schedule might be improved.
The pseudo code of the proposed SWO algorithm to AGAP is presented in Figure 1.

3 Experiments

The test data used in the experiments is generated by the following method: the integer
arriving time of each flight is drawn from a uniform distribution between 0 and 48.
Similarly, the ground time for each flight is from a uniform distribution between 6 and
18. Each gate has two attributes: the gate number and gate type value. The gate number
is the same as the sequence number generating the gate. While, the gate type value is
drawn from a uniform distribution between 1 and 3.

Since a random function is used to shuffle the ordering of flights, the results of each
run are different. Thus, the best result of 10 runs is recorded for each method. We have
carried out two group experiments. One group use LDF heuristic in SWO, and the other
use SD heuristic. For each group experiment, four type of modifier with different
shuffle strategies are tested. Table 1 presents the two group experimental results, which
are by LDF and SD respectively.

Algorithm 1. Pseudo code of the SWO methodology to AGAP

Do

Applying graph color method to construct a solution;

calculate the fitness value of the current solution;

if current solution is better than the best solution ever
found

then replace best solution with current solution;

sort all the flights by the value of difficulty in the
descending order;

partition all the ordered flights into fixed size bolcks;

shuffle all flights within each block randomly;

while stop critera aren't met;

return best solution;

Fig. 1. Pseudo-code of the SWO algorithm to AGAP

It can be seen from table 1 that the performance by SD is generally better than by
LDF. For each group experiment, there is a possibility to have the improved
performance by applying different shuffle strategy.
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Table 1. Experimental results

LDF SD

run number method fitness value run number method fitness value

1 C--0 238925 1 Cc—0 144200
2 C--2 238925 2 C--2 90875
3 C--3 238925 3 C--3 91275
4 C--4 238925 4 C--4 89700
5 C--5 238925 5 C--5 72325
6 C--6 238925 6 C--6 81775
7 AD--0 235875 7 AD--0 144200
8 AD--2 228350 8 AD--2 90875
9 AD--3 235875 9 AD--3 93075
10 AD--4 193350 10 AD--4 85525
11 AD--5 235875 11 AD--5 71700
12 AD--6 235875 12 AD--6 79575
13 MP--0 238925 13 MP--0 144200
14 MP--2 221950 14 MP--2 90875
15 MP--3 194475 15 MP--3 94750
16 MP--4 186150 16 MP--4 89700
17 MP--5 103700 17 MP--5 67050
18 MP--6 186950 18 MP--6 76300
19 EX--0 235875 19 EX--0 144200
20 EX--2 228350 20 EX--2 90875
21 EX--3 194475 21 EX--3 93075
22 EX--4 191925 22 EX--4 87100
23 EX--5 142525 23 EX--5 64275
24 EX--6 186150 24 EX--6 79000

4 Conclusions

In this paper, we initially apply the Squeaky Wheel Optimization algorithm to the
airport gate assignment problem. And preliminary experimental results show that our
method can be used to improve the robustness of the flight schedule. In the future, we
will try to investigate how to combine the SWO with other intelligent algorithm
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(Evolutionary algorithm e.g.) so as to solve the gate assignment problem more
effectively.
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Abstract. In T-detector Maturation Algorithm with Overlap Rate, the parameter
Omin is proposed to control the distance among detectors. But Omin is required
to be set by experience. To solve the problem, T-detector Maturation Algorithm
with NS operator is proposed. The results of experiment show that the proposed
algorithm can achieve the same effect with TMA-OR when 2-dimensional
synthetic data and iris data are used as the data set.

Keywords: Artificial immune system, suppression operator, TMA.

1 Introduction

Nowadays, Artificial Immune System (AIS) has been applied to many areas such as
computer security, classification, learning and optimization [1]. Negative Selection
Algorithm, Clonal Selection Algorithm, Immune Network Algorithm and Danger
Theory Algorithm are the main algorithms in AIS [2][3].

A real-valued negative selection algorithm with variable-sized detectors (V-
detector Algorithm) is proposed to generate detectors with variable r, which are
applied in abnormal detection. A statistical method (naive estimate) is used to
estimate detect coverage [4]. But as reported in paper[5], the performance of V-
detector algorithm on the KDD Cup(1999) data is unacceptably poor. So a new
statistical approach (hypothesis testing) is used to analyze the detector coverage [6].
But hypothesis testing requires np>5, n(1-p)>5 and n>10. When p is set to 90%, n
must be set to at least 50. While the number of detectors have an important effect on
the detect performance, the hypothesis has poor performance. Actually in naive
estimate method, V-detector algorithm tries to maximize the distance among valid
detectors. With the number of valid detectors increasing, it is difficult to find valid
detector. To choose the appropriate distance among valid detectors and achieve less
number of detectors generated, a parameter overlap rate (Omin) in T-detector
Maturation Algorithm (TMA) is proposed to control the distance among detectors
[7].But the optimized Omin is required to be set by experience. To solve this problem,
a suppression operator called Negative Selection operator (NS operator) is used in
TMA. NS operator is first proposed to eliminate those network cells which are
recognized by others in optaiNet [8]. So there is no parameter Omin in TMA with NS
operator(TMA-NS).

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 47
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2 Algorithm

2.1 Match Range Model

U={0,1}" ,n is the number of dimensions. The normal set is defined as selves
and the abnormal set is defined as nonselves. selves U nonselves=U.
selvesNnonselves=®.There is two point X=X;X;...Xy, Y=Y1Y2...Yao. The Euclidean
distance between x and y is:

n

doy) = (5 =) ()
i=1
The detector is defined as dct = {<center, selfmin, selfmax > | center € U,
selfmin, selfmax EN}. ‘center’ is one point in U. ‘selfmax’ is the maximized distance
between dct.center and selves. ‘selfmin’ is the minimized distance. The detector set is
definined as DCTS. Selfmax and selfmin is calculated by setMatchRange(dct, selves),
dct.centere U, i€ [1, Iselvesl ], self, € selfves:

selfmin = min({d(self;,dct.centen })
selfmax = max({d(Self;,dct.centen })

setMatchRange = { 2)
[selfmin,selfmax] is defined as self area. Others is the nonself area. Suppose there is

one point xEU and one detector dct € DCTS. When d(x,dct) 2 [dct.selfmin,
dct.selfmin], x is detected as abnormal.

2.2 NS Operator

NS operator is first proposed to eliminate those network cells which are recognized by
others in optaiNet [8]. In this work, it is defined as following:

) false, NSMatchAnd(dctx,dct, ) = true, 3dct, € DCTS
IsValidAnd = 3)
true, others
true,d < dctx.self minA d < dctk .self min
NSMatchAnd = 4
false, others
d = d(dctx.center,dctk.center) 5)
. false, NSMatchOR(dctx, dct, ) = true,3dct, € DCTS
IsValidOR = (6)
true, others
true,d < dctx.self minv d < dctk.self min
NSMatchOR = 7)
false, others

As there are two logic operators including AND and OR, two type NS operators in
equation 3 and 6 are provided.
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2.3 The Model of Algorithm

The algorithm, called TMA-NS (TMA with Negative Select operator), is shown in
Fig.1. Step 2~4 is used to generate candidate detector which does not covered by self
with rs. Step 10 is used to estimate the detect coverage. Step 5 is used to decide
whether candidate detector is a valid detector according equation 5 or equation 8. As
AND or OR operator is used in step 5, there are two algorithms called TMA-NS-AND
or TMA-NS-OR.

Set the desired coverage pc, Self radius rs
Generate one candidate detector dctx randomly
setMatchRange (dctx, selves) // equation 2
if dectx.selfmin< rs’ then Go to 2;
if isvalidand (dctx,DCTS) then// equation 3
isvalidOR (dctx,DCTS)// equation 6
dctx is added to detector set DCTS

covered=0
Else

covered ++
0. If covered <1/(1- pc) then goto 2

R W 00 J o~ Ul & W N PP
R T N T

Fig. 1. TMA-NS algorithm model

3  Experiments

For the purpose of comparison, experiments are carried out using every data set list in
table 1.In table 1, 2-dimensional synthetic data is described in Zhou’s paper[9]. Over
the unit square [0,1]* ,various shapes are used as the self region. In every shape, there
are training data (self data) of 1000 points and test data of 1000 points including both
self points and nonself points. In the famous benchmark Fisher’s Iris Data, one of the
three types of iris is considered as normal data, while the other two are considered
abnormal [4]. As for KDD data, 20 subsets were extracted from the enormous KDD
data using a process described in [5]. Self radius from 0.01 up to 0.2 and Omin used
in TMA-OR from O up to 0.7 is conducted in these experiments. All the results shown
in these figures are average of 100 or 20 (see table 1) repeated experiment with
coverage rate 99%.
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Table 1. Data set and parameters used in experiments
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Data set - -
Ty Omin Repeated times
Comb
Cross
. . Rin
2-dimensional T gl
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tripe
- Pt_ ~ 0 100
ntersection 0.2 ~
Pentagram 0.7
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Iris data Versicolor as self data
Virginica as self data
KDD data 0.05~0.2 20
3.1 The Optimized rs Value
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(c) TMA-NS-OR

Fig. 2. Results with 2-dimensional synthetic data and different rs

In Fig.2, it shows that these algorithms achieve the optimized value at rs=0.03. So
0.03 is taken the optimized value in following discussion.



A Suppression Operator Used in TMA 51

3.2 Comparison
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Fig. 3. Results with rs=0.03

In fig.3(a)(b),the results of TMA-NSA-AND and TMA-OR(Omin=0.7) have almost
the same effect So does between TMA-NSA-OR and TMA-OR(Omin=0). According
the equation 4 and 7, TMA-NSA-AND requires AND operator and TMA-NSA-OR
requires OR operator. So TMA-NSA-OR leads more detectors to be removed because
OR operator is easier to become true than AND operator. As a result, TMA-NSA-OR
generates less valid detectors in the third figure.

In Fig.3(c), when KDD data set is used, TMA-NSA-AND shows less effective than
TMA-OR(Omin>=0.6) because TMA-NSA-AND generates less valid detectors in the
third figure.

4 Conclusion

As the parameter Omin in TMA-OR is required to be set by experience. To solve the
problem, T-detector Maturation Algorithm with NS operator (TMA-NS) is proposed.
TMA-NS, where there is no Omin required to be set , can achieve the same effect in
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2-dimensional synthetic data and iris data. But TMA-NS shows less effective than
TMA-OR when KDD is as the data set.So further research is required to be done.
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Abstract. Using the continuation theorem of coincidence degree theory
and analysis techniques, we establish criteria for the existence of periodic
solutions of predator-prey models and impulsive perturbations. It is more
appropriate to add the density-dependent term to these models in this
paper. Further, computer simulation shows that our models can occur in
many forms of complexities including periodic oscillation and gui chaotic
strange attractor.

Keywords: Periodic Solution, SI, Impulses, Coincidence degree theory.

1 Introduction

The predator-prey competitive and cooperative models have been studied by
many authors (see[Il|2l3]). The permanence and extinction are significant con-
cepts of those models which also show many interesting results. However, the
stage structure of species has been considered very little. In the real world, al-
most all animals have the stage structure. Recently, papers ([BI4U5I6I7I8]) studied
the stage structure of species with or without time delays. In this paper, we shall
explore the dynamics of impulsive differential equation modeling the process of
releasing infective pests and spraying pesticides in a more general form

=) _ - (1)s(t) (1 S(t)+KC;2((tt))I(t)) — B(t)s(t)I(t) }t L1

1)

where s(t), I(t) represents the density of species at time ¢; r(¢) denotes the in-
trinsic growth rate of species; K (t) means the environment carrying capacity of
species in the absence of competition; 3(¢) measures the amount of competition
between the species s(t) and I(t); pi, are constants. (i = 1,2)

* Corresponding author.
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In system (), we give two hypotheses as follows:

(Hy) r(t), K(t) and B(t) are all nonnegative w-periodic functions defined on
R.
(Hz) 1+ pi > 0 and there exists a positive integer ¢ such that t+, =t +

wpk+q—pk,(2—1 2).

For the sake of convenience, we introduce the following notations:
g=1! fo t)dt, here g(t) is a w-periodic functions.

2 Existence of Positive Periodic Solutions

To prove our results, we need the notion of the Mawhin’s continuation theorem
formulated in [4]

Lemma 1. Let X and Y be two Banach spaces. Consider an operator Lxr =
ANz where L : Dom LN X — Y is a Fredholm operator of index zero. Let P
and @ denote two projectors such that P : X — KerL and @ :' Y — Y/Im L.
Assume that N : {2 — Y is L-compact on §2, where {2 is open bounded in X.
Furthermore, assume that

(a) for each A € (0,1),z € 92 NDom L, Lz # ANz,

(b) for each x € 92 NKer L, QNz # 0,

(c) for each deg{JQN, 2N Ker L,0} # 0.
Then equation Lr = Nz has a solution on 2N Dom L.

Now we are ready to state and prove the main results of the present paper.

Theorem 1. Assume that the following conditions

(Hs)1— 2> In(1+p?) >0,

(Ha)r + 370 (1 +pp) > () exp{D1},

—o i In(1+pj,)
B

then system () has at least one w-periodic solution.

where D1 = In {1 — 2rw,

Proof. Make the change of variables exp{s(t)} — s(t), exp{I(t)} — I(t), then
(@) can be reformulated as

s — (1) (1 — eXP{S(t)}+Q((tt)) exp{l(t)}) — B(t) exp{I(t)},
i) =00 explaft)) - (2)

t
AS(tk) In(1 + py),
AI(t) = In(1 +pk)

Let

x:J — R|x(t) is continuous with
respect to t # t1,...,tg;x(t") and
xz(t™) exsit at ty, ..., tq; and

z(ty) = 2(tf), k=1,2,...,q

PC(J,R) =



Existence and Simulations of an Impulsive Appropriate Pest Management 55

To complete the proof, we only need to search for an appropriate open bounded
subset 2 C X verifying all the requirements in Lemma 1.

Note u = (z,y)T, define X = {u € PC(R, R?) : z(t+w) = x(t)},Y = X x R%
show that both X and Y are Banach space when they are endowed with the
norms [[ule = supqeio o) [1(t)] and |[(u, 1, ., )| = (|[ul|2+lex 24+ g P)/2.
Let L: DomL — Y, Lx = (2/, Az(t1), ..., Az(ty)). It is easy to prove that L is a
Fredholm mapping of index zero.

Let

N:X->Y
Nu=N @g) - <(£Eg> (1 (ult)), ...@q(u(tq))) .

where f1(t) = r(t) (1 - exp{s(t)}i?((tt)) eXp{I(t)}) — B(t) exp{I(t)},

fo(t) = B(t) exp{s(t)} — 1 and By (ulty)) = Gﬁg Ig%%) —12.q

Consider the operator equation
Lz = ANz, Xe(0,1). (3)

Integrating (Bl) over the interval [0,w] , we obtain

rw=— Z In[l + pp] + /w B(t)exp{I(t)} dt
k=1 0

[ r(Dlexp{s(0)} + Q) expl1(1)]
+/O K(t) dt, (4)
o= m+pl+ [ A0 exp(s0)} )
k=1 0

We can derive that

w q
/ 15/(0)] dt < 2rw+ 3 In(1 + pb),
0

k=1

/ ()] dt < 2.
0

Since s(t), I(t) € PC ([0,w], R), there exits &, n; € [0,w]U[t],t5,...,t5],i =1, 2.

such that s(&) = inf s(t), s(m) = sup s(t), I(&) = inf I(t), I(n2) =
te[0,w] te[0,w] te[0,w]

sup I(t).

te(0,w]

From (@) and (#), we have

[ s0epism) =0 =3 ma )
0 k=1
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It follows that

s(m) > In {1_ : Z;l (l—s—pi)} = A;.

/K exp{s(fl)}<rw+M<rw+Zln1+pk)
k=1

where M = >"7_, In(1 + p;) fO Ié)(c)t) + B()]exp{I(t)} dt.
It follows that

Pt g Yot In(1 4 pp) _ B,

Then for V¢ € [0,w], we have

q w q
s(t) < 3(51)+Z In(1 +p11<)+/ |s'(t)| dt < By+2rw+2 Z In(1+p;)=C1.
k=1 0

k=1

q w
s(t) 23(771)721n(1 +p,1€)7/0 [s"(t)| dt > Ay — 2rw = Dy.
k=1

Then we can derive
s(t)] < max{ |C1],[D1]} == Ni.
Similarly, for Vt € [0,w], we have

T+ ulz > k=1 In(1+pp)

I(6) <
i (@)

= B27

Pt G i (14 pp) — (&) exp{D1}

I() > In
" (@)

= As.

Then for V¢ € [0,w], we have

q
I(t)<I(&)+)  In(1+p}) /|I’ |dt<Bg+2w+Zln1+Pk) Co.
k=1

k=2

q
I(t)>1(n2)—> In(1+p}) / |I'(t)| dt> Ay —2w— Zln 1+pj) =Ds.
k=1 k=1

(6)
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Then we can derive
[1(t)] < max{ [Cy|,[Dz| } := Na.

Obviously, Ny, No are independent of A\. Choosing r > Ny + No, 2 ={u € X :

|lullc < r}, then N is L-compact on £2. So, for Vu = (3, f)T € 0f2NKerlL,
we have QNz # 0. Let J : ImQ — =z,(d,0,...,0) — d. Then when & € 2N
Ker L, in view of the assumptions in Mawhin’s continuation theorem [4], one
obtains, deg {JQN, 2N KerL,0} # 0. By now we have proved that (2 satisfies
all the requirements in Mawhin’s continuation theorem [4]. Hence, (@) has at
least one w-periodic solution z*(t) = (s*(¢), I*(t))" in Dom L N £2. The proof is
completes. a

3 An Illustrative Example

In this section, we shall discuss an example to illustrate main results. In (),
we take Hs : tp, = kT, r(t) = 3 +sint, K(t) = 2 + cost, B(t) = 1 + sint,
Q(t) = 2 — cost, p}, = 0.4, p? = 0.8. Clearly, all conditions of Theorem 1 are
satisfied.

If T = m, then system () under the conditions Hs has a unique 27-periodic
solution (See FigllFigl), where [s(t), I(t)]T = [0.1, 0.1]T). Because of the
influence of the period pulses, the influence of pulse is obvious.

If T =5, then Hy is not satisfied. Periodic oscillation of system () under the
conditions Hs will be destroyed by impulsive effect. Numeric results (see FigHh
Figlfl) show that system () under the conditions Hs has Gui chaotic strange
attractors [6].

U]

Fig. 1. Time-series of I(t) evolved in system () with T'= =
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Fig. 2. Time-series of s(t) evolved in system (Il with T'=7

1)

Fig. 3. Phase portrait of 2r-periodic solution of system () with T'= 7

0.1

t

Fig. 4. Time-series of I(t) evolved in system () with T'=5
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Fig. 5. Time-series of s(t) evolved in system (l) with 7' =5
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Existence and Simulations of Periodic Solution
of a Predator-Prey System with Holling-Type
Response and Impulsive Effects
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Abstract. The principle aim of this paper is to explore the existence of
periodic solution of a predator-prey model with functional response and
impulsive perturbations. Sufficient and realistic conditions are obtained
by using Mawhin’s continuation theorem of the coincidence degree. Fur-
ther, some numerical simulations show that our model can occur in many
forms of complexities including periodic oscillation and chaotic strange
attractor.

Keywords: Periodic Solution, Predator-prey system, Impulses, Coinci-
dence degree theory.

1 Introduction

In this paper, we will consider the following T-periodic Holling-type functional
response predator-prey system [1I2/3/4] with diffusion and impulsive effects:

() = 21 () (b1 (t) — di (D21.(5) — ar By (1) N e

D1 (1) (a2 (t) — 2 (1)), Vit
i (t) = wa(t) (ba(t) — da(D)a(1)) + Da(t)(aa (t) — wa(t), (17 P
1) = y(Oibslt) — ds((t) + axDp(®) S0, (1)

z1(ty) = (1+ han)za(tn),
$2(t+) ( —‘rhgn)l‘g(tn), t:tmn€Z+.

y(t+) (14 gn)y(t n)

where z1(t) and y(t) are the densities of prey species and predator species in
patch I at time ¢, x2(t) is the density of prey species in patch II, prey species
x1(t), x2(t) can diffuse between two patches while the predator species y(t) is
confined to patch I. a1 (¢) is the maximum of prey that can be eaten by a predator
per unit of time, az(t) a conversion efficiency, b;(¢) (¢ = 1,2, 3) intrinsic growth
rate, d;(t) (i = 1,2, 3) the rate of intra-specific competition, D;(t) (i = 1,2) the
dispersal rate of prey species, and h;, and g, represent the annual birth pulse
of population z;(t), y(t) at t, (i =1,2), n € ZT. In this paper, we will assume
that the following conditions are fulfilled:
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Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 61
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(A1) a;(t), D;(t), bi(t), di(t) (i = 1,2,3) and «(t), N(t) are continuous positive
T-periodic functions;

(A2) hip, hon, gn are constants and there exists a positive integer q such that
hl(n+q) = hl'm h2(n+q) = h2n7 9n+q = Gn; tn+q =t, +T.

With model (I) we can take into account the possible exterior effects under which
the population densities change very rapidly. For instance, impulsive reduction of
the population density of a given species is possible after its partial destruction
by catching, a natural constraint in this caseis 14+hy, > 0, 1+hs, >0, 1+g, >
0, neZt.

2 Notations and Preliminaries

Let J C R, denote by PC(J, R) the set of functions ¢ : J — R, which are piece-
wise continuous in [0, 7], have points of discontinuity ¢, € [0,T], where they
are continuous from the left. Let PC'(J, R) denote the set of functions ¢ with
derivative ¥(t) € PC(J, R). Throughout this paper we deal with the Banach
space of T-periodic functions

PCr = {4 € PC([0,T], R)|4(0) = ¢(T)}
with the supremum norm:
[l por = sup{[¢(t)] : t € [0, T]}
and
PCr = {¢ € PCY([0,T], R)[$(0) = ¥(T)}
with the supremum norm:

1ol pey, = max{l[d | pog. 141 ey }-

we will also consider the product space PCr x PCp which is also a Banach space
with the norm

(1, ¥2)llpe = Y1l pe + (12l Po-

Moreover, for any y € Cp or y € PCr, define average value of y as follows:

1 (T
Y= T/o y(t)dt

and the minimum, maximum of y respectively are:

L . M
= t = t).
Yy tg[l()lg]y( )y tgl[%y( )
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Give «a,8 € PCp, 8 > 0, we consider the following Logistic equation with
impulsive effects.

w(t) = a(t)w(t) — t)w?(t),  t#tn,ne 2T, @)
w(tt) = (1+ cp)w(tn), t=ty,neZt.

where ¢, (n € ZT) is constant, there exists an integer ¢ > 0 such that ¢,4, = ¢y,
tntq = tn + T, and assume that 1+ ¢, >0 (n € ZT).

Lemma 1. System (@) admits a unique positive solution if and only if & +
> In(14¢,) > 0.

Let 04,5 denote the unique positive periodic solution to ([2)). Dividing 0'[@7 5] =
g,z — /6’0[2a 4 by 0,5 and integrating over intervals (0, 7], we have

a+ Zln +cpn) = /ﬁe[aﬁdt B01a,a)-

n=1

To shorten notation, we rewrite 0, := 04 g)-
We denote by @44 (t,t0,wo) the unique solution of Cauchy problem

W(t) = a(tlw(t) — B (E), = to(t #tn),
w(th) = (1 + cp)w(ty), t=tn, (3)
w(ty) = wo.

Lemma 2. Give o, 8 € PCp, with 8 > 0, for any wg > 0 we have
[P (¢, to, wo) — baf =0

provided that &+ 7 >3 _ In(1+¢,) >0 and1+¢c, >0 forne Z+.

Lemma 3. Given a positive xg € R, consider two functions a,b €
PC((to,00), R) with b > 0, suppose that z(t) € PC% such that

B(t) > ax(t) —ba®(t),  t>to(t #tn),
(t:’;) > ( + Cn)x(tn)7 t=1tn, (4)
z(ty) = o

Then x(t) > Py (t, g, 20) for all t > to. Similarly x(t) < Dla,b) (t, g, 20) for
all t > to if all the sign of inequalities in ([J) are converse.

In order to obtain the existence of positive T-periodic solution to system (), we
must use the following lemma, named as the continuation theorem of coincidence
degree theory [5].

Let X, Z be normed vector spaces, L : DomL C X — Z be a linear mapping,
N : X — Z be a continuous mapping. If dimKerL = comdimImL < 400 and
ImL is closed in Z, then the mapping L will be called a Fredholm mapping of
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index zero. If L is a Fredholm mapping of index zero, there exist continuous
projects P: X — X and @ : Z — Z such that ImP = KerL, ImL = Ker@ =
Im(f - Q). It follows that L|pomz A Kerp : (I = P)X — ImL has an inverse which
is denoted by Kp. If {2 is an open bounded subset of X, the mapping N will
be called L-compact on {2 provided that QN (£2) is bounded and K,(I — Q)N
2 — X is compact. Since Im(@Q) is isomorphic to KerL there exists an isomorphism
F :Im@ — KerlL.

Lemma 4. Let L be a Fredholim mapping of index zero and N be L-compact
on §2. Suppose that

(a) For each A € (0,1), every solution x of Lx = ANz such that x ¢ 0§2;
(b) QNz # 0 for each x € KerL () 042;
(c) deg {FQN, 2 KerL,0} # 0.

Then the equation Lx = Nx has at least one solution lying in DomL () {2.

3 Existence of Positive Periodic Solution

In this section, we study the existence of positive periodic solution to ().
Theorem 1. If system () satisfies

1.0+ 530 In(1+my) >0, b3+T 7 In(1+g,) >0,
2. bi(t)>D()(z—1 2), by — Do + . Z L In(1 + hay) > 0.

here b = max{b} b3}, m,, = max{1 + hi,, 1+ ha,}, d = min{dF, d%}.
Then system () has at least one T-periodic positive solution.

Proof. Let z1(t) = e, a5(t) = () y(t) = () then system (II) is refor-
mulated as

U (t) = bi(t) — Di(t) — di(t)e" ™ — alz\gzl)l_s(_ﬁ:(s:) + Dy (t)er2®m®),

U (t) = ba(t) — Da(t) — da(t)e ua(t) 4 D2(t)eu1(t)—u2(t)’ it
s (t) = ba(t) — da(t)e">® a?\%?ﬁﬁf;f;), 5
wr(t}) = w1 (tn) + In(1 4 hin),

) ik )

us(th) = us(tn) In(1 + gn)

If system (B has a T-periodic solution (u1(t),ua(t), us(t))T, then

(eul(t)v eu2(t)7 eu3(t))T = (xik (t)7 .%‘; (t)7 Y (t))

is a positive T-periodic solution to system (). So, in the following,we discuss
the existence of T-periodic solution to system ().

In order to use Lemma 2.4, we set u = (u1(t),ua(t), us(t))?. Define

= {z € PC(R,R*) :2(t+T)==a(t)}, Z = X x R*, then it is standard
to show both X and Z are Banach space when they are endowed with the
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norms ||z, = sup |z(t)] and |[(z, c1, ¢z, e5)l| = (|22 + ea]” + |eal® + |es[*)1/2.
€[0,w

Let DomL C X = {xeC’l [O,w;tl,...,tm]‘x(O):x(w)}, L: DomL — Z,

Lu = (U,Au(t1),...,Auty)); N : X — Z, N:DomL — Z, Nu =

(', Au(ty), ...,Au(tq)) It is easy to prove that L is a Fredholm mapping of
index zero.
Consider the operator equation

Lu=ANu, Xe(0,1). (6)
Integrating (Gl over the interval [0, 7], we obtain

Bl _ fOT [dl(t) wy (t) + a1 (t)a(t)e"3® _ Dl(t)eu2(t)—u1(t)]dt7

N(t)4e*1(®)
fo [do(t)e®2(®) — Dy(t)evr =121 dt, (7)
a a(t)e®1(®
Bg=fo [ds(£)e®) — 2000 ldt,

here B; = b,T — D;T + Y% _ In(1+ hyy ) (i = 1,2),
=bs+ > _ In(1+ gy).
From (@) and (7), we have

T q

/ iy ()] dt<2(b1 — DT + |3 (1 + Ay (8)
0 n=1
T o q

| lia0lde<2(s — DT+ |3 (1 + s )
0 n=1
T B q

/ it (£)|dt<2b3T + | > " In(1+ g,,))| - (10)
0 n=1

Since u;(t) € PCr, there exist &;,n; € [0,T](i = 1,2, 3) such that
u; (&) = min wu(t), wi(n;) = max u;(t). (11)

t€[0,7) t€[0,7]
Let v(t) = max{uy(t), u2(t)}, then v(t) € PCr, moreover

1. if wq (t) > ua(t) but @1(t) > 4a(t), then v(t) = ui(t) and uq(t) < A(b1(t) —
dy (e ) < ABY — e ®),

2. if wa(t) > ui(t) but 4a(t) > w1(t), then v(t) = ua(t) and ug(t) < A(ba2(t) —
do(t)e®2®) < X\(bY — dbev2®).

Denote b = max{b}, b3}, d = min{d¥,d%}, m, = max{hi,, ha,}, then

{Dﬂ;(t) <Ab—de’®), t #t,,

Av(ty) < MNn(1 +mn), t = t,. (12)

Integrating (I2)) over [0,T], we have

q T
=Y In(l+m,) <bT - d/ e'Wa,
0

n=1
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therefore,
q
T bT + > In(1+my)
/ evi&) gt < n=t (i =1,2),
0 d
SO
q
bT 4+ > In(1 4 my,)
u;(&) < In "ZldT (i=1,2),
then

Z In(1 4+ hin)

n=1

() <uil&) + / s ()|t +

bT + Z In(1+m,)

q

Z (1 + hin)

From ([{l) and (III), we have

T T
/ do(t)e2 ) dt > / do(t)e*2Mdt > B,
0

0

T T
/ ds(t)e () dt > / ds(t)e**Mdt > Bs.
0

0
that is
B, Bs
m({ -2 ]
(772) =z (d2T> 5 U3(773) Z n (dgT)
Then
q
uz(t)> uz(n2) — [y |uz(t)|dt — | > In(1 + hay)
n=1 q
>n (dBT) — by — Do)T — 2| 32 In(1 + hap)| = M,
n=1
q
us(t)> us () — [y las(t)|dt — | 32 (1 + hg,)
n=1
_ q
> In |:d—B‘}i| — 2(b3 — Dg)T -2 Z hl(l + h3n) = M4.
3 n=1

(13)
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So we have
T M
ta(t)eM _ e
Bs 2 ds(t)e" (&) a2 dt = daTes(E) — T
3—/0 [d3(t)e N(t) + eM ] 31'e Nty g e )T
that is
as(t)a(t)eM1
u (f ) <In Bng( 3V(t)-&-eMl )T
e CZST ’
Then
q
us(t)< ua(s) + fy [aa(t)ld + | 3 (1 +gn)
n=1
Bs+ ag(t)a(t)eM1 T ) .
<In 3 ( Ng(i;);eMl > + 23T + 2|5 In(1 + g,)
n=1
fr— M5.
Similarly,
B3> foT[dg(t)eMs — az(t)o;sft()te)ul<m>]dt7
that is
dzeMsT — B
ui(m) >1n [ 3¢ o 3|
()T
then

q
Z 11’1(1 + hln)
n=1
> In {53{4531—33} —2(by — D1)T —2
(%)

wr(8)> wr () — Ji) i (8)|dt —

Zq: 11’1(1 + hln)

n=1

= M.

Thus, we have

sup |uq(t)] < max{|Mi|,|Ms|} = Ny,

t€[0,T]

sup |uz(t)] < max{|Mz|,|M3|} = Na,
t€[0,T]

sup |uq(t)] < max{|My|,|Ms|} = Ns.
t€[0,T]

Obviously, there exists a constant Ny > 0 such that max{|uy|, |uz|, |us|} < Ny.
Take r > N1+ No+ N3+ Ny, 2 = {z € X|||z|lc < 7}, then N is L-compact on f2.
So, for V u = (uy,uz,u3)’ € 02 KerL, we have QNu # 0. Let J : ImQ — =,
(d,0,...,0) — d. Then when u € 2 KerL, in view of the assumptions in
Mawhin’s continuation theorem, one obtains, deg{ FQN, 2\ KerL,0} # 0. By
now we have proved that (2 satisfies all the requirements in Mawhin’s continua-
tion theorem. Hence, (&) has at least one T-periodic solution in DomL N 2. O
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4 Some Simulations

In this section, we shall discuss an example to illustrate main results. For system
@), we take: t, = nw, b1(t) = 1+ 0.2sin(¢), d1(t) = 0.8 + 0.2sin(t), a1(t) =
1+ 0.8cos(t), a(t) = 1+ 0.2sin(t), N(t) = 2 +sin(t), D1(t) = 0.2 4 0.1sin(t),
ba(t) = 1 4 0.1cos(t), d2(t) = 0.9+ 0.1cos(t), Da2(t) = 1 + 0.2sin(t), bs(t) =
1+40.2cos(t), d3(t) = 0.8+ 0.2 cos(t), az(t) = 14 0.6 sin(t), h1p = 0.2, hay, = 0.2,
gn = 0.2. Obviously, all conditions of Theorem 1 are satisfied.

If w = 7/2, then system (Il) under the above conditions has a unique 27-
periodic solution (In Fig.1-Fig.4, we take [x1(0),z2(0),%(0)]7 = [0.5,0.6,1]T).
We find the occurrence of sudden changes in the figures of the time-series and
phase portrait. The influence of pulse is obvious.

If w = 2, then (A2) is not satisfied. Periodic oscillation of system ([l) under
the above conditions will be destroyed by impulsive effect. Numeric results (see
Fig.5) show that system () under the above conditions has Gui chaotic strange
attractor [6].

Fig. 1. Time-series of z1(t) evolved in system () with w = 7/2

x2(t) 07

Fig. 2. Time-series of z2(t) evolved in system () with w = 7/2
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15

YO 1g

Fig. 3. Time-series of y(t) evolved in system (Il) with w = 7/2

v

Fig. 4. Phase portrait of 2m-periodic solution of system () with w = 7/2

v
13

Fig. 5. Phase portrait of chaotic strange attractor of system ([l with w = 2
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Abstract. Cultural Algorithms (CAs) are a series of new algorithms which
depict cultural evolution as a process of dual inheritance. In this paper, cul-
tural algorithm using Genetic Algorithms (GAs) and the knowledge in belief
space to guide the evolution of population space is introduced. GAs simply
use the fitness to evaluate the quality of solutions, however, it may lose the
diversity of population and even lead to premature convergence. To solve this
problem, we put forward a novel selection operator. Compared with conven-
tional CA based on GA, CA with our selection operator performs better in the
global convergence.

Keywords: Cultural Algorithm, Genetic Algorithm, selection operator, prema-
ture convergence.

1 Introduction

In human society, culture can be seen as a set of knowledge that has been involved
from individuals’ past experience. New individuals can learn knowledge and be
guided to solve some problem by it. Inspired by the process of cultural evolution, in
1994, American scholar Reynolds proposed a new evolutionary computation called
cultural algorithm (CA)[1].

In this paper, cultural algorithm using the Genetic Algorithms (GAs) and the
knowledge in belief space to guide the evolution of population space is introduced.
GAs simply use the fitness to evaluate the quality of solutions, however, it may lose
the diversity of population and even lead to premature convergence. To solve this
problem, we put forward a novel selection operator.

In section 2 the basic components of the CA is introduced. In section 3 we analyze
why premature convergence may happen in the multi-peak optimization problem. On
the basis of the analysis, we put forward a novel selection operator, this algorithm is
abbreviated as (NSCA). By using the knowledge of the belief space and inserting new
individuals, more diversity is acquired and the premature convergence is prevented to
some extent. In section 4, an experiment with three benchmark test functions is
implemented and the result is analyzed.
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2 Cultural Algorithm

The frame of CA can be seen as a process of dual inheritance[1] from both a micro-
evolutionary level (population space) and a micro-evolutionary level(belief space).

Belief space
Update()

Accept() Influence()

Population space

Select o~
0 Generate()

I Object()

-

Fig. 1. The framework of Cultural Algorithm

The population space simulates the individual evolution, as a result it can support
any population-based computing models, such as evolutionary computation models,
including GA, evolutionary programming[3]-[4], evolution strategies. In this paper
we select GA as population space.

The belief space extracts various types of implicit information and stores the in-
formation in form of knowledge. Knowledge in the belief space is different when
computing strategies or applications are different. Generally, knowledge in belief
space is divided into five categories: Situational Knowledge[5], Normative Know-
ledge[5], Topographical Knowledge[6], History Knowledge[7] and Domain Know-
ledge[7].

Aim at solving multi-peak optimization problems, we select situation knowledge
and Normative Knowledge. Situational knowledge provides a set of exemplary cases
and leads individuals to “move toward the exemplars”. Normative knowledge is a set
of promising variable ranges that provides standards for individual behavior and
guidelines and eventually leads individuals to “jump into the good range” if they are
not already there.

Communications protocol is used to connect population space and belief space. It
includes accept function, influence function and update function.

3 A Novel Selection Operator of CA

In the process of evolution, if an individual has a better fitness, its genes may spread
rapidly in the population space. As a result, global optimal solution may not be found.
When the premature convergence happens, the belief space also can’t make guidelines
for population space. Aiming at solving these problems, researchers have put forward
various methods. For example, [8] uses multi-belief space, [9] changes the form of the
knowledge. Their improvement performs well, but they ignore that the root causes of
premature convergence is the loss of the population diversity. Research has already
shown that only the selection operator reduces the diversity of the population. Our
novel selection operator prevents the premature convergence to some extent.
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3.1 The Basic Selection Operator

The basic selection operator uses the victory value to select individuals as the parentes
for the next iteration. N parents generate N children by crossover, mutation and the
influence of the knowledge in belief space. P individuals are selected randomly from
the 2N individuals and compared with the 2N individuals. If the fitness of the 2N in-
dividuals is better, the individual’s victory value pluses one. At last the 2N individuals
are sorted based on the victory value and the top N individuals are selected as parents
for the next iteration.

3.2 The Influence of Selection Operator to Algorithm Efficiency

Initial population is generated randomly. The probability that there is a global optimal
solution in the Initial population is like this:

po=1-(=r/sN (1)

for s is the size of the individual space, r is the number of best solutions in the popu-
lation. N is the size of the population space. Generally r << s , N is a finite number,
so p, =0. GA generates offspring mainly by crossover, the average number of new
individuals generated by N parents’ crossover in f th generation is: N, =N p,,, for p,

is crossover rate.
Considering the new individuals may repeat, so the number of new individuals
generated by 2 parents’ crossover in ¢ th generation is :

N,=p, 81 &N 2

for g, is the probability that new individuals are not as same as those in ¢ th genera-
tion. g, is the probability that new individuals are not as same as those that generated

in the past generations. The probability that there is a global optimal solution in ¢ th
generation is:

p=(1—(1=ris)P88N) 3)

for c,is the increase of the probability that a iteration after selection operator’s influ-
ence generates a best individual than the former one.

In order to improve the algorithm efficiency, we need to maximize p, . From for-
mula(3), it is clear that we can improve p, , g , &> , N and ¢, ,where p, is close to 1.
Improving N will increase the computing time and be negative to algorithm efficien-
cy. 81 » & will decline with the genetic iteration, so for improving p we mainly fo-

cus on improving ¢; and slow down the decline rate of g; , g, in the iteration.
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3.3 A Novel Selection Operator

By using of the knowledge in belief space and inserting new individuals, the novel se-
lection operator improves ¢, and slows down the decline rate of g, ,g,.

A Making Use of Knowledge in Belief Space

The belief space uses knowledge to guide the evolution of the population space. One
of the knowledge is a series of variable ranges. The variable ranges provide standards
for individual behavior. New individuals generated by the variable ranges are more
easy to become the best individual.

The improved method is: before selecting the novel selection operation generates
M individuals by the variable ranges in the belief space and puts them with 2N indi-
viduals together to take victory value judgments. At last the operator sorts the 2N+M
individuals by victory value and the top N individuals are selected as parents for the
next generation.

In this way, we have to consider two cases.

e  The knowledge in belief space plays a guiding role in evolution:

Compared with individuals generated by crossover and mutation, individuals
randomized by the variable ranges can more easily become the best individu-
als. After the victory value selection, there will be more excellent individuals.
As a result, we improvec, .

e The knowledge in belief space can’t play a guiding role in evolution:

If the knowledge can’t guide the population’s evolution, the individuals ran-
domized by the knowledge have no more advantage. But they can increase the
diversity of the population space. As a result we improve g; , g, .

If the individuals’ fitness randomized by the knowledge are generally better than par-
ents and offspring, most of the random individuals may be selected as parents for the
next iteration and it may lead to a new premature convergence. In order to prevent
this phenomenon, the number of random individuals can’t be too large. Summarizing
the experiments, the value of M sets at 10%N-20%N.

B Inserting New Individuals

The evolution of population space is the basis of the algorithm. If premature conver-
gence of individuals in population space happens, it will lead to the loss of the guiding
ability of the knowledge space. At last, premature convergence of algorithm happens.
As is mentioned above, N individuals are selected from 2N+M individuals. In or-
der to improve the diversity of population space, we replace the worst Q individuals
of the N individuals. The random range is the range for initializing the individuals of
the population space. The reason why we use the initialized range is to ensure the re-
liability of the information source and to improve the information diversity of the
population space. At the same time, inserting random individuals can avoid the situa-
tion that the fitness of the individual near the best individual is always worse than the
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other local optimal solution’s fitness. It can also avoid the situation that the global op-
timal solution is eliminated because of the random of genetic manipulation.

Since the random range of the inserted individuals is the whole solution space, the
probability of generating the global optimal solution is very small. So the inserted
number should be not too many, at the same time we need to improve the information
diversity by them. Summarizing the experiments, the value of Q sets at 10%N or so.

3.4 A Novel Selection Operator

Step 1: Initialize population space and belief space.

Step 2: Evaluate the individuals’ fitness values in population space.

Step 3: Breed new individuals through crossover, mutation. The knowledge induce
individuals via influence function. We use the variable range of the knowledge to in-
fluence the individuals.

Step 4: Use the novel selection operation to select N individuals. First, random M in-
dividuals by the knowledge of belief space, use the victory value to select N individu-
als from 2N+M individuals. Random Q individuals by the range of whole solution
space. Remove the last Q individuals of the N individuals selected by the selection
operator with the new Q individuals. Now the selection operation select N individuals
as parents for the next iteration.

Step 5: Use the accept function to select the top individuals of the parents. Then judge
whether the update moment is met or not. If the moment meets, update the knowledge
of the belief space.

Step 6: Judge if the termination condition is met or not.If not meets, goes back to step
2, otherwise, stops.

4 Experimental Results

In our experiments, three standard test functions[10] for benchmark test are selected.
For each function, the dimension number is 30 and for each dimension i ,

x;€[-100,100] and their global optimal solutions are all 0.The first is a unimodal

function, but it is a good function for test.
During the test, in order to ensure the accuracy of the test, we set the same parame-
tersand collect the experimental data for the comparative experiment.

Table 1. Parameters for CA and NSCA

Cross rate Mutate rate Pop size Evolution period Precision

0.9 0.05 20 1000 10-10
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Table 2. Result comparisons of NSCA with CA

CA NSCA
Sphere function fl: Best value 0.000000 0.000000
fi ( x)=zn: Xiz Average value 0.000000 0.000000
i Worst value 0.000000 0.000000
Rosenbrock function  f2: Best value 27.036260 | 0.000000

n
f2 0= "1100(x;; —x7)>+(x; =D*] | Average value |  27.540140 | 8.5173222
i=1

Worst value 28.015277 | 28.433610
Rastrigrin function 3 Best value 0.000000 0.000000
f3 (x)zzn: (xi2 —10cos(27 -x; ) +10) | Average value 0.000000 0.000000
=l Worst value 0.000000 0.000000

In Table 2, both f1 and f3 get the global optimal solution. By comparing the itera-
tion , however, it is clear that the NSCA’s convergence is significantly better than the
conventional CA and it proves that the novel selection operator has played a positive
role in preventing the premature convergence. The test function f3 does not reach the
global optimum, but the best solution of NSCA is much better than that of convention-
al CA and the average of optimal solution obtained in the 20 experiments is also better
than that obtained in conventional CA. In Fig 2, we show the comparison chart of the
convergence of the NSCA and CA. We can see that in about 150 iterations, premature
convergence happens in CA and CA gets the solution of 27 or so. But NSCA keeps on
evolution, about 850 iterations, it evolutes at the precision of 10"°. The novel selection
operator prevents the premature convergence successfully.

10"

Fitness

. . . . . . .
0 100 200 300 400 500 600 700 800 900 1000
lteration

Fig. 2. The 1000 iteration in one typical run(f3). X-axis is the times of iterations , Y —axis is the
fitness of individuals and the standard interval of it is 10° , so in the late evolution, a small
fluctuation may be very obvious.
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5 Conclusions

In this paper ,we propose a novel selection operator of the cultural algorithm based on
genetic algorithm(NSCA). NSCA takes a good advantage of the knowledge of the be-
lief space to improve algorithm efficiency and inserts random individuals to slow
down the spread of losing the information diversity of the population space. Experi-
ments have proved that NSCA performs well in preventing the premature conver-
gence and improves the quality of solutions.

Though the results show that our improvement works, future study for cultural al-
gorithm still requires. In future work we will be interested in proposing a new know-
ledge of the belief space.

Acknowledgments. This paper is the partial achievement of project Y1110152 sup-
ported by Natural Science Fund of Zhejiang Province.
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Abstract. There is a close relation between the phenomenon of LOH and
malignant tumor. Bicluster algorithms have been applied to the data of loss of
heterozygosity analysis and can find the submatrix which is composed by SNPs
loci related to cancer. But the conventional Cheng and Church method requires
experience values as a threshold, and discovered results must be randomized. In
this paper, we use k-means and GA to overcome this shortcoming. The experi-
mental results demonstrate the effectiveness and accuracy of our method in dis-
covering chromosome segments related to suppressor genes of lung cancer.

Keywords: LOH, Tumor, SNPs, Biclustering.

1 Introduction

Lung cancer is a human malignant tumor that uniquely belongs to the human. Its mor-
tality rate is the highest in malignant tumors. Loss of Heterozygosity (LOH) is the
loss of one allele at a specific locus, caused by a deletion mutation; or loss of chromo-
some from a chromosome pair, resulting in abnormal hemizygosity [1]. LOH regions
often contain tumor suppressor gene, and is closely related to the incidence of tumor
[2]. When one or a pair of alleles change or lose, the incidence of cancer will be large.
Therefore, the analysis of LOH in the cancer research has an important significance.
Micro satellites (Short Tandem Repeat, STR) are widely used in the research of
gene expressions. But it cannot be expressed in chromosomes. At the same time, there
are some shortcomings, such as higher mutation rate and insufficient accuracy [3].
The new genetic sign Single Nucleotide Polymorphisms (SNPs), which is the most
abundant genetic variation of human and has high quantity, great density, wide distri-
bution and low mutation, is very suitable for gene analysis. Therefore, in this paper
we use SNPs to replace the traditional methods in the research of lung cancer.
Clustering is a very important analytical method, which has been widely used in the
analysis of gene expressions. The results of cluster analysis are different from each other.
But biological systems’ internal are interrelated. In order to overcome this shortcoming,
Cheng and Church proposed biclustering algorithm in 2000 [4]. In their approach,
rows/columns were deleted from gene expression data matrix to find a bicluster using a
greedy row/column removal algorithm. Repeating this approach cannot get different bic-
lusters, unless discovered results are masked. This method can find num sub-matrices by
num iterations [5]. In order to discover other biclusters, discovered biclusters must be
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randomized. These random numbers will interfere with the future discovery of biclusters,
especially those that overlap with the discovered ones [6].

The biclustering algorithm has been applied to analysis of SNPs data. The purpose
is to use the Cheng and Church algorithm to find the relations between the SNPs of
LOH and the samples of lung cancer based the supposition that the SNPs of LOH are
related to the cancer suppressor genes. But the implementation of the Cheng and
Church method requires experience value as a threshold, and the discovered results
must be randomized. In this paper, we use k-means and GA to overcome this short-
coming. We use the same mean squared residue score given by Cheng and Church.
First we use the k-means algorithm to generate the initial population. We then use GA
to search the solution space. Finally the bicluster with high mean squared residue will
be selected as our answer.

2 Bicluster Algorithms

In the gene expression data set, let X be a set of genes and Y be a set of conditions.
Gene expression data set A= (a;;), where a;; is the element of gene expression matrix,
and A represents the logarithm of the relative abundance of the mRNA of the ith gene
under the jth condition. Let IEX and JEY, the pair (I, J) specifies the sub matrix.

A bicluster with coherent values identifies coherent values on both columns and
rows. If we use additive model to find biclusters, the values of each row or column
can be calculated by shifting values of other rows or columns by common offset [4]
In this case, each element a;; can be defined through row mean a;;, column mean ay;
and the matrix mean ag;, as follows:

a;=a,+a;—a, Q)

Due to the noise of gene expression data, the result of bicluster is not necessarily
ideal. Therefore the concept of residues is introduced, the definition is as follows:

RSU(i,j)zal.j—aU—a,j +a,, (2)

In order to evaluate the quality of bicluster, the pair (I, J) specifies a sub-matrix Ay
with the following mean squared residue score:

H(I,])ZL Z(aij—a,j—ai,+a,J)z 3)
|I||J iel,jel

1 1
Where a,j=726l,~j a, =§z a; ayzm 2%'

iel jeJ iel,jel

The mean squared residue score is used to measure whether the data is correlated
in the matrix. If H has a high value, it means the matrix is uncorrelated. On the con-
trary, a low H value means the matrix is correlated. A matrix of equally spread ran-
dom values over the range [a, b] has an expected H score (b-a) /12. A low H score
means that there is a correlation in the matrix.
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3  Genetic Algorithm Based on Biclustering

3.1 Generating the Initial Population

In 1967, J.B. MacQueen proposed the k-means algorithm [7]. It is a classical cluster-
ing algorithm and is widely used in scientific research and industrial applications. The
main process is as follows:

1) Randomly choose k data points from the datasets, and set the k data points as
the initial cluster center;

2) Calculate the distance from each data to each cluster center, and assigned the
data to the nearest cluster;

3) After all the data be assigned, recalculate each cluster center;

4) Compare with the previous k cluster centers, if any cluster center changes, go
to 2); otherwise, end the algorithm;

Firstly we use the k-means algorithm to generate the initial population. The k-means
algorithm is used to cluster the LOH data on rows and columns respectively. After
clustering, the LOH data is partitioned into n gene clusters and m sample clusters.
Thus we have partitioned the initial LOH data matrix into n*m disjoint sub-matrices.

A binary string is used to encode each bicluster. The length of this binary string is
X + Y, x and y represent the number of genes and samples. The first x bits encode the
genes and the next y bits encode the samples. If a gene or sample is in the bicluster,
the corresponding bit is set to 1; otherwise it is set to 0.

3.2 Genetic Algorithm

A genetic algorithm [8] is proposed firstly by John Holland, Michigan University, in
1975. It is a global optimization random search algorithm.

When using bicluster to cluster the LOH data of lung cancer, we want to select the
best individual into the next generation. The best individual specifies as a matrix with a
low H value and contains as much data. So we take the ratio that the mean squared resi-
due divided by the size of a bicluster as our fitness. The smaller H value and the larger
bicluster size, the better the clustering result. The fitness function is defined as follows:

H
fitness (b) = —— )
| x[v]
We set Pc as the select rate, and Pm as the mutation rate. The number of iteration is N.
The size of the population is S. The main process of the algorithm is defined as follows:

1)  Use k-means algorithm to generate the population, and set this population as
initial population B. set counter to 1;

2)  Use the fitness function formula (4) to calculate the fitness of each chromo-
some f(b);

3) If the termination condition is satisfied, return the bicluster with the biggest
fitness as the result;

4) Choose S*Pc chromosomes from B into the next generations and get the
population B1. The probability of selecting bicluster bi is given by

Py = Jmess (b))

Z fitness (b,.) ’

Jj=1
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5) Select (1-Pc)*S/2 pairs of bicluster from B. For each pair, use crossover op-
eration and add the new chromosomes to B1;

6) We get the number of variation m by mutation rate Pm. Randomly select m
chromosomes from B1. One bit is randomly selected and assigned with 1 or
0. Get population B2;

7)  Update population. Use B2 instead of B as new population, t=t+1, go to 2);

4 Result and Analysis

4.1 LOH Data of Lung Cancer

The human lung cancer dataset was downloaded from http://research2.dfci.
harvard.edu/dfci/snp/index.php ?dir=Hind%20array. The samples used in this experi-
ment include 12 normal tissue samples and 101 cancer samples. Lung cancer patients
can be classified 4 categories: 51 primary tumor samples of NSCLC, 26 cell line sam-
ples of NSCLC, 19 primary tumor samples of SCLC, 5 cell line samples of SCLC[9].

We use the software Dchip to get the probability of LOH. The software uses a
Hidden-Markov model to deduce a score between 0 and 1 as the probability of LOH
given the genotypes [10]. The processed data formed a large matrix consisting of
62982 loci of SNPs as line and 113 samples as columns. In the matrix, the data are the
probabilities of LOH. The threshold value is set to 0.5. A value that is above this thre-
shold is considered to be LOH; a value that is below this threshold is considered to re-
tain the heterozygosity.

4.2 Data Preprocessing

Randomly select part of a lung cancer sample and construct the coordinates, setting
the SNP as X-axis and the LOH values of SNP as Y-axis. Shown as Figure 1:

Lol
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Fig. 1. SNP-LOH Score of Sample AD157T

As shown in Figure 1, the majority of retaining heterozygosity SNP-LOH score is
0. Because the value of retaining heterozygosity is almost the same, the SNPs of re-
taining heterozygosity will be clustered together in the processing of clusters.
Through biology we know that LOH data is more meaningful in the study of tumor.
To prevent the SNPs retaining heterozygosity from being clustered together, we re-
place the data with random data between 0 and 0.5 and retaining the value of SNPs of
LOH.
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4.3 Result and Analysis

The algorithm proposed in this paper was applied to the preprocessed data. We ob-
tained a bicluster which was composed of 20 samples. The 20 samples consist of 8
normal samples and 12 lung cancer samples and each sample contains 5579 SNPs.
Then we establish the relationship between SNP loci and LOH-Score and display the
bicluster in the dimensional plane. We construct the coordinates, setting the SNPs as
X-axis and the LOH values of SNPs as Y-axis. In the coordinates there are 20 curves
each of which represents a sample shown in Figure2.
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Fig. 2. SNP-LOH Score of 20 Samples

From Figure 2, we see that the bicluster result includes both the LOH SNPs and the
retaining heterozygosity SNPs. Due to the excessive amount of data, Figure 2 cannot
clearly respond to the relationship between lung cancer and LOH. For further analysis
of the bicluster result, 8 normal samples and 12 lung cancer samples were extracted
from the bicluster result respectively and shown in Figure 3 and Figure 4.

Fig. 4. SNP-LOH Score of 12 lung cancer samples

It can be seen in Figure 3, most LOH values of the 8 normal samples were below
the threshold. This indicates that the majority of 8 normal samples do not have LOH
in these 5579 SNPs.
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As shown in Figure 4, the 12 lung cancer samples all have LOH in these 1400-
2800 SNPs except the sample S0453T, which has few retaining heterozygosity SNPs.
The 12 lung cancer samples have the same loss of heterozygosity status and the ex-
pression is consistent in this region. It is worth noting that the SNPs in this region are
related to the incidence of lung cancer.

As can be seen intuitively through Figures 3 and 4, in the bicluster result, the nor-
mal samples have retaining heterozygosity in these 1400-2800 SNPs loci, but the lung
cancer samples have LOH in this region. According to biological knowledge all the
lung cancer samples are from primary tumor samples of NSCL. So these 1400-2800
SNPs influence the incidence of primary tumor of NSCL. In such analysis, the SNPs
with LOH related to the incidence of lung cancer can be clustered together through
the algorithm and can effectively help biologists find related regions and exclude
irrelevant regions from further research.

5 Conclusions

The study of lung cancer is one of the hot and difficult areas in medicine and bioin-
formatics research. There is a close relation between the phenomenon of LOH and
malignant tumor, so the study of LOH data has great significance. The conventional
Cheng and Church method requires experience values as a threshold, and discovered
results must be randomized. In order to overcome these adverse effects, we combined
a bicluster algorithm with a GA algorithm. This algorithm is an intelligent bicluster
algorithm, which avoids setting the threshold and randomizing the discovered matrix.
The experiments have proven the validity and effectiveness of the method.
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Abstract. Simulated binary crossover (SBX) operator is widely used in real-
coded genetic algorithms. Particle swarm optimization (PSO) is a well-studied
optimization scheme. In this paper, we combine SBX together with particle
swarm optimization (PSO) procedures to prevent possible premature conver-
gence. Benchmark tests are implemented and the result turns out that such modi-
fication enhances the exploitation ability of PSO.

1 Introduction

The particle swarm optimization (PSO) is a well studied nature inspired optimization
scheme[ll]. Soon after PSO was proposed, it was found working well with nonlinear
function optimization. Afterwards, however, more and more study has shown that PSO
has no ability to perform a fine grain search to improve the quality of solutions with
the increase of iterations (generations) [[2]]. This is considered to be caused by the lack
of exploitation[3]. Therefore many researchers have proposed different operators to en-
hance its exploitation ability 41516l

In genetic algorithms (GAs), crossover performs most exploitation work . Since
the exploitation ability directly influences the quality of search results, most work
about GAs focus on crossover operators, especially for real-coded genetic algorithms
(RCGASs)[7]l. Among the most widely used real-coded crossover operators[8/7], the
simulated binary crossover (SBX) is a competitive one. It uses a parent-centric proba-
bility model to perform recombination between selected parents which allows a large
probability of creating a solution near each parent, rather than near the centroid of the
parents.

Strictly speaking, both PSO and RCGA belong to the real-coded family. PSO lacks
in exploitation ability, and the SBX in RCGA provides exploitation enhancement. So
it’s a intuitive idea to combine them together to construct a modified PSO, at least, it’s
worth trying that.

In the remainder of this paper, for convenience, we name such a modification as
SBX-PSO. We first give a brief introduce to PSO and SBX. Thereafter, the SBX-PSO
modification is presented. At last, to show the performance of SBX-PSO, optimization
on four well studied benchmark test functions is implemented with both PSO and SBX-
PSO to give a comprehensive comparison.

* Corresponding author.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 85
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2 The Particle Swarm Optimization

In particle swarm optimization (PSO), individuals which record solution information
are regarded as particles in space. For each particle, its target is to find the global optimal
point in search space. To reach its garget, a particle moves under a velocity and its
position presents solution vector. The velocity and position evolve in each iteration. In
the standard PSO [9], the information of each particle i in the swarm is recorded by
the following variables: (1) the current position X;, (2) the current velocity V;, (3)the
individual best position pbest;, and (4) the swarm best position gbest. In each iteration,
the positions and velocities are adjusted by the following equations:

vij(t+1) = ovij(t) + cirand () [pi;(t) — xi;(t)]

+ caRand() [pg (1) — (1) M

xij(t+1):xij(t)+vij(t+l) 2)

for j € 1..d where d is the dimension number of the search space, for i € 1..n where
n is the number of particles, ¢ is the iteration number, ® is the inertia weight, rand()
and Rand() are random numbers uniformly distributed in the range [0, 1], ¢; and ¢ are
accelerating factors.To control the flying step size of the particles, v;; is constrained
in the range [—Viax, Vimax] Where vpg, is commonly set as 10% — 20% of each search
dimension size [[10].

3 The SBX-PSO

Deb proposed the simulated binary crossover (SBX) in 1995[[/]. Like most crossover
operators, it works with two parent individuals and produce two children individuals.
The name indicates that this operator simulates the binary operator in conventional
genetic algorithms. Studies show that this operator respects common interval schemata
between parents. The SBX is based on a spread factor:

xi2,t+1 7xi1,t+1
Bi= 20 1t ®)
i X
Lt+1 2141 . Lt 20 Wik
where x; "' and x;""" are two children of parents x;” and x;”. With this spread factor,

a probability distribution density function is defined as follows:

05(n+1B", ifB<1
P(Bi) = 4

0.5(n+ I)Bnl+27 otherwise

i

As is shown by Fig. [[l 1 determines the crowding degree of the above probability
distribution. A large 1 indicates higher probability to create near parent solutions, and
a small 1 allows children solutions distant from their parents. To make use of such a
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distribution, a random number u; within O in 1is created. Thereafter, a corresponding
By is calculated so that the area under the probability curve from 0 to f; is equal to uy;:

1
(2u;)n+1 ifu; < 0.5
Bri = 1 (%)
(o' \)nt1,  otherwise
2(1—14,‘) ’
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Fig. 1. The children solution value probability density distribution with parents values of 2 and 5
respectively

After getting f;, the children solutions are calculated as follows:

A = 0.5[(1+ Bt ) + (1 B, ©)

A2 Z 05101 - B ™) 4 (14 Bu)a®)). (7)

The SBX operator has bias to create children near their parents. This is a good prop-
erty since near parent solutions have more chance to inherit the valuable information
from their parents so that the whole population would evolve in a relatively stable evo-
lutionary process. For PSO, if adding too much variation in the evolutionary process,
the algorithm might degenerate to a random search process. In this sense, SBX is so
suitable a variation operator for PSO. All we need to do is just insert the SBX operator
into the PSO procudure, thereafter, we get our modification:

The SBX-PSO Procedure

STEP 1: Initialize a swarm, including random positions and velocities.

STEP 2: Evaluate the fitness of each particle, t < ¢ + 1.

STEP 3: For each particle, compare its fitness with the individual best position pbest.

If better, update pbest with current position.
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STEP 4: For each particle, compare its fitness with the swarm best position gbest. If

better, replace gbest with current position.

STEP 5: Update the velocities and positions with () and (2J).

STEP 6: Randomly pick up two particles and do SBX, replace the picked par-

ents with their children.

STEP 7: Repeat steps 2—6 until an expected number of iterations is completed or a

stop criterion is satisfied.

In STEP 6, the SBX operation is done. Here we just randomly pick 2 particles for
crossover, since if too many particles are picked, the whole swarm would be messed up.
Besides, we have used the simplest replacement strategy. The parents are replaced by
their children.

4 Experimental Results

Here we have selected four widely used benchmark test functions to do our experiment
[5U6I8I10]. For simplicity, we set the each function’s dimension to 30 (x; € [—100, 100]
for each dimension 7). All functions’ global optimal solution is O.

To see how much enhancement the SBX-PSO acquires, the four functions above are
respectively optimized by the standard PSO and the SBX-PSO so that a comparison
could be made. To make the comparison as fair as possible, all common parameters are

Table 1. Comparisons between PSO and SBX-PSO on four selected functions. It is the statistical
result of 25 runs.

Function name Presentation PSO SBX-PSO
Best 3.3278E-81 3.6342E-82

Worst 3.3278E-76 5.0794E-76

Mean 1.2711E-77 1.6583E-77

Std  4.9074E-77 7.3302E-77

Best 3.0360E-1 2.0271E-2

5 1)2 Worst 9.5598E+1 9.3768E+1
Mean 3.3572E+1 2.6955E+1

Std 2.8819E+1 2.4668E+1

Best 1.5919E+1 9.9500E-1
Rastrigin A = i (xlz— 10cos(27x:) + 10) Worst 5.1738E+1 1.4917E+1
i=1 Mean 3.2793E+1 3.2481E+0

Std 8.2707E+0 2.0135E+0

Best 0.0000E+0 0.0000E+0

i | Worst 2.2700E-2 3.9512E-2
Mean 8.6000E-3 1.9912E-2
Std  6.8000E-3 1.1829E-2

Sphere filx) =31 52

L

Rosenbrock f2(x) = il [100(xi1 —x2)% +

1 n
Griewank Sa(x) = 4000 )y xzz -
i=1
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Table 2. The parameter settings of PSO and SBX-PSO in our experiment

C1 €2 @ Vmax Pc M
PSO 2 204 4 - -
SBX-PSO 2 2 04 4 0.052

50 T T T T 25

20F

5 T
B 5
o o
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200 ‘ ‘ ‘ ‘ o ‘ ‘ ‘ ‘
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FEs FEs
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10 1
SBX-PSO|/
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g B
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(c) Rastrigin (d) Griewank

Fig. 2. The convergence curves of optimization procedures. To clearly see the convergence ten-

dency, the y axis is log(f — f*) rather than f — f*, where f is the fitness value and f* is the real
global optimum.
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set with the same values. The 1) in SBX and the mutation probability p,, are set with
suggested values[11]]. (See Table[2)

The population size for both PSO and SBX-PSO is set to 30. All functions are opti-
mized for 25 runs, and 5000 FEs(Fitness Evaluations) for each run. The result is listed
in Table [l As we can see, SBX-PSO performs much better when optimizing function
Rastrigin. For the other 3 functions, it also has potential in finding better solutions. Fur-
thermore, the convergence curves are shown in Fig. [2l Generally, SBX-PSO has more
mature convergence than PSO.

5 Conclusion

To add more variation in PSO, we’ve embedded the SBX operator in it, thus creating
a modification which is named SBX-PSO. Experimental results show that SBX-PSO
has a good potential in finding better solutions when dealing with function optimization
problems. However, this is only a preliminary study on adding real-coded operators in
PSO, so in future work, more attempts could be done to try various such real-coded
crossover operators in PSO.
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Abstract. Clustering with background information is highly desirable in many
business applications recently due to its potential to capture important
semantics of the business/dataset. Must-Link and Cannot-Link constraints
between a given pair of instances in the dataset are common prior knowledge
incorporated in many clustering algorithms today. Cop-Kmeans incorporates
these constraints in its clustering mechanism. However, due to rapidly
increasing scale of data today, it is becoming overwhelmingly difficult for it to
handle massive dataset. In this paper, we propose a parallel Cop-Kmeans
algorithm based on MapReduce- a technique which basically distributes the
clustering load over a given number of processors. Experimental results show
that this approach can scale well to massive dataset while maintaining all
crucial characteristics of the serial Cop-Kmeans algorithm.

Keywords: Parallel Clustering, Cop-Kmeans Algorithm, MapReduce.

1 Introduction

Clustering algorithms are often useful in applications in various fields such as data
mining, machine learning and pattern recognition. They conduct a search through a
space of a dataset, grouping together similar objects while keeping dissimilar objects
apart, as much as possible. Normally this search proceeds in an entirely unsupervised
manner. For some domains, however, constraints on which instances must (ML) or
cannot (CL) reside together in the same cluster either are known or are computable
automatically from background knowledge [1]. Cop-Kmeans is one popular clustering
algorithm which has incorporated these instance based constraints in its clustering
mechanism [2]. The approach in this algorithm has been shown to be successful in
guiding the clustering process toward more accurate results. However this algorithm
only works satisfactorily with relatively small dataset, when the size of the dataset is
very large it becomes terribly slow.

With the rapid development of information technology, data volumes processed by
typical business applications are very high today which in turn pushes for high
computational requirements. To process such massive data, a highly efficient, parallel
approach to clustering needs to be adopted. Recently, several attempts have been
made to improve the applicability of K-Means algorithm for massive applications

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 93
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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through parallelization [3-5]. To our knowledge though, widely used semi-supervised
clustering algorithms are serial and can only run on a single computer. This greatly
hinders their capability to handle very large dataset.

Cop-Kmeans is probably the most popular semi-supervised clustering algorithm
that has been used in a variety of applications [2]. Due to its popularity, we believe
that proposing a parallel version based on MapReduce can be of significant use to the
clustering community. MapReduce is a parallel programming model for processing
huge dataset using large numbers of distributed computers (nodes), collectively
known as a cluster [6]. The major contributions of this work are two folds. First is to
address the issue of constraint-violation in Cop-Kmeans by emphasizing a sequenced
assignment of cannot-link instances after conducting a Depth-First Search of the
cannot-link set. Second is to reduce the computational complexities of Cop-Kmeans
by adopting a MapReduce Framework.

The rest of the paper is organized as follows; Section 2 introduces the underlying
mechanism of Depth-First Search and further illustrates its role in solving constraint-
violation in Cop-Kmeans. Section 3 presents our approach and the proposed parallel
Cop-Kmeans algorithm based on MapReduce framework. Section 4 presents our
experimental results as well as evaluation for the proposed algorithm. Finally we draw
our conclusions and future work in Section 5.

2 Parallel Cop-Kmeans Algorithm Based on MapReduce

2.1 Depth-First Search

Depth-First Search (DFS) is a general technique for traversing a graph whose
principal is “going forward (in depth) while there is such possibility, otherwise
backtrack”. The mechanism is about choosing a starting vertex and then explore as far
as possible along each branch before backtracking. Fig. 1 illustrates the process of
Depth-First Search.

(&) unexplored vertex

@ visited vertex
— unexplored edge
— discovery edge
===+ back edge

® ®

®

Fig. 1. Depth-First Search

The overall depth first search algorithm will simply initializes a set of markers so
we can tell which vertices are visited, chooses a starting vertex A, initializes a tree T
to A, and calls DFS(A). Then, we traverse the graph by considering an arbitrary edge
(A, B) from the current vertex A. If the edge (A, B) takes us to a visited vertex B, then



A Parallel Cop-Kmeans Clustering Algorithm Based on MapReduce Framework 95

we back down to the vertex A. On the other hand, if edge (A, B) takes us to an
unvisited vertex B, then we paint the vertex B and make it our current vertex, and
repeat the above computation. When we get to a point where all the edges from our
current vertex take us to visited vertices, we then backtrack along the edge that
brought us to that point. We take the immediate visited vertex that we find on the way
back, make it our current vertex and start the computations for any edge that we
missed earlier. When the depth-first search has backtracked all the way back to the
original source vertex, A, it has built a DFS tree of all vertices reachable from that
source.

2.2 Solving Constraint-Violation in Cop-Kmeans Algorithm

Whereas clustering with pairwise constraints is generally proven to enhance the
conventional K-Means, it is often associated with a problem of constraint-violation;
this brings about failure in hard-constrained clustering algorithms like Cop-Kmeans
[2] when an instance has got at least a single cannot-link in every cluster. For this to
occur, it can be caused by two situations: either there is no feasible solution for that
particular clustering or a wrong decision about the assignment order of instances to
clusters was made.

Definition 1. Feasibility Problem [7]: Given a dataset X, a collection of constraints
C, a lower bound K{ and an upper bound Ku on the number of clusters, does there
exists a partition of X into k groups such that K€ < k < Ku and all the constraints in C
are satisfied?

Definition 2 [7]: A feasibility problem instance is B-easy if a feasible solution can be
found by an algorithm [ given the ordering of instances in the training set which
determines the order they will be assigned to clusters.

From definitions 1 and 2, we can see that much as there could be a feasible
solution for a particular clustering, it may not be necessarily easy to find one. As it is
interpreted in Brook’s theorem [7], that it is only when the number of CL constraints
involving on instance is less than K (number of clusters), that one is assured of a
feasible solution regardless of the order in which instances are assigned to clusters.
Since this condition is not always the case, previous work [8, 9] have studied the
problem of constraint-violation and used different approaches to solve it in Cop-
Kmeans Algorithm.

The solution in this work capitalizes on re-arranging the CL-set (before
assignment) in a sequence such that any CL instance will have at least one cluster for
assignment. This kind of sequence is produced by the Depth-First Search function in
Algorithm 1 below. In the Depth-Search mechanism, clustering under CL constraints
is looked at as traversing a graph. The vertices represent the CL-Instances, edges
representing the CL between any two instances while the path of traversing it
represents the order of assigning the CL-Instances to clusters.

For simplicity let’s illustrate this process using Fig. 1 above: where {C # (A, B),
C#(A0),C#(A,D),C#(AE),C#(B, C),C#(C,D), C#(C, E)}. From this
CL-Set we can observe that the maximum number of CL involving one instance, A is
4. Assuming K is 4 and taking Brook’s theorem into consideration, a conventional
Cop-Kmeans could easily fail due to constraint-violation. Since it has no clear
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mechanism for sequencing CL instances before assignment, it is possible to assign
{A, D, B, E, C} in that order, supposing that A, D, B and E are each assigned to a
different cluster, then C will have no feasible cluster for assignment. On the other
hand, using the depth-first search to traverse this CL-Set (graph), the CL instances
will be sequenced in a stack produced by a specific path depending on the first CL
instance encountered. For example if we consider the path in Fig. 1 the following
stack will be produced {A, B, C, A, D, A, E, A} in which case all red-colored
instances represent back edged vertices. Note that since the principal of a stack is
“Last-in-First-out”, these CL-instances will be assigned in the order {A, E, D, C, B}
in which case even if (worst scenarios) A, E, D and C are each assigned to a different
cluster, B could still be assigned in either D or E and there could not be any
constraint-violation and hence no failure of the algorithm. Although back edged
vertices (instances) may appear more than once in the stack, they can only be assigned
once in the cluster as shown in the order above. Note that the DFS mechanism ensures
that while the first CL instance encountered may be randomly selected, instances with
the highest degree (highest number of CL involving a single instance) are always
among the first to be assigned. This means that most of those instances involved in
CL with these higher degree instances could have a high chance of being assigned
together in the same cluster since most of them may not necessarily have CL ties
among themselves.

3 Parallel Cop-Kmeans Algorithm Based on MapReduce

In this section, we present the proposed parallel Cop-Kmeans algorithm, but prior to
that, we introduce the underlying mechanism of the core approach used in this
algorithm namely: MapReduce.

3.1 The MapReduce Framework

MapReduce is a programming model introduced by Google to support distributed
computing of large dataset on clusters of computers. The name ‘“MapReduce” was
inspired by the “map” and “reduce” functions in the functional programming. Users
specify the computations in terms of “map” and ‘“reduce” functions and the
underlying runtime system automatically parallelizes the computation across a large
cluster of computers, handles machine failures and schedules inter-computer
communication to make efficient use of the network and the disks. This enables
programmers with no experience with distributed systems to easily utilize the
resources of a large distributed system.

In MapReduce [3], the Map function processes the input in the form of key/value
pairs to generate intermediate key/value pairs, and the Reduce function processes all
intermediate values associated with the same intermediate key generated by the Map
function. Fig. 2 below illustrates the different phases of MapReduce model.
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Fig. 2. The MapReduce model

3.2 The Proposed Cop-Kmeans Algorithm Based on MapReduce

The underlying idea behind the original Cop-Kmeans algorithm is to assign each
instance in the dataset to the nearest feasible cluster center. We can see that the
algorithm involves typically three steps: calculating the shortest distance between
each instance and the cluster centers, assigning instance while avoiding constraint-
violation and updating cluster centers. From the serial point of view, all these steps
are handled by a uniprocessor and all the concerned data is kept in its local memory.
However, in order to incorporate these tasks in MapReduce model, some crucial
modifications must be made.

Map-Function. Ideally, since the task of distance computations is so bulky and
would be independent of each other, it is reasonable to execute it in parallel by the
Map function. The challenge about this is that the next task of assigning the instance
to the cluster center with which it has the shortest distance takes into consideration
constraint-violation. This would mean dependence on assignment of instances in other
mappers which could have a ML or CL with the instance in question. To overcome
this issue and simplify, we generate constraints from the partial dataset allocated to
each mapper. This would ensure that distance computations and considerations of ML
and CL are purely independent of other mappers. This map function outputs
intermediate data to be used in the Reduce function.
Algorithm 1 shows the map function of our proposed parallel Cop-Kmeans.
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Algorithm 1: Map Function

Input: Partial dataset X (Key, Value), K Global initial centers
Output: (Key, Value) pairs where the value is the instance information, while the
key represents its closest center
(1) Generate ML and CL constraints from the partial dataset X
(2) For every randomly selected instance xi in X
(a) if xi is a CL-instance, create an empty stack S, then Depth- First Search
(xi, CL) is implemented.
(b) else assign it to the nearest cluster C; such that Violate-constraints (x;,
C; ML, CL) returns false. If no such cluster is found, return {}.
(3) Take index of closest cluster as Key
(4) Take the instance information as value
(5) Return (Key, Value) pair

Depth-First Search (x;, CL)
(1) Visit x;;
(2) Insert x; into S.
(3) For each child w; of x;
if w; is unvisited (not in S)
{

Depth-First Search (w;, CL);

Add edge (x;,w;) to tree T;

}
(4) For every instance S;in S (Last-in First-out), assign it to the nearest cluster C;
such that Violate-constraints (L; C;,ML, CL) returns false. If no such cluster is
found, return {}.

Violate-constraints (object x; cluster C, must-link constraints ML, cannot-link
constraints CL)

(1) If x.is already in cluster C and (x;, x.) € CL, return true.

(2) If x,, is already assigned to another cluster other than C and (x, x,,) € ML,
return true.

Reduce Function. The Reduce Function gets its input from the Map Function of each
mapper (host). As shown in algorithm 1 above, in every mapper, the map function
outputs a list of instances each labeled with its closest center. Therefore it follows
that, in each mapper, all instances labeled with same current cluster center are sent to
a single reducer. In the reduce function, the new cluster center can be easily computed
by averaging all the instances in the reducer. Algorithm 2 details the Reduce Function
of the parallel Cop-Kmeans.
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Algorithm 2: Reduce Function (Key, L)

Input: Key is the index of a particular cluster, L is the list of instances assigned to
the cluster from different mappers

Output: (Key, Value) where, key is the index of the cluster, Value is the
information representing the new centre

(1) Compute the sum of values for each dimension of the instances assigned to
the particular cluster.

(2) Initialize the counter to record the number of instances assigned to the
cluster

(3) Compute the average of values of the instances assigned to the cluster to
get coordinates of the new centre.

(4) Take coordinates of new cluster centre as value.

(5) Return (Key, Value) pair

As shown in the algorithm 2, the output of each reducer is consequently the cluster
index (key) and its new coordinates (value). The new centers are then fed back to the
mappers for the next iteration and this goes on until convergence.

4 Experiments

4.1 Experimental Methodology

To evaluate the performance of the improved Cop-Kmeans, we have compared it with
original Cop-Kmeans with respect to their proportions of failure (constraint-violation)
and F-measures. For this purpose, we used four UCI numerical dataset namely: Iris
(150, 4, 3), Wine (178, 13, 3), Zoo (101, 16, 7) and Sonar (208, 60, 2).The figures in
the brackets indicate the number of instances, number of attributes and number of
classes for each dataset respectively. In this set of experiments, for a given number of
constraints, each of the two algorithms was run 100 times on a dataset. Note that in
both algorithms, initial cluster centers and all pairwise constraints are randomly
generated from the dataset. Also note that both algorithms are designed to return an
empty partition (fail) whenever constrain-violation arises. With increasing number of
constraints as inputs, we generated corresponding average proportions of failure and
F-measure for each algorithm running on a given dataset (see Fig. 3 and Fig. 4).

In the second set of experiments, we evaluate the efficiency of the proposed
parallel Cop-Kmeans with respect to Speedup and Sizeup characteristics. Note that
the idea behind this algorithm is to intelligently distribute the computational workload
across a cluster of computer nodes. In this set of experiment therefore we don’t
evaluate accuracy but rather efficiency of the parallel Cop-Kmeans in processing
massive dataset. The experiments were run on Hadoop MapReduce platform of four
nodes; each having 2.13 GHz of processing power and 2GB of memory. And in this
part, we use USCensus1990 dataset (823MB) which owns 68 categorical attributes.
Many of the less useful attributes in the original dataset have been dropped, the few
continuous variables have been discretized and the few discrete variables that have a
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large number of possible values have been collapsed to have fewer possible values.
For comparison purposes, we divided the dataset into 4 groups of files, approximately
having 200MB, 400MB, 600MB and 800MB in that order.

Speedup of a parallel system is defined by the following formula:

Speedup (p) = Ti/Tp (D

Where p is the number of nodes, T1 is the execution time on one node and TP is the
execution time on p nodes. To measure the Speedup of a parallel system, we keep the
dataset constant while increasing the number of nodes in the system. In the
experiment, we compared the Speedup performances produced when dataset of
varying sizes are given as inputs.

On the other hand, the Sizeup metric is defined by formula (2):

Sizeup (D, p) = TSP/T51 (2)

where D is the size of the dataset, p is the multiplying factor of the dataset, Tsp is the
execution time for p * D, Ty is the execution time for D. To measure the Sizeup of a
system, we keep the number of nodes in the system constant while growing the size of
the dataset by p. For our experiment, we compared the Sizeup performances produced
by fixing the number of nodes in the system to 1, 2, 3, and 4.

4.2 Experimental Results

Fig. 3 below depicts the average proportion of failures out of the 100 runs for both the
original Cop-Kmeans and the improved Cop-Kmeans at a given number of constraints
as input. It can be observed from the Fig. 3 (left) that in Cop-Kmeans, the proportion
of failure worsens as more constraints are given. On the other hand, when the Depth-
First Search mechanism is used to sequence CL-instances before assignment in the
improved Cop-Kmeans, there is no single case of failure as shown in the Fig. 3
(right). The improvement also extends in terms of accuracy where Fig. 4 below shows
relatively higher instances of average F-measures in our improved Cop-Kmeans
compared to the original Cop-Kmeans on two dataset. The results at each point on the
curve are obtained by averaging the F-measures over the 100 runs for a given number
of constraints. Note that in both algorithms, initial cluster centers and all pairwise
constraints are generated randomly from the dataset.

Fig. 5 reports the Speedup and Sizeup evaluations for our proposed parallel Cop-
Kmeans Algorithm. As shown in the Fig. 5 (left), for each dataset, we increase the
number of nodes in the system while reporting corresponding Speedup for that
dataset. It can be noted that the results show a good Speedup performance for our
proposed parallel Cop-Kmeans. Further more, it can be noted that as the size of the
dataset increases, also Speedup performance increases; an indication that indeed our
parallel algorithm can efficiently handle massive dataset. Sizeup evaluation also
shows good performance of the parallel Cop-Kmeans. From the results (see Fig. 5
(right)), we can observe that as we increase the number of nodes in the system, we get
better results for Sizeup.
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Conclusion

In this paper, we proposed a parallel Cop-Kmeans Algorithm based on MapReduce
Framework. This Algorithm adopts two crucial mechanisms: Depth-First Search and
MapReduce. Inspired by the sensitivity to assignment order of instances, DFS
capitalizes on sequencing CL-instances in a way that will not allow constraint-
violation to happen. Results from our experiments confirm that this improvement
enhances the accuracy of Cop-Kmeans without a single case of failure. Parallelizing
the algorithm on a MapReduce Framework also gave positive results in term of
speeding up and sizing up the computational processes and hence our proposed
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algorithm confirmed efficient applicability to massive dataset typical to today’s
business applications.
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Abstract. Aerospace data pre-processing ground system play an important role in
aerospace exploiting. Today, there’re several special aerospace data pre-processing
ground system in operation. As experimental activities of space exploration
continue to carry out, payload types is increasing, data types and the satellite
downlink data are growing on a large scale. For multi-tasks and multi-payloads
aerospace massive data processing, this article analyses and designs a aerospace
data parallel pre-processing ground system with grid workflow scheduling. It can
be used to create appropriate processes flexibility and quickly, adjusting the data
pre-processing of multi-missions and multi-payload[2]. Addition, it has perfect
scalability in business and computing ability. So, it can meet the future
requirements of aerospace data pre-processing.

Keywords: workflow, grid, pre-processing, parallel, scheduling, load balancing.

1 Introduction

Aerospace data processing ground system is an integrated system of aircraft data
pre-processing, catalog archiving and management, product processing and product
releasing. It is an important support system of the space scientific experiments and the
Earth observation satellites. It is the bridge connecting the ground application of space
data and aerospace data acquisition. Its main functions are as follows:

(1) Data preprocessing. Data processing as radiometric calibration and geometric
correction based on aircraft’s track and posture, the sensor’s parameters and so on.

(2) Generating and releasing of Standard product of all levels.

(3) Archiving of raw data products of all levels.

Today, there have formed several complete aircraft data pre-processing technologies
and systems such as the data processing system of scientific exploration satellite. For
example, the Information Power Grid(IPG)[6] of NASA, the space scientific
exploration data pre-processing system of Double-Satellite, the Beijing-1 small
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satellite data pre-processing system. They use distributed processing and have
high-volume processing capabilities.

With the rapid development of technology, the scope of space technology study is
growing day by day. There will be more and more spacecraft be used in scientific
experiments and Earth observations. In particular, space station can carry hundreds of
different payloads. So, aerospace ground data pre-processing system must meet the
requirement of multi-task and multi-preload data parallel processing.

With the rapid development of information technology and sensor technology, the
resolution of Earth observation payload instruments is improving. The using of relay
satellite makes the space data can be received 24-hour. Further more, X-band and
S-band data transmission technology are improving. The ground system will receive
more downlink data from space. So, aerospace ground data pre-processing system must
meets the requirement of high-speed data processing.

In addition, with the continuous development of remote sensing applications, further
processing of remote sensing is gradually within the context of pre-processing system.
So, aerospace ground data pre-processing system must meets the new requirement of
geometric correction, radiometric correction, Image Fusion and so on.

For the requirement massive data processing, traditional pre-processing systems as
minicomputer or workstation platforms are constrained about performance extensions.
Then pre- processing system began to use parallel processing based cluster platform.

The parallel processing technology greatly improves the system capacity in some
extent to meet the massive data processing performance requirements. But the
extensions of the system's performance are still weak. The future space experiments
require data pre-processing system not only with high performance, but also have good
scalability to adapt to multi-task multi-load handling needs.

Against the problems mentioned above and the current development of aerospace
pre-processing systems, this paper designs a workflow-based aerospace ground-based
data parallel pre-processing system.

It can redefine[1] the mission processes quickly to adapt different tasks. So it can
meet the requirement of multi-task and multi-preload data parallel processing. It has the
ability of workflow management and auto scheduling. User can create workflow
depend on different task and different data type flexibly. Then it will select the proper
computing node in the computing grid to execute though the workflow scheduling
engine. Even more, the system can make the load balancing and processing at high
speed. It use the flexibly of workflow configuration to achieve the goal of Dynamic
Scalability on business and use the Seamless expansion of the computing grid to
achieve goal of Dynamic Scalability on computing ability. Thus, it can meet the future
requirements of aerospace ground-based data pre-processing.

2 Hardware Platform Design

As is shown in Figl, the hardware platform consists of the operating management
server, the archive management server, the data processing grid, the user service server,
the operating management client, the secondary storage system of XIV and the tape
library, the network infrastructure and other components.
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Fig. 1. Hardware platform of aerospace ground-based data pre-processing systems

Operating management server is responsible for the automatic scheduling of the
whole system. There is BS structure between it and the operating management server
client. Every computer terminal in the task network in the same network segment with
the operating management server can use a web browser to login and run as a client.
And one can use the web pages to do the Configuration Management of the operating
management or monitor the running of the whole system in real-time.

Operating management server schedule the proper computing nodes in the data
processing grid parallel in accordance with the pre-configured workflow via Ethernet
and monitor the running of the whole system in real-time. When the data processing
over, the operating management server will schedule the data archive management
server to archive the raw data and data products in different levels. After the archiving,
the operating management server will schedule the user service server to distribute the
products and release the latest products details through the JSP web pages.

For high-speed mass data processing, storage performance and reliability is
essential. The system uses the two tiered storage model base on XIV Storage System
and the tape library. The XIV server can meet the fast storing of massive raw data and
products. And the data in XIV server can dump to the tape library user the Strategy of
incremental backup. The archive management server, the data processing grid and the
user service serve connect to the XIV through the optical switch and use the General
Parallel File System (GPFS) to Shared the data. Thus, the data transfer speed will reach
GB/S and can meet the demand of the high speed reading, writing and storing of mass
data.

3 Software Architecture

As is shown in Fig2, the software system consists of the operating management
subsystem, the data processing subsystem, data archiving sub-system, data distribution
subsystems.
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Fig. 2. Software architecture of aerospace ground-based data pre-processing

The operating management subsystem is responsible for scheduling the appropriate
process through the scheduling agents that posed on the other subsystems. And other
subsystems can feedback the execution information through the scheduling agents. And
then the system administrator can monitor the execution information of the whole
system through the operating management client. The communication between the
operating management server and its client can use local dynamic refreshing base on
AJAX][4] to make sure the real-time refreshing of the web client. Further more, the
system administrator also can make manual operation on the process. For example,
halting, stopping or restarting and so on.

3.1 The Operating Management Subsystem

As is shown in Fig3, the operating management subsystem consists of resource
management, loadblanacing, workflow design, job scheduling, Configuration
Management, and status monitoring.

‘ Pre operation management ‘

A 4 A 4 A 4 A 4 A 4 A 4
N Load Blanacing Workflow Design C(:nflguratlon Job Scheduling Status Moniting
Management Mar 1t

Fig. 3. Pre-operation management software components diagram

The operating management system on charge of the scheduling and configuration of
data processing, data archiving, product releasing. And monitor the status of the
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processes, to achieve centralized controlling and automation running of the whole
system. The operating management can be abstracted to a model of three layers, as is
shown in Fig4.

| Host C | Task || Process |
H Interface I interface o interface H
HostMonitoring | |  Taskmonitoring | | Process monitoring |
. | Interface bl interface P interface H
Presentatio ] g y
n Layer - Query il | Workflowdesign | | TaskScheduler |
: 8 Query e interface . interface |
| Process Tracking || Workflow Management || i |
: Interface . Interface . !
| Host Configuration | Taskconfiguration | ! Process is configured to |
| Operation b operations o operate !
| Scheduling Service | | Scheduling Agent | | JobMonitor !
Business L ot It y
layer i Vo ' ! Logmanagement |
| HostMonitoring | | Processmonitoring | | : |
| o I operations !
| Workflowengine | | Loadbalancing | | Messaging Middleware |
p Host Info = Job Info Lol Processtfo |
Data layer i i i
| Woeklowlnfo | | Schduinglnfo | ! Log Info !

Fig. 4. Three layers model of the operating management system

The presentation layer contains the host configuration interface, tasks configuration
interface, the process configuration interface, the host monitoring interface, task
monitoring interface, process monitoring interface, the log querying interface, the user
management interface, the workflow designing interface, task scheduling interface and
so on.

The business layer contains the host configuration operations, the task configuration
operations, process configuration operations, scheduling service, scheduling agents,
task monitoring, host monitoring, process monitoring, log management operations,
user management operations, workflow engine, messaging middleware, scheduling
timer, data archiving operations and so on.

The data layer contains the host entity, the task entity, process entity, workflow
entity, scheduling entity, log entity, the user entity and so on.

The design of three layers makes the system good versatility and scalability. For
different space missions, and for the data processing of different payloads, the changes
of the system only related to the presentation layer. Users only need to use the visual
workflow design interface to drag the controls and create new workflow process. And
dispose the process to the data processing grid next. Then the system will own the
function and capability to carry the new task.
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3.2 Software Deployment on Data Processing Grid
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Fig. 5. Software deployment of data processing grid

As is shown in Fig5, each grid node will be deployed the scheduling agent and the data
processing routines which can be applied depending on the needs of dynamic business
logic extensions. The scheduling agents deployed in the computing nodes will respond
the scheduling orders of the server and dispatch it to the appropriate data processing
routines, and feedback the execution progress to the operating management server in
real-time.

The Grid can be built by some mature or open source grid platform, such as
GLOBUS[5] and so on. The compute nodes of the grid can be heterogeneous, but
deploy the same routines. The distributed heterogeneous structure makes the grid a
good dynamic scalability. Can easily increase the compute nodes when need to expand
the computing capacity.

3.3 Workflow Designer

The workflow engine can use the mature open source packages, such as
osworkflow2.8[7]. The designing view of work-flow scheduling service as follows:

Scheduling Service component

Process monitoring components ; Workflow Components

Job Scheduling Components

Messing Middleware Database access middleware

Operating system API

Fig. 6. Designing view of work-flow scheduling service
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As is shown in Fig6, the scheduling services are integrated in the dispatch service
component and can be developed use EJO[9] framework. It uses scheduling monitoring
component which can be carried out by JMX to monitor the status of the scheduling
agents. Then schedule the workflow engine by workflow component to achieve the
goal of auto scheduling. And the operation related the database can be realized by
database component such as Hibernate frame. The same way, the workflow design
component can also be developed use EJO framework. The management of workflow
templates and the designing of task process can be carried out in workflow component.
The presentation layer can be realized by some Visualization technology, for instance,
the Flex[9] technology.

The workflow designing component may use visual, interactive technology to make
it convenient to create or modify workflows depend on the new task quickly and easily.
Such as the use of Flex technology can provide a web-based visual graphic designer.
The designer contains steps, branches, joint, movement and other elements which can
make the definition of workflow tasks more intuitive and convenient. The system
administrator can design the workflow fist, and then configure the task process by
certain task, time or workflow templates. At last, the workflow configuration file and
the workflow layout file will be generated. They’re all stored in the database by the
form of XML[9] file. When the task will be scheduled, the workflow scheduling engine
will analyze these XML file and make the right scheduling decision as the system
administrator set previously.

4 Experimental Verification

Here is an experimental to verify how the visual workflow designer can meet
multitasking and multi pre-loads data pre-processing flexibility.

First, drag the control of the visual workflow designer and create a process.
Second, select the “Raw data pigeonhole” and the “Product pigeonhole” progresses
for the two steps. Third, deploy the two progresses in the data processing grid and add
process information (the executable file and configuration file path, process name,
process ID and so on) to the operating management database. Then, this process for
raw data and products achieving is finished. The layout of workflow designed is
shown in Fig7.

Workflow initialize Workflow finish
Q—P Raw data pigeonhole » Product pigeonhole 4@

Fig. 7. Workflow layout

When the graphic designing of workflow is completed, the workflow designer will
automatically generate the corresponding workflow definition XML file as follows.



110 C. Zhu, B. Hei, and J. Zhang

<?xml version="1.0" encoding="UTF-8"?>
<layout>
<cell id="0" type="InitialActionCell" height="36" width="36" x="9" y="66" name="begin" />
<cell id="1" type="EndCell" height="36" width="36" x="501" y="67" name="end" />
<cell id="2" type="StepCell" height="30" width="12" x="17" y="7" courseId = "2"
name="Raw data pigeonhole"/>
<cell id="5" type="StepCell" height="30" width="12" =x="33" y="7" courseId = "9"
name="Product pigeonhole"/>
<connector id="8" linewidth="1.0" color="-16777216" labelx="44.5" labely="85"
labeltext="Workflow initialize" from="5" to="4" fromx="44.5" fromy="85"> </connector>
<connector id="10" linewidth="1.0" color="-16777216" labelx="236.65" labely="86"
labeltext="Workflow finish" from="5" to="4" fromx="236.65" fromy="86"> </connector>
</layout>

When there is a new task to do the products quality control and Product issuance, we
can use the workflow process as a template. We only need to modify the progresses
selection of the steps of template. And then deploy the new progresses to the grid and
add its information to the operating management database. A new process will be
designed. The layout of workflow designed is shown in Fig8.

Workflow initialize Workflow finish
©—> Product quality control Product issuance 4>©

Fig. 8. Workflow layout

And the workflow designer will automatically generate the new workflow definition
XML file as follows.

<?xml version="1.0" encoding="UTF-8"?>
<layout>
<cell id="0" type="InitialActionCell" height="36" width="36" x="9" y="66" name="begin" />
<cell id="1" type="EndCell" height="36" width="36" x="501" y="67" name="end" />
<cell id="2" type="StepCell" height="30" width="120" x="11.15" y="70" courseId = "29"
name="Product quality control" />
<cell id="5" type="StepCell" height="30" width="120" x="310.15000003" y="70" courseId
= "910" name="Product issuance" />
<connector id="8" linewidth="1.0" color="-16777216" labelx="44.5" labely="85"
labeltext="Workflow initialize" from="5" to="4" fromx="44.5" fromy="85"> </connector>
<connector id="10" linewidth="1.0" color="-16777216" labelx="236.65" labely="86"
labeltext="Workflow finish" from="5" to="4" fromx="236.65" fromy="86"> </connector>

</layout>
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Summary and Future Work

From the long-term development of the aerospace technology, aerospace ground-based
data pre-processing system design and construction should be proactive to make a plan
for the next few decades. Data management, the building of hardware and software
facilities should have the ability to carry the large-scale space data processing of the
past and the future. Meet the requirements of high reliability, high performance,
dynamic scalability, security. The workflow-based aerospace ground-based data
parallel pre-processing system designed in the paper can accept the future challenge.
And the future work of this field will be the high security and the high reliability
research.
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Abstract. A universal platform is developed to provide several interfaces
that every sensor can register or communicate with each other and platform
(environment). To understand the operation of the platform, sensor nodes
simulated by the Blackfin processor and PCs are used. This report presents
the performance of the DSN based on an experiment in which different
sensor nodes are connected to the platform, send/get data to/from platform
and also can communication with each other. The results of this study
demonstrate the principles and implementation of distributed sensor networks
which can be extended to a complete and operational sensor management
environment.

1 Introduction

Smart environments represent the next evolutionary development step in building,
utilities, industrial, home, shipboard, and transportation systems automation. Like any
sentient organism, the smart environment relies first and foremost on sensory data from
the real world. Sensory data comes from multiple sensors of different modalities in
distributed locations. The smart environment needs information about its surroundings
as well as about its internal workings.

The challenges in the hierarchy of detecting the relevant quantities, monitoring and
collecting the data, assessing and evaluating the information, formulating meaningful
user displays, and performing decision-making and alarm functions are enormous
[1].The information needed by smart environments is provided by Distributed
Wireless Sensor Networks, which are responsible for sensing as well as for the first
stages of the processing hierarchy. The importance of sensor networks is highlighted
by the number of recent funding initiatives, including the DARPA SENSIT program,
military programs, and NSF Program Announcements.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 113—
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Distributed sensor network [2]

The complexity of wireless sensor networks, which generally consist of a data acquisition
network and a data distribution network, monitored and controlled by a management center.

2  Design and Implement Platform

Sensor networks are the key to gathering the information needed by smart environments,
whether in buildings, utilities, industrial, home, shipboard, transportation systems
automation, or elsewhere. To cite an example, recent terrorist and guerilla warfare
countermeasures require distributed networks of sensors that can be deployed using, e.g.
aircraft, and have self-organizing capabilities. In such applications, running wires or
cabling is usually impractical. A sensor network is required that is fast and easy to install
and maintain.

2.1 Basic Architecture

From a holistic perspective, a service oriented architecture (SOA)-based system is a
network of independent services, machines, the people who operate, affect, use, and
govern those services as well as the suppliers of equipment and personnel to these
people and services. This includes any entity, animate or inanimate, that may affect or
be affected by the system. With a system that large, it is clear that nobody is really "in
control" or "in charge" of the whole ecosystem; although there are definite stakeholders
involved, each of whom has some control and influence over the community [4, 5].

Instead of visualizing a SOA as a single complex machine, it is perhaps more
productive to think of it as an ecosystem: a space where people, machines and services
inhabit in order to further both their own objectives and the objectives of the larger
community. In certain situations this may be a difficult psychological step for owners
of so-called enterprise systems to take: after all, such owners may rightly believe that
since they own the system they should also have complete control of it.

This view of SOA as ecosystem has been a consistent guide to the development of
this architecture.

Taking an ecosystems perspective often means taking a step back: for example,
instead of specifying an application hierarchy, we model the system as a network of
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peer-like entities; instead of specifying a hierarchy of control, we specify rules for the
interactions between participants [6]. The three key principles that inform our approach
to a SOA ecosystem are:

* An SOA is a medium for exchange of value between independently acting
participants;

* Participants (and stakeholders in general) have legitimate claims to ownership of
resources that are made available via the SOA;

* The behavior and performance of the participants is subject to rules of engagement
which are captured in a series of policies and contracts.

Summing up the above, the distributed sensor platform is implemented in service
oriented architecture, the platform is considered as a service, a contractually defined
behavior that can be implemented and provided by a component for use by another
component.

2.2 Smart Sensors

Wireless sensor networks satisfy these requirements. Desirable functions for sensor
nodes include: ease of installation, self-identification, self-diagnosis, reliability, time
awareness for coordination with other nodes, some software functions and DSP, and
standard control protocols and network interfaces [IEEE 1451 Expo, 2001].

There are many sensor manufacturers and many networks on the market today. It is
too costly for manufacturers to make special transducers for every network on the
market. Different components made by different manufacturers should be compatible.
Therefore, in 1993 the IEEE and the National Institute of Standards and Technology
(NIST) began work on a standard for Smart Sensor Networks. IEEE 1451, the Standard
for Smart Sensor Networks was the result. The objective of this standard is to make it
easier for different manufacturers to develop smart sensors and to interface those
devices to networks.
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2.3 Sensors for Smart Environments

Many vendors now produce commercially available sensors of many types that are
suitable for wireless network applications. See for instance the websites of SUNX
Sensors, Schaevitz, Keyence, Turck, Pepperl & Fuchs, National Instruments, UE
Systems (ultrasonic), Leake (IR), CSI (vibration). The table below shows which
physical principles may be used to measure various quantities. MEMS sensors are by
now available for most of these measured.

Table 1. Measurements for Wireless Sensor Networks

Measurand Transduction Principle
Physical Properties Pressure Piezoresistive, capacitive

Temperature Thermistor, thermo-mechanical,
Motion Properties Position E-mag, GPS, contact sensor

Velocity Doppler, Hall effect, optoelectronic
Contact Properties Strain Piezoresistive

Force Piezoelectric, piezoresistive

Torque Piezoresistive, optoelectronic
Presence Tactile/contact Contact switch, capacitive

Proximity Hall effect, capacitive, magnetic, seismic,
Biochemical Biochemical agents | Biochemical transduction
Identification Personal features Vision

Personal ID

Fingerprints, retinal scan, voice, heat

2.4 Sensor Simulation

The distributed sensor network platform is aimed to connect enormous sensors and let
them work together for the users. If two different kinds of sensors can work correctly on
the platform, it is usually the case that more sensors can use the platform together, and
we’ll discuss the scalability of the platform below.
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In this platform, sensor has several attributes:

ID: the id assigned by platform, NAME: the name of sensor,
DESCRIPTION: the description of the sensor,

COORDINATORID: id of the sensor’s coordinator,

STATUS: show the status of sensor,

INITTALBATTERYLEVEL: the initial battery level of the sensor,
CURRENTBATTERYLEVEL: the current battery level of the sensor,
REGTIME: the time sensors start up.

For the purpose of simulating sensors, there are two sensors connect to the platform.
One is called “Temperature_P” simulated by PC, as a temperature, it sends its data
(temperature) to the platform every 20 seconds, at the same time, it want knows the
temperature in other places which was collected by one another sensor called
“Temperature_B” simulated by Blackfin-537., It get data of “Temperature_B” from
platform every 10 seconds. On the contrary, the sensor on Blackfin will send data every
10 seconds, and get data from “Temperatrue_P” every 20 seconds.

“Temperature_P” Sensor:

When the sensor starts up, it will register to the platform and describe itself: “I work on
PC, I send my collected data each 20 seconds, and get data each 10 seconds.”

“Temperature_B” Sensor:

At the same time, also starts up the sensor on Blackfin, it does the same jobs as the PC
sensor does. Its description is: “I work on Blackfin, I collect data each 10 seconds, and
get data each 20 seconds.”

3 Scalability Measurement

The scalability of the platform was tested by creating multiple threads used to stimulate
multi-sensors connected to platform. The performance wasmeasured when the
number of sensors is 1, 10, 20, 40...and so on and respectively calculated the time when
the sensor does some jobs with the platform.

For instances, one sensor registers to the platform cost about 280ms, and 10 sensors
register at same time, the minimum time is 310ms, and maximum time is 368ms, and
the average time of ten sensors is 340ms.

This figure blew show the result of measurement that the transformation of time
when sensors messaging and register platform with the increase of number. Here, the x
axle is the number of sensors; y axle is the average time that the sensor costs when it
finish the operation, unit is millisecond (ms). The pink line with circular point is the
messaging line, and the purple line with rectangle point is the registration line.
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Fig. 3. Scalability Measurement

4 Performances Analysis

From the section 4.3, the performances of the platform can be seen that the time of
communication between sensor and platform will increase linearly with the connected
sensors enhanced when the number of sensors is not particularly large.

As to the web services, the platform process incoming requests by a process thread
pool which within a group of threads. When the request comes, an idle thread in the
pool will serve it. The process thread pool will not create an unlimited number of
threads to handle a large volume of requests. Therefore, the communication time with
the platform of the multi-sensor is larger than single sensors. It depends on the ability of
server’s CPU that deals with multi-threads jobs.

Is that possible to connect an infinite number of sensors to the platform? The answer
is negative. The maximum number of sensors is approximately 500. In the test, when
the sensors exceed 500, a few sensors will fail to communicate with platform, when the
number is more than 600 or even much more than this, the most of sensors will
announce that they can’t invoke the service on the platform.

According the response time, from the figure 3, we know that platform will response
sensor within 300ms if only a single sensor connected to the platform, but, with the
growing number of connected nodes, time has also increased. When the number
reaches 1000, the average response time will excess 6500ms, meanwhile, nearly half
nodes doesn’t get service.

If we used coordinator to manage a series of sensors, in order to send request
sequentially, instead of every sensors send request to platform at same time, the system
will more stable and efficiently. For example, a Blackfiin connect 1000 sensors as their
coordinator, then the Blackfin sends all the registration request of sensors to the
platform every 500ms, the platform response each request within the 400ms. That’s the
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advantage of using coordinator to manage sensors, so that we’ll discuss coordinator in
the next chapter.

Theoretically, every operation of sensor will cost same time because every service in
the platform is equal. However, in our implement, it can be seen in the figure 3, the
registration takes a little more than the operation of send message. This is due to the
database operation, obviously, the register operation in the platform does more work
than the sensor send message to the platform.

If server creates threads infinitely, all resources on the server can only be used to
manage these threads. By limiting the number of threads can be created, we can make
thread management overhead to maintain in a controlled level. If a request arrives for
all threads in the thread pool are occupied, then the request will be queued up, only after
busy thread completes his task, the idle threads can process the new request. This
method is actually more effective than switching to a new thread, because you do not
need to be carried over from request to request threads switching. But the problem is, if
the thread efficiency is not high (especially in busy server), the waiting request queue
will become large.

5 Recommendations for Further Work

Due to the limitation of the time of research, this project has limitations that require
some improvement or need to be solved in the future. For instance, the platform should
be extended to connect more types of sensors which are implemented by other
hardware and other environment. Research on the security aspect of data transmission
between the sensors and the platform is also needed.

As discussed in section 3, the number of nodes that connected to the platform has a
limitation. Therefore, it is efficient that use coordinator nodes to manage number of
sensors, it will improve the performance of platform greatly.
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Abstract. Knowledge-based approach for composite high-performance applica-
tion building and execution is proposed as a solution to solving complex com-
putational-intensive scientific tasks using set of existing software packages. The
approach is based on semantic description of existing software, used within
composite application. It allows building applications according to user quality
requirements and domain-specific task description. CLAVIRE platform is
described as an example of successful implementation of proposed approach’s
basic principles. Exploration of described software solution performance
characteristics is presented.

Keywords: composite application, high-performance computing, e-science,
expert knowledge processing, performance estimation.

1 Introduction

Nowadays scientific experiment often requires huge amount of computation during
simulation or data processing. Performance of contemporary supercomputers is in-
creasing rapidly. It allows solving computation-intensive scientific problems,
processing large arrays of data stored in archives or produced by sensor networks.
Today we can speak about a new paradigm for scientific research often called e-
Science [1]. This paradigm introduces many issues that have to be solved by collabo-
ration of IT-specialists and domain scientists. These issues become more urgent as
appropriate hardware and software turn into large complex systems.

Currently there is a lot of software for solving particular domain problem devel-
oped by domain scientists using their favorite programming language and parallel
technologies. Thus today we have a great diversity of software for particular problem
solving in almost each scientific domain. On the other hand with powerful computa-
tional resources we have an ability to solve complex problems that requires the use of
different software pieces combined within composite applications. To address this is-
sue problem solving environments (PSE) [2] are introduced as an approach for soft-
ware composition. But still there are two problems. First, problem of previously de-
veloped software integration: with diversity of technologies, data formats, execution
platforms it’s quite complicated task to join different software even within PSE.
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Second, there is a problem of using third party software with a lack of knowledge
about its functionality, and internal features.

Looking at contemporary computational resources we can also see a high level of
diversity in architectures, technologies, supported software etc. Moreover today we
have an ability to combine different computational resources using metacomputing,
Grid, or Cloud approaches. In this case the problem of integration becomes more im-
portant as we should care of performance issues in heterogeneous computational envi-
ronment because of computational intensity of e-Science software.

Today’s common approach for solving integration problem is typically based on
service-oriented architecture (SOA). This approach allows developing of composite
application using sets of services that give access to diverse resources in unified way.
But the problem of composite application performance within heterogeneous compu-
tational environment still remains. The developer should care of configuring every
running service in the way that allows making the whole application faster. In case of
a single application implementing simple algorithm there is a lot of approaches for
performance estimation and optimization depending on software and hardware fea-
tures [3, 4]. But in case of composite application using diverse existing software and
hardware resources, implementing complex algorithms we are faced with more com-
plex issues of composite application development and execution.

In this paper we present our experience of knowledge-based description of distri-
buted software and using it for performance optimization and support of software
composition. Within this approach expert knowledge is used to describe a set of
domain-specific services in the way that allows composing application for solving
complex simulation problems taking into account technical features of software and
hardware available within computational environment.

2 Basic Concepts

2.1 Semantic Description of Resources

As it was described before there is great diversity of software and hardware resources
needed to be integrated within composite applications for solving e-Science problem.
Description of this software should include the following structure of knowledge typi-
cally available to experts:

o Software specification. Basic statements used for software identification
(name, version etc.) are mentioned within this part of description.

e Implemented algorithms. This part of description allows making composition
of services for solving more complex problems within the domain. Also it can be used
for searching and comparing alternatives solutions.

e Performance model. This part of knowledge should allow make estimation of
execution time depending on execution parameters: computational environment speci-
fication and domain-specific data parameters. These two parts allow estimate execu-
tion time of the application with particular hardware and input parameters.

e Input and output sets. Describing set of incoming and outgoing data this part
of knowledge gives information on parameters’ structure, data formats and the way of
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passing. Using this information it’s possible to connect software pieces within com-
posite application automatically, to apply data decomposition and transformation.

e Way of running. This part describes the procedure of calling the application
including low level parameters passing (e.g. files or streams) and environment access
procedure (e.g. service invocation, pre- and post-configuration of resources).

e Hardware and software dependencies. The set of requirements of the applica-
tion is presented within this part. It is required for appropriate software deployment
(in case this procedure is available within the computational environment).

Using this set allows describing a set of existing software available for particular
problem domain. But also it is required to describe computational service environ-
ment that allows running these software. Service environment description should in-
clude the following structure of information:

e Hardware characteristics. With a set of resources available statically, dynami-
cally or on-demand it is required to have full description of resources.

e Available services. This part maps the set of services (described as shown be-
fore) on the set of resources available within computational environment.

Finally, having the information mentioned above we should describe domain-
specific usage process of the software for solving particular tasks. Here and further
we use quantum chemistry (QC) as an example of problem domain. The proposed
concept and technologies were applied within this domain during the HPC-NASIS
project [5] - platform for QC computer simulation using distributed environment with
integrated well-known computational software.

e Problems. This set of knowledge describes known domain problems which can
be solved using a set of available software. Typically the problem set is well known
for particular field of knowledge (e.g. in the field of quantum chemistry such prob-
lems could be a single point problem or geometry optimization).

e Methods. This part defines well-known methods of problem domain imple-
mented in software. E.g. concerning QC problem domain there are such method as
Hartree-Fock (HF) or Density functional theory (DFT).

e Domain specific values. This part of semantic description contains domain-
specific types, their structure and possible values. E.g. for QC domain we should de-
scribe concepts like basis or molecular structure.

e Solution quality estimation. With expert knowledge it is possible to define
quality estimation procedure for known methods and its implementation taking into
account domain-specific input values. This procedure is defined for particular quality
characteristic space (precision, speed, reliability etc.). For example it is possible to de-
fine precision of selected method for solving single point problem for the defined mo-
lecular structure and basis. Using this part of knowledge gives opportunity to estimate
quality metrics for each call within composite application and integral quality of
whole application.

First of all the description defined above guides composite application building us-
ing a) semantic description of particular software pieces and b) available resource de-
finition. In this case set of performance models allows execution time estimation and
consequential structural optimization of composite application. But beside of that last
part of knowledge extend available facilities with explanation and quality estimation
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expressed using domain-specific terms. As a result it is possible to build software sys-
tem that can “speak” with domain specialist using his/her native language.

2.2 Implementation of Knowledge Base

Today semantic knowledge is typically expressed using ontologies. Concerning se-
mantic software description mentioned above we can define ontology structure which
integrates all the parts of knowledge. Fig. 1 shows an example of ontology part de-
scribing available software using proposed structure. This part of ontology (simplified
for illustration) defines five concepts: package (which represents particular software
piece), method (implemented within the software), cluster (as a subclass of resource),
value (domain-specific) and data format. Important part of the knowledge is men-
tioned as attributes of individuals and relationships between the individuals. E.g. we
can define that ORCA package implements DFT method with particular quality and
performance (defined as constant quality value, function with set of parameters or ta-
ble with profile values).

Conceptual layer

Relationship
implementation

Concept

Individual
implementation

.. pd
Individual Version: 2635 Reliability: 0.05 Individual
Executable format: exe| \ [Performance: <model> layer

Tnput: f .
—Tnferface: bonsole]  Aftributes

Fig. 1. Basic ontology structure for software semantic description

This approach allows supporting dynamic composition of software and hardware
resources within complex application given by set of requirements. For instance it is
possible to compose an application that requires shortest time to execute or gives the
most precise solution using available parameter dictionary within the desired time.

3 Approach Implementation

3.1 CLAVIRE Platform

The approach described above can be concerned as a part of iPSE concept (Intelligent
Problem Solving Environment) [6], which forms a conceptual basis for the set of
projects performed by National Research University ITMO within last years. During
these projects the infrastructure platform for building and executing of composite



Knowledge-Based Resource Management for Distributed Problem Solving 125

application for e-Science was developed. The CLAVIRE (CLoud Applications VIR-
tual Environment) platform allows building composite applications using domain spe-
cific software available within distributed environment. One of important features of
the platform is expert knowledge application for solving the following tasks:

e Composite application building using domain-specific knowledge within intel-
ligent subsystem. This process takes into account actual state of computational re-
sources within the environment, available software and data uploaded by the user.
Using semantic description of software this system forms an abstract workflow
(AWF) definition of composite application. The AWF contains calls of software (us-
ing domain-specific values as high-level parameters) without mapping to particular
resources.

e Parallel execution of AWF using performance optimization based on models
defined as a part of knowledge. During this procedure technical parameters of execu-
tion are tuned to reach the best available performance for resources selected for ex-
ecution parts of AWF. As AWF’s elements are mapped to particular resources and
low level parameters are defined the workflow turns into a concrete workflow (CWF).

e Data analysis and visualization. These procedures are supported by knowledge
about a) data formats using during execution of composite application; b) solving
domain-specific problem for automatically selection and presenting the data required
by the user.

3.2 Knowledge-Based Solution Composition

The most interesting part of knowledge-based procedures mentioned above is compo-
site application building using used-defined data and requirements (performance,
quality etc.). Within the CLAVIRE platform tree-based dialog with the user is pre-
sented as a tool for decision support (see Fig. 2).

Passing through the nodes presented by domain-specific concepts (there are four
levels of the current tree implementation: problem, method, package (software) and
service) the user can define or select given input and required output values for every
level of the tree. Passing through the levels 1 (Problem) to 3 (Package) produce AWF,
available for automatic execution. But the user can pass further to the level 4 (Ser-
vice) which allows fine tuning the execution parameters during producing of CWF.

Passing through the tree nodes user can control generation of next-level nodes by
defining parameters of auto-generation or by blocking nodes processing for selected
nodes. After passing the tree user can compare available solutions which will be esti-
mated by quality values. The performance will be estimated for composite application
using performance models of software, used for solving subtasks. It is possible to es-
timate and optimize the execution time using performance model.

Another performance issue is related to planning process of the whole composite
application. The CLAVIRE platform uses well-known heuristics selected depending
on performance estimation for current state of computational environment.
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Fig. 2. Tree-based dialog

4 Numerical Results

During exploration the CLAVIRE platform a lot of experiments were performed. Fig.
3 shows the selected results of computational experiments with performance models
used by the platform. The experiment was performed using planning simulation sys-
tem which used performance models, parameterized using experiments with set of
packages during test runs with CLAVIRE platform.

A) Comparing alternative implementation of the same computational problem.
Three QC packages (GAMESS - 1, ORCA -2, MOLPRO - 3) were compared during
solving single point problem using on the same input data. Performance estimation
using parameterized models shows that in case of time optimization the best choice is
to use ORCA (I) running on 2 CPU cores (II).

B) Comparing packages with two-dimension models that takes into account shows
more complex case of alternative selection. Looking at shown example it can be seen
that package 1 (GAMESS) is better in region above dotted line while package 2
(ORCA) is better for parameters in region below the line. This simple case shows that
the performance model can combine domain-specific parameters (here is count of ba-
sis function) with technical parameters (CPUs count).

C) Comparing CLAVIRE overhead to overhead of underlying computational Grid
environment (Russian Grid network for nanotechnologies — GridNNN [7] was used as
computational platform) shows that CLAVIRE has quite low overhead level and can
be used as distributed computation management system.



Knowledge-Based Resource Management for Distributed Problem Solving 127

A) 100 ; B) 12

s 10

] - 8
60 1 c
. 3
g o
0
£ 25
a o
40 o
4
20
2
+ 1
0 2¢ 4 6 8 10 12 14 16
CPUs count Basis functions count
(domain-specific parameter)
c)008 ' ‘ ' D), 3 T T T
10 T = No heuristic
8r . e MinMin

MaxMin
== Sufferage

004

Probability density

~_

+—— Total CLAVIRE overheads

002 -

Distribution of Grid overheads

Data transfer overheads

— |—— WF control overhead

1
20 30 40
Time, s

o

Time, min

Fig. 3. Performance characteristics of CLAVIRE

D) Experiments with heuristic application for workflow planning show that it can
bring us to notable decreasing of execution time for composite application with large
amount of subtasks. On the other hand in case of identical (from performance point of
view) subtasks using different heuristics gives almost the same results. For instance
distributions of estimated execution time for parameter sweep task in case of stochas-
tic behavior of computational environment planned with different heuristics almost
overlaps.

5 Discussions and Conclusion

Today there are a lot of solutions trying to build composite applications automatically
using knowledge bases (e.g. [8, 9]). Typically they use semantic pattern-based com-
position of workflows as a composite application description. But the most powerful
approach for composite application building should actively involve domain-specific
expert knowledge, which describes high-level computational experiment process.
This description has to be clear for domain specialists (i.e. end-users of computational
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platforms) even in case of no technological background. The approach of high-level
knowledge-based support of computational experiment is also discussed widely [10,
11], but still there are lack of appropriate common implementations of this approach.
Within described work we are trying to build a solution which can be adapted for any
problem domain containing computational-intensive tasks. This solution should iso-
late the end-user from technical (hardware and software) features of underlying archi-
tecture. It should be focused on high-level concept of computational experiment
common and understandable by almost every domain scientist.

Described knowledge-based approach to composite application organization for e-
Science supports building and execution of composite application developed using set
of existing computational software. It was applied within the set of past and ongoing
projects (including CLAVIRE platform) performed by University ITMO. The projects
were developed for solving computational intensive problems in various domains:
quantum chemistry, hydrometeorology, social network analysis, ship building etc.
Projects successfully apply formal knowledge description for building and running
composite applications, processing and visualization of data, supporting users etc.
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Abstract. In distributed systems, the uncertainty of the clock drift and transmis-
sion delay is a problem that cannot be ignored, because it influences the preci-
sion of the clock synchronization directly. In this paper, considering this prob-
lem, an adaptive clock synchronization algorithm which aims the characteristics
of enterprise distributed systems is proposed based on the passive algorithm.
The adaptive algorithm can automatically determine the time interval of the two
adjacent clock synchronization adjustments and choose the optimized mea-
surement times and the clock adjustment value of each clock synchronization
adjustment, so that, an optimized plan can be used to achieve the synchroniza-
tion task. It is proved that the algorithm can inhibit effectively the influence of
the uncertainty to meet the accuracy requirements of the clock synchronization
in enterprise distributed systems. The algorithm has a good practical value.

Keywords: distributed systems, adaptive algorithm, clock synchronization,
transmission delay.

1 Introduction

Clock synchronization is one of core technologies of distributed systems. Its task is to
make sure the information, events and each node whose behavior associated with time
have a global consistent reference. The key of promoting the precision of the clock
synchronization is to offset or inhibit the influence of the uncertainty of the clock
drift and transmission delay. So in this paper, according to characteristics of enter-
prise distributed systems, a network structure for the adaptive algorithm is built. On
this basis, the algorithm is discussed how to resolve the influence of the uncertainty.
At last, the realization and performance analysis of the algorithm are given to prove
its effect.

2 Network Structure for the Adaptive Algorithm

These are three kinds of clock synchronization algorithms: centralized, master-slave,
distributed. This paper aims enterprise distributed systems, such as distributed real-time
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data motoring systems. So it pays attention to convenient management, high reliability,
low cost, adaptation etc. Firstly considering the convenient management, the designer
chooses the passive algorithm of the centralized mode that clients should be managed
by at least one server and the server receives clock synchronization message from
clients passively. Secondly, considering the high reliability, according to the number of
clients, if the number is small, only two servers are needed. One of them manages
clients and another as a backup. The two servers synchronize with the external GPS. If
the number is large, it is considered to divide the whole area to several sub areas and
each sub area can be managed by one server. All of the servers synchronize with
external GPS. Once one of servers has fault, there is a server in the near sub area to
replace it temporarily.

3 The Analysis of the Adaptive Clock Synchronization Algorithm

According to the passive algorithm, the communication process of the client and serv-
er is shown as Fig.1.

81+d1 Th Server Te 82-d2

Client
Ta Td

Fig. 1. The clock synchronization based on Client/Server model

Supposed: T,,T,7T.,T, separately are the time at which the client sends the clock
synchronization request message, the time at which the server receives the request
message, the time at which the server sends back the response message including the
standard time, and the time at which the client receives the response message from
the server. J; is the delay from the client sending the request message to the server re-
ceiving the request message. J is the delay from the server sending the response mes-
sage to the client receiving the response. d; is the clock deviation of the client relative
to the server at T,. d, is the clock deviation of the Client relative to the server at 7.
The key of the precision of the clock synchronization depends on the communication
delay ¢;, d, and the clock deviation d;, d2. In theory, 6;,=0,=0, so formula (1) is shown
as below:

Ty-T.= -d2+5 .
ey
Tb-Ta: d1+5 .
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For the computer clock drift is caused by the different frequency of the physical Os-
cillators in the side of the different nodes. For the specific system, with the advance of
the timeline, the clock drift of the client relative to the server approximates a line [2],
that Ad = aAr . ais a constant that can be gotten in the experimental environment. In
the actual measurement, because the time that the server processes the message is

very shot, so Ar can be approximately considered as 20, thatAd =2ad  So that ac-
cording to formula (1), the formula (2) can be gotten. It is shown as below:

1
5_Z;3fm+m—u—n4. @

In the actual measurement, because of involving many aspects, so the random error
maybe brought to the measurement data. 6 should be cumulated n times to calculate

the average ¢ shown as formula (3).

N 1 N

= > (T Taxk -Tax -T :
2(l—a)Nkz:1(bk+ dk ~Tak -Tck) 3

According to formula (3), the formula (4) can be gotten as below:
Tj; =Te+6y - “4)

Notes: Tc is the standard time of the server responding the client at the N time’
measurement. T}, is the client time after synchronization adjusting.

According to the analysis above, the synchronization focuses on the selection of
the measurement times in each clock synchronization adjustment and the determina-
tion of the interval of the adjacent twice clock synchronization adjustment.” The
mind of the adaptive algorithm is”: because of the random error, the standard error
O of the average is brought to analyze the jitter of measurement data of N times,
shown as formula (5). The value of ¢ is smaller and the average is closer to the real
data value, and it shows that the jitter of N times ‘measurement is smaller.

&)

Notes: J; is the communication delay of the client and server at the i time.

For the selection of the measurement times in each clock synchronization adjust-
ment, the algorithm will set the upper limit MAX of the measurement times. MAX is
the multiple of 10. Each clock synchronization adjustment will do MAX times mea-
surement. When the measurement times N is cumulated to the multiple of 10, the av-
erage and average standard error of N times before will be calculated and compared
with the standard error of the N-10 times before. The smaller value of the standard er-
ror, the measurement times and average corresponding with the standard error will be
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recorded. So the smallest standard error, the measurement times M and the aver-
agegcorresponding with it will be gotten by comparing method. According to the
formula (4), the § and Tc at the MAX time will be used to adjust the client’s system
time.

For the determination of the time interval of the two adjacent clock synchronization,
the algorithm considers the clock drift of the client relative to the server approximates a
line, that Ad = aAr . So according to the actual network, we can set Te as the upper limit
of the clock deviation, every one hour calculate the Ad and compared with Te, un-
til Ad =T, Then the client will send synchronization request message to do another
clock synchronization adjustment. Considering the current life and precision of the
clock, the time interval 7, when A =T can be recorded. From now on, during a some-

time, 7} can be used as the clock synchronization interval. For the higher precision, be-
cause of the aging of a clock, the time 7} should be measured periodically.

4 The Realization and Performance Analysis of the Algorithm

The software for the algorithm has two modules. One of them is synchronization
module, another is performance analysis module. For the synchronization module, by
using Client/Server mode in NTP (Network Time Protocol) clock synchronization
measurement is done according to the Fig.2 as below.

Process of Server Process of Client

server | Send the request message and
add the sending time stamp T,

Y

NO
We response

Receive the request
message from client

message
Yes
A J
Add the standard time stamp Ty Receive the response message
when receiving the message and add the local time stamp
Tax

y

Send the response message and

add the standard time stamp T Adjust the local system time

Fig. 2. Clock synchronization process
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For getting the system time of the client and server, there are two kinds of plans to
be provided. One is ‘QueryPerformanceCount’ time counter. It can be accurate to
microsecond. If it needs a higher precision, and the client use the CPU above the level
of Intel Pentium and including Intel Pentium. The timer class of RDTSC instruction:
Ktimer class can be read the time stamp of the CPU main frequency. For the CPU
whose frequency is above 1GHz, the system time can be accurate to nanosecond by
using Ktimer class.

According to the design above, in some enterprise’s distributed systems, the adap-
tive algorithm is tested. ‘QueryPerformanceCount’ time counter is used to read the
system time. The specific performance analysis is shown as Fig.3 and Fig.4.

20

49 - 4

v(us)
=
[4)]
1

20 40 50 &0 100

Fig. 3. The data of 100 times measurement in once clock synchronization adjustment
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Fig. 4. The average standard error of x X 10 times before
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In Fig.3, x coordinate expresses the times of measurement in once clock synchro-
nization adjustment. The times are 100. y coordinate is the communication delay J be-
tween the client and server. Its unit is 44 .

In Fig.4, based on the data in Fig.3, for easy watch, the data of 100 times is divided
by 10 times as a unit. For example, x=6 means 60 measurement times. y coordinate is
standard error of average, its unit is /S .

In Fig.4, when x=60, the value of y is smallest. y=0.5050.So the algorithm will se-
lect the average of 60 times before to adjust the client clock. For the determination of
the time interval between the two adjacent clock synchronization adjustments, the en-
terprise stipulates the clock deviation must be smaller than 10 ms, ais 2.1E-6 that is
gotten in experimental environment. So, A7 =79 min . For easy measurement, the algo-
rithm will select 70 minutes automatically to do the clock synchronization adjustment
again.

5 Conclusions

The result and performance analysis of the adaptive algorithm show that the algorithm
can choose the optimized plan to adjust the clock synchronization of the distributed
systems through statistic learning. This algorithm has a strong ability to adapt the en-
terprises system.
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Abstract. Task scheduling is an essential aspect of parallel processing system.
This problem assumes fully connected processors and ignores contention on the
communication links. However, as arbitrary processor network (APN),
communication contention has a strong influence on the execution time of a
parallel application. In this paper, we propose genetic algorithms with fuzzy
routing to face with link contention. In fuzzy routing algorithm, we consider
speed of links and also busy time of intermediate links. To evaluate our method,
we generate random DAGs with different Sparsity value based on Bernoulli
distribution and compare our method with genetic algorithm and classic routing
algorithm and also with BSA (bubble scheduling and allocation) method that is
a well-known algorithm in this field. Experimental results show our method
(GA with fuzzy routing) is able to find a scheduling with lower makespan than
GA with classic routing and also BSA.

Keywords: Task Scheduling, Fuzzy Routing, Distributed Heterogeneous
Systems.

1 Introduction

Distributed heterogeneous systems have become widely used for scientific and
commercial applications such as high-definition television, medical imaging, or
seismic data process and weather prediction. These systems require a mixture of
general-purpose machines, programmable digital machines, and application specific
integrated circuits [1]. A distributed heterogeneous system involves multiple
heterogeneous modules connected by arbitrary architecture and interacting with one
another to solve a problem. The common objective of scheduling is to map tasks onto
machines and order their execution so that task precedence requirements are satisfied
and there is a minimum schedule length (makespan) [1]. In the earlier researches the
processors are assumed to be fully-connected, and no attention is paid to link
contention or routing strategies used for communication [2].Actually, most
heterogeneous systems cannot meet this condition and their processors are linked by
an arbitrary processor network (APN) [1]. In APN algorithms, the mapping of tasks to
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processors is implicit, and messages are also scheduled while considering link
contention. Scheduling tasks on is a relatively less explored research topic and very
few algorithms for this problem have been designed [2].However, Macey and
Zomaya[l] showed that the consideration of link contention is significant for
producing accurate and efficient schedules.

In this paper, we propose genetic algorithm for solving the problem of static
scheduling and mapping precedence-constrained tasks to anarbitrary network of
heterogeneous processors. We consider link contention and just like tasks, messages
are also scheduled and mapped to suitable links during the minimization of the finish
time of tasks. To reach an optimum makespan, we propose a fuzzy routing algorithm.
To evaluate our method, we generate random DAGs with different Sparsity value
based P-Method and compare our method (GAFR) with genetic algorithm with classic
routing algorithm (GACR) and also with BSA (bubble scheduling and allocation)
method that is a well-known algorithm. Experimental results show our method,
GAFR (GA with fuzzy routing), is better than GACR and also BSA.

The rest of the paper is organized as follows: Section 2 presents definition of task
scheduling problem in classic and contention awareness model. In Section 3, we
review some related works and in Section 4 we present our method. In Section 5, the
simulation experimental results are presented and analyzed. This paper concludes
with Section 6 and in this section, we discuss about future works.

2 Task Scheduling Model

In task scheduling, the program to be scheduled is represented by a directed acyclic
graph G = (V,E,w,c)representing a program P according to the graph model.
The nodes in V represent the tasks of P and the edges in E representthe
communications between the tasks. An edgee;je E from node njto nj, n;,n; €V,
represents the communication from node n; to node n;. A task cannot begin
execution until all its inputs have arrived and no output is available until the
computation has finished and at that time all outputs are available for
communication simultaneously [4].

A schedule of a DAG is the association of a start time and a processor with every
node of the DAG. To describe a schedule S of a DAG G = (V,E,w,c) on a target
system consisting of a set P of dedicated processors, the following terms are defined:
ty(n, P)denotes the start time and w(n, P) the execution time of node n € V on
processor p € P. Thus, the node’s finish time is given byts(n,P) = t;(n,P) +
w(n, P).The processor to which n is allocated is denoted by proc(n).

Most scheduling algorithms employ a strongly idealized model of the target
parallel system [5-8]. This model, which shall be referred to as the classic model,
is defined in the following, including a generalization toward heterogeneous
processors.

Definition 1 (Classic System Model). A parallel system M qs5ic = (P, W) consists
of a finite set of dedicated processors P connected by a communication network. The
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processor heterogeneity, in terms of processing speed, is described by the execution
time function w. This dedicated system has the following properties:

1. local communication has zero costs,

2. communication is performed by a communication subsystem,
3. communication can be performed concurrently, and

4. the communication network is fully connected.

Based on this system model, the edge finish time only depends on the finish time of
the origin node and the communication time.

The classic scheduling model (Definition 1) does not consider any kind of
contention for communication resources. To make task scheduling contention aware,
and thereby more realistic, the communication network is modeled by a graph, where
processors are represented by vertices and the edges reflect the communication links.
The awareness for contention is achieved by edge scheduling, i.e., the scheduling of
the edges of the DAG onto the links of the network graph, in a very similar manner to
how the nodes are scheduled on the processors.

Thus, communication can overlap with the computation of other nodes, an
unlimited number of communications can be performed at the same time, and
communication has the same cost c(eij), regardless of the origin and the destination
processor, unless the communication is local[4].

The system model is then defined as follows:

Definition 2 (Target Parallel System—Contention Model).

A target parallel system Mrp; = (TG,w) consists of a set of possibly
heterogeneous processors P connected by the communication network TG = (P,L).
This dedicated system has the following properties:

1. local communications have zero costs and
2. communication is performed by a communication subsystem.

The notions of concurrent communication and a fully connected network found in the
classic model are substituted by the notion of scheduling the edges E on the
communication linksL. Corresponding to the scheduling of the nodes, t;(e, L) and
tr(e, L) denote the start and finish time of edge e € E on link L € L, respectively.

When a communication, represented by the edge e, is performed between two
distinct processors P, and P, the routing algorithm of TG returns a route from
Py to Pyt R=<Ly Ly, ...,L; >, L;€L for i=1,2,..,1. The edge e is
scheduled on each link of the route as below definition:.

Definition 3 (Edge Finish Time—Contention Model).Let G = (V,E,w,c) be a

DAG and My; = ((P,L),w) a parallel system. Let R =< Ly,L,,...,L; > be the

route for the communication of e;; € E, n,n; €V, if proc(n;) # proc(n;). The
finish time of e;; is

b if proc(n) = proc(n)

ty(eiy) = {

1
tf(eij,Ll) otherwise M
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Thus, the edge finish timet;(e;;) is now the finish time of e;; on the last link of
the route, L;, unless the communication is local.

3 Related Work

There are only a few scheduling algorithms that consider arbitrary topology for
processors network and contention on network links. This group of algorithms is
called the APN (arbitrary processor network) scheduling algorithms [9]. Two well-
known scheduling algorithms for APNs are Dynamic-Level Scheduling (DLS)
algorithm and the Bubble Scheduling and Allocation (BSA) algorithm [10].

The DLS Algorithm [10] is a list scheduling heuristic that assigns the node
priorities by using anattribute called dynamic level (DL). The dynamic level of a task
T;on a processor P;is equal to

DL(T;,P; ) = blevel5(T;) — EST(T;,P; ) )

This reflects how well task T;and processor P;are matched. The blevel value of a
task T;, is the length of the longest path from T;to the exit task including all
computation and communication costs on the path. The DLS algorithm uses static
blevel value, blevelS, which is computed by considering only the computation costs.
At each scheduling step, the algorithm selects (ready node, available processor) pair
that maximizes the value of the dynamic level. The computation costs of tasks are set
with the median values. A new term, A(T;, P; ), isadded to previous equation for
heterogeneous processors, which is equal to the difference between the median
execution time of task T;and its executiontime on processor P;.The DLS algorithm
requires a message routing method that is supplied by the user; and no specific
routing algorithm is presented in their paper. It should be noted that it does not
consider the insertion-based approach for both scheduling tasks onto processors and
scheduling messages on the links.

BSA algorithm [2] has two phases. In the first phase, the tasks are all scheduled to
a single processor—effectively the parallel program is serialized. Then, each task is
considered in turn for possible migration to the neighbor processors. The objective of
this process is to improve the finish time of tasks because a task migrates only if it can
“bubble up”. If a task is selected for migration, the communication messages from its
predecessors are scheduled to the communication link between the new processor and
the original processor. After all the tasks in the original processor are considered, the
first phase of scheduling is completed. In the second phase, the same process is
repeated on one of the neighbor processor. Thus, a task migrated from the original
processor to a neighbor processor may have an opportunity to migrate again to a
processor one more hop away from the original processor. This incremental
scheduling by migration process is repeated for all the processors in a breadth-first
fashion.
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4 The Proposed Algorithm

In this paper, we consider the problem of scheduling precedence-constrained tasks
to an arbitrary network of heterogeneous processors with considering link
contentions. Therefore, scheduling algorithms for such systems must schedule the
tasks as well as the communication traffic by treating both the processors and
communication links as equally important resources. We use genetic algorithm for
finding best scheduling in this environment that has minimum finish time of tasks.
In the evaluation function, tasks and messages both are scheduled on processors and
links, respectively. For mapping messages on links, we use classic and fuzzy
routing algorithms to determine the best path between source and destination
processors. In the following, we present structure of genetic algorithm and routing
algorithms.

4.1 Genetic Algorithm

Encoding is an effective stage in GA. Each chromosome is encoded using decimal
numbers which represents a possible schedule [12].

The fitness function of the task-scheduling problem is to determine the
assignment of tasks of a given application to processors so that its schedule length
is minimized. To compute schedule length, we schedule precedence-constrained
tasks (DAG’s nodes) and messages (DAG’s edges) on processors and links,
respectively. While the start time of a node is constrained by the data ready time of
its incoming edges, the start time of an edge is restricted by the finish time of its
origin node. The scheduling of an edge differs further from that of a node, in that
an edge might be scheduled on more than one link. A communication between two
nodes, which are scheduled on two different but not adjacent processors, utilizes
communication route of intermediate links between the two processors. The edge
representing this communication must be scheduled on each of the involved
links. For determining involved links we use fuzzy routing algorithm that is
explained in the next subsection. We use insertion policy for scheduling nodes and
edges.

For selection step in GA, we use tournament selection. After the selection
process is completed, we use the cycle crossover method [13] to promote
exploration as used in [11]. For mutation, we randomly swap elements of a
randomly chosen individual in the population. The initial population is generated
randomly. GA will evolve the population until one or more stopping conditions are
met. The best individual is selected after each generation and if it doesn’t improve
for 30 generations, GA stops evolving. The maximum number of generations is set
at 200.
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Fig. 1. Fuzzy variables

4.2 Proposed Routing Algorithm

For transferring a message from a task to another task, scheduled on different
processors, we must determine a path between Ps..and Pp, based on network
topology graph and busy time of links for preventing contention. We propose all links
are full duplex and we use store-and-forward (SAF) switching for message transfer.

In SAF switching, when a message traverses on a route with multiple links, each
intermediate processor on the route forwards the message to the next processor after it
receives and stores the entire message [10]. To find the best route for transferring
message from Pg,.. to Ppg, T. Yong et al. [1] examine all of paths between Ps,.. and
Ppg: and compute edge finish time for each path and then select route that minimized
edge finish time. Although, this method selects optimum route, but computing edge
finish time for all possible paths between Ps,.. and Ppshas more time complexity. A.
Alkaya et al. [10] specify the links to be used for inter-task data communication
according to the switching technique (the VCT or the SAF switching) by using the
Dijkstra’s shortest path algorithm (we called it as classic routing algorithm). The time
complexity of this method is low, but it isn’t accurate; because they have not
considered busy time of links. Sometimes some paths have fastest links, but these
links are too busy and transferring messages by these links waste more time on
waiting queue. Therefore it is better that use another path with empty waiting queue
that results in lower edge finish time. For this reason we propose a fuzzy routing
algorithm. In spite of classic routing algorithms that select path only based on speed
of links, in fuzzy routing we also consider busy time of intermediate links.

Fig. 3. Unstructured heterogeneous distributec
Fig. 2. Control Surface in FIS system
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Two important factors effect on selecting a route are: speed of intermediate links
and busy time of these links. Speed of each link is known and busy time of each link
is equal to the needed time for transferring previous messages through that link. For
selecting best path between two processors, we find all possible paths between them
and then evaluate each path by a fuzzy inference engine. Fuzzy inference engine has
two inputs (average speed of links and sum of busy time of these links) and one
output (grade).First input is the average speed of links along path (Figure 1-a).Second
input is sum of busy time of links (Figure 1-b).Output is a grade that shows the path
goodness. Membership functions of output are the same as those of the second input
and they were shown in (Figure 1-b). Figure 2shows control surface of proposed
FIS.As shown in Figure 2, in control surface, when speed is close to 1 and busy
time is close to 0, goodness is high. Path selection process by fuzzy routing is as
followed:

Find All Path between Pg,.and Ppg;.

Calculating Average Speed and Sum of Busy Time for each path.
Normalizing each fuzzy inference engine inputs to [0, 1].
Assigning grades to paths by fuzzy inference.

Selecting path that has most grade.

NS

S Experimental Results

To evaluate proposed method we generate random DAGs using the P-Method [14].
The parameter p in P-Method can be considered to be the Sparsity of the task graph.
With this method, a probability parameter of p = 1 creates a totally sequential task
graph, and p = 0 creates an inherently parallel one. Values of p that lie in between
these two extremes generally produce task graphs that possess intermediate structures.
The P-method was used to generate 5 DAGs based on parameter p (p =
0.1,0.2,0.3,0.4, 0.5). The number of tasks in each task graph was 40. The weight of
each node (computation cost of each task) and edge (communication cost between
tasks) in task graph was chosen randomly based on normal distribution.
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We schedule these task graphs with 5 unstructured heterogeneous distributed
processors. Figure 3shows its topology. The weights associated with each processor
show processing speed of processor and weights associated with each link show
transferring rate of each link. For computing the execution time each task on each
processor, it is enough to divide computation cost of task to processing speed of
processor. Characteristics of GA are: population size: 50, crossover probability: 0.8,
mutation probability: 0.3.Figure 4shows makespan vs. DAG Sparsity. Makespan is an
objective that we minimize it with GA. As shown in Figure 4, GAFR and GACR are
better than BSA. Also GAFR is better than GACR, however they are close together.
As shown in this figure, when the Sparsity is increased, makespan of three methods
be closed together. This is because the sequentiality of a task graph is high and it is
less difficult to find best found schedules. Figure 5shows the total communication
time in scheduling. As shown in this figure, BSA has most total communication time
and wastes most time for communicating. GACR has lower communication time than
GAFR; this is because in some situation that links are too busy, GAFR prefers
transferring messages from another path to waiting for empty time slots in links, to
achieve lower edge finish time that results in better makespan. Figure 6shows the
number of processors used in scheduling. When the Sparsity is increased, we expect
the number of processors used, decrease. This is because the sequentiality of a task
graph is high and for reducing communication time, we need to schedule tasks on
same processors. As shown in Figure 6 BSA has not good performance; in experiment
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with Sparsity0.1, it is better to use more processors because the parallelism degree in
DAG is high and by using more processors we achieve lower makespan. Also, in
experiments with higher Sparsity, BSA uses more processors whereas we need to
reduce the number of processors used to decrease communication time. Figure 7
shows average utilization of processors. For dedicated distributed system, we want to
increase average utilization.

As shown in Figure 7, average utilization of processors in BSA method in all
experiments is lower than GACR and GAFR. The speedup is defined as the ratio of
sequential time seq(G) = Ypey W(n) (local communication has zero costs) to the
makespan of the produced scheduling [4]; therefore we want to increase this ratio. As
shown in Figure 8, BSA has the lowest speedup and GAFR has the highest values.

5 Conclusion

In this paper, we use genetic algorithm for solving the problem of static scheduling
precedence-constrained tasks to an arbitrary network of heterogeneous processors for
finding the scheduling with minimum finish time. Just like tasks, we schedule
messages to suitable links during the minimization of the finish time of tasks. To find
a path for transferring a message between processors, we need a routing algorithm.
We propose a fuzzy routing algorithm which select path based on speed of links and
busy time of intermediate links. We generate random DAGs with different Sparsity to
evaluate our method and compare the results of our method with GACR and BSA
methods. Experimental results show our method, GAFR, finds scheduling with lower
makespan than GACR and BSA. Based on these results, we can say when
communication in network is high it is useful to check busy time of links as well as
speed of links in paths to find best path that minimize edge finish time. Also we
expect in large networks and also with large DAGs the performance of GAFR is very
high, while the performance of other method, because of their routing algorithm is
low.
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Abstract. Under the third kind of constraint, using the method of OLM (Op-
timal Lagrange Multipliers formalism) and maximum entropy principle, we de-
rive the statistical distribution and thermodynamic formulas in completely open
system based on Tsallis entropy. Two hardships existed in the method of TMP
(Tsallis-Mendes-Plastino formalism) are overcome. We give out the specific
expressions of the three Lagrangian multipliers and make their physical signi-
ficance clear.

Keywords: Tsallis statistics, Statistical distribution, Completely open system.

1 Introduction

Before our latest works[1], both B-G statistical mechanics[2,3,4] and non-extensive
statistical mechanics[5-10] take micro canonical, canonical and grand canonical sys-
tems as discussion objects, lacking completely open systems because there was no
statistical distribution function of a completely open system that can be applied in any
macroscopic system. Completely open systems are the most general ones in the natu-
ral while others are just their special cases. Though T. L. Hill [11, 12] and others had
deduced the statistical distribution of completely open system under the framework of
extensive statistical mechanics with the method of ensemble transformation, it was re-
stricted by the “phase rule” [4] in extensive statistical mechanics and was thought to
be false. While they proved it can be used in small macroscopic systems (whose N,
the particle number of the system, is in the range 10°—10°.) [13] and they also suc-
cessfully discussed the small systems [14] with it. The thermodynamic quantities cal-
culated from this distribution are the same as from canonical and grand canonical dis-
tributions, but the relative fluctuations are proportional to 1, an entirely new result,

not proportional to 1/\/N like canonical and grand canonical distributions. This result
could account for the large fluctuations observed in critical phenomena, supercooled
states and overheated states that can’t be explained by the traditional extensive statis-
tical mechanics. A reasonable interpretation of evolution in nature and human society
also requires large fluctuations. According to the theory of “dissipative structure”, a
new order comes into existence through fluctuations that can only be produced in the
nonlinear region far from the old order’s equilibrium state [15].

In this paper we demonstrate that when a system has long-range interactions, tradi-
tional thermodynamic quantities are no longer purely extensive or intensive. The

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 147
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“phase rule” of extensive statistical mechanics does not hold. Under the framework of
non-extensive statistical mechanics, selecting the third kind of constraint [6] for ener-
gy and others, using the method of OLM [16] and basing on the non-extensive Tsallis
entropy, we deduce the statistical distribution and thermodynamic formulas in com-
pletely open system from the maximum entropy principle, which can be used in any
system, not limited to small systems.

2  Statistical Distribution of Completely Open System
Based on Tsallis Entropy

2.1 Non-extensive Systems Are Not Restricted by the ‘“Phase Rule” of
Extensive Statistical Mechanics

Non-extensive Tsallis entropy can be expressed as [5]:

Sq:k(l—ip;lj/(q—l) (N

Where g is non-extensive parameter, k is positive constant (Tsallis usually select k=1
for convenience. Contrasting it with Shannon entropy, if k£ has no connection with g,
Tsallis entropy would tend to Shannon entropy when g— 1, so k should be Boltzmann
constant kg), p; is the probability of the system at state i, and W is the number of mi-
crostates of the system that may be happen. The non-extensive property of Tsallis en-
tropy performs as: when the two subsystems A and B are independent with each other,

and the probabilities of A at state i and B at state j are respectively p’and pf , then

the probability of the total system is p: V= p,A pf . Inserting it into Eq.(1), we obtain
the total entropy of the system:
S,(AUB)=S8,(A)+S,(B)+(1-¢)S,(A)S, (B)/k. (2)

The third term on the right side of Eq.(2) is the non-extensive term. Selecting the

second kind of energy constraint [5] Z p E, =U_ (where E;is the energy of the sys-

i=1
tem at energy level i, and U, is the internal energy), we can get the total internal ener-
gy from canonical distribution [1] of Tsallis statistics:

U,(AUB)=U_(A)Z"(B)+U (B)Z"" (A)+(1-q)U (AU, (B)/(KT). 3)

Where Z is generalized partition function. It’s clear that U, is also non-extensive.
When the non-extensive parameter g tends to 1, the non-extensive terms in Egs. (2)
and (3) would disappear automatically and the two equations would restore to the
conclusion of extensive statistical mechanics.

Noticing Eq.(3) is the result under the condition p"* = p*p”. Although the mea-

ningful generalized particle distribution functions were obtained under the second
kind of energy constraint, the energy of the total system is not equal to the summation
of the energy of the two subsystems that have no interactions, which goes against the
law of conservation of energy. There are other deficiencies under the second energy
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constraint (for example: the statistical distribution changes when the energy level
translates). For this, Tsallis and others put forward the third kind of constraint:

ipgo,./zw: p!=0,. 4)
i=1 j

Where O;is the value of a physical quantity O as the system at state i and the corres-
. aqe . AUB A B
ponding probability is p;. When p,~ = p, p,, we have:

U,(AUB)=U_(A)+U(B). o)

From the well known 0S /90U =kf =1/T and the obvious discrepancy between

Eqgs.(2) and (3)[or (5)], we can easily know: the temperature T is not necessarily in-
tensive (this depends on concrete systems). The chemical potential ¢ and pressure P
are also not necessarily intensive. Then the phase rule in extensive statistical mechan-
ics does not hold any more. Any combination of three quantities among entropy S,,
volume V, internal energy U,, chemical potential x, temperature 7, and pressure P can
describe a system completely. That is to say, any three can be the independent va-
riables to describe the system.

Actually, nonextensivity is the natural quality of physical system and only related
to the extent and the interactions of the physical system. To select any kind of con-
straint or entropy function is just to make us study the property of the physical system
more tersely and expediently. A system must be non-extensive and has the properties
above if only it has long-range interactions.

2.2 Statistical Distribution of Completely Open System Based on Tsallis
Entropy

Considering a completely system connected with an enormous source, each micro-
scopic state of the system may have different particle number N;, energy E; and vo-
lume V; [This volume V; is a microscopic quantity, not a pure mechanical quantity like
coordinate, momentum, energy and so on, but it has common ground with the energy
and particle number. When it is alterable, the system may have more than one corres-
ponding microscopic state for a determined value. So the different microscopic states
of a completely open system may have different particle number N;, energy E; and vo-
lume V;]. After the system and the source reach equilibrium, the corresponding aver-
age value N, E,=U, and V, will be definited. Denote p; as the probability of the sys-
tem at state i, then we have the following constraints [5]:

L4 L4 L4 W L4 W W (6)
P AADNADWEE D NADN A DN 2p =
i J i= Jj i= Jj i=

Calculating the extreme value of the Tsallis entropy, we can obtain the statistical dis-
tribution and generalized partition function [1]:

P, =exp, {—[a(Ni -N,)+B(E-U,)+x(V, —vq)]/i(pj)"} 1Z, M

J

J

Z. =iequ{—[a(Ni—Nq)+,B(Ei—Uq)+K(V[.—Vq)J/ZW:(pI)q} ®)
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And we can prove [1]:
S,=kln,Z,=k(In, Z, +aN, +BU, +xV,). ©)
Where 1n 7z =In, Z,-aN, - pU, -V, then

aza(Sq/k)’ﬂza(Sq/k)’Kza(Sq/k). (10)
oN, U, av,
The functions In,x and e; (In,x and e; are inverse functions of each other) in the
above equations can be defined as:

¢ =leamgal™ i x=(x -1)i(1-)

We have Injx—lnx, e —e" when g—1.

Contrasting Eq.(10) with the fundamental thermodynamic equation
TdS = dU + PdV — udN , we obtain the constants:

o=-plkT, p[=1/kT , and x = P /kT. (11)

Where u is chemical potential, T is absolute temperature and P is pressure. S. Marti-
nez etc. propounded that the process of derivation with the constraints in Eq. (6)
exists two hardships [16]:

* The p; and Z, expressions are explicitly self-referential.
* The Hessian of L is not diagonal.

The second hardship is more serious, namely, a maximum is not necessarily guar-
anteed. For this, Martinez etc. advised [16] that the constraints in Eq. (6) should de-
form to:

W W W W W W W 12
2PN =N pIc D PIE U pl 2 Vi, D bl Z;,n- = 12
i J i=1 J i=1 J =]

Considering the constraints in Eq. (12) and Tsallis entropy in Eq. (1), we introduce
the Lagrangian function L:

S W W W W (13)
L==t=a2 Pl (N,=N, )= B2 p! (E~U, )=k D pi (Y, —vq)—y(zp,»—lj-

Where o', B, k" and y are all Lagrangian multipliers. We calculate the conditional
extreme value and obtain:

p,=exp, [~ (N,~N,)-B(E~U,)-&(V,=V,) |/ Z.. (14)
Where Z/" = iequ |:_0/(Ni _Nl/ ) _ﬂ/(Ei _Ul/ ) - K/(Vl _Vl/ )j| (15)
S, =kln,Z,. (16)
We make Legendre transformation to Eq.(16) as following:
In,Z' (. f.x)=In,Z's(N,.E,.V,) /N, - U, -7, (17)

Then S =k(In,Z +a'N, +BU, +&V,). (18)
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N,=—0In Z//dd/»  U,=—0Wn,Z/9f»  V,=—0In Z /oK (19)
a'=9(S,/k)/oN,» pB'=0(S,/k)/oU, »  Kk'=93(S,/k)/dV, (20)

Martinez etc. proved [16]: if the constraints in Eq.(6) are deformed to Eq. (13), the
two hardships would be eliminated without losing the beautiful properties of the Tsal-
lis-Mendes-Plastino formalism (TMP), that is :

* Self-reference is avoided.
* The Hessian of L becomes diagonal.

In the derivation above, Martinez etc. used Optimal Lagrange Multipliers (OLM)
formalism.
Comparing Eq. (7) with Eq.(13) under considering Eq. (16), we obtain:

@' =alZ,s B'=B1Z," kK =xI1Z," . @D
While comparing Eq. (10) with Eq. (20), we obtain:
a’'=a, pB'=p, K'=x . (22)

The obvious discrepancy between Eq. (21) and Eq. (22) shows a new hardship, Mar-
tinez and others seemed to realize it and selected k=k(g) in the expression of Tsallis
entropy in reference [16]. However in the method of OLM they used, the indefinite or
incorrect equations like B(S 1K)/ au, -7, "A =p [16] still existed. Obviously, Marti-
nez etc. were unaware of the reason and the solution of the problem at that moment.
In their later paper [17], they selected k(q) = k =k, Z, to solve the problem. Here kj is
Boltzmann constant.

Our opinion:

* The fundamental thermodynamic equation is an expressive form of energy con-
servation, which should be held all the time. Namely, both a(Sq/ k)/ oU =p and

3(s 7k)/au. = B should be held.

* The expression of Tsallis entropy should be changed at no time. Namely, the con-
stant k in Tsallis entropy should not be changed for choosing different Lagrangian
multipli_eglg. Therefore, it is unreasonable to select the constant of Tsallis entropy
k=k,Z, in the method of TMP and & =k, in the method of OLM to solve the
contradiction between Eq. (21) and Eq. (22). Since the two hardships existed in the
method of TMP can be overcome when we use the method of OLM without changing
the physical essence of the TMP, so we should select k = k, , which is simple and rea-
sonable and without deviating from the original intention of Tsallis entropy.

It is more reasonable to select the conclusion of OLM [the probability distribution
in Eq. (14), the partition function in Eq. (15) and the three constants a':—y/kBT,
B =1/k,T ,and g’ =P/kT]. This is also demonstrated in the discussion of classic-

al ideal gas in the reference [17].
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3 Conclusions

* We introduce the idea of completely open system into Tsallis statistics based on
Tsallis entropy in Eq. (1) and indicate that it is more reasonable to select k=k,

0
thank =k,Z, in Tsallis entropy.

* We derive the statistical distribution Eq. (14) and generalized partition function
Eqgs.(15) and (17) in a completely open system with the method of OLM under the
third kind of constraint in Eq. (4), they are not limited to the small systems. The me-
thod eliminate the two hardships existed in the method of TMP [1,16].

* We obtain the thermodynamic formulas in Egs. (18) and (19), and make the physical
significance of the three Lagrangian multipliers clear: o =—ulk,T > B=1/kT:

and x’=P/k,T .

Acknowledgments. The financial support of the natural science foundation of Ning-
xia (NZ1023) is gratefully acknowledged.
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Abstract. In this paper, we proposed a novel symbolic controller with PID
(proportional integral derivative) feedback for locally linearized system. The
state-space of this system is analyzed in Brunovsky coordinates, and then a
practical control structure which combines symbolic controller and PID control-
ler is presented. Series of Experiments on an inverted pendulum are conducted,
and the results show the feasibility and efficiency of our proposed structure.

Keywords: symbolic controller, PID controller, inverted pendulum, locally
linearized system.

1 Introduction

For a wide class of systems, symbolic control was proved to be an effective method in
dealing with linear system with feedback encoding. It can reduce the cost of commu-
nication and storage resources [1], and solve the kinematic and dynamic constraints
simultaneously [2].

Symbolic control is based on the exact discrete-time linear models of control
systems. On the contrary to the linear system, it is not possible to obtain the exact
models of nonlinear system. Tabuada proposed methodology worked for nonlinear
control systems based on the notion of incremental input-to-state stability [3].
However, as to the locally linearized system, the non-linear effects can be treated as a
kind of turbulence and be damped by continuous PID feedback control, as the rest of
this paper shows.

2 Symbolic Control

Symbolic control is inherently related to the definition of elementary control events,
whose combination allows the specification of complex control actions [1]. Letters
from the alphabet X = {a 1 ,02,,,,} can be utilized to build words of arbitrary length.

A. Bicchi, A. Marigo, and B. Piccoli, introduce a feedback encoding as the Fig.1
shows. In this encoder, an inner continuous (possibly dynamic) feedback loop and an
outer discrete-time loop-both embedded on the remote system-are used to achieve
richer encoding of transmitted symbols[2].

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 153
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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D.T. Feedback  Sample C.T. Feedback
Decoder System Decoder

By ton ,
3bc—> ZOH)'c=f(x,u)—>f o

Symbolic input \ T

Physical Plant

Fig. 1. Nested discrete-time continuous-time feedback encoding

By using nested feedback encoding, all feedback linearized systems are hence ad-
ditively approachable. The argument can be also directly generalized to multi-input
systems by transforming to the Brunovsky form [2].

3 Model of Inverted Pendulum

Fig. 2. Inverted pendulum

Consider a nonlinear math model of an inverted pendulum [5]:

dzx_le_1<F N bdx) (n

dt2 M M dt ’
d20_1z = L [NLcos(0) + PLsin(9)] @
q02 =1 T—[ cos sin(8) ’

(mass of the cart) 0.5 kg

m(mass of the pendulum) 0.2 kg

b(friction of the cart) 0.1 N/m/sec

/(length to pendulum center of mass) 0.3 m

I(inertia of the pendulum) 0.006 kg*m"2

F force applied to the cart

e cart position coordinate

theta endulum vertical angle
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By sampling and linearizing the model around its working states, the plant model
can be transformed into the state-space form:

xM] [0 0 1 0]y~ 0
oWl _lo o0 0 1|6 0
@[T o 267 -o01s of|x| " [182[" )
o] lo 3118 —045 ollél lass

The x position is the controlled variable and u denotes the F.

4 Symbolic Controller with PID Feedback

4.1 State Space Analyze

If a controller was designed under the control laws mentioned above and applied to
the linear model of the cart Eq. (3), the response is identical to the results in Ref. [1]
(see Fig. 3(a) ).

06 0.6
05 0.5
04
.E _E 0.4
203 O3
= &=
[
g 02 g,
=041 x
0.1
o 0
o
0 2 4 6 3 10 -0_10 5 i B 8 )
time/s time/s
(@) (b)

Fig. 3. Responds of the inverted pendulum using symbolic controller on: a)linear model
b)nonlinear model

However, if this controller applied to the nonlinear model of the system, the re-
sponds of the system is unstable (see Fig. 3(b) ), which indicates that the problem
should be caused by the nonlinear factor of the plant.

If the states are observed in the continuous time, the result is shown as Fig.4 (a).
This shows that in the span of two sampling time, there exists a large range of erratic
states in the system states. Since the model is strictly linear, the system arrives at its
states according to the sampling time precisely and then updates the new feedback
control values with the states according to sampling time. However, the nonlinear fac-
tor of the plant caused minor differences against the ideal linear system. Such differ-
ences can become larger due to the symbolic feedback controller cannot damp such
turbulence, and then the system finally becomes unstable.
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A solution to this problem is adding a continuous feedback (PID in this paper) to
the system to enhance its robust quality, so the error could be reduced gradually, pre-

B. Xu, T. Wang, and H. Duan

venting the feedback of symbolic control being affected.
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Fig. 4. Brunovskycoordinates states in continuous time of: a) linear model. b)nonlinear
model.

4.2 Structure of the Controller

After adding the amend signal of both feedback controller and PID controller, the fi-
nal system structure is shown with the following Fig. 5.

symbolic
input

symbolic output
decoder
T - -

— plant

FeedBack

Controller

PID controller

il

Fig. 5. Structure with symbolic control and PID controller

Linear Model

FeedBack
Controller

In this structure, the linear model of the plant is used to generate the output which
the symbolic controller is designed for and provide a trace for the output of the plant.
Then the difference of the plant and the linear model’s outputs is damped by a PID
controller to force their behavior to be identical.
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5 Experimental Results

In this section, we will illustrate the power of the PID-symbolic hybrid controller by
solving the problem of controlling the nonlinear inverted pendulum.

First of all, by observing the linear model of the pendulum (Eq. (3) ) and using the
methods in section 2, the equilibrium manifold of the system is gained as § = {x €
]R4|x = (0, 0,0,0)} then a symbolic feedback matrix K and the matrices S, V can be
calculated according to the linear state-space equation [1]. In here,
K =[-0.000 7.0840 — 0.11161 1.2846]7. The equilibrium manifold can be
written into the Brunovsky coordinates form: & = {f - 1,}, and we assume that the
desire precision is 0.01 and the corresponding scale factory = 0.0029m .

Then we specify a PID controller for the system:Kp = 100,T; = 1,T, = 20 and
set the input of the PID controller as the difference of theta.

Finally, a symbolic control valuex,is given to 0.5, then the symbolic control value
is v; = x;/y = 0.5/0.0029 = 1724 = 172(i=1,2,3,4) and the motion of the cart and
the pendulum are shown in Fig. 6 (b).

Compared with the result in Fig. 3(b), the system is stabilized via the PID-
symbolic controller (see Fig. 6(a) ). Also, under the Brunovsky coordinates (see
Fig.6(c)), the figure is similar to the idea linear system states (see Fig. 4(a) ) .The stat-
ic error between two states exits because the input of PID controller is the difference
of theta, adding an extra PID controller will reduce this error.

E -k
o x10° X0
05 — .
15 o statel 05 r' Y ——— dstam
E04 1 RN R sate2f I 4
803 05 AN et stted] 8 gLty state?
% o 0 —, " ;' 3 — stated @ 'I‘ ----- dstatea
a2 205 5 05 B d
ol ‘E o A stated
01 ¥ g §
1.5 17}
0
2 18
-0.1
o 2 4 65 8 1 25 2l : |
time/s 0 .
i time/s
time/s
@ (b) ©

Fig. 6. a) Corresponding Brunovsky coordinates states in continuous time using symbolic-PID
controller. b) Corresponding Brunovsky coordinates states in continuous time using symbolic
controller. c¢) Differences between the linear model system states and the nonlinear model
states.

Moreover, a larger control value is x; given to the system to test its ability. A final
displacement x, is set as /5m and the corresponding symbolic control values are giv-
en to the system. The responds of the x and theta show in the Fig. 7(a) and Fig. 7(b).

According to the figures above, the pendulum arrives at the final position accurate-
ly without overflows in a short time. Moreover, the system withstands a 50 degrees
oscillation of theta which contains a significant part of nonlinear factors and keeps
stable. This result shows that the control structure overcomes the nonlinear factors of
the system effectively.
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50
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Fig. 7. a) x responds for a larger X;. b): theta responds for a larger x;

6 Conclusion

In this paper, we proposed a structure which combines the continuous PID and sym-
bolic control to control the nonlinear inverted pendulum and obtained stable control
results and successfully eliminated the nonlinear factors of the system. However, eva-
luating the range of applications of this structure on locally linearized systems should
be further studied.
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Abstract. In this paper, a multistage decision problem for minimizing the total
cost with partially known information is considered. In each stage, a decision
maker has one and only one chance to make a decision. The optimal decision in
each stage is obtained based on the one-shot decision theory. That is, the deci-
sion maker chooses one of states of nature (scenario) of each alternative in
every stage with considering the satisfaction of the outcome and its possibility.
The selected state of nature is called the focus point. Based on the focus points,
the decision maker determines the optimal alternative in each stage by dynamic
programming problems.

Keywords: One-shot decision theory, focus point, multistage decision problem,
dynamic programming problem.

1 Introduction

Decision theories under uncertainty are theories of choice under uncertainty where
the objects of choice are probability distributions (for Expected Utility Theory, Sub-
jective Expected Utility and their varieties), or prospects framed in terms of gains
and losses (for Prospect Theory [13]), or possibility distributions (regarded as possi-
bilistic lotteries [6]). In fact, for one-shot decision problems, there is one and only
one chance for only one state of nature occurring. In the paper [11], the one-shot de-
cision theory is proposed for dealing with such one-shot decision problems. The one-
shot decision process is separated into two steps. The first step is to identify which
state of nature should be taken into account for each alternative with considering
possibility of a state of nature and satisfaction of an outcome. The states of nature
focused are called focus points [8]. The second step is to evaluate the alternatives to
obtain the optimal alternative. In the paper [9], a duopoly market of a new product
with a short life cycle is analyzed within one-shot decision framework. In the
paper [10], private real estate investment problem is analyzed within the same
framework.

In this research, we apply the one-shot decision theory to multistage decision prob-
lems in which for each stage only one chance exists for a decision maker to make a
decision. The decision maker chooses one of state of nature (scenario) of each alterna-
tive (focus point) in each stage with considering the satisfaction of the outcome and
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its possibility. Based on the focus points, the decision maker determines the optimal
alternative in each stage.

It is well known that dynamic programming is a powerful vehicle for deal with
multistage decision-making problem [2]. The stochastic dynamic programming prob-
lems and fuzzy dynamic programming problems are used for handing the uncertainty
existing in the multistage decision problems [4-5, 7, 12, 14-18]. The stochastic dy-
namic programming problems are formulated as a maximization problem of expected
value with the assumption that the system under control is a Markov chain while
fuzzy dynamic programming problems introduce a fuzzy constraint and a fuzzy goal
in each stage following Bellman and Zadeh’s framework [3]. Fuzzy dynamic pro-
gramming problems are also well used for multiple objective dynamic programming
problems [1]. Different from the existing approaches, the proposed approaches con-
sider a possibilistic dynamic system under control and in each stage a decision maker
makes a decision according to the chosen scenario (focus point). The payoff in each
stage is only associated with the chosen scenarios in the succeeding stages. The pro-
posed method can provide a clear optimal decision path for the multistage decision
procedure with possibilistic information.

2 Multistage One-Shot Decision

Let us consider a multistage decision problem. The length of decision period is T .
A, ={a,,,a,,,--,a,, } isthe set of the alternatives available in the stage 7, the car-

dinality of A, is m,. X,,(x,,,a,;) is the set of a state in the next stage #+1 when

the state is x,, and the alternative a,, is selected in the stage #. X, (x,,,q,;) is

as follows:
X (@, ) =100 (s @) X (X0 @) X ay) K @) ey
Bach x,,, ;(x,;.a,,)1<j<k, (x,,,a, ) 1is one of states in the stage 7+1 resulted

by the alternative a,; when the state is x,, in the stage 7. In other words when we
choose a,; at time 7, the next possible state must be an element of X, (x,,,a,;

X, (x,,,a,;) is governed by a possibility distribution defined below.

Definition 1. A possibility distribution is a function 7, : X, (x,,,a,;) —[0]1] sa-

t+1
tisfying max,_y . . 7Z,(x)=1. 7, (x) is the possibility degree of X in the
stage t+1. x,,,(x) =1 means that it is normal that x occurs. The smaller the pos-

sibility degree of X, the more surprising the occurrence of x.

Let ¢, ;(x,.a )=K(x,,.a ) express the transition cost generated from

(x,.-a,;) when the state is x,, and the action we choose

1ioXeel,j 1 Xi41, j

the process x,, — x

t+1,j

is a,; attime 7. The set of the cost corresponding to X, (x,,,a,,) isexpressed as

Ct+1('xr.k’ ar.i = {C1+l,j('xr.k’ ar.i’ xr+l,j) l 1 < ] < k1+l('xx,k’ at,i)} : (2)
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Suppose that in each stage, there is one and only one chance for the decision maker
making a decision. Let us consider how to make a decision based on the information
A, X, (x,a,,;), 7, and C, (x,,,a,;). We give the satisfaction function

as follows:
Definition 2. The function u; :C;(x;_,,a,_;) —[0,]] is called a satisfaction
function of a,_,; inthe stage T if it satisfies u, (w,)>u,(w,), for any w, <w,,

Wi Wy € Cp (X s ary;) -

The procedure of one-shot decision in the last stage, 7 —1 is as follows:

Step 1: We seek the focus points for each a,_,;, with the condition that the state in
the current stage is  x,_, , . The decision maker can choose one of the 12 types of fo-
cus points based on his different attitudes about possibility and satisfaction [11]. Now
we consider the IX type focus point, which is denoted by

X7 (1)

=arg = max )min?zr(xf,j(xr—l,k’af—l,i))J’tT(CT,j(xT—l,k’af—l,i’xr,j(xf—l,k’a’r—l,i)))] 3

Jeky Oy gr 1

where min[7,,u,1=[7, Au,,7, Au,].It can bee seen that the state with higher pos-

sibility and higher satisfaction level is chosen for making a one-shot decision in this
stage. It means that the decision maker is optimistic.

Step 2: The optimal alternative a,_, (x,_,,) is determined as follows:

FiGer) = min K ya,50 (0 0@) )
where a;_ (x,_,)=arg f,(x; ;).

Next, we consider the decision in the stage 7—2  Set

Gy (X ppsQry )= {gHJ (X755 87_0is %71 ;) 1< j <k (Xp_p,ar5,))
= {CHJ Xy g2 Qr_sss xH,j) + fi (xH’j) <<k, (Xp_5p,a75,)}

)

We have the satisfaction function wu,_ :G,_ (x;_,,,a;_,,;) —>[0,1] which satisfies
ur_ (W) >up_ (wy), forany wy <w,, wy,w, € G (X ,d7,,;) -
The decision in the step 7 —2 is obtained as follows:

Step 1: Finding out the focus points for a;_,;:

x;—l CBYNOS
=arg = max )minhm Oy O o o DMy (&g ;Koo O 5% [ (K 5 G2 )]

Jeky_ (5 k7

(6)
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Step 2: Obtaining the optimal action in the stage 7 —2:

fa (xT—Z,k )= ag;ir} [K(xT—Z,k »a, x;—l (xT—Z,k sa)+ f (x;—l (xT—Z,k .a))l, (7

T-2

where a;_,(x;_,,)=arg f,(x;_,,).

For the stage T —n,n=2, let

Gropnt X5 Gyy) = {gT—n+1,j (Xt s Ao xT—n+1,j) 1< j<kp (X psar,,)}

= {chn-ﬁ—l,j (fon,k > ann,i s xT*IH’l,]— ) + fnfl (fon-f—l,j ) | 1 S -] S kT7n+l (fon,k > ann,i )} : (8)

The satisfaction function u,_,,, :G,_,., —[0,1] satisfies wu,_,, (w)>u;_,, (w,),
forany w, <w,, w,,w, € Gy_,,,-
The one-shot decision in the stage T —n 1is obtained as follows:

Step 1: Finding out the focus points for a,_,;:

‘x;fr&l (xl"fn.k 4 ann,i )

. 9
:argjgk, gl'flxa ) )mmfzr—ml(xr-n+1,j(x'r-n,kv“r—n,i))’”'r—ml(gr—n+1, FLE PSS SR O SN A ) |
Step 2: Obtaining the optimal action in the stage 7 —2:
Sfoxpo, )= agn [K(xr_,-a, ‘x;—nﬂ (Xr_ppsa)+ foy (‘x;—nﬂ (Xr_p - a)], (10)

where ay_, (x;_, ) =arg f, (x;_,.).

Repeating (9) and (10), we can obtain the optimal decision sequence a,,a;, -, a,_,
for the initial state x,. We can construct the optimal path under the decision se-

# # * . * * * * * * * *
quence a,,d,,--,d,_,thatis, x,, x, (xo,ay), X,(x;,a,), oo, Xp (Xp s ar_,) .

3  Numerical Examples

Let us consider a simple numerical example to show how to make multistage one-shot
decisions. The set of states is X ={0,1,2} and the set of actions is A, ={a,,a,} for

any t. The possibilistic transition matrix associated with a, is given by the follow-
ing matrix
1 0 0
01 0f. (11)
10 0 1

The possibilistic transition matrix associated with a, is

[0 1 04
07 0 1 |. (12)
108 1 0
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The elements of (11) and (12) describe the possibility degree of the next state for
the corresponding action. The cost generated by a; is always 1, thatis ¢, =1. When

taking the action a,,if x,,, > x,, the costis ¢, =0.5, otherwise the costis ¢, =2.

t+1
In each stage, if one decision chance is given, how to make decisions to minimize
the total cost?
If T=1, the problem is degenerated as a typical one-shot decision problem. We
define the satisfaction function as

mjin € (xo,a,.,xl’j (x0-a,))
u,(xy,a;)= . (13)
Cl,j (x()sa,'s-xl,j (x()sa,'))

Set the initial state as x, =0. Using (3), the focus points of a, and a, are ob-
tained as O an 1, respectively. Using (4), we know the optimal actionis a,.If x, =1,
the focus points of a, and a, are 1 and 2, respectively. The optimal action is a, .
If x, =2, the focus points of a, and a, are 2 and 1, respectively. The optimal ac-
tionis a,. Wecansee that f,(0)=f,()=0.5, f,(2)=1.

Set T=2 and x,=0. We need to know the series of optimal actions a,, a, .
Using the above results, we can calculate

£,(0.0,.0)=¢,0,a,.0)+ f,(0) =15, (14)
8:00,a,,)=c,(0,a,,))+ fi(D=1.5, (15)
.0.0,2)=¢,(0,a,2)+ /) =2, (16)
8,(0,a,,0)=c,(0,a,,0) + f,(0)=2.5, 17
8:0,a,,)=c,(0,a,,))+ fi(D)=1, (18)
£,(0.a,.2)=¢,(0,a,.2)+ f,(2)=15. (19)

The satisfaction function in the stage 1 is defined as

Injingl,j('x()’ai"xl,j(x()’ai))
u,(xy,a;)= . (20)
ne 81, (xg.a;, %, ;(xg,a,))

According to (9), we can obtain the focus points of a, and a, as 0 and 1, respec-
tively. Based on (10), the optimal action is @, . So that the optimal action sequence
is a,, a, and the state will move from O to 1 then to 2. In the same way, we can
make a decision for any T .

4 Conclusions

In this paper, a new decision approach for multistage one-shot decision problems is
proposed. In such decision problems, a decision maker has one and only one chance
to make a decision at each stage. The proposed approach lets a decision maker choose
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one state amongst the all states according to his/her attitude about satisfaction and
possibility in each decision-making stage. Based on the selected state (focus point),
the optimal alternative is determined. The payoff in each stage is only associated with
focus points in the succeeding stages. The proposed method provides an efficient ve-
hicle to deal with multistage one-shot decision problems under uncertainty which are
extensively encountered in business, economics, and social systems.
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Abstract. For the under-actuated planar biped robot, we propose a novel method
to change walking speed based on periodic walking. We design reference joint
trajectory as Bezier curve. Based on virtual constrain, linear feedback has been
used to make joint trajectory asymptotically follow the reference trajectory. To
change walking speed, different Bezier parameters are chosen for different
walking rate and are fused by fuzzy algorithm. As these fusion outputs are rough,
PI controller is designed to regulate some legs’ parameters to get a stable walking
gait. The whole control system is a two-level control structure. In the first level, a
feedforward-feedback controller consisting of fuzzy controller and PI controller
is used to generate reference trajectory. While in the second level, linear
feedback could be used to achieve trajectory tracking. Simulation confirms the
efficiency of this method.

Keywords: virtual constrain, fuzzy algorithm, two-level control structure.

1 Introduction

The control and design of biped robot is always a difficult topic, which has attracted
lots of professors to study. In the meantime, the application of biped robot is very
broad, which can replace human to complete hazard works. Professors of CNRS
designed a bipedal robot RABBIT[1] in the view of low energy consuming, diversity,
well anti-interference. From a control design perspective, the challenges in legged
robots arise from many degrees of freedom in the mechanisms, intermittent nature of
the contact conditions with the environment, and underactuation.

Variety of walking speed is an aspect of robot's walking diversity. D.G.E.Hobbelen,
etc [2], have proved that the energy efficiency could become higher as walking speed
increases. And they have found that step size, ankle actuate force and trunk angle have
main influence on walking speed of periodic walking[3],[4]. E.R.westervelt, etc [5],[6],
have designed parameter switch method and PI controller to regulate gait parameter to
adjust walking speed. However, parameter switch method can only change walking rate
on pre-designed walking speed. C.Sa-bourin, etc [7],[8], have designed Fuzzy-CMAC
control strategy based on human walk rules, which could automatically regulate
locomotion according to average speed. In addition, it had good anti-interference.
However, the CMAC parameters were difficult to confirm and the learning speed was
very low.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 165
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The main idea of this paper includes two parts. In the first part, walking gait has been
designed for a walking speed. Linear feedback has been used to generate a stable
dynamic walking with step length. Because the gait parameters can influence walking
gait, it could influence walking speed too. In the second parts, different gait parameters
have been designed for different walking speed. Fuzzy algorithm is used to fuse these
parameters. The fusion parameters will be output, which allows us to generate new gait
and theoretically to carry out an infinity of trajectories only from a limited number of
walking references. Simulation confirmed this method is feasible.

2 Biped Walk Dynamic Model

The biped robot model is a planar open kinematic chain consisting of torso, two thighs
and two shanks. The end of a shank, whether it has links constituting a foot or not, will
be referred to as a foot. As depicted in Fig.1, it has a point foot and there is no actuation
between the stance leg tibia and the ground. The biped robot dynamic model includes
swing phase model where only one leg is in contact with the ground and impact model
where both legs are in contact with the ground.

During the swing phase, assume that the biped has point feet as in Fig.1 and the
stance leg end acts as an ideal pivot. So the model of single leg support can be defined
by Newton-Lagrange theory. The equations of motion are

M(q)g+C(q,9)q+G(q) = Bu ey

Where, ¢=[¢,,4,,4;» 4,-95]" are the joint angles, M is the mass-inertial matrix, C is a
matrix relevant to Coriolis and centripetal force, G is the gravity vector,
u=I1,7,,7,,7,]" are joint torques, B is the linear transformation from current angle
space to joint relative angle space. Define x=(q",¢")" , the model is written in
state-space form as

. q
'x = . .
{M "(q)(Bu—G(q)—C(q,q)q)} )
= f(0)+g(u.
Impact occurs when the swing leg touches the walking surface. In the case of a rigid
walking surface, the duration of the impact event is very short and it is common to
approximate it as being instantaneous. Because the actuator can’t produce impulse

torque, the influence of it should be ignored in impact process. Under these
assumptions and angular momentum conservation, the impact model can be defined as

X" =AX") 3)

Where, (¢)” and (+)" are expressed as instantaneous state before impact and after
impact, respectively. The impact switch set S is defined as the horizontal
coordinate p} of swing foot greater than zero, while the vertical coordinate p; equal to
Zero.
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S={(q.9)1 p5(g)=0, pi(q)>0} “)

Walking consists of alternating phases of single and double support. Then the
hybrid model includes continuous and discrete state, and it can be expressed as

x=fO)+gxu x ¢S s
=AX)  xeS
r 2
! Torso
I
o
| ~
N q;‘ i
Iy Jq1
Siming thigh = /;/ £ S/uppﬂrﬂhxsh
J
i
Swing shanic C‘f‘ﬂ.‘ - }\uppnn shank

-l Ground

Fig. 1. The N-rigid-link model consists of torso, two thighs and two shanks. During swing phase,
only one leg is in contact with ground.

3 Control Strategy for Variable Speed Walking Based on Fuzzy
Algorithm

— PI controller
x=(g:9)

v
Fuzzy algorithm Bezier Non linear feedback
) [ L
fusing parameter a controller T(x a)

Upper level Lower level

Fig. 2. It is a two-level control structure. In the upper level, PI controller and fuzzy fusion are
used to change reference gait parameters. In the lower lever, non-linear feedback controller is
used to follow the reference gait.

For speed changing, the control idea includes two parts. Firstly, the nonlinear feedback
controller based on virtual constrain[1] is designed to get regular speed walk. The
walking speed can be changed when we regulate the parameters of virtual constrain.
Secondly, the fuzzy algorithm will be used to fuse these parameters after different
parameters have been chosen for different walking rates. The fusion parameters could



168 Y. Xiong, G. Pan, and L. Yu

be obtained according to the given rate. The map of parameters to rate is nonlinear, so
the fuzzed results have deviation. Therefore the PI controller is designed to regulate
some parameters to achieve stable alterable rate walking. The control strategy is shown
as Fig.2.

3.1 Lower Level Non-linear Feedback Controller

Non-linear feedback controller is designed based on output function—yvirtual constrain,
which are only relative to biped configuration. Suppose output function as

y=h(q)=hy(q)—h,(0(q) (6)

Where, h(q)=[q, 4, ¢; g¢,] are controllable joints, 6(g)=cq is a scalar
function relevant to configuration, which is monotonically increasing over the duration
of a step. So 8(g) can be normalized as s=(0—-6")/(6"—6")e[0,1], 8" and & are
the values of @ at the beginning and end of the swing phase. The reference trajectory
h,(6(q)) are designed as M-order Bezier polynomials [9],

L M k M—k .
hdi(e(q))zga;ms (1-5) i=1,2,3,4 (7

The Bezier curve parameters can be obtained by manual selection or optimization.
The biped robot dynamic system is a two-order system, so the output function is
two-order too. Making second differential for output function, then we can get

y=Lh(g.q)+L,Lh(qu 8)

From these functions, let u’ (x)=(L,L,h(x))" (~L,h(x)) , then =0 is a double
integral system [10]. To this system, feedback controller u"(x) is designed to realize

asymptotically stable walk. u"(x) is written as

u(x)= (L, L, h(x))fl(v—sz h(x)) 9)

Where v =—sign(W,(y,.1,- 3 )|w; (y,.7,.5,)| - — sign(,.3)|n,.5,|* ,  with

|2—a

v.(y,,n.5)=y, +(%—a)sign(77,.yi).|77,.yi ,and O<a<l1, 7, is the parameter,

which is used to regulate the convergence time of the controller and should be designed
to make the output function asymptotically convergence to zero before the swing leg
touches the walking surface.

3.2 Fuzzy Algorithm Fusing Parameters

The average speed V is defined as the ratio between the step length when the two legs
are in contact with the ground and the duration of the step, which can be written as
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— p(gy)
= (10)

Set several different walking speeds, which are shown in Table.1. Then Bezier
curve parameters which satisfied gait suppositions should be obtained by manual
selection or optimization. Now fuzzy algorithm is used to fuse parameters of different
speeds. Then, when the given speed changes, the fusion parameters could be output as
reference parameters. Furthermore, the method designed to change walking speed in
literature mostly fix the step length, and just adjust the duration of the step to change
speed. But the method designed in this paper can change the step length at the same
time. From Table.1, we can see the step length increases with the walking
speed .

For output function, Bezier curve is M-order curve, so there are M+ numbers
parameters. In the whole system, there are n (n=1,2,3,4) curves, then there are

(M+1)*n parameters. Parameters a, for different pre-designed speed are fuzzed. The
input of fuzzy controller is v , while the outputs are Bezier parameters which
have been fused through fuzzy inference system. The fuzzy principle is shown as
follows

-If v is small thena]isY;".

-If v is medium thena; isY;”.

-If v isbigthenisalisY,”.

<I

Where, Y, are Bezier parameters of Gait_i. The average velocity is modeled by fuzzy

sets (small, medium, big). &' is the weight of Gailt_i. Eachaj is computed by using
Eq. (14)

3 il
P2 M (1

a, T
l:lﬂ

3.3 PI Controller Regulates Bezier Parameters

The parameter fusions that have been designed in section 3.2 is nonlinear, so there is
error between the desired speed and actual speed. Therefore, PI controller is designed
to adjust some parameters of all Bezier curves (or some Bezier curves). PI controller for

Bezier parameters a = {a,i | k=0,...M, i=1, 2,3,4} is designed as follows:

e(k+) =e(k)+ (v —v(k))
w(k)=Kp*(V* —v(k)+Ki*e(k) (12)
a(k+1) = a(k)+w(k)da
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In function (12), w(k) is the deviation of @, which is computed according to the

error between the true speed and the desired speed. Here da can be set to a fixed value
[5],[11].

The whole control can be stated as follows, when the given v changes, fusion
parameters output through fuzzy inference system, then the under level controllers are
switched, so the actual speed changes suddenly, however, it can’t hop to the given
speed but just round it. Then, the fuzzy controller does not work and PI controller is
used to adjust some Bezier parameters to follow the given speed gradually.

4 Simulation

Table 1. Gait parameters. 6,

) o 15 the angle of torso when collision happened, 6~ is the

collision angle.

Gait.i Vv(m/s)  Step L, °me a orso

Gait_1 0.8 0.6 78%pi  20°

Gait 2 0.7 0.5415 -8/9%pi  20°
! *

Gait_3 0.6 0.4935 MO*p - 5o

1

The parameters of simulation plant come from biped robot RABBIT. The Bezier curves
and controller are obtained according to Table.1 and hypothetical conditions. Then the
attraction domain of controller can be computed at the same time. According to
section 3.2, fuzzy inference system is designed. The output parameters shall be
obtained according to the given speed. Then the parameters of the swing leg are

regulated by PI controller. Set da; =1 (i =2,k =3), the rest parameters of a are set to
zero, and the parameters of PI controller relevant to w are set to Kpl=0.2 and

Kil=0.001.

To verity this walking controller, a 150-step simulation is performed. As show in
Fig.3, the given average walking rate starts at 0.6m/s, changes to 0.7m/s at second step,
to 0.75m/s at 51 step, to 0.6m/s at 101* step. The actual walking rate follows the given
walking rate. Fig.4.shows the phase plane portrait of this walk, which is a limit cycle,
implying the stability of the walking gait.

Fig.5.is the simulation result with PI controller. The given walking rate changes to
0.6m/s at 6™ step, to 0.8m/s at 36™ step. The actual speed follows the given speed after
a long time’s regulation, but the rise time is long, the oscillation is severe and overshoot
is large too. From simulation figures, we can see the walking speed regulate result of
this paper is superior to PI controller obviously.
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The simulation result of literature [7] for direct controller switch is given in Fig.6. In
this literature the speed of the reference gait is only pre-designed on 0.5m/s and 0.6m/s
without 0.55m/s. So when the desired speed changes to 0.55m/s, the step-wise walking
rate oscillates between 0.5m/s and 0.6m/s, while the overall average walking rate is
close to the desired walking rate, which indicate this controller can’t control the robot
to walk at the given speed which is not pre-designed. However, the fuzzy fusion
method designed in this paper can let the robot stably walk at the given speed 0.75m/s
not pre-designed.

5 Result

In this paper, for biped robot varying speed walking, according to the control
experience of stable periodic walk, fuzzy controller is designed to fuse Bezier
parameters with pre-designed given speed, and fusion parameters are output according
to the given speed. The controller parameters are switched when biped robot leg collide
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with the ground, which make the actual walking speed follow the given speed more or
less. To compensate the control error of fuzzy algorithm, PI controller is designed to
regulate swing’s trajectory parameters to make walk speed stably and gradually follow
the given speed. This method can change walk step with varied speed, which has bigger
speed scope than PI controller, and the rise time and overshoot are smaller at the same
time.
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Abstract. To effectively analyze and evaluate the performances of Interbay ma-
terial handling system with shortcut and blocking in semiconductor fab, an ex-
tended Markov chain model (EMCM) has been proposed, in which the system
characteristics such as vehicle blockage and system’s shortcut configuration are
well considered. With production data from Interbay material handling system
of a 300mm semiconductor fab, the proposed EMCM is compared with simula-
tion analytic model. The result demonstrates that the proposed EMCM is an ef-
fective modeling approach for analyzing Interlay’s performances in the early
phase of system design.

Keywords: Performance analysis, Markov model, Interbay material handling
system, semiconductor fab.

1 Introduction

The semiconductor wafer fabrication system (SWFS) distinguishes itself from tradi-
tional manufacturing systems by many characteristics, such as high reentrant flows,
enormous process complexity, shared production tools, long cycle times, and so on [1].
These characteristics lead to high level of wafer lot transportations within the wafer fab
[1]. In a typical 300mm semiconductor fabrication line, there can be as many as 5000
wafer lots waiting for about 100 types of tools [2]. Each wafer lot repeatedly goes
through deposit film, pattern film, etch film, wafer testing and cleaning process 20-40
times, for a total of about 200 to 600 operations [3]. Each move between operations re-
quires transportation, thus each wafer lot travels approximately 8-10 miles to complete
the manufacturing operations. Automated Interbay material handling system (often
called Interbay system) becomes critically important to reduce manufacturing cost and
maintain high tool utilization [4-5]. During the Interbay system design process, to ana-
lyze and evaluate the impact of the critical factors on the Interlay’s and SWFS’s per-
formance, a practical and feasible performance analytical model is required.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 173
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



174 L. Wu, J. Wang, and J. Zhang

Recently, there are many researches on performance analytical model for material
handling system, including queuing theory model, queuing network model, Markov
chain model, and so on. Benjaafar [6], Koo et al. [7], and Smith [8] presented queuing
theory models to estimate the performance indexes of automated material handling
system (MHS) in production systems. However, the characteristics of material han-
dling system, such as vehicle blockages and empty vehicle’s transportation time, are
not considered in these queuing theory-based analysis models. Fu [9], Heragu et al.
[10], and Jain et al. [11] used queuing network model to analyze the operating perfor-
mance of MHS in different manufacturing system. In general, these queuing network
models can analyze MHS more accurately to compare with queuing theory-based
model. However, the time to solve these queuing network models grows exponentially
with the system scale and number of vehicles. Nazzal and Mcginnis [12] proposed a
modified Markov chain model to estimate the simple closed-loop automated MHS’s
performance considering the possibility of vehicle blocking. However, this modeling
approach is mainly suitable for simple closed-loop material handling system without
shortcut rail. This paper proposes an extended Markov chain model (EMCM) for In-
terbay system with shortcuts and blocking, in which the system characteristics, such as
stochastic behavior, vehicle blockage, shortcut rail, and multi-vehicle transportation,
are considered. The Interlay’s performance is analyzed effectively.

The paper is organized as follows. The next section gives a brief description of the
Interbay system. Section 3 discusses the EMCM. Section 4 is dedicated to an experi-
mentation study on Interbay system of a 300mm semiconductor wafer fab. Finally,
conclusions are outlined in Section 5.

2 Interbay System Description

The Interbay system typically consists of transportation rails, stockers, automated ve-
hicles, shortcut, and turntable. A detailed description of the Interbay and its’ operation
can refer to [13]. Let L(m) refer to the Interbay system with m vehicles. Denote S
as the set of stocker in the Interbay system, S ={s;,i=1,..,n}. s, isthe i" stock-
er in the Interbay system. Each stocker has two load ports: an input port (called drop-
off station) where wafer lots are dropped off by vehicles and an output port (called
pick-up station) where wafer lots are picked up by vehicles. Let s” and sf’ denote
the pick-up station and drop-off station, respectively. Let the pick-up and drop-off sta-
tions are represented as nodes, and transportation rails and shortcuts are represented
as directed arcs, then the layout of Interbay system can be simplified as Fig. 1.

Oa O D D D Drgl

O Vehicle
O Drop-off and pick-up station

Fig. 1. Layout of simplified Interbay system
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3 The Extended Markov Model

During extended Markov model analyzing, there are several system assumptions. (1)
Move requests per time period in each stocker is constant. (2) Move request arrived
according to Poisson distribution process. (3) Each vehicle transports wafer lot based
on FCFS rule. (4) Vehicles travel independently in Interbay system, i.e., the correla-
tion among the vehicles is not considered. (5) The probability that a vehicle is blocked
by the downstream stocker is proportional to the number of vehicles in system.

3.1 Notation

1, : the probability that loaded vehicle drops-off its load at sl.d .

g, : probability that an empty vehicle arriving at s” finds a waiting move requests.
p: the probability that the vehicle at s”, is blocked by another vehicle at s’ .
p? : the probability that the vehicle at s’ is blocked by another vehicle at s”.

7, : the probability of loaded vehicle in pick-up station s’ gets through the short-

d
wtk 2

cut connected with stocker s, and enters drop-off station s T,=1-7,. 7, is

w

d
w+l ©

the probability of loaded vehicle in pick-up station s’ enters drop-off station s

According to assumption 5, the process of m vehicles transporting wafer lots can
be equivalent to m independent processes of single-vehicle transporting wafer lots,
which can be described as Markov chain. As only those pick-up and drop-off stations
are considered, a state of Interbay system with single vehicle is defined by the 3-tuple
structure: {S,Kp,Ks}={(s,,i=1,....n),(p,d),(e, f,s,b)}. Where Kpis the pick-up
and drop-off station set where vehicle located. Kis is the state set of vehicle at pick-
up and drop-off station. p,d represents vehicle locates at pick-up station and drop-

off station, respectively. e, f,s,b means the state of vehicle at pick-up and drop-off
station is empty, loaded, receiving service, and blocked, respectively.

3.2 EMCM Analysis

Consider an Interbay system with n stockers, the detail process of state changing can
be analyzed and the transition probability of each states of system can be deduced.
Based on these probabilities, the states transition matrix R, which specifies the
movement of the vehicle between the states of system, can be identified. Denote state
visited ratio vector v={v, }, we W, where v, means the steady state probability of
visited ratio to state w, W is the state set of EMCM. Without loss of generality, set
Vape =1.Let R be the state transition probability matrix of EMCM. For a finite
state, positive recurrent Markov chain, the steady-state probabilities can be uniquely
obtained by solving the square system of equations [14].

R-v=v. (1

v 1. ()

(Lpe) =
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In states transition matrix R , some of these probabilities variables are unknown. Spe-
cifically, the dropping-off/picking-up probability variables r ={r} and q={q,},
i=1,...,n , the blocking probabilities variables p* ={p/} and p°* ={p/},i=1,...n
and the shortcut-selecting probabilities variables T={z}, i=h,...,h,.

1) The probability variables r ={r},i =1,...,n . Based on system’s stability condi-
tion analysis, the vehicle’s picking up probability 7 can be described as:

A =r-a'=>r=Ala. 3)

i

Where A, is mean arrival rate of move requests dropped-off to s, and a’ is rate

of loaded vehicles arrivals to sl.d . a[.d can be get based on material handling flow

analyzing of Interbay system.
2) The probability variables q={g,}, i=1,...,n. Based on system’s stability con-

dition analysis, g, can be inferred as:

g, =(AXC) (v, Xm). 4)

Where A is mean arrival rate of move requests picked up from s, and C is the
mean cycle time.
3) The probabilities variables p° ={ pid } and p° ={p/},i=1..,n. Based on

system blocking probability analysis, the blocking probability variable pf’ and p/
can be estimated as follows.

IRI

Pl =m=1)xv, 0 [ O Wiay Vi) Vst i=1,n. Q)
j=1

IR

Pl = m=DX Oy + V) 2 Wiy F V) I8/ i = ©)
=1

4) The probability variables T ={z,},i=h,...,h . Based on system’s stability con-

dition analysis, the equation of Z can be described as:

7=(Z( Z p,,+2p,,)+ Z Z p,,)/(Z(Z p,,+2p,,>+ Z Z p.,) (D

=1 j=u+k i=u+k+1 j=u+k i=l  j=u+l i=u+2 j=u+l

Combing equation sets (1) through (7), the quantity of stability state equations and va-
riables is |W |+3n+1. We can find the unique solution to the system of equations

and calculate the visit ratio to every state, and vehicle-blocking probability.
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4 Experimental Study

This section presents a numerical experiment study to demonstrate the effectiveness
of the proposed EMCM. The data used for numerical experiment in this study was
shared by a semiconductor manufacturer in Shanghai, China. There are 14 stockers in
the Interbay system. The distance between adjacent stockers is 20 meters, the distance
between pick-up port and drop-off port of a stocker is 5 meters, and the Interbay rail
loop is 320-meter long with 2 shortcuts. The system’s impact factors considered in the
experimental study include vehicle quantity (3-15 vehicles), system’s release ratio
(9000, 13500, and 15000 wafer /month), and vehicle’s speed (1m/s and 1.5 m/s). Totally,
72 scenarios are designed for different combinations of the selected factors.

Based on the experimental data, the proposed EMCM is comprehensively com-
pared with discrete event simulation model in each scenario. A total of three perfor-
mance indexes - system’s throughput capability, vehicle’s mean utilization ratio, and
mean arrival time interval of empty vehicle are compared. The frequency of relative
error percentages of EMCM and simulation analytic model in all scenarios and all
performance indexes is analyzed. The Fig. 2 illustrates that 96% of all relative error
values belongs to [-8%, 10%]. It’s demonstrated that the proposed EMCM performs
reasonably well with acceptable error percentages and is an effective modelling ap-
proach for performance analyzing of Interbay system with shortcut and blocking.

0.2
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Fig. 2. The frequency of relative error percentages of EMCM and simulation analytic model

5 Conclusion

Interbay system is an indispensable and critical sub-system in 300mm semiconductor
wafer fab. In order to analyze and evaluate performances of Interbay system with
shortcut and blockage effectively in system’s design stage, an EMCM has been
proposed. With production data from Interbay of a 300mm semiconductor wafer fab-
rication line, the proposed EMCM is compared with simulation analytic model. The
results demonstrates that the proposed EMCM and simulation analytic model have
small relative errors in terms of system’s throughput capability, vehicle’s mean utili-
zation ratio, and mean arrival time interval of empty vehicle. The 96% of all relative
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error percentages ranges from -8% to 10%. It means that the proposed EMCM is an
effective modelling approach for performances analysing of Interbay system with
shortcut and lockage in semiconductor wafer fab.
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Abstract. Reaching ability is a kind of human sensory motor coordina-
tion. The objective of this work is to imitate the developmental progress
of human infant to create a robotic system which can reach or capture
objects. The work proposes to employ a double neural network archi-
tecture to implement control a robotic system to learn reaching within
3D experimental environment. A constraint releasing mechanism is ap-
plied to implement the development procedure for the robot system. In
addition, the experimental results are described and discussed in this
paper.

Keywords: Developmental Robotics, Hand-eye Coordination, Double
Network Architecture.

1 Introduction

Robotic reaching, which is a sub-item of robotic hand-eye coordination, is one
of the most important skills for the intelligent robot to survive and work in
the unconstrained environments, and it is also the essential part and signifi-
cant research topic in the field of autonomous robotic systems. Furthermore, the
hand-eye coordination of robot is extensively used in wide range of applications,
such as vehicle manufacturing, space exploration, food packaging, etc. [I]. The
core technique of the robotic reaching ability is to implement the hand-eye coor-
dination, which is the mapping from robotic visual sensory to robotic actuators.
Mostly, the traditional robotic hand-eye coordination systems are calibrated by
human engineers. But regretfully, this approach contains a key limitation, which
is such systems have to re-calibrate itself when a small change occurs in the
system.

To address this problem, this work introduces a new research field of intelli-
gent robotics “Developmental Robotics” to give the autonomous ability to our
robotic system. A number of robotic reaching and hand-eye coordination models
have been proposed recently. However, Those works have limitations on various
facts: most of the robotic hand-eye coordination systems only use one camera
as the robotic vision system, merely carry out 2 dimensional experiments which

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 179—
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



180 F. Chao et al.

might simplify their systems’ learning complexity e.g. [2][3][4]; or their robotic
learning systems ignore imitating the developmental progress of human infants
reaching objects, e.g. [5][6]. The objective of our approach is to extend those
works. We apply inspirations from human infant development to implement a
developmental robotic learning system, and use a vision system with two cameras
to coordinate with a robotic arm to achieve reaching ability in 3-dimensional en-
vironment, especially, we emphasize that developmental constraint is the key fact
that drives robot to develop reaching behaviors from scratch. This will consid-
erably deepen the research on robotic reaching and hand-eye coordination, and
fill up the gap between developmental robotics and developmental psychology.

2 Related Work of Reaching and Development

In order to build a development-driven approach, it is necessary to understand
human infant development procedure, and to abstract the significant develop-
mental features from the procedure. Therefore, the following subsections intro-
duce the infant development model and developmental constraint respectively.

2.1 Hand-Eye Coordination Development in Infant

The procedure of infant development demonstrates that the reaching movement
starts from coarse reaching movements to precise. After birth, human infants
are capable of visually orienting and of making directed hand movements toward
visual targets. However, these “pre-reaching” movements are not successful in
making contact with targets [7]. Later, towards the end of the first year of life,
infants acquire the ability to independently move their fingers, and the vision of
the hand gains importance in the configuring and orienting of the hand in antici-
pation of contact with target objects [§]. Therefore, our robotic system can follow
this pattern: a reaching movement consists of the pre-reaching movements and
the correction movements. From the aspect of neural processing modules, human
infants’s reaching is the result of the basal ganglia, and cerebellum working to-
gether to generate and control [9]. The “pre-reaching” movements are produced
by the basal ganglia-cerebral cortex. As time passes during the first year and the
cerebellar network becomes more matures, the cerebellum loops should gradu-
ally exert influence on the approximate commands selected by the basal ganglia
loops [10].

Inspired by the two types of movements and the two areas of brain cortices,
this work proposes to design two neural networks by using the experiences of
infant reaching to build the learning system. One neural network is trained to
control large amplitude arm movements around the objects, imitating the early
infant pre-reaching and learning basal ganglia-cerebral cortex loops taking rough
action. The other neural network is designed to behave small amplitude arm
movements to make correct reaching movements, imitating the later movement
of infant reaching. The design of double neural networks perfectly reflects the
two phases of the developmental process of infant reaching.
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2.2 Development and Developmental Constraints

Developmental psychology show evidences that lifting constraint can lead infants
to develop from one competence to a new, even more complicated competence.
Lee et al. [T1] introduced the Lift-Constraint, Act, Saturate (LCAS) algorithm.
Therefore, we apply the LCAS to simulate a development sequence: when a
constraint has been saturated, a new constraint is released into the system.
In this paper, we raise two constraints to drive the development of the whole
robotic learning system. One parameter is the visual definition, and another is
the movement amplitude of robotic arm. The whole procedure can be described
as follows: at the beginning, the vision is obscure, the arm can wave in large
amplitude only, and the robotic system uses these rough movements to train the
network simulating the basal ganglia cortex, during this moment, the system
is not saturated until the network has been fully trained. As the change of
both constraint parameters, the vision’s definition becomes increasing and the
robotic starts to train the other network simulating the cerebellum to refine
reaching movements until the arm could make correct reaching movements to
capture target objects accurately. After that, the whole system becomes stable
and mature.

3 An Experimental System for Robotic Hand-Eye
Coordination

The experiment aims to achieve the goal that the robotic arm can learn to
capture target objects through the robot’s random movements. This section
describes the double network’s architecture the learning algorithms for training
the robotic learning system, and the robotic system’s configuration.

3.1 Hardware

Fig. 0 illustrates the robotic experimental system: we use an “AS-6 DOF” alu-
minum alloy robotic arm including 6 Degree-of-Freedoms (DOF), the arm is
mounted on a workspace. We lock 2 DOFs of the hand, use the left 4 DOF's to
finish reaching movements. This setup can support the robotic arm moves and
captures objects in 3D environment. Each rotational joint of the robot arms has
a motor drive and also an encoder which senses the joint angle, thus providing a
proprioceptive sensor. 2 cameras are applied to build the robotic vision system
in this work. One camera is mounted on a frame placed next to the arm; another
camera is mounted above and looks down on the work space installed above the
workspace.

3.2 Double Neural Network Architecture

The entire computational learning system consists of two neural networks. The
first network N7 is able to behave rough reaching movements, and the second net-
work No can make correction reaching movements after a rough reaching move-
ment has been made. The robotic arm behaves spontaneous movement which
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Camera2 — \

Fingertip

Fig. 1. The experimental system

means the arm moves randomly. Before each movement, the both cameras can
calculate the fingertip position, x1,y; indicates the fingertip position in Camera
1, 22, y2 gives the position in Camera 2; meanwhile, the joint values (61, 02, 03, 04)
of the robotic motors are acquired from the robotic controller. After one move-
ment, both the fingertip position and the 4 joint values are changed, and we use
xl, y1, xh, yp and 61,065,045, 0, to identify those new values. Here, the Euclidean
distance d is the distance between x1,y1, z2,y2 and x}, v}, x5, yb. Aby_4 are the
different values between 6;_4 and 6]_,. A threshold § which can be used to
determine which network is trained or is used to control the arm. If d > d, Ny
network is selected. ), y1, 25, y4 are the input of Ny, and 0] _, are the network’s
expected output. The Back-Propagation (BP) algorithm is applied to train Ny
by using z, y}, x5, y5 and 0] _, as the training pattern. If d < §, Ny is trained,
its input contains x1, y1, T2, y2 and Az, Ay, Axe, Ay, its expected output has
Al _y.

3.3 Developmental Learning Algorithms

The changing tendencies of the two constraints are: the visual definition slowly
becomes better, and the arm amplitude gradually decreases. Thus, at the be-
ginning of the training phase, the captured images are blurry and the arm can
merely produce long range spontaneous movements. In this case, only Nj is
trained. While the two constraints gradually change, small range of movements
can be made by the arm and can be detected by the vision system. N» gains op-
portunities to have itself trained. When the two constraints achieve their extreme
values, only Ns can be trained.
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true; fort=¢---n,if e —e;—| <9
Sat(t) = and e¢; < (1)

false; else

It is very crucial to setup the maturation assessment, which indicates that
when a level of constraint is saturated. Equation [l gives the saturation rule: if
the output error of the double network architecture remains low (e; < 1)) for a
while |e; — e;—,| < 0, a new constraint is released into the system, otherwise,
the system still acts in the current situation.

4 Experimental Procedure and Results

The experiment follows this procedure: Firstly, no target is put in the
workspace, the learning system only generate random movements, according
to the changing of two constraints, the robotic arm behaves no small movements
at the beginning, but will generate several small movements in the end of the
experiment. Fig. [ illustrates the learning progress: the “N1” line shows how
many times Nj; network has been trained after each spontaneous movement.
“N2” stands for the training times of Ny network. “Constraint” means when
the constraint is released. We can observe from the figure: The whole procedure
behaves 2 developmental stages, the fast increasing stage of V7 at the beginning
and the increasing stage of Na in the end; between such two stages, it is the fast
constraint releasing phase. All this situations are caused by the changing of the
two constraints. Therefore, the entire robotic system’s developmental procedure
is driven by the two constraints.
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5 Conclusions

This paper has shown how ideas and data from psychology and primate brain
science can inspire effective learning algorithms that could have considerable
impact on robotics applications. Our experimental system shows two distinct
stages of behavior produced from a single method. The constraint changing is
able to drive the whole robotic learning system to develop from random move-
ments to make accurate reaching behaviors. There exists a large gap between
our psychological understanding of development and our ability to implement
working developmental algorithms in autonomous agents. This paper describes
one study on the path towards closing that gap and indicates the potential ben-
efits for future robotic systems. In the future work, we propose to use motorized
cameras to replace the two static cameras in the system to gain larger view of
the vision system.
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of China (No. 2010J01346 and No. 2010J05142).

References

1. Connolly, C.: Artificial intelligence and robotic hand-eye coordination. Industrial
Robot: An International Journal 35, 495-503 (2008)

2. Meng, Q., Lee, M.H.: Automated cross-modal mapping in robotic eye/hand systems
using plastic radial basis function networks. Connection Science 19, 25-52 (2007)

3. Chao, F., Lee, M.H.: An autonomous developmental learning approach for robotic
eye-hand coordination. In: Proceeding of ATA 2009, Innsbruck, Austria (2009)

4. Huelse, M., McBride, S., Law, J., Lee, M.: Integration of active vision and reaching
from a developmental robotics perspective. IEEE Transactions on Autonomous and
Mental Development 2, 355-367 (2010)

5. Marjanovic, M.J., Scassellati, B., Williamson, M.M.: Self-taught visually-guided
pointing for a humanoid robot. In: 4th Int. Conf. on SAB., pp. 35-44. MIT
Press/Bradford Books, MA (1996)

6. Andry, P., Gaussier, P., Nadel, J., Hirsbrunner, B.: Learning invariant sensori-
motor behaviors: A developmental approach to imitation mechanisms. Adaptive
Behavior 12, 117-140 (2004)

7. Clifton, R.K., Rochat, P., Robin, D.J., Berthier, N.E.: Multimodal perception in the
control of infant reaching. Journal of Experimental Pschology: Human Perception
and Performance 20, 876-886 (1994)

8. Berthier, N.E., Carrico, R.L.: Visual information and object size in infant reaching.
Infant Behavior and Development 33, 555-566 (2010)

9. Houk, J.C.: Action selection and refinement in subcortical loops through basal
ganglia and cerebellum. Cambridge University Press (in press, 2011)

10. Berthier, N.E.: The syntax of human infant reaching. In: 8th International Confer-
ence on Complex Systems, pp. 1477-1487 (2011)

11. Lee, M.H., Meng, Q., Chao, F.: Staged competence learning in developmental
robotics. Adaptive Behavior 15, 241-255 (2007)



Automatic C. Elgance Recognition Based on Symmetric
Similarity in Bio-Micromanipulation

Rong Zhang!, Shichuan Tang?, Jingkun Zhao', Shujing Zhang?,
Xu Chen!, and Bin Zhang?

! School of Mechanical Engineering and Automation, Beijing University of Aeronautics and
Astronautics, 100191 Beijing, China
% Beijing Municipal Institute of Labour Protection, 100054 Beijing, China
zhangrong@buaa.edu.cn

Abstract. A new image recognition algorithm for a small creature—
Caenorhabditis elgance is developed in this paper. This methods first use edge
detection, binarization and other methods to get the body contours of C.elgance.
Then using its body symmetry, C.elgance is recognized by comparing similarity
of consecutive lines in image. The experimental result shows the high position-
ing accuracy and rapidity of the proposed algorithm. This method can also be
applied to other object recognition from the biological image of creatures with
symmetric body.

Keywords: visual, image, symmetry, correlation, recognition.

1 Introduction

Filtering operation is a common bio-engineering research technique. Small creatures’
filtering tasks can be divided into two levels -- "soft selection" and "hard selection".
“Hard selection” refers to the physical operations of manipulate objects, such as
injection, cutting, clamping, adsorption. “Soft selection” refers to the individual rec-
ognition, feature extraction (such as length, diameter, life and death, etc.), and charac-
teristic information statistics of manipulate objects. “soft selection” is not only to
achieve the position of manipulate objects, but also to understand the characteristics
of objects’ image. This kind of selection reflects the higher level of cognitive func-
tion. Ideal “soft selection” operation should have the capability to identify the identity
of small creatures rapidly and accurately in their entire life cycle.

Caenorhabditis elegans, called C. elegans for short, is an important model organ-
ism in the biomedical research. Their larvae’s length is about 80um, and their width is
about 20pm. Adult C. elegans’ length is about 500pm~1200pm, and their width is
about 60pm ~ 120um. At present, the manipulate objects in researches on bio-
engineering of micro-operation field are cells or chromosomes [1]-[4], whereas
researches on “soft selection” of small creatures in similar size with C. elegans are
carried out less.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 185
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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Features of C. elegans’ image are as follow: they are growing in the medium paste
with confusing background, furthermore, the area of bubbles in the medium paste is
similar to the area of C. elegans’ bodies, which will interfere with determination;
there are C. elegans of different ages in a single dish, whose body shapes vary diffe-
rently and the worms often self-wind, overlap with other individuals, drill into the
medium, and other complex situations. So the physical edges are rendered as numbers
of non-contiguous segments when handled. As a result, cell recognition methods
commonly used, such as area of measurement recognition method, skeleton extraction
method, and template matching method and central axis method often used in chro-
mosome identification, are not suitable for C. elegans identification.

In this paper, the feature that C. elegans’ body is symmetric in high degree is cap-
tured firstly. Secondly, the chain code of C. elegans’ body contour on one side is
achieved by using image analysis. And then C. elegans can be identified by compar-
ing the similarity coefficient of the chain code value of the adjacent segments. This
algorithm can distinguish C. elegans and bubbles in the medium correctly, restore the
contours of C. elegans’ body, and also can be used for identification of other organ-
isms with symmetrical features.

2 Constitution of C. Elegans’ Life Cycle Detection System

The aim of the detection system of C. elegans’ life cycle involved in this paper is to
assist experimental operators in carrying out the C. elegans RNAi experiment. This
system can realize fully automated from the ceiling and injection of Escherichia coli
before experiment to C. elegans’ life and death judging, corpse sorting and
experimental data recording during experiment. By this way, a large number of
experimental operators can be rescued from the tedious boring work, and experi-
mental efficiency is improved. Complete flow chart of the system is shown in
Figure 1.

Plank selection and injection

’\’/\/’\/ %‘— ; “;;‘;%\w?“
A
ol

preparation of _‘;n e = 1= __;*t |
test chips Charting T Data Processing
E& g’ N\‘F‘ N Sorting
— — }
= \,f - Exchanging dishes
= —F )
Menitoring Target Positinoning J,

Cleaning Operation Head
Fig. 1. Flow chart of C.elegans’ life cycle detection system
Thereinto, visual system, whose task is to identify the C. elegans (about 100) in the

dish, to judge their life condition (dead or alive), and then to get the specific location
information of dead C. elegans, is the core of the whole system.
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The visual system is made of two main components ---- hardware and software.

A microscope, a CCD video camera, an image acquisition card and an image
processing computer are included in the hardware part. The microscope is an inverted
biological microscope, OLYMPUS IX70, with 4 times amplification selected; the
CCD video camera is JVC TK1270E type, which can output PAL standard video sig-
nal (25 frames/ second) with 600x450pm field of view and 0.872um resolution; the
image acquisition card is Matrox-CronosPlus; and the image processing computer
(IPC IC-6908P4) is product of Taiwan Advantech Ltd.

Image capture, auto focusing, preprocessing, feature recognition, location
marked, information output and some other parts are included in the software part.
Introductions to image pre-processing and feature recognition algorithm are de-
scribed herein.

3 Image Pre-processing

Due to various factors, the C. elegans’ image collected was interfered by insufficient
ideal contrast or splotchy background. Therefore, image pre-processing was needed in
the first place before recognition. Specific steps are as follows.

3.1 Edge Detection and Binarization

By comparison, the best detection results could be achieved by using Gaussian- Lap-
lace (LoG) operator on edge detection. LoG combines the filtering properties of
Gaussian operator with the edge extraction characteristics of Laplace operator. Image
noise was filtered by Gaussian filter, and then the part which had the maximum gra-
dient value was taken as the edge by the edge detector in order to reduce the impact of
edge diffusion. However, the binary image achieved from preprocessing with white
background still contained higher interference.

3.2 Detection of Moving Targets and Image Segmentation

Optical flow method and image difference method are the main methods to detect
moving targets. Great deal of time would be cost if optical flow method that has poor
real-time as well as practicality was used. Whereas the principle of image difference
method is relatively simple, which is to do differential computing to the two current
continuous images[4]. According to the experiment and measurement, the swimming
speed of adult C. elegan was 0.2 mm/s, which means images could be captured by an
Is interval to conduct the differential computing. Since the specific location of the
dead C. elegans was the only care of this system, images could be divided into areas,
and the areas where only survival C. elegans were located were not our concern (these
areas are for target tracking). The determination of existence and location of dead C.
elegans in other areas was the focus of this system.
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4 Identification of C. Elegans’ Features

The biggest factor influence the identification of C.elegans was the bubbles within the
culture medium. The length of bubble edges was similar to that of C. elegans’ bodies.
Moreover, the area of bubbles was also approximately equal to that of C. elegans’ bo-
dies. A conclusion that C. elegan’ body was completely symmetrical was found by
observing. Although the complete envelope curve of C. elegan’ edge could not be ob-
tained just by preprocessing, there were still high degree of similarity in the segments
on both side of C. elegan’ body. However, there were no similar edge curves around
bubbles. Through this characteristic, C. elegan’ body curve and the edge of bubble
were distinguished clearly.
Therefore the recognition algorithm procedures of C. elegans were as follows:

4.1 Image Progressive Scanning

(1) First scanning

Aim of this step was to remove the isolated points and bifurcation points in order to
refine edges of image.

There were many bifurcation segments contained in the binary images obtained
from preprocessing, so bifurcation points should be removed in the first place to guar-
antee that only single branch segments were contained in the image in order to facili-
tate the following operations.

An eight adjacent domain model was defined around each pixel in order to
facilitate the description of algorithm. As is shown in Figure 2, there are only three
conditions around those 8 points:

(a) Only one black point is around the central one, which means this central point
is the beginning one or the ending one of a segment.

(b) Two black points are around the central one, which means this central point is
in the middle of a segment.

(c) Three or more than three black points are around the central one, which means
this central point is the intersection point or bifurcation point. Thereinto, there are
nine kinds of points satisfying the characteristics of bifurcation points, which are
shown in Figure 3. So bifurcation points were removed one by one through template
matching method in order to make the image edge an entire single pixel wide edge
one [2].

P3 | P2 | PI
P4 | P | PO
P5 | P6 | P7

Fig. 2. An eight adjacent domain model.
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(2) Second scanning

Aim of this step was to detect segments in order to remove the interference short
segments and to record the location information and midpoint coordinates of the long
segments. In this way, the segment chain code value was determined. Steps were as
follows:

(a). Segments were scanned line by line to find out the beginning point of each
segment and then a label was given to each point.

(b). As is shown in Figure 4, trend of the segment was determined in turn by the
situation of pixel point neighborhood, and the same label was marked along its trend
of the segment. When one segment had been marked, the next beginning point would
be found out in the same method mentioned in step (a).

1{0]0]2]2({2]2[|2]|0]|0|0|0
0{1(0|0|0]|0|0]|O0O|2]|0|0]O0
0{0|1]1]0]|1|0]0|0|2|0]O0
3/3[(0(1]{0|1]{0[{0]0]|0|2]|0
0{3(0|1]0|0|1]0|0|0|2]0
0(3(0|0|1]|1/0]0|2]|2|0]0
0(0[3{0[0]|0[0|2]0]|0|0]|O0

Fig. 4. Label for the segment in turn

T
/é\

4 0
5 7
Fig. 5. 8 connected region chain code

Beginning Point

' —. End Point

Fig. 6. Edge tracking of image (the chain code is 0671707611)



190 R. Zhanget al.

(c).The aim of this step was to determine the chain code of the segment. The chain
code is very crucial to the segment, because not only the length of that segment but
also its trend can be expressed by its chain code. Furthermore, some characteristics of
the objects should be identified by its chain code. The definition of the 8 connected
regional chain code (also called Freeman code) value [2] used in this paper is shown
in figure 5. When a beginning point was found and labeled, the rest points along the
trend of the segment were found and labeled one by one in turn till the end point, so
that the chain code value of this segment was determined. After that, the next begin-
ning point will be found according to the horizontal scanning order to determine the
chain code value of next segment. All these steps are shown in Figure 6.

4.2 Similarity Calculating

After calculating the similarity of two closely adjacent segments, information of seg-
ments which had the highest similarity was kept for every C. elegan’s body checked
in order to calculate the midpoint coordinates of C. elegan’s body and then mark the
midpoint with a cross.

Specific method: Firstly, all the information of points on one segment was ex-
tracted; secondly, areas around the beginning point were detected to see if there were
other segments, and if there were any then information of points on that segment
should also be extracted. The similarity was calculated with the shorter one of the two
segments as the benchmark by using their chain code values. Mathematically, the
formula to calculate the similarity coefficient is as follow [7]:

> 3 (4, - A)B, - B)

i=1 _i=l

re————— (1)
J<zz<A,.—A>2><zz<B,.—B>2>

i=1 i=1 i=l i=1

Where [4,,.--,4,] and [B,,...,B, ] are respectively the chain code value of the two

segments;
A= i A/n> B= i B /n- The closer similarity coefficient was equal to 1, the
i=1 i=1
more similar shapes of the two segments would be.

In general, the length of the two segments in the image studied in this paper was
not equal. So in the first place a length of chain code of the longer segment was inter-
cepted from scratch, which was as long as the shorter one’s chain code, in order to
calculate the similarity coefficient. Then the chain code values with the same length
were intercepted by a move of 1 bit backwards to calculate the similarity coefficient
until all the chain code values of the longer segment were intercepted. For example,
there were n chain code values in the shorter segment, while there were m chain code
values in the longer segment. So the calculation times of similarity coefficient were
totally (m-n+1). Finally, the maximum one of all similarity coefficients was the final
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similarity coefficient of the two segments. As the C. elegan’s body is symmetric, two
contours from one body of a C. elegan were significantly similar, which meant their
similarity coefficient was very close to 1. However, similarity coefficient from differ-
ent C. elegans’ body contours or from a C. elegan’s body contour and a bubble con-
tour was much smaller than 1, which was why this method could be used to determine
if two segments were from one body of a C. elegan. According to the definition of
similarity coefficient, when it is greater than 0.7, the degree of similarity is high. So
0.7 was taken as a threshold to determine similarity. Recognition algorithm flow chart
is shown in figure 7.

Starting
Scanning

,.

Recording Segment
Information in Order

Delete Segment

?
L enigth>307 Information

Calculating the Similarity of
Adjacent Segments

Similarity Coefficient > 0.7

Calculating the midpoint coordinate of C.
elegan, and marking it with a cross

Searching completed?

ending

Fig. 7. Flow chart of C. elegan’s recognition algorithm
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The processing time of algorithm was decided by the complexity of the image.
According to estimates, the processing cycle of the single frame image identification
and positioning algorithm of C. elegans was less than 0.2 seconds, which was much
higher than the speed of manual sorting.

5 The Experiments of C. Elegans’ Identification

The image processing results of C. elegans’ identification experiments are shown in
Figure 8 (6 dead C. elegans are concluded in this figure). The experimental results of
similarity calculation of segments are shown in Table 1.

(a). (o). ©.

Fig. 8. Result of every step of C. elegans’ recognition algorithm: (a) The original image; (b)
After preprocessing; (c) Results of recognition

Table 1. The similarity coefficient of image segments comparing

Bubble Worm Worm Worm

Bubble 3 4 1Sega 2Sega 3Sega
Bubble 1 0.0141 0.1565  0.0180
Bubble 2 0.0290 T T 0.1111  0.3541
Worm 1 Seg b 0.1960 0.1137  0.8260  0.1565  0.0601
Worm 2 Seg b 0.0336 0.0903  0.2213  0.7363  0.1339
Worm 3 Seg b 0.0903 0.1570  0.0601  0.0212  0.7409

As can be seen from Table 1, similarity coefficient of two segments belonging to
one C. elegan is greater than 0.7, which is much greater than that of two segments
from different C. elegans or body curves of C. elegans and bubble contours. So results
in Table 1 also verify the effectiveness and feasibility of the algorithm described in
this paper.

By multiple experiments in 10 dishes within 20 days, we could know that the loca-
tion of C. elegans’ bodies could be positioned accurately in various complex envi-
ronments by this algorithm. Furthermore, the accuracy rate of this algorithm was
more than 98%, and its real-time, effectiveness, and a certain degree of robustness
was also good.

Skeleton extraction method and area of measurement recognition method were also
used to identify the 7 C. elegans’ images for comparison, and the results of these two
methods are shown in Table 2. As can be seen in Table 2, there are not good results



Automatic C. Elgance Recognition Based on Symmetric Similarity 193

by these two methods due to the interference of bubbles and influences of other fac-
tors, which means this image recognition algorithm based on symmetric similarity
proposed in this paper is more accurate.

Table 2. Comparison of the three algorithms

Exp Exp Exp Exp Exp Exp Exp

1 2 3 4 5 6 7
The Actual Num- 3 6 | ) 1 ) 4
ber
Method inThis 3 6 | ) 1 ) 4
Paper
Skeleton Method 5 8 1 3 1 4 4
Area Method 4 9 1 2 1 3 3

Exp - Experient

6 Conclusions

C. elegans’ image recognition algorithm based on symmetric similarity method is
proposed in this paper. What this algorithm using the symmetry of C. elegans’ bodies
is needed to do is only to scan the image twice in order to complete several tasks, in-
cluding labeling all the complex segments, removing the excess segments, and calcu-
lating the similarity, etc. Meanwhile, the point information of segments from C. ele-
gans’ bodies and the corresponding boundary chain code value is achieved to prepare
data for the subsequent processing. Furthermore, the positioning accuracy rate is up to
98%. When time cycle is under 0.2s using this algorithm, the effectiveness is also
high.

This algorithm has already been used in the life cycle detection system prototype
development of C. elegans, and outline recovery and tracking and positioning algo-
rithm of C. elegans will be added in the future to make this process of system image
identification more complete.
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Abstract. Approaches based on self-learning and self-organization of
collective of interacting intellectual agents (sensor channels, units of neural
networks structures and others DAI-forming entities) are recently more often
used in development of collective recognition and control systems.
Approaches to organization of co-learning and mutual learning on the basis
of reliability coefficients of sensor data are described. Approach to
development of recognizing multi-sensor system on a basis of two-
dimensional two-level neural networks is offered. Scheme of multi-unit
manipulators control on a basis of neural approach are described. The results
are used for development of robotics systems for operation in extreme
(underwater) conditions.

Keywords: control systems, artificial intelligence, multi-sensor systems,
collective learning, co-learning, neural networks, multi-unit manipulators.

1 Introduction

Recently approaches based on procedures of self-learning and self-organization of
interacting intellectual agents (sensor channels, units of neural networks structures
and others DAI-forming entities) collective [3], [10], [11], [12] are used in
realization of systems of collective recognition and management even more
often.

2 Classification of Collective Learning Methods

The classification of concepts and methods of collective learning in the natural and
artificial environments presented in a figure 1, without claiming for completeness,
defines a place of the approaches to collective learning on the basis of co-learning and
mutual learning paradigms created by author.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 195
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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( Collective learning )

( Habitats ) ( Atrtificial environments )

—( Group learning ) ( Local AIS ) ( DAI )
_( Mutual learning J Group learning ) Forumisl; iggfgrences)

: . Mutual learning and co-
_C Co-learning Mutual learning ) { learning of autgnomous ]

Collective robotics systems
( understanding Co-learning ) Collective mutual )
Games and trainings m) learning of automats
flights

—( Meta-learning )
_( P2P-learning )

Fig. 1. Classification of collective learning methods: AIS - artificial intelligent systems,
DAI - distributed artificial intelligent, MAS — multi-agent systems

3 Methods of Mutual Learning and Co-learning Organization

Let's consider the methods of collective learning laid in basis of created intellectual
systems.

3.1 Mutual Learning on the Basis of Reliability Coefficients

Let's understand mutual learning as the process of collective interaction where
competent agents learn less competent agents representing itself as the teacher.

Let's define reliability coefficient as the variable K, accepting values from a range
[0..1], and “0” corresponds to absolutely unreliable information arriving from the
agent (i.e. video channel operation in utter darkness), “1” corresponds to absolute
trustworthy information (i.e. 100 % coincidence of recognized object pattern and
standard pattern stored in recognizing system).

Let's consider possible variants of mutual learning organization:

a) agents with value K;> 0,5 are selected as “competent” agents. They form “jury”
of agents which classify a situation by voting. The received decision becomes the
learning information for all remaining agents;

b) “competent” agent is selected by criterion of a maximum of K, i.e.

K,j = max [Kj]. 3.1

This agent in a specific situation becomes, as a matter of fact, the meta-agent.
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3.2 Co-learning on the Basis of Reliability Coefficients

Let's define co-learning as one of varieties of the procedures presented below:

1) the procedure corresponding to process of “collective understanding” or
procedure of well known Osborn “brainstorming (brainstorming session)” (procedure
is implemented when K; <1, i.e. in case of “exact” decision absence). Thus all agents
in turn “publish” results of situation recognition (i.e. value of K, and the recognized
object description) in the joint database and analyze similar results of other
agents/channels (a phase 1 of “brainstorming” procedure; herewith not only closest
“standards” and images are published, but also slightly conceding to it, for example,
with K; = 0,75 Kj;). Then each agent analyzes a level of coincidence of its results with
results of others and declares (for example, on “bulletin board”) a level of coincidence
(an amount of conterminous descriptions from 50). And the image which has typed
the greatest point, is choose as the collective decision;

2) the procedure implemented in a situation when K;; is found out in one of sensor
channels (agents):

Ki>> Ky, 1=1[1,2,3,...j-1,j+1,..., N]. 3.2)

In this situation the channel becomes the teacher and “trains” remaining channels
(agents).

3) the procedure organized in the absence of the “strong” superiority of one of
agents over another. Herewith agent with K,; is used as the learning agent:

Ky = max[K;]. 3.3)

4 Procedure of Manipulator Control on the Basis of Co-learning
Paradigm

Authors offer approach to creation of heterogeneous multi-sensor systems on the basis
of a sensor channels co-learning and mutual learning paradigm. One of application
variants of co-learning is its usage in creation of multi-sensor control system for
intellectual handling robot. For handling robotics complex such channels can be
represented by video, tactile (touch imitating), force, ultrasonic, infrared channels etc.
Used procedure, as a matter of fact, carries out data fusion according to JDL-model of
multi-sensor systems organization [4], [8]. According to the offered approach
characteristics and possibilities of sensor subsystems are fused (not data itself) with
help of the following procedure:

1) All channels which are not demanding manipulations for their functioning,
perceive information about situation (conditions) or about object.

2) The level of received information reliability (using of Kalman filtration is
possible here) is defined.
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3) Selection of video objects and normalization of selected zones sizes for neural
networks structures is produced. Thus, images invariance is provided.

4) Normalized images (visual, ultrasonic, infrared, etc.) submit on inputs of the
associative recognizing subsystems (for example, two-dimensional Hopfield network,
Hamming network or networks of adaptive resonance theory).

5) The channel with the highest K, values learns channels with low (but not zero)
reliability level.

6) The choice of appropriate (closest) object images from databases is carried out
in manipulation zone at the top ontology level (possible situations knowledge bases).

7) Information about location and object type transmits to the gripper control
system.

8) Gripper positions in a proper place and does attempt of capture (or palpation) of
an object.

9) In a case of successful capture tactile and force sensor information in the form
of patterns is processed in specialized recognizing subsystems (they can be neural
networks too), where level of proximity to samples stored in data and knowledge
bases is determined. In a case of high level of information reliability these channels
can represent itself as “teachers” of visual subsystems.

10) In a case of absence of close images in bases escalating (reconfiguration) of
neural structures and their learning for new images is produced.

11) Knowledge bases with possible objects transformations (deformation, merging
etc.) are entered at ontology level for increasing effectiveness of collective
recognition system.

12) Transformed images arrive in recognizing subsystem as secondary templates.

The system applying described approach is implemented in program complex form
and currently is being tested on models of situations arising in extreme conditions.

5 Approach to Development of Multi-unit Manipulator Control
Systems

One of the most perspective varieties of manipulator for underwater robots working in
extreme conditions is so-called flexible or multi-unit manipulator (MUM) [6].
Authors offer the approach to creation of MUM control system on the basis of two-
dimensional two-level neural network (figure 2). Here two-dimensional array of
forces moments, which are changed in time, created by MUM links drives is
submitted on neural network input. M, , is the moment created by a drive of the first
link in initial time moment, M, ; is finish moment value for this drive. Indexes 1...N
correspond to drives from the first to the last, where N is an amount of MUM links.
So two-dimensional array of moments corresponds to one of MUM relocation variant.
Neural networks NN 1...NN N during learning (Learning 1) provide adjustment of
local drives by criterion of maximum high-speed performance, and output neural
network (NN 2d level) is learned to select “good” motions by criterion of minimum of
forces moments with different sign (i.e. opposite directed) created by drives (Learning
2). As a result of learning, the quasi-optimal vector of moments [IMII(t) which is
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stored in control system memory is formed in output of second level neural network.
Such approach to some extent implements Bernstein's ideas on synergetic synthesis of
biological objects movements in training activity [1]. In classification (figure 1) this
approach corresponds to a group paradigm of collective training.

n/ Learning 1 Learning 2 l
M x
1 . —> NN1
| -

2d level

M o

—_— —

Mo | NN N

N/7—'__‘

Fig. 2. Control system on the basis of two-level neural network

6 Modeling Results

At the moment the model of MUM dynamics and algorithms of MUM control system
learning are developed and implemented. A set of typical movements, one of which is
presented in figure 3, is implemented.

, ~

Fig. 3. Driving of type “penetration”

7 Conclusion

The approaches to recognizing MSS organization, technical and algorithmic
implementations of manipulator control system offered in this paper are laid in basis
of perspective control systems for complex manipulation robots. Work is carried out
in collaboration with the Center for Robotics (CRDI RTC), Saint-Petersburg. Results
are used for development of robotics systems for operation in extreme (underwater)
conditions.
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Abstract. This paper is concerned with the design and analysis of a polynomial-
time algorithm for an open problem in Planar Quantified Integer Programming
(PQIP), whose polynomial-time solution is previously unknown. Since the other
three classes of PQIP are known to be in PTIME, we also accomplish the proof
that PQIP is in PTIME. Among its practical implications, this problem is a model
for an important kind of scheduling. A challenge to solve this problem is that
using quantifier elimination is not a valid approach. This algorithm exploits the
fact that a PQIP can be horizontally partitioned into slices and that the feasibil-
ity of each slice can be checked efficiently. We present two different solutions to
implement the subroutine CheckSlice: The first one uses IP(3), i.e., Integer Pro-
gramming with at most three non-zero variables per constraint; the other is based
on counting lattice points in a convex polygon. We compare the features of these
two solutions.

Keywords: Quantified Integer Programming, Integer Programming, Combina-
torial Optimization, Polynomial-time, Algorithm, Scheduling, Counting Lattice
Points.

1 Introduction

Let us consider a special kind of scheduling. Suppose we need to schedule the starting
o’clock y and the duration hours x of an important flight, for integral y and x, while
the following constraints need to be satisfied: There are m crew members; Each crew
member i, 1 <i<m,has apersonal requirement on y and x, described as a;y+ b;x < ¢;,
for some numbers a;, b;, and c;; Especially, the flight can possibly start at any hour
between 3am and 5Spm. The question is, can we guarantee that such a flight can always
be scheduled, no matter what is the starting time? This paper deals with such a problem.

Quantified Integer Programming, which is introduced in [[L7], is a mathematical pro-
gramming paradigm which generalizes traditional integer programming (IP). In tra-
ditional integer programming, we are given a system of linear inequalities and asked
whether the defined polyhedron encloses a lattice point. Integer programming encodes

* This research was supported in part by the Air-Force Office of Scientific Research under
contract FA9550-06-1-0050 and in part by the National Science Foundation through Award
CCF-0827397.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 201
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a number of combinatorial optimization problems and is strongly NP-complete [14].
In the polyhedral system A -x < b, the quantifiers are implicit and existential; i.e., we
are asked whether there exists at least one x such that A - x < b.

In the Quantified Integer Programming problem (QIP), each variable can be quanti-
fied either existentially or universally; thus, QIP clearly generalizes traditional integer
programming. Indeed QIP is PSPACE-complete; the hardness is established through
a trivial reduction from the Quantified Satisfiability problem (SAT) to QIP. The com-
pleteness of QIP requires a more involved argument and mirrors the argument used to
establish the completeness of IP for the class NP.

QIP can be used to model problems in a number of distinct domains including
real-time scheduling [16]], constraint databases [11], logical inference [3]], computer
vision [4], and compiler construction [10]. A number of interesting issues regarding the
tractability and complexity of various QIP classes were addressed in [17].

Planar QIPs, or PQIPs, are constituted of precisely two variables. This paper is con-
cerned with establishing the complexity of a specialized and non-trivial class of PQIPs
called planar FPQIPs. In [17], a pseudo-polynomial time algorithm was proposed for
FPQIP. but its complexity was unresolved. Here we propose an algorithm for FPQIP
based on geometric insights, which converges in time polynomial in the size of the in-
put. This paper is the first to present a strongly polynomial-time algorithm for the FPQIP
problem. Since the other three classes of PQIPs are known to be in PTIME [17], our
work finally establishes the PTIME complexity of PQIP.

The Quantified Linear Programming in the plane (PQLP) can be solved in polyno-
mial time, using a quantifier elimination technique such as Fourier-Motzkin (FM) elim-
ination. However, as is well-known, FM is not a valid technique for checking feasibility
in integer constraints.

The rest of this paper is organized as follows: Section 2l formally specifies the prob-
lem under consideration. Section [3| describes related work in the literature. Our algo-
rithm for the FPQIP problem, with two different solutions to implement the subroutine
CheckSlice, is presented in Section[dl In Section[§] we discuss the correctness and com-
plexity of the algorithm. We conclude in Section [6] by summarizing our contributions
and outlining avenues for future research. More detailed discussion, analysis, and proofs
of the algorithm are included in a longer version of the paper, which is available upon
request.

2 Statement of Problem

Definition 1. Let X = {x;,x,---x,} be a set of n variables with integral ranges. A
mathematical program of the form

Q1x1 €{a1 —b1} Qaxz € {ay —ba} -+ Onxn € {@n— by} A-x<b,
where each Q; is either 3 orV, is called a Quantified Integer Program (QIP).

Note that the a; and b; are integers; further, we use {a; — b;} to indicate the set of
integers r, such that a; < r < b;.
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Definition 2. A planar QIP (PQIP) is the one in which the number of variables is
restricted to two.

Accordingly, a PQIP has the following form:
O1x1 € {a] 7b]} Orxr € {a2 7b2} A- [xl, X2]T <b

Depending upon the nature of Q; and Q», each can be either 3 or V, we have four
different classes of PQIPs. Among them, only one class whose PTIME complexity is
unknown, which is presented as follows.

When Q; =V, Q> = 3, we refer to this class of PQIPs as FPQIPs to denote the fact
that the universal quantifer (V) precedes the existential quantifier (3) in the quantifier
string. Without loss of generality (and for purposes of conformity with the literature in
computational geometry), such a PQIP has the following form:

Vye{c—d} Ixe{a—b} A-[x,y]" <b, (1)
where

— A is a matrix with m rows and two columns, for some positive integer m;

— b is an integral m-vector,

- a, b, ¢, and d are integers. We assume a < b and ¢ < d. Note that if ¢ > d then
Program (IJ) has an immediate answer which is true. Otherwise, if c <d and a > b,
then the answer is trivially false.

For FPQIP, the feasibility query can be described as follows: Is it the case, that for
each integer y € {c —d}, there exists a corresponding integer x € {a — b} such that A -
[x, y]T < b. The rest of this paper is devoted to developing a polynomial time algorithm
for the class of FPQIPs.

In this paper we refer to FPQIP as Program (I) or Problem (I)). We can translate
Program () to an equivalent form by adding the following four (redundant) constraints
toit: x < b, —x < a,y <d, and —y < c¢. Such an equivalent program is described as

Vye{c—d}Ixe{a—b} A [x,y]" <V, (2)

where A’ is a matrix with two columns and m + 4 rows, and b’ is a vector with m + 4
integers. Program (@) can also be described as:

Vye{c—d} Ixe{a—b} g-x+h-y<b, 3)

where g is the left column of A’ and h is the right column of A’

The feasible region of A’ - [x, y]' < b’ is a two-dimensional area such that (x, y) is
the Cartesian coordinates of a point in this area, for some real numbers x and y, if and
only if [x, y|]T satisfies all the constraints of A’ - [x, y]' < b’. A point with integral x
and y-coordinates is called a lattice point. Program @) has a graphical interpretation:
Deciding true or false that for each integer ¢, with ¢ <t < d, there is a lattice point whose
y-coordinate is ¢ that is covered by the feasible region of the constraints of Program (2)).

Each constraint x- g; +y- h; < b'; of Program (@), with 1 <i < m+4, implies a half-
plane bounded by the line x- g; +y- h; = b’;. The feasible region of the m + 4 constraints
of Program (2)) is the intersection between the m + 4 implied half-planes, which is a
convex polygon.
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3 Related Work

Both Quantified Linear Programming and Quantified Integer Programming are math-
ematical programming paradigms that owe their origin to [15]], where they were used
to model a number of real-time scheduling specifications. Quantified Integer Program-
ming as an independent abstraction were studied in [17] and a number of special cases
were analyzed from the perspective of computational complexity. Besides FPQIP, de-
pending on the the nature of Q1 and Q; described in Definition[T] there are three more
classes of PQIP, which are clearly in PTIME, as discussed below:

(1) Q1 =3, Q2 =3 - In this case, the PQIP is simply a 2-dimensional integer program

and can be solved in polynomial time [6].

(i) Q1 =3, O, =V - In this case, the PQIP has the form:
Iy €{a;—b1} Vo € {ax— b2} A [x, xz]T < b. As detailed in [17], the dis-
crete interval {a; — by} can be made continuous ([az,b;]) without affecting the
feasibility of the PQIP. Further, using quantifier elimination, variable x, can be
removed and the resultant program is an integer program in 1 dimension, which
can be easily checked in polynomial time.

(iii)) Q1 =V, Q» =V - Such a PQIP is called a Box QIP and can be checked for feasi-
bility in polynomial time using polytope inclusion [[17].

[L8] shows that the language of reals with universal quantifiers is decidable. It is well-
known that a fragment of integer arithmetic called Presburger Arithmetic, in which
multiplication and exponentiation are not permitted, is decidable [9].

[I8] discusses empirical observations in using the Fourier-Motzkin elimination tech-
nique for linear constraints over both rational domains and lattice domains; practical
issues in polyhedral projection are further addressed in [[7l], where certain clausal sys-
tems are resolved by constructing the approximate convex hull of the feasible space.

[17] discusses the PQIP problem in general and the FPQIP in particular. Observe
that the FPQIP problem can be solved in pseudo-polynomial time using the following
approach: Simply enumerate all integers y in the range {c — d}. For each value of y, we
can check whether the corresponding one dimensional polyhedron (an interval) encloses
a lattice point. Note that this algorithm runs in O(|d — ¢|- n) time and is hence pseudo-
polynomial. This paper presents the first strongly polynomial time algorithm for the
FPQIP problem.

Besides Barvinok’s method, there are other algorithms that can count lattices points
in a convex polygon in a plane in polynomial time, such as (but not limited to) those
presented in [2] and [3]]. Different algorithms may have different advantages in terms of
easiness of implementation. Barvinok’s method [[1] has the advantage that it can handle
convex polyhedron beyond four dimensions.

4 A Polynomial-Time Algorithm for FPQIP

Our algorithm starts by translating Program () to Program (). Then, the coordinates
of the vertices (extreme points) of its feasible region are computed.

For each different y-coordinate, say g, of some vertex of the feasible region, we can
draw a horizontal line described by y = g. These lines cut the polygon into slices. A
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slice is the area in the polygon between two neighboring horizontal lines. The top slice
is specially defined as the intersection of the line y = ¢ and the polygon, where ¢ is the
largest y-coordinate of the vertices of the polygon. So, the top slice is either a single
point or a horizontal line segment. The idea of partitioning a polygon into slices is
illustrated in Fig.[1}

e e e e it i

-

Fig. 1. The feasible region can be horizontally
partitioned into slices Fig. 2. The idea of the function CheckSlice

A slice is a trapezoid in general, whose top edge and bottom edge are horizontal. We
name the two vertices on the top edge of a slice, from left to right, as A and B, and the
two vertices on the bottom edge, from left to right, as C and D. Fig.[2| shows a possible
slice with its vertices marked with A B C and D. A slice may look unusual, such as the
one in Fig. 2l which is long and narrow and slant. Besides the common case that a slice
is a trapezoid with four different vertices there are some special cases:

— A slice can be a triangle, when the top or bottom edge of the trapezoid is a single
point. Then we consider that this single point has two names, A and B if it is the
top edge of the slice, or C and D if it is the bottom edge of the slice. This case can
happen when the slice is the second one (next to the top one) or is the bottom one.

— Asslice can be a line segment with two different vertices. When it is non-horizontal,
the top vertex is named as A and B, and the bottom vertex is named as C and D.
When it is horizontal, the left vertex is named as A and C, and the right vertex is
named as B and D. This case can happen when the slice is the top one, or when the
whole feasible region is a non-horizontal line segment.

— A slice can be a single point, which has four names, A, B, C, and D. This case can
happen when the slice is the top one.

Therefore, a slice can be uniformly described by four vertices named as A, B, C, and D.
Program @) is satisfiable if and only if each slice of the feasible region is satisfiable,
which is defined as follows:

[Slice Satisfiability]: Given a slice, let g’ and g be the y-coordinates of its top and
bottom borders respectively. The slice is satisfiable if and only if for each integer ¢ in
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the closed interval between g’ and g, there is a lattice point covered in this slice with
coordinates (x,7), for some integer x.

The function CheckF PQIP, which is presented in Algorithm [Tl below, is designed
to solve FPQIP (Problem [I)). For each slice, CheckF PQIP checks its satisfiability by
calling the subroutine CheckSlice, whose implementation is explained later.

Function CHECKFPQIP(s)
Input s is an instance of Program ().
Output The satisfiability of s.
Translate s to Program (2)).
Compute the coordinates of the vertices of the feasible region of Program ().
if The feasible region is empty then
return false
end if
Partition the feasible region into slices. Obtain the coordinates of the vertices of
each slice.
for each slice do
8:  Assign the coordinates of its vertices to Xa, Xp, Xc, Xp, Yap, and Yep. {/*
A,B,C,D are vertices of the slice, as explained above */}.
9:  if CheckSlice(X4,Xp,Xc,Xp,Yap,Ycp) = false then

SANEANE

~

10: return false
11:  end if
12: end for

13: return true

Algorithm 1. An algorithm that solves FPQIP (Probleml[l)).

The simple method of checking the satisfiability of a common slice by vertically
partitioning it into a rectangle and one or two right triangles, does work for a slice like
the one the one shown in figure 2l whose satisfiability is non-trivial to check.

The subroutine CheckSlice, which is called by the CheckF PQIP shown above, de-
cides the satisfiability of a slice. We present two different solutions to implement
CheckSlice; They are the functions CheckSlicel and CheckSlice2, which are shown
in Algorithm[2land Algorithm[3] respectively.

Function CHECKSLICE1 (X4, Xp,Xc,Xp, YaB,YcD)
Input The parameters are the coordinates of the vertices A B C and D of the slice.
Output The satisfiability of the slice, which is either true or false.
l1: n:= I_YABJ — |—YCD1 —|—1

{/* n is the number of integers in the closed interval between Ysp and Ycp. */}
if n = 0 then

return true {/* Trivially satisfiable*/}
end if
if Yap = Ycp {/* Yap and Y¢p are the same integer */} then

if | Xg| — [Xa] +1 =0 {/* No integer is covered by the line segment*/} then

return false

AN AN i
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8: else
9: return true
10:  end if

11: end if{/* The slice that is a horizontal line segment or a single point is handled.*/}
12: o := (XC *XA)/(YCD - YAB)
B := (Xp —Xg)/(Ycp — Yap)
13: firstintY := |Yap]
14: Compute h; and h, that are the x-coordinates of the two intersection points of the
line y = firstIntY and the two edges AC and BD, respectively. {/* h; < hp */}
15: Compute the the following integer program with three variables p, g and r, with the
goal to minimize r:
0<r<m-—1
h+r-o<p<h +r-a+l Fp=[h+r-o]*
hh+r-B—-1<g<h+r-B rIFq=|h+rB]*
g—p+1=0 /* No lattice point on the 7" cut.
The 07 cut is on the line y = firstIntY */
16: if there is no solution for this integer program then
17:  return true
18: else
19:  return false
20: end if

Algorithm 2. Checking the satisfiability of a slice based on IP(3).

We use the slice depicted in Fig.Plas an example to explain the function CheckSlicel.
We call an intersection of a slice and a line y = ¢, for some integer ¢, a cut. For the slice
(the trapezoid) illustrated in Fig.[2] the vertices of the cuts are marked with circle dots.
There are five cuts in the slice. This slice is not satisfiable since on the two cuts along
the lines y = 3 and y = 2 there is no lattice point. If CheckSlicel is called on this slice,
then A1 and h; are the x-coordinates of the two vertices of the cut along the line y = 6,
and firstIntY = 6, the minimal 7 is 3, and the return is false.

Note that when a slice is not satisfiable, CheckSlicel finds an integer r such that the
cut on the line y = r does not cover any lattice point and this cut is the closest to the top
border (or to the bottom border, with a simple adjustment to the algorithm) of this slice.
It is a helpful feature for solving other problems related to FPQIP.

We present another method to decide the satisfiability of a slice based on counting
lattice points in a convex polygon, which is CheckSlice2, presented as Algorithm[3

The key difference of CheckSlice2 is on how to handle a special kind of slice, whose
top border and bottom border (parallel to the x-axle) are strictly shorter than 1. Given
such a special slice .7, each cut over it (recall that a cut is the intersection of the slice
and a line y = i for some integer i) can cover at most one lattice point. Suppose the
range of the y-coordinates of . covers n integers, then deciding the satisfiability of
. means checking whether the number of lattice points covered in . is n. There are
known algorithms that can count the lattice points in a two-dimensional convex polygon
in polynomial time, including those described in [[1] [2]] [5]]. For a slice such that its top
border and bottom border are both no shorter than 1, this slice is obviously satisfiable
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(a trivial slice). For a slice such that only one of its top border and bottom border is
shorter than 1, we can cut it into one special slice and one trivial slice.

Function CHECKSLICE2(X4,Xp,Xc,Xp, YaB, Ycp)

Input The coordinates of the vertices A B C and D of a slice.

Output The satisfiability of the slice, true or false.

Require: The algorithm of [[1]] is implemented as a function Count LatticePoints, which
computes the lattice points covered in a slice. The 6 parameters of this function are
the coordinates of the vertices of a slice, just like the function CheckSlice.

1: n:=|Yap| — [Yep] +1

{/* n is the number of integers in the closed interval between Y45 and Ycp. */}
if n =0 then

return true {/* The slice is trivially satisfied */}
end if
if Yap = Ycp {/* Yap and Y¢p are the same integer */} then

return |Xp| — [X4]+ 1 # 0 {/* true or false for this inequality */}
end if{/* The slice that is a horizontal line segment or a single point is handled. */}

AN A

8 if Xp—X4>1and Xp —Xc>1 then
9:  return true {/* A trivial slice */}
10: end if
11: if Xg—X4 <1and Xp—Xc <1 then
12:  u:= CountLatticePoints(X4,Xp,Xc,Xp,Yap, Ycp)-
13:  return u = |Ysg| — [Ycp]| + 1 {/* true or false for this equality */}
14: end if{/* A special slice is handled*/}
15: if Xp— X4 >land Xp — Xc < 1
{/* The slice will be cut into two slices—a trivial one beneath a special one. */}
then
16:  Find the first (smallest) integer ¢ such that ¢ > Y¢p, and for the length L of the
intersection (cut) between the slice and the line y = ¢ it is true that L > 1. {/* it
must be true that Yep <t < Yy */}
17: if 1 — 1 < Y¢p then

18: return true

19: else

20: Let X; and X; be the x-coordinates of the left and right intersection points of
the line y = ¢ — 1 and the slice.

21: Let u := CountLatticePoints(X1,X>,Xc,Xp,t — 1,Ycp).

22: return u=1t—1— [Yop| + 1 {/* true or false for this equality */}

23:  endif

24: end if

25: if Xp— Xy <land Xp—Xc > 1 then

26:  Compute similarly to Lines 16-23. Again the slice is partitioned into two parts;
but the special one is on top of the trivial one.

27: end if

Algorithm 3. Checks the satisfiability of a slice based on counting lattice points.
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5 Correctness and Resource Analysis

The correctness of Algorithm[I]clearly follows its design using slices.

In the arithmetic-complexity model, each basic arithmetic operation +, —, x, or /
is a unit-cost operation, while in the bit-complexity model the complexity of a basic
arithmetic operation is counted w.r.t. to the bit length of its parameters. For two in-
tegers ¢ and d such that each of them has [ bits, d — ¢ or d + ¢ can be computed
with a time cost O([), while d x ¢ or d/c can be computed with a time cost O(I?),
or even more efficiently O(I(log I)(log log [/)) using the Schénhage-Strassen algo-
rithm [13]. In order to analyze the time cost of the algorithms, and especially for a
clarified comparison between the time cost of computing the feasible region and the
time cost of the executions of CheckSlice, we use the bit-complexity model in this
paper.

Although calculating the precise complexity of the algorithm involves considerable
details, doing so is relatively straightforward since the complexity of 3-integer program-
ming and counting lattice points are well-known. A longer version of this paper, which
is available upon request, has detailed proofs. We summarize the complexity results of
the algorithm as follows.

Given an instance of Program (2)) with bit length [, let M(l) be the bit-complexity of
[-bit integer multiplication.

— A call of CheckSlicel (Algorithm ) has a time cost O(I*)M(1), and an expected
time cost O(log /)M (1);
— A call of CheckSlice2 (Algorithm[3) has a time cost O(I -log [)M(1).
Therefore, Given an instance of FPQIP, i.e. Program (IJ), with m constraints and a bit
length I, we can show that

— using CheckSlicel, i.e, Algorithm 2] the time cost and expected time cost of the
computation of CheckF PQIP (Algorithm[I) are O(m-1%)M(I) and O(m-log )M (1)
respectively;

— using CheckSlice2, i.e., Algorithm B the time cost of CheckFPQIP is O(m-1-
log 1)M(1).

Base on the above discussion, we also have the following complexity results:

— FPQIP is in PTIME, since CheckF PQIP is a polynomial-time solution.
— Planar Quantified Integer Programming (PQIP) is in PTIME, since the other three
classes of PQIP beside FPQIP are known to be in PTIME [17].

Asymptotically CheckSlicel is slower than CheckSlice2. However, CheckSlice has
the advantage that when a slice is not satisfiable, it can show an evidence that the
slice does not cover any lattice point on a line defined by y = r, for a certain in-
teger r, while CheckSlice2 cannot. Such a line is also a no-certificate showing that
the polygon is not satisfiable, and it can be easily verified. CheckSlicel also has the
advantage of being useful for some optimization problems related to FPQIP,
since it can compute more than the feasibility of an FPQIP, while CheckSlice2
does not.
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6 Conclusion

In this paper, we established the polynomial time complexity of FPQIP, which is the
only unsolved class of PQIP. The algorithm proposed for FPQIPs is based on our in-
sights into the geometry of the problem and not quantifier elimination. The approach
of slicing the feasible region and then check the satisfiability of each slice obviates the
need for enumerating all the points of the universally quantified variable.

There are several directions for future research:

(i) Optimization problems of PQIPs - When a given PQIP is deemed infeasible, it is
interesting to consider the maximum feasible range of the universally quantified
variable, or the maximum subset of feasible constraints.

(i) An empirical study - Our goal is to integrate a practical implementation of our
work into an SMT solver such as Yaices [12]]. Several SMT solvers solve inte-
ger programs through SAT encoding and it would be interesting to contrast the
running times of the SAT approach and the approach proposed in this paper.

(iii) Hardness of PQIPs - We would like to establish the exact complexity of PQIPs.
Given that our approach is easily parallelizable, it is likely that this problem be-
longs to the class NC.

(iv) It is natural to investigate the design and implementation of efficient randomized
algorithms for FPQIPs.
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Abstract. Emotions play a critical role in increasing the believability of virtual
agents. The paper develops an emotion model of virtual agent using particle
system and OCC model. To better portray emotions of virtual agents, emotional
experience is reflected by two aspects, which are the outer emotion defined by
the intensity of particles, and the inner feeling by the number of particles. Based
on the perspective of psychic energy, the interactional effect of emotions is in-
carnated through particle motion. Simulation is done by using Matlab software,
and the results show that the emotion model can simulate better dynamic
process of emotion transferring and change spontaneously.

Keywords: Emotion Model, Particle System, Outer emotion, Inner feeling.

1 Introduction

Emotions play an important role in daily life; they influence how we think and be-
have, and how we communicate with others. Psychology, neurology and cognitive
science have been concerned with modeling the emotions for many years [1]. In-
spired by these models, intelligent agents researchers have begun to recognize the
utility of computational models of emotions for improving complex, interactive pro-
grams [2]. With the growing interest in Al, the research on computational models of
emotions is becoming a hot topic in recent years [3]. J.Bates built believable agents
for OZ project [4] using OCC model [5].EI-Nasr [6] provided a computational model
of emotion based on event appraisal. Wang considered that emotions change in ac-
cordance with statistically rules [7]. Hu [8] built an emotion model combined par-
ticle system and active field. In the particle system, the particles are eternal and the
equilibrium state of emotions was completed by Brownian motion. Based on psy-
chology energy idea, Teng [9] presented not only the changing process of the emo-
tion ,but also the Markov chain model of emotion transferring spontaneously and the
Hidden Markov chain model of emotion transferring stimulated based on affective
energy. Inspired by psychic energy [10], we present a model for studying the dynam-
ic process of emotion transferring of virtual agent based on his personality and ex-
ternal stimulus.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 213
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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2 Basic Concepts of Building Emotion Model

2.1 Emotion Space and Personality Space

Emotion is the complex psychophysiological experience of an individual's state of af-
fect as interacting with biochemical and environmental influences. Its effect on hu-
man cognition arouses the attention of researchers. However, Up to now, there is no
consensus on the definition about emotion. Researchers understand emotion and de-
fine emotion according to their research. zhao[11] defined the basic emotion as four
mutual reverse emotions. Ekman provided six basic emotions according to the rela-
tionship between emotions and facial expressions. Based on event’s consequences and
causes, we define four basic emotions: Happy, Anger, Relax and Anxiety.

For emotional intensity, most researchers agreed consistently that human being can
produce different intensities of emotions. Ren [12] pointed out that emotions have dif-
ferent intensities, and emotional experiences consume psychic energy. The paper de-
fines emotion intensity is in the range of 0~3 in order to easily reflect the different
emotion intensity. An agent’s emotion ES is defined as a four-dimensional vector,
where each dimension is represented by a emotional factor, e;€[0,3] .

ESz<eHappyseAngers eRelaxseAnxiety> ( 1 )

Different individuals usually show different emotional responses after they ac-
cepted same external stimulations. This difference mainly reflects in their different
personalities. For these reasons, personality is defined as one of the main features to
make a distinction among individuals in most of emotion models. Currently, most
widely accepted models have three-dimensional personality model (PEN) and five-
dimension personality model (OCEAN). This paper adopted two-dimensional model
provided by Eysenck. An agent’s personality (PS) is a two-dimensional vector, where
each dimension is represented by a personality factor, p;€[0,1] .Two factors of deter-
mining personality are extraversion and neuroticism.

PS:<PE,PN> (2)

2.2 Emotion Particle

Emotion particles, as the major component to express the virtual agent’s emotion, fill
the whole emotion space in discrete way. And they do irregular motion supported by
the physical energy which is provided by virtual agent itself. Each emotional particle
has a certain lifetime. In this paper, we define the emotional particle as a 3-tuple, Par-
ticle= {Px, Py, life}. Px, Py€[0,3] is the position of emotional particle in emotion
space, and life€R represents the particles lifetime.

Outer emotion is described as the outer expression degree of virtual agent’s emo-
tion and is measured by the emotion intensity of particles. For a certain emotion, the
intensity of the outer emotion can be calculated by summing up values gained through
projecting particles on the axis of basic emotions.

outer_emotion=73%_ p,(i) 3)
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Where i€ES, pi(j) 1is the projection value on the axis of the emotion i, and n is the
number of all particles.

Inner feeling is defined as the degree of agent’s internal feeling for emotion expe-
rience. It measures by the number of particles located in the basic emotional area. By
calculating the inner feeling of virtual agent, his emotion experience can be revealed
under the outer emotional expression. The inner feeling is defined as follow:

Feeling=3%"_N(p;) “4)

Where i€E , and N(p;) equals 1 if search_emotion_loc(p;) is equals to i and O other-
wise. The primary functions of search_emotion_loc() is to check whether the particles
position is in basic emotional area. Basic emotional area is a quarter of a circle,
formed by the emotion axis which rotated 45 degree toward its both sides.

3 Emotion Model Based on Particle System

3.1 Emotion Particle Generation

In particle system, generation of emotion particles mainly involves initialization and
running stages. In the process of initialization, the particles are randomly generated,
and their locations are in the unit circle of the emotion space and are consistent with
normal distribution. The lifetime distributions of these particles are in accordance
with uniformly probability, and the value range is 1 to L units.

In operating process, emotion particle generation, on the one hand, is an auto-
added process in order to recoup the loss particles as the result of death; on the other
hand, it is activated due to external stimulation. After the initialization process is
completed, the number of dying particles in the 4t time is K, where K=N/L *4t, N
represents the number of particles, and L particles lifetime. As complement of died
particles, the way of particles generation, without external stimulation, is the same as
that in initialization process. However, under external stimulus, the particle system
will activate particles located the unit circle centered at the stimulus point. The cor-
responding equation of particle generation under external stimulus is

pj(t+1)=sti_Point(t) + rand() (®))
pj(life)= y*(L-1)*rand() + 1 (6)

Where j=1,2,...N and the function sti_Point(t) represents the intensity of the stimula-
tion point in the time t. yis an adjustable factor to control emotion experience time.
The rand() function generates random numbers between -1.0 and +1.0 in according
with normal distribution.

3.2 Emotion Particle Motion

Particle motion represents the state change of human emotions, and relies on the
energy from the external stimulation. Particle motion is described below.

p,t+D)=@*p, )+ A*v*P, )
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Where p;represents the position of particle j in the emotion space, ® the inertial fac-
tor, A the psychic energy coming from external stimulus, Pg the neuroticism factor of
an agent’s personality.

In the case of external stimulation, emotional particles move towards the stimulus
point, which is affected by distance, between the particle and the stimulus point, and
by the angle 0 formed by the particle, the stimulus point and coordinate origin in
emotion space. The longer the distance and the greater the angle, the less the energy
obtained from stimulation point. Based on these analyses, the stimulus energies
changed from external stimulus are defined as follow:

+n) (®)

2
h

A=sti_ Point(r) *( !
1+

Where 1, is the distance between particle and stimulus point, r, the value of cosine.

3.3 Emotion Particle Decay

Emotion does not immediately disappear with external stimulus’ end, but decays over
time. In the particle system, emotion decay is implemented by emotion decreasing in
intensity and the lapse of particle life. The degree of lapsing life of particles, located
in different positions of emotion space, is the same, but the extent of emotional inten-
sity decay is different. In the first intensity area of emotion space, emotion is in peace
state, and particles movement follows Brownian motion without energy consumption.
The higher the particles locate in intensity area, the more the energies consume. When
the energies of particles are exhausted or their lifetime is end, these particles will die.
The lapse of particle life is described below.

p,(ife.t+1)= p,(ife.) -5 ©)

where & is an adjustment factor in order to control the lapse of particles’ life-time. In
the paper, we set it to 1.The intensity decay of particle can be described as follow:

Pt +1) = p,()*(1—abs( p,0—1)* P, *rand () (10)

Where P;O represents the Euler distance between p; and coordinate origin in the
emotion space. The basic meaning of the formulae of the intensity decay is: first, in
the peace state, no energy is consumed. Second, even in the same emotion state, the
energy consumptions are different because of the different personality of virtual
agent. Third, the rand () function reflects that, in the same emotion state, the
emotional energy consumption for specific agent is also not always exactly the
same.

4 Stimulation and Analysis

A large number of simulations have been performed using Matlab software, drawing a
variety of rational conclusions. In this section some of the simulation results are
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discussed. Simulations shown here is using a circle of radius 3 represented the emo-
tion space filled with particles. We do the experiments with the particle number from
100 to 10,000.The experiment results have no significant improvement after the par-
ticle number was set to 2000. So the number of particles we chose is 2000, and the
lifetime of particles in system is 5 unit-long. We describe the emotion reactions of vir-
tual agent under no-stimulus and under stimulus.

In the case of no external stimulus, particles mainly do the Brownian motion. The
results showed the intensities of basic emotions are stable during 20 unit length of
time, and the emotions are in the peace state. The intensity values are slightly chang-
ing, but not obviously fluctuating (See Fig.1). This is in line with human emotional
response without external stimulation.

In the peace state of emotion, virtual agent accepts the external stimulus. For ex-
ample, the football team, supported by an agent, wins, and the agent’s emotion expe-
rience is happy. The emotional response of the virtual agent is shown in figure 1.
The intensity of happy emotion rise to the higher value 1.88, it means that the virtual
agent feels great joy. Then the emotion intensity is decreasing over time, but the vir-
tual agent is still in the joy. At the end, the emotion gradually fell back to the peace
emotion. The inner feeling of this virtual agent is pleasant. The system simulated the
emotion reactions of different agents with the same external stimulus. The result
shows that level of the emotion is determined by an agent’s personality. This situation
represents a case where the emotion expression of an introvert agent is weaker than
those of an extrovert agent. This is entirely consistent with the emotion response of
different personality. In non-peaceful state of agent’s emotion, the reaction to stimula-
tion will be influenced by the current emotion. For example, the agent is incited by
the happy stimulation under the same environment. Results showed that the reaction
to the happy stimulation is strong at the time when he is happy, and the reaction is no
simply addition (Fig.1).

5 Conclusions

Based on psychic energy of psychology theory, this paper presents a way to build
emotion model by using particle system. This emotion model can embody these basic
features which are described by Picard [3] in his book Affective computing. Emotion
model, in the methods, built on the particle system is simple and easy to understand.
Moreover, the diversity of particle state fully reflects the part stochastic characteristic
of the virtual individual emotion under monolithic certainty. The interactional effect
of emotions was fully incarnated through particle movement. The disadvantages of
the method are: one is that the emotion model cannot accept indirectly external stimu-
lation. The other is that evaluating the emotion model is difficult because there is no
normal assessment standard. Concerning future work, the emotional contagion, as a
importance factor influencing on the emotion experience, will be considered in emo-
tion model.
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1. The emotion levels of an agent with personality (0.5, 0.9).As there is no stimulus about

anxiety and relax, the two emotions will not be shown. At the time (t=20s), the agent received
happy stimulus (sti-Point=(0,5)). He received the same stimulus at the time (47s and 50s). Then
he received an anger stimulus (t=70s, sti-Point= (0,-5)). At the 102s, he received another an-
ger stimulus after he received a happy stimulus (t=100s, sti-Point=(0,5)).
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Abstract. The integral inequalities play important roles in classic measure the-
ory. With the development of fuzzy measure theory, experts want to seek for the
integral inequalities of fuzzy integral. We concern on the inequalities of Choquet
integral. In this paper, Holder type inequality and Jensen type inequality for Cho-
quet integral are presented. As the fuzzy measure are not additive, thus what is
the other conditions for integral inequalities are discussed. Besides, examples are
given to show that the conditions can’t be omitted.

1 Introduction

Since the concept of fuzzy measure and fuzzy integral was introduced in [17], they have
been comprehensively investigated [8]] [4]. There are interesting properties which have
been studied by many authors, including Wang and Klir [9]], Pap [13], Grabisch [7] and
,among others. On the other hand, fuzzy integrals, for example Choquet integral [3] and
Sugeno integral [[17]], have been widely used in various fields, such as decision making
, artificial intelligence and economics [7]], [[16], [[19] .

Some integral inequalities [6], such as Markov’s inequality, Jensen type inequality,
Holder’s inequality and Minkowski inequality, play important roles in classic measure
space [2]. A natural thought is whether these integral inequalities still hold in fuzzy
measure space under the condition of non-additive measure. The study of inequalities
for Sugeno integral was developed by Roman-Flores, Flores-Franuli¢, Chalco-Cano,
Yao Ouyang, Mesiar, Agahi [15,/5,[14,[12.[1LI11] and so on. All of them enrich the fuzzy
measure theory. We focus on the inequalities for Choquet integral. There are hardly any
papers concern about inequalities for Choquet integral. R. Wang [[18]] has done this
work, but the Holder type inequality and Jensen type inequality for Choquet integral
are obviously uncorrect. It’s easy to find errors in the procedure of the proof and to give
counterexamples. Thus the conditions under what the Holder type inequality and the
Jensen type inequality for Choquet integral are discussed.

R.Mesiar and Jun Li [10] gives several inequalities of choquet integral under certain
conditions. This paper gives two inequalities of Choquet intergral while from differ-
ent points of view. This paper is organized as follows. Section 2 provides some basic
notations, definitions and propositions. In sections 3, the Holder type inequality and
the Jensen type inequality for Choquet integral are displayed. Section 4 consists of the
conclusion and problems for further discussion.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 219
springerlink.com (© Springer-Verlag Berlin Heidelberg 2011
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2 Preliminaries

Let X be a non-empty set, .# be a o-algebra of X. Throughout this paper, all considered
subsets belong to .

Definition 1. A set function u : F — [0,1] is called a fuzzy measure if :

(1) p(0) = 0 and p(X) =

(2) A C B implies j1(A) < p(B);

(3) A, — A implies L(A,) — 1(A).

When W is a fuzzy measure, then (X,.% , 1) is called a fuzzy measure space. Let F be
the set of all non-negative measurable functions defined on X.

Definition 2. Suppose (X,.%, L) be a fuzzy measure space. Let s be a measurable sim-
ple function on X with range {ay,ay,...,a,} where 0 = a9 < a; < ap < ... < ay. The
Chogquet integral of s with respect to U is defined as

/ sdy = z ai—ai-1)- w({xf(x) = ai}).

For a non-negative measurable function f,

/)(fdu—sup{/xsdu

Proposition 1. Let f and g be non-negative measurable functions on (X, 1), A and
B be measurable sets, and a be a non-negative real constant. Then,

(1) Jaldu = p(A) ;

(2) [y fdu = [ f-xadu ;

(3)If f < gonA, then [, fdu < [,gdu ;

(4)If A C Bthen, [, fdu < [z fdu ;

(5) Jaafdu=a- [, fdu .

Unlike the Lebesgue integral, the Choquet integral is generally nonlinear with respect
to its integrand due to the nonadditivity of u. That is, we may have

s is a simple function, 0 < s < f} .

[tr+oau# [rau+ [ean.

Definition 3. For every pair f and g of measurable functions, f and g are said comono-
tone if for every pair x| and x» (x1,x2 € X ),

flx1) < fx2) = g(x1) < g(x2).

Proposition 2. Let f and g be non-negative measurable functions on (X,.% 1), f and
g are comonotone. Then for any A € F

A(f+g)du:Afdu+Agdu~
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Definition 4. A function @ : [0,00] — [0,0] is convex if

b <2 )uixi) < le"p(xi)
i=1 i=1
where 0 < A; <landY! A =1.

3 Main Results

Theorem 1. Let (X,.7, ) be a fuzzy measure space, f,g €T, A C X. If f and g are
comonotone, .+ =1,0< o, < 1. Then

/Af“gﬁdus (/Afdld)a</Agd,u>B.

Proof. As [ fdu and [gdu are non-negative real numbers, from proposition 1 we
know that
Juf ogh du
(fafd)” (fygdp)”

:/A (f]fduy (fggdu>ﬁ a

Since the geometric inequality

n ) n
[T <> aiq,
=1 i=1

where g; > 0 foralliand Y | g; = 1. Thus

A(ffdu)a<fggdu)ﬁd“

af Bg )
< du.
‘/A(ffdu+fgdu H
As f and g are comonotone,then
af Bg )d
//a(ffdu+fgdu g
_ [ of Bg
;L i
=a+p=1.
Therefore
fAfagﬁ du

(o fdm)™ (fgdu)? ~
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That is,

[roans ([ ran)"(fon)" e

Notice that the equation holds if and only if f(x) = k- g(x) (k > 0). It is easy to find
examples to show that although the comonotone condition may not be necessary, it
can’t be omitted.

Theorem 2. Let (X,.%, 1) be a fuzzy measure space and f € F. If @ : [0,00) — [0,0)
is a convex non-decreasing function , then

@ (/deu) < [ @) du

Proof. Let s be a measurable simple function on X with range {aj,as,...,a,} where
0=ap<a; <ay<..<a, Denote A; = {x|f(x) > a;}, then u(A;) = u(X)=1and
p(Aps1) =0.

For that

and @ is convex, we have

S
M=
2
=
>

|
E
>
*

~

IA
M-
8
2
=
2
|
=
=
5

I
M=
B
5

) — @(ai1)) 1(Ai) -

Since @ is non-decreasing, {®@(ag),P(a;),P(az),...,P(a,)} is the range of P(x)
where 0 = @(ap) < @(ay) < ... < D(a,). We get

-

(P(ai) — P(ai-1)) p(Ai))

i=1

D(s)du.

—
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@(/}(sdu) §/Xd>(s)du.

For any non-negative function f € F, Take the supremum of {s < f} on both sides of

the inequality, we get
sup{d)(/sdu) s§f}
X
:(D(sup{/ sdu sgf})
X
o(fm)
SSf}

gsup{ [ @)
= [ @(nan.

So

That is
D ([ fdu) < [x P(f)du. o

Notice that it is easy to find examples to show that the affiliated condition @ is non-
decreasing can’t be omitted.

4 Conclusions and Problems for Further Discussion

In this paper, two kinds of integral inequalities are discussed. In the future, there are still
two problems to be solved. Firstly, if there exists weaker affiliated conditions or neces-
sary and sufficient conditions for the inequalities. Secondly, what are other inequalities
for Choquet integral, such as Hardy type inequality, convolution type inequality, Sto-
larsky type inequality and so on.
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Abstract. To solve the problems of label clustering, bad theme relevance, etc.
of information retrieval especially the semantic retrieval in the context of Chi-
nese environment. The appropriate information retrieval model for the Chinese
semantic environment is constructed through introducing ontology and class la-
bel mechanism. Based on optimization of the query retrieval submitted by on-
tology and label to the user and through calculation of the similarity between
ontology label and member engine data, the dispatching method for member
search engine database is proposed; the method appropriate for extracting this
semantic information retrieval model data is proposed through improvement of
the traditional STC algorithm. The research on semantic retrieval technology
based on ontology and label breaks through the bottleneck of semantic search
and information resource management & organization and enhances the scope
and quality of the semantic information retrieval.

Keywords: ontology, semantic retrieval, class label, primitive.

1 Introduction

Information retrieval indicates the process of the user’s searching for necessary in-
formation from various information sets. It contains information storage, organiza-
tion, representation, inquiry and access, etc..Semantic retrieval indicates the retrieval
in combination of information retrieval & artificial intelligence technology (AIT) and
natural language technology. It analyzes the retrieval request of information object
and searcher from the angle of the semantic comprehension, and it is a retrieval match
mechanism based on concept and its relevance. Currently, the main technologies in
realizing semantic retrieval include three aspects: natural language processing (NLP),
method based on conceptual space as well as method based on ontology, etc. NLP in-
dicates the processing of natural language to enable the computer to understand the
content of the natural language. No help will be given to the information retrieval ef-
fect by adopting the processes, like simply removing stop words and taking wood
root, etc. However, the consumption for processing and storage will be increased if
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ents(PYZZ090420001451).
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the processes, like adopting complicated word sense disambiguation and coreference
resolution, etc. The semantic retrieval method based on conceptual space indicates
applying the conceptual space into the information retrieval and selecting the content
related to the concept based on comprehension of the concept connotation by the con-
ceptual space and the concept conveyed by the key words submitted by the user as the
retrieval basis to expand the retrieval scope by dint of this. The traditional information
retrieval mechanism can not solve the semantic problem under the context of Chinese
effectively. However, ontology, as a conceptual model modeling tool that can de-
scribe information system at the layer of semantics and knowledge, focused by nu-
merous research personnel at home and abroad since it is proposed and has been
widely applied in many fields of the computer, like knowledge engineering, digital li-
brary, software reuse, information retrieval and disposal and semantic net of the hete-
rogeneous information in the internet, etc..

2  Clustering Search Technology Based on Ontology

The main advantages of the semantic information retrieval based on ontology are
represented in two points: firstly, the system eliminates the concept ambiguity of the
key ambiguous words in semantic concept by dint of domain ontology through utilizing
the correlation among the key words in the user’s query method, and ensures the cor-
rectness of the return to the document. Secondly, the system can better comprehend the
user’s retrieval demand by virtue of domain ontology and perform corresponding rea-
soning according to the correlation among the key words in the user’s retrieval query
method to answer the user’s questions and tap out the user’s real demand.

Definition 2.1 (Ontology): O= (D, W, R), in which D indicates a field; W indicates
the clustering of the state of relevant affairs in the field while R indicates the cluster-
ing of the conceptual relation in the field space <D & W>. The ontology refers to the
description of conceptualization in certain language.

However, at present, in information retrieval technology, the retrieval result infor-
mation interaction method based on “key word query + user’s voluntary browsing”
brings about the bottleneck of delivery of user’s information demand. To solve this
problem, the label is introduced in this paper. The function of the introduction of label
refers to the better orientation between the retrieval result and user interaction.

Definitions 2.2 Class tag: Class tag refers to the key terms that indicating the key
content of the document but were standardized by ontology techniques, primarily ma-
nifested as the search key terms input by users. It possesses three characteristics of
subject terms: (1) expressed by letter symbol; (2) reflect the relation model between
page data and user search from the perspective of the ontology character; (3) organize
structure in the retrieval system according to the ontology model, enabling it to reflect
the key content of the document. It composed an assembly concept unit of the re-
trieved topic. The class tag library, in fact, is a concept table collected with search
meaning, which is also a conceptualized key term table for searching and description
of various key themes of web page data.

The Information retrieval model based on ontology is shown in Fig 1.The search op-
timization mainly involves in the optimization of users’ search query. The module of tag
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cluster is responsible for the extraction of original tag data, word segmentation, judg-
ment on key integrity, semantics similarity computing, modularization of tag ontology,
and generation of cluster-tree of the clustering search engine. Finally, the corresponding
document summary index will be loaded through the class tag, which will be submitted
to users in terms of visualized cluster-tree. The following research is mainly about the
Semantic Similarity Computation Methods involved in the tag cluster module.

Semantics vectorization
I Ontology of searched phrase
tag library S
Ontologization Search o&muzatlon
¢ [Tab modularization
Class| [clustering
|Ont010gy search query tag S -
1milarity computin
clustdr y puting
Automatic tag
Scheduler module of com-| Progluce segmentation
onent engines cluster-tree _ :
i v Document semantic clustering
Ordering _
Tag cluster-tree p/Clustering documen
Document Clustering tag tree
[.ib Document summary

Fig. 1. Information retrieval model based on ontology tags

3 Semantic Query Optimization Based on Ontology and Label

3.1 Query Retrieval Optimization Based on Ontology

As a conceptual model, ontology conveys the universal understanding about the do-
main knowledge through defining the correlation, axiom and theorem among the
shared concepts of the domain. It has very good semantic presentation skill. There-
fore, the user’s retrieval expression can be optimized through referring to the concep-
tual relationship in the label library of ontology and the user’s retrieval condition can
be mapped to the concept and relationship of ontology by utilizing the semantic rela-
tionship in the label library of ontology, thus the conformity in user’s demand and the
machine understanding is realized.

The user’s query retrieval expression can ultimately be transformed into the aggre-
gation of a group of concepts and logical relationship (and, or, non-), thus the user re-
trieval conceptual space is formed. The user query can be expanded into semantic
vector. As for the link list composed by the corresponding concept in the ontology,
each concept is described by its property. The key words input in the user’s query
might be the concept of the ontology directly. However, it might be the property de-
scription or restriction of certain concept. Therefore, directly represent the user query
retrieval expression into the semantic vector of the primary expression of Chinese
based on HowNet. Please refer to the Fig. 2.
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[User query retriCVal_>|Concept 0, |Concept 0, | ...... |Concept ) |
formula Q
|Prima.ry R1 |Prima.ry R2| ...... Primary RI. |
A 4
|Primary R1 |Primary R2| ...... Primary p i
|Prima.ry R1 Primary R2 | ...... Primary Rk |

Fig. 2. Semantic Optimization Vector of User Query Retrieval Expression

Assuming the user’s original concept space is €W}, in which Q refers to aggre-
gation of retrieval conceptual items in the user query expression while W refers to the
aggregation of logical relations among the conceptual items. The procedure for opti-
mizing the user query expression by utilizing the label library of the ontology can be
divided into two steps:

Step 1: Map the user conceptual item in Q to the concept in label library of ontol-

ogy and form new conceptual aggregation R ;

Assuming the retrieval conceptual item in Q is {Q,,Q,....,Q,}, in which as
for each conceptual item, search for the concept that matches it in the labels of the on-
tology, including its synonym and various morphological changes. Each successful
match will generate a record (g, r,), in which Q i is certain retrieval conceptual
item in Q while R is the concept that O, matches it in the labels of the ontology.

For one @, may have many relevant R; therefore, one O, might have many records.
All Rs form new conceptual aggregation R.

After all user conceptual items in 0 are mapped to the concept in the label library
of the ontology, then the next step begins.

Step 2: determine the new logical relations among the new concepts by executing
logical transformation rule of R according to the semantic relation and original log-
ical relation W to form new conceptual space.

According to the semantic relations among various concepts in aggregation R,
transform the former logical relation and form new logical relation among the new
concepts. The semantic relations among the concepts include synonymy, hypernym-
my/hyponymy, half/full meaning relations and antonym

The transformational rule is mainly realized through application of a suit of logical
transformation rules. The logical relation between any two conceptual items z, in R

and R ; mainly includes logical “and” relation, namely R”a"de; logical “or” rela-

tion, namely R,0rR;; logical “non-" relation, namely .. :x , ; provided that there are
many logical relation combinations in the concepts of R, the mapping can be realized
through combination of aforementioned basic mapping rule. The conformity in user’s
demand expression and machine’s understanding through aforementioned method can
enhance the quality of system retrieval effectively.
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3.2 Semantic Query Expansion Based on Class Label

The ontology defines the shared concepts of the domain and the relations among the
concepts and can expand the semantics of the retrieval condition by utilizing the hie-
rarchical relationship (subclass/superclass relation) and other relations, like synony-
my, near-synonymy and inclusion relation.

(1) Synonymous expansion, the phenomenon of “polysemy” extensively exits in
the natural language. Substitute the conceptual synonyms in the retrieval space as the
retrieval condition. The return result is completely relevant. For instance, “data exca-
vation” can be substituted by “knowledge discovery” in the field of computer and “in-
formation retrieval” can be substituted by “information extraction”

(2) Dirilling expansion, use more specific subordinate concept (sub-concept) to
substitute the user retrieval space concept and define the retrieval scope to a small
area.

(3) Generalization expansion, use the superiordinate concept (superclass concept)
at higher degree of abstraction to substitute user retrieval space concept and expand
the retrieval scope.

From the perspective of the aforementioned process of query expansion, the informa-
tion retrieval based on ontology is the process of searching for new nodes ceaselessly
along the arc from certain node of the figure. Therefore, the heuristic expansion query
expression based on ontology is proposed.

Generally, the heuristic expansion expression based on ontology can be defined to

the combinatorial calculation of n functions. Its form is: € = Ji» favee 2 fo , in
which each /(0 == 7) represents a search operation /= (309 indicates a

directed edge € or its reverse edge ¢, which represents the a linking relationship of
the label nodes while 4 represents the brother’s interval length specification.

4 Each Member Engine Dispatching Strategy

The dispatching strategy is to study how the search engine selects appropriate quanti-
ty and member search database greatly related to the class label and obtains maximum
search benefit by virtue of small resource consumption designated to possibly avoid
submitting the query requests to the member database for execution without distinc-
tion during the process of query of clustering search.

Definition 4.1: Assuming there is a similarity calculation function, the function calcu-
lates the similarity of the each document to the every class label. The similarity can
approximately manifest the usefulness of the document. As far as the class label of the
automatic clustering, provided that a document d complies with any one of the next
condition, then d will be deemed useful to the user query.

(1) Provided the retrieval requests returning to the n documents, then in the similar-
ities of all documents to the L, the similarity of d to L is the among the maximum n
similarities.
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(2) Provided that the retrieval requests returning to the documents with similarity
of class label L larger than certain critical value, then the similarity of d to the class
label L will larger than the value.

R (.D)

Definition 4.2: The abstract quoted by the meta search engine database D

in the class label L is constituted by two parts:

(1) The total actual cites of 2@, D@,

The quoted document weight included in 2@ P (doc 1D (1,))
Assuming the abstract quoted from the m member search engine databases
D, and D is R(D)={R(,D).R(,D),...R(,D)} R(,.D)

cates quoted abstract database D: in the class label 7.

, In which indi-

Then, as for the similarity of the quoted abstract R(D:) of the database of the
member search, the calculation formula is listed as below:
sim(L,R (D, )) = Z/: Iw, *disl, w..
= , in which Y indicates the weight sum of the docu-
Iw,; =Y p'(doc, 1D (I)

ment quoted by the class label g in ith database, namely ,

. 1y
disl; = ;Z] dr,—alr)) |y

in which - , U indicates the proportion of the weights indexed
by the Ilabel v in D, and all search databases, namely
Lry;, = rl U

X lw o alr

= s 7 indicates the mean value of all ‘" s.

During the process of dispatching strategy of the clustering search engine, the re-
levance of each member search database to the user’s interest class label L shall be
calculated first. Sequence the member engines according to the relevance and select
the several member search engine databases ranked top to provide query service for
user.

5 Date Extraction Method Based on STC Algorithm

The traditional STC algorithm refers to the document clustering algorithm of a linear
time complication. The main idea is to see the each document as a character string
and build suffix tree. The same character strings occurred in the suffix tree are re-
garded as the fundamental class and then merger the fundamental classes. The charac-
teristics of the suffix tree: (1) there is only root node; (2) the intermediate node shall
have at least two child nodes and each edge is identified with the substring, which
represents the path of node to the root; (3) there should be not the same identifications
at the edge of the same node; (4) the substring of each character string has corres-
ponding suffix node.
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Fig. 3. Suffix Tree of Label Phrase Extraction Result

Traditional STC algorithm is as shown by the Fig. 3. As for the suffix tree formed
by three character strings “clustering search engines”, “meta search engines too” and
“clustering search meta too”, the circles in the Fig. indicate the node, each interme-
diate node indicates the same words showing up in the document, its content is identi-
fied at the edge. The first figure in the rectangle indicates the substring belongs to that
document while the second figure indicates the which substring among the character
strings.

The values of the similarity of the fundamental class labels in STC algorithm are
only O and 1, as far as 71-T: is concerned, in which the similarity can not the simple
0 and 1. Therefore, the following improvements in STC algorithm of based on ontol-

ogy are made in this paper:

(1) Similarity calculation in combination of HowNet ontology primitive
By combining the semantic query expansion in 3.2 section, as for the two labels
T, ): S1]7S127"'7S1n. T,

and 72 | provided that 71 has n primitive items (concept has

m primitive items (concept): S20:8225+:5m  Then, the similarity of 71 and 7: refers
to the maximum value of the similarities of various concepts. That is, it is defined as:
Sim(T,T,)= _max Sim(S,,.5,,)

i=l..n,j=l...m ’

The similarity of 7t and”> is the mean value of the similarities of various con-

cepts, it is defined as: ST 7) =2 jz. Sim(Sy,,85;)/ mn

(2) Semantic distance of the added label module
As for the two labels 7, and T,, their similarity shall be marked as: Sim(T.T,),

. _ a
Sim, 1) = Dis(T,,T,) +a
In which & refers to the adjustable parameter, its meaning is the word distance

value when the similarity is 0.5, its word distance is ?*7-%), Now a simple transfor-
mational relation shall be defined to satisfy the aforementioned condition.
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Rule 5.1: Similarity is defined as the real number from O to 1;
Rule 5.2: The similarity of label and primitive is defined as a small constant;

Rule 5.3: As for the similarity of specific class label and class label, provided that the
two words are same, it is 1, or O.

Assuming the path distance of two primitives in this hierarchical system is Dis(5,,5,)

o
. . L. . Sim(S),8,) = ———— | .
and the semantic distance between the two primitives is "D+ in which

5:S: indicates two primitives while P(51-5:) i the path length of S+5: at in the hie-

rarchical system of the primitives, a positive integer. & is an adjustable parameter.

6 Conclusions

The semantic retrieval technology based on ontology is mainly studied in this paper.
Firstly, the limitation of traditional information retrieval search technology presented,
then the new information retrieval model is proposed by combining the ontology and
label technology, partial methods and theories in the model are analyzed and studied;
the query retrieval expression is decomposed to primitives and mapped to ontology to
observe their semantic association in ontology and the optimization of query retrieval
expression is realized by utilizing ontology; the dispatching methods for member engine
are studied on the basis of meta search technology and by combing the ontology label;
the STC algorithm is improved during the process of webpage information retrieval.
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Abstract. In order to solve the problem of the knowledge base construction for
a living expert system to adapt the changeable world, a set of method based on
the cognitive model include the knowledge acquisition, representation, storage
in organization, updating and reasoning conveniently is presented. Simulating
the learning procedure of human beings is the core idea of this method from
which we can find the ways how to add, delete, amend and use the knowledge
in an expert system. Based on the analysis of the common procedure of child-
ren’s actions during recognizing the world, a cognitive model of concept learn-
ing is abstracted. A general concept learning algorithm, a knowledge represen-
tation method based on general rules, a logical structure in the forest shape, and
a uniform data structure for storage are accordingly presented. Thus, a complete
and more scientific management case for the knowledge base of expert system
is provided. At last, comparing with some ontology knowledge bases, three dif-
ferent characteristics of this construction method are discussed.

Keywords: knowledge base, construction method, expert system, cognitive
mode, knowledge representation.

1 Introduction

The knowledge base is one of the most important factors affecting the performance of
expert systems. The quality and quantity of knowledge in an expert system determines
its ability to solve problems. Similarly with a human expert, the expert system needs
the learning ability to achieve new knowledge, eliminating errors, improving existing
knowledge, and to storage them in order, which can create advantage conditions for
actual reasoning and application. To construct the knowledge base in scientific can
help the expert system maintaining the exuberant vitality.

The concept is a reflection of the nature of things. It can be characteristic the things
generally[1].The growth of human knowledge thanks to concept learning methods, al-
though the learned knowledge is not necessarily a reliable, but it is the important way
for a man to improve his abilities on recognizing the world. Current research on con-
cept learning is following two different routes [2]: One is based on the engineering
method, which sets out from the potential principle(not considering whether the prin-
ciple is being in the synthesis of the life),attempting to test and confirm a engineering
method of concept learning; Another is based on the cognitive model, which tries to

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 235
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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exploit a computing theory of people’s concept learning by analyzing and explaining
how the information is being processed during completing their recognition activities.

2 Theory of the Cognitive Model

Simulation is the goal of Al, but also the learning ways and means. 10~24 month old
children are the best simulation objects for research on the intelligence growth natural-
ly, who are in an important phase for the intelligence to take off. Because they have the
material conditions on the side of physiology and their psychology is also pure. So
long as the security sense obtains the guarantee, not have the uncomfortable feelings,
they can make the natural responses to acquaintance's simple instruction. Through ob-
served five babies for more than four months, we found that the process of the baby to
distinguish things may reappear many times. These are very important for the research
on the intelligence's natural increase process.

When a child is interested in a kind of objects at the first time, an approximate im-
pression will be marked in his memory. This impression consists of a few main sen-
suous features and the concept described with these features appears very imprecise.
But with the natural knowledge management, this kind of knowledge will be improved.

If a child meets a new instance and knows he has no concept about it definitely, he
may ask the people with more abundant knowledge and then establishes a new concept

of the new instance.
A set of instances in
different domains

|Description of the instancesl

Fig. 1. The cognitive model is the common procedure of children’s concept learning

In a word, the procedure of a child to cognize the world is the procedure that during a
period many new concepts in different domains are established and many old concepts
will be refined from time to time. This procedure is based on existing concepts in his
memory, which is in accordance with the “fringe effect” of learning. So we can call this
procedure the general concept learning. The model of the learning procedure can be ab-
stracted as Figurel. It is worth noticing that during the procedure of refining the con-
cepts of one kind of instances, there will be some elementary concepts produced, which
are called ontology. Ontology is a detailed description of the basic concepts [3]. With
the increasing of ontology, the learner’s experience will be enriched and the ability of
abstract thinking and reasoning will be improved constantly.
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3 Knowledge Representation

Knowledge representation is one of the important factors that can influence the know-
ledge management method and the expert system problem solving performance.

3.1 Requirements

The requirements of knowledge representation in expert system usually include the fol-
lowing sides: (1) Strong ability of expression; (2) Convenient for control, contributing
to improving the efficiency of the search and matching; (3) Union structure, easy to
expand, modify and consistency check the KB.

3.2 Requirements

Based on the analysis above, an ideal knowledge representation mode is presented,
which is called knowledge representation based on generalized rules (KRBGR). Its
formal method fully incorporates the benefits from logic, production rules in know-
ledge representation and reasoning, and has compensated for their weaknesses. Over-
all, KRBGR likes production rules, has the shape "premise — conclusions". The child
conditions of facts and rules’ precondition completely uses first-order predicate logic
or proposition. The deduction mechanism is the same as the production system, the
rule conclusion can be used to further reasoning or the suggestion directly, and it can
also be triggered a process command. The description of KRBGR with BNF is shown
as follows:

<general rule>::  =<premise>—s<conclusion>|<attribute set>—<concept name>

<premise>:: =<single condition>|<compound condition >

<conclusion>:: =<fact>| <operation>

<compounded condition>:: =<single condition> A <single condition>[ A ...]<single condition> Vv
<single condition>[ A2 .

<operation >:: =<single operation>|<compound operation >

<compound operation>:: =<single operation> N <single operation>[ N ...]|<single operation> Vv <single
operation>[ v |

<single operation >:: =<operation name>|<predicate name> [ (< variable>,...) ]

<attribute set>:: =<single attribute>|<compound attribute>

<compound attribute >:: =<single attribute> A <single attribute>[ AN

<single attribute>:: =<attribute name>[(<variable>, <attribute value>e]

<concept name>:: =<Instance name>[ (<variable >) ]

3.3 The Advantages of KRBGR

Application of KRBGR, the knowledge expressed in production rules, framework,
semantic networks, relational databases, and other modes can be consistently
represented conveniently and modular organization. It will be very useful for large-
capacity knowledge base system building undoubtedly.
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4  Algorithm of General Concept Learning

4.1 Data Structure

Due to the length of branches is variable, to adopt a uniform data structure for
branches is not realistic, but we can use consistent data structure on the leaf node. The
data structure of each node not only contains the node content itself, but also includ-
ing a variety of logical relationships of the nodes in the tree. To store each node in the
computer as a record can be easily to recover the logical relationships between the
nodes. The data structure description of the node can be shown as follows:

struct node

{ int incrs; // identify of node
char content[50] ; //content of node
int fath; //father point
float C_v; //confidence value

float T_v; //threshold and some signs
}

4.2 Algorithm

Since the KB adopts a tree-shape structure to organize the concepts and store them,
accordingly, the mechanism of searching and match adopts the width-first method,
and the description of the instances and the concepts adopts the representation method
based on general rules. In order to expatiate on the algorithm more clearly, two defini-
tions are given as follows:

Definition 1. If instance I has n attributes 7,75,...,T,, each one of the attributes has a
value Vr; the name of the instance is Ny, then the description of the instance can be
expressed as: {T\(I,Vry), To(ILVry), ..., T, V1), N(I)}, iEN,T\(1, V1)) represents the
instance.

Definition 2. If concept C has m attributes A, A,, ..., A,, each one of the attributes
has a value V ;, the name of the concept is Nc, then the description of the concept can
be expressed as: {A|(C, A1), Ax(C, A1), ..., T(I, V1), N(C)}, i€N, A((C, Ar))
represents the concept.

The description of the algorithm for GMLC is shown as follows:

Step 1: The system accepts a training instance /. If the knowledge base is empty, then
storage the nodes sequence directly; else it will get the first attribute 7 to search for the
branch of the concept tree. If it finds a node A; has the same name to 7| and V=V,
then it will continue searching for the nodes A,. Aj. ...which match 75, T3, ...of [
along the branch until it finds a leaf node. If N;j=N. and n=m, then the system keeps
down the description of the concept, and end.

Step 2: If the system finds a leaf node Nc and No=N,, but n>m, then it inserts the
nodes Tyi1, Tims2,--.,1n Which have not been matched before the leaf node as the new
nodes of the branch of the concept tree and ends.
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Step 3: If the system finds a leaf node N, but N7 Nj, then the learner knows that
a collision between the two concepts has taken place and returns the branch of the
concept to the expert who is required to update the concept. If a node A=T; and
Vi 7V appears, the system goes to step 5.

Step 4: If the learner finds that the procedure of the match is stopped for the reason
n<m, then it | searches for the leaf node N of the branch with N; directly. If the learn-
er finds a leaf node N¢ which is similar to Ny, then ends; else he will require the ex-
pert to enrich the description of the training instance, which is to add more attributes
to the description of the instance, and then goes to step 1.

Step 5: If A=T; but V,;7Vy;, then the learner will produce a brother node Ai
which is the same as T;, and append the attributes Ti,;,7i42,...,1, to the node A;. Let
Nc=N; and end.

Step 6: If the learner can not find a node A; on the ith layer in the branch matching
the attribute 7; in the description of the instance in a sequence, then he will move the
attribute T; to the end of the description of the instance, and continue the operation of
matching with T, until a node A; is found which matches to 7;. If V4=Vp, then go to
step I; else go to step 5. If the attribute node A; which is similar to 7; can not be found,
then a brother node A; is produce which is the same as 7; and the attributes
Tis1,Ti40,. .., T, are appended to the node A;. Let Nc=N; and end.

Step 7: If we use an instance without the name NI to test the learner, then the
learner will match the attribute nodes with the attributes of the instance along a
branch.

(1) If the matching procedure just arrives at a leaf node N, then the learner will
return N¢ to the expert and require him to affirm it. If the concept is right, then the test
has succeeded; else go to step 3.

(2) If n>m, the learner will return N to the expert and require him to affirm it. If
the concept is right, then goes to step 2: else goes to step 3.

(3) If n<m, the learner will require the expert to add more attributes to the de-
scription of the instance, and then goes to step 1.

(4) If a node A=T; but V,; > V;; appears in the procedure of matching, then the
learner will ask the expert the name N; and goes to step 5.

Step 8: In the learning procedure, if the learner meets some elementary concepts
which belong to some kind of objects, he will add them to the component concept
base of the domain according to steps 1 to 6.

5 Discussion and Conclusion

Under the guidance of the cognitive sciences, a set of KB construction methods of ex-
pert systems adapting to common fields is presented. Compared with the current rep-
resentative mass ontology-based KB, such as CYC [4], WordNet [5], NKI [6], there
are some significant differences.

1) Different Routes: Ontology-based knowledge acquisition is based on the engi-
neering methods of concept learning (regardless of the mechanism exists in the life
organization). The construction method based on cognitive model is a computation
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theory of human concept learning through analyzing and interpreting the information
processing process when human complete the cognitive activities.

2) Different Goals: Ontology-based KB system is mainly used for knowledge shar-
ing and strived to complete exhaustion. While the KB system construction goal men-
tioned in this paper is application-oriented directly, such as expert systems, intelligent
decision-making, pattern recognition, etc.

3) Different Approaches: Despite the wide variety of types, but the establishment
of the basic process of KB ontology-based is similar: At first, based on the idea of on-
tology, to establish a system structure of the domain knowledge from the domain basic
terminologies and relations, class, attribute set, which is convenient for understanding
and analyzing and support consistency. After that, under the expert’s guidance, the
knowledge engineers complete the textual knowledge organization, knowledge acqui-
sition, and then a relatively complete domain knowledge base is established. While the
learning procedure of GMCL based on cognitive model is to establish an meta-
mechanism of information processing based on the general principles of human know-
ledge acquisition firstly, and then depending on the problem fields involved and real
needs to increase the volume and improve the quality of knowledge gradually and con-
tinuously, then improve knowledge architecture, eventually a domain knowledge base
satisfying the problem solving is come into being.
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Abstract. Based on current situation that traditional manufacturing enterprises
cannot combine the customer demand in supply chain when the supplier is
selected, the manufacturing enterprises’ model of supplier selection based on im-
proved QFD is proposed through analysis on the index system of supplier selec-
tion. Such model is for QFD method the important tool — “House of Quality”,
which is restructured in content and form, formulates a relation matrix between
customer demand and index system, and makes use of AHP method and indepen-
dent collocation method for supplier selection. The final empirical analysis by ex-
amples proves that such model is feasible.

Keywords: improved QFD, supply chain collaboration, supplier selection, in-
dex system.

1 Introduction

With the economic globalization and diversification of demand, the lifecycle of
product is becoming increasingly shorter and the uncertainty of market is increa-
singly higher. The supply chain collaboration refers to mutual coordination and en-
deavor by supply chain enterprises in order to improve the overall competitiveness
of supply chain. In the supply chain collaboration, the supplier selection is the key
issue[1].

Currently, the research methods regarding supplier selection mainly include ABC
cost method, linear planning method, AHP, fuzzy comprehensive evaluation method,
neural network method, TOPSIS method, DEA method, principal component analy-
sis method, grey comprehensive evaluation method, integrated application of these
methods, and so on[2-5]. The shortcoming of these methods lies in that they do not
take customer demand into the supply chain consideration, and it is therefore a must
to start from the customer demand so as to build a reasonable, effective model of
supplier selection.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 241
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2 Model of Improved QFD

QFD is an important comprehensive planning tool, which converts customer demand
into the technical requirement of each link in production while the house of quality is
the major tool for such series of conversions, and thus the application of QFD method
here mainly means that of the house of quality.

For improvement of core competitiveness of supply chain, the core enterprises al-
ways need to outsource some parts, which requires the enterprises to make a choice
between different suppliers supplying the parts of the same kind; however, the tradi-
tional methods often cannot combine customer demand in the supply chain, enabling
the whole evaluation system to lose its target, especially the personalized customer
demand requesting modern manufacturing enterprises to respond rapidly, and the cus-
tomer demand therefore needs to be combined as the supplier is selected. Therefore,
the improvement of traditional house of quality must be done.

The supplier selection model based on improved QFD is obtained through tailor-
ing, adding and deepening by the restructured house of quality according to the de-
mand in supplier selection on the basis of traditional house of quality, as shown in
Fig.1.

Evaluation and selection
index system

Customer demand Relation matrix Customer demand weight

Weight of index

Supplier Score Total score

Fig. 1. The model of supplier selection based on improved QFD

In this research, the technical demand is to be replaced by the index system of sup-
plier selection. The elements in the relation matrix is generally marked with four
common symbols including ®, o, A and x to represent the relation between customer
demand and index system of supplier selection: strong correlation, intermediate corre-
lation, week correlation and no correlation. Furthermore, the technical competitive-
ness evaluation module in traditional house of quality is replaced by evaluation
module of supplier.

3  Specific Procedures of Supplier Selection

3.1 Build a Comprehensive Evaluation Index System of Supplier Selection

At first, starting from various demands of customers of core enterprises, classify pur-
chase materials in 80/20 principle (Pareto Principle) taking into consideration cost of
purchase materials, supply risk and importance and enthusiasm of supplier and then
classify the suppliers[6].
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There are various comprehensive evaluation indexes of supplier. This paper com-
prehensively reflects the traditional indexes such as quality, date of delivery, price
and service with combination of quantitative and qualitative principles, along with
such indexes as supply flexibility of suppliers, enterprise culture and environmental
protection level that embody core competitiveness of enterprises.

The index system is divided into two classes, where the first-class index is divided
into quality index, price index, delivery index, enterprise comprehensive index and
production capacity index. According to the different emphases to evaluating indexes,
the items in first-class index can be future subdivided, as shown in Fig.2.

Quality authentication grade
IS Quality management level
— Quality index
Q ty 4@ Qualification ratio of product sample
Repair and return rate

Product price
Product cost

— Price index
Purchase cost

Logistics cost

7 Delivery accuracy rate
Delivery index—‘i On time delivery rate
Flexible delivery ability

Human resources management ability

Enterprise culture

uonoaes sorjddns jo wasAs xapuy

Enterprise Natural geographical environment
comprehensive Environmental protection level
index Political and legal environment

Organizational coordination ability

Financial position
Customer satisfaction

. Product design ability
L Pfoquct' on Design and innovation ability
capacity index Level of production equipment technology

Scientific and technical innovation and
development potential

Fig. 2. The index system of supplier selection

3.2 Obtain Customer Demand in Supply Chain

To obtain customer demand is the key in QFD process. The core enterprise in supply
chain considers part of suppliers as its “virtual factory” and hands over its parts or com-
ponents completely to the supplying enterprises for production. With competition and
change of market, the customer-directed demand of the core enterprise will unceasingly
update and change, and therefore make demands to the suppliers in supply chain.
Through investigation, the common table of customer demand is shown in Fig. 3.

Customer demand in supply chain

. Product quality Service On time Emergency
Manufacturing Product . .
output rice assurance improvement delivery response
P P ability ability ability ability

Fig. 3. The Table of Customer Demand



244 X. Xu, R. Li, and X. Wu

3.3 Build a Model of Supplier Selection Based on Improved QFD

3.3.1 Formulate a Relation Matrix

In accordance with the above established model of supplier evaluation and selection
based on improved QFD, formulate the two dimensional table of relation matrix be-
tween customer demand in supply chain and evaluation index of supplier, and use
separately the symbols of ®, o, A and X to represent the relevant relations between
each evaluation index and different customers.

3.3.2 Determination of Importance of Customer Demand

The importance of customer demand is an extremely important quantitative index in
QFD. The quantitative grading on each demand can show the importance of each de-
mand to customers. The writer recommends adopting AHP method to quantize the
importance of customer demand and then determine the absolute importance m; of
each customer demand.

3.3.3 Importance Conversion

The importance conversion means to convert the importance of customer demand
(weight) to the weight of each evaluation index by use of the corresponding relations
established by the house of quality. The weight of each evaluation index m; is ob-
tained through direct multiplying of the weight of customer demand and numerical
values of ©®, o, A and X by use of independent collocation method. The numerical

values of ©, o, A and X therein are generally represented by “®:0:A:x=5:3:1:0".

3.4 Calculate Corresponding Index Weight

(1) Calculate the weight of customer demand ¢; (i.e. the relative importance of each
customer demand in supply chain) of i component, where m; represents the absolute
importance of each customer demand and n represents number of item of customer
demand.

_ mi
(M

(2) Calculate the weight of each evaluation index m; through the pertinence relation
between each evaluation index and the element of customer demand based on the
weight of customer demand «;, namely:

i

mj = i ai- rij
@)

Where r;; is the pertinence relation between customer demand and each evaluation in-
dex, represented by “©:0:A:X” separately representing “5:3:1:0”.

(3) Divide the grading of each evaluation index into several grades, and use f;
represent the grade value, and thus the final total evaluation grade of each supplier is:

Sum=mj - B (3)
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3.5 Select the Best Supplier

After analysis of the above procedures, keep the total valuation scores of all suppliers
in order from high to low, and the enterprise with the highest score is the best suppli-
er. Meanwhile, such evaluation model can also enable the enterprise to make compar-
ison with the model enterprise in higher weight of customer demand to facilitate the
enterprise’s improvement.

4 Application and Discussion

At present, the automobile industry in China has formed its complete supply chain
system of supply — manufacture - sales — service. Taking a certain Automobile Co.,
Ltd for example, it now needs to evaluate 6 suppliers providing dashboard, which are
separately set to be A, B, C, D, E and F.

(1) Use RS theory to normalize customer demand, obtain the importance D; of each
customer demand in Fig. 2, being respectively 7, 44, 21, 21, 5 and 2, and then use the
equation (1) to calculate the relevant importance of customer demand, being respec-
tively 0.07, 0.44, 0.21, 0.21, 0.05 and 0.02, as shown in Table 1.

(2) Establish an expert group in special charge of evaluation on suppliers, discuss
and determine the degree of correlation rij between each evaluation index and cus-

tomer demand, represented by “®, o, A, x”. If the score © between the evaluation
index I1 and customer demand D1 is obtained, then r;=5; use the equation (2) to get
the first evaluation index:

6
mi =Zai-m =5%0.07+3%x0.21+1x0.21+5x0.02=1.29.
i=1

Similarly, the weights of other 22 evaluation indexes can be obtained.

(3) Divide each index into seven grades, respectively representing very good, good,
above average, general, below average, poor, very poor whose corresponding scores
are 0.75, 0.50, 0.25, 0, -0.25, -0.50 and -0.75. The expert group gives the score f;
considering the concrete situation of 6 suppliers, e.g. the indexes of A Factory are in-
dividually 0.75, 0.25, 0.5, 0.75, 0.25, 0.75, 0.5, 0.25, 0.25, 0.5, -0.75, 0.5, -0.25, 0.5,
0.5, 0.25, -0.5, 0.25, 0.25, -0.25, -0.5, 0.5 and 0.25. By use of the equation (3),
SumA =m;- $1;=9.3. Similarly, the scores of the other 22 evaluation indexes can be

figured out, and the scores of the other 5 suppliers are individually 12.04, 4.15, 1.69,
6.78 and 7.25. See Table 1 for details.

(4) As seen from the above calculations, the total score of supplier B is the highest,
which is 12.04, suggesting that supplier B can better satisfy all demands in supply
chain. In the meantime, the highest total score in quality index, price index, delivery
index, enterprise comprehensive index and production capacity index shows that such
supplier is more advantageous in those aspects.
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Table 1. The System of House of Quality for a Certain Automobile Co., Ltd.

Quality index Price index Delivery index Enterprise comprehensive index Production capacity index  Weight of demand
B I 4 IS 6 17 18 I9 110 111 112 113 14 15 16 117 18 1% 120 121 122 123 4
@ | O e 0O A @ O O e O @ A O 2 © Fay 0.07
n e O (5] (sl (=] (s} o (s} (5] [s] 0.44
D2 Q e a 0O @ A A o] Fay ] o] 021
™ FAY L W = o (=] (o] 2] [n] 15} A O [s] 021
Ds Fiy @ A @ | A ] iy 0.05
|3 (5] (s} 2 A (8] ray (8] (s} Fiy (%] 0.0z
“"“;‘""‘“’" 129 283 278 141 314 100 258 LIS 245 061 237 128 192 068 216 037 043 126 226 119 105 133 139 Sum
FaewmA 075 025 05 075 025 075 05 025 025 05 075 05 025 05 05 025 05 025 025 025 05 05 025 03
B E 075 05 075 025 05 05 025 05 05 075 05 025 05 075 025 05 025 05 05 025 025 035 05 12.04
Faewm© 075 0.5 025 025 025 025 035 05 075 025 025 05 075 025 05 025 025 05 075 05 025 025 028 418
FammD 05 075 05 05 05 025 025 025 025 05 025 025 025 05 025 025 05 075 05 025 075 05 025 1.69
P ® 075 025 025 025 025 0.5 05 075 075 025 05 05 05 05 075 025 075 025 025 075 075 075 075 678
FienyE 075 025 0 05 05 025 075 025 025 075 025 075 025 025 035 05 05 025 025 025 035 025 05 7.6

Note: 1) I1, 12,..., 123 are their second-class indexes represented in Fig. 2; D1, D2, ..., D6
are their indexes represented in Fig. 3.

5 Conclusion

The adoption of the improved model based on QFD to conduct the supply chain col-
laboration-directed supplier selection overcomes the disadvantage that the customer
demand is often ignored by the traditional methods in supplier selection. The model
gives full consideration to the importance of customer demand in supply chain colla-
boration, which enables the core enterprises to address the issue of supplier selection
on purpose, reasonable and effectively selects appropriate suppliers in supply chain
group and better copes with uncertainty of various customer demands in supply chain.
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Abstract. With some critical defects existing in the generation of requirement
such as the method to extract concept, property and their relationship from ex-
ternal knowledge sources issues, we propose a novel approach to automatically
generate requirement for domain ontology evolution based on machine learning
theory in the light of P2P network routing model and storage characteristics of
ontology resource. The method takes a comprehensive considering on term fre-
quency, term field, similarity with original ontology and other factors to extract
key concept from texts, and then through Naive Bayes classifier compares those
key concept with original ontology and extracts their relationships. We demon-
strate that this research can ensure the requirement’s reliability and improve the
automation and intelligent on the process of requirements generation through
simulation experiments and analysis of the results.

Keywords: P2P, similarity, machine learning, ontology evolution.

1 Introduction

In P2P network, the information resources distribute in various independent peers and
through the semantic query mechanism users can position the required resources. On-
tology is the key to realize the semantic technology, it defines the terms used to describe
and express the domain knowledge, and it is a formal specification of a shared concep-
tualization. Along with the changes of the knowledge in external word, the data consis-
tency between fixed ontology and changing knowledge may be destroyed. As a result,
the ontology has not accurately reflected the new state of knowledge [1]. In order to
solve the adaptability’s problem between ontology and the dynamic changing external
knowledge, scholars have proposed ontology evolution. As the foundation and basis for
ontology evolution, reliable requirement for ontology evolution can make the ontology
evolve more scientifically and reasonably and reflect more practicability [2].

Based on the P2P network, combined with machine learning theory, this paper did
a certain studies and experiments on the capture and generation of evolution require-
ment, and then proposed a method to automatically generate requirement for domain
ontology evolution. The method uses the proposed TF-OS algorithm and improved
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BM25F algorithm to extract key concept from Chinese texts, and then takes advan-
tage of the original ontology to train the Naive Bayes classifier, use the machine
learning theory to confirm the relationship between key concept and original ontolo-
gy. Eventually achieve the goal to automatically generate reliable requirement for
domain ontology evolution.

2 Related Works

2.1 P2P Network and Ontology

The integration of P2P (peer-to-peer) equivalence technology and ontologycanmake
P2P network support semantic query [3]. The peer in P2P network can use ontology to
mark resources and to establish semantic association among peers, and can use ontolo-
gy reasoning to retrieval implicit knowledge, in turn to improve the efficiency of re-
trieval and recall ratio in P2P network [4].

2.2 Requirement of Ontology Evolution

According to the different generation methods of the requirement for ontology evolu-
tion, it can be divided into manual, semi-automatic and automatic. Aim at the auto-
matic generation of the requirement for ontology evolution, Sun Zhongyi, in refer-
ence[5], focus on the research of how to use semantic search and semantic reasoning
skills to analyze the environment changes and to generate the evolution requirements
in the semantic service composition environment. Zhang Zizhen, in reference[6], pro-
posed to identify the new terminology and the relationship among the ontology ele-
ments by taking advantage of the background knowledge of combining multiple data
sources (WordNet vocabulary, the online ontology and documents in the Semantic
Web). Ouyang, in reference[7], use weighted word frequency algorithms to judge the
related degree of the key concepts extracted from pure texts, and combined with on-
tology search algorithms and the generate rules to automatically generate the evolu-
tion requirements.

2.3 Problem to Be Solved in Requirement Generation of Ontology Evolution

There are two key points in the requirement for ontology evolution: one is to extract
the concept for evolution, the other is to confirm the relationship and property for
concept. The method to extract the concept is closely related to the data sources.
While the current studies on automatic generation of requirement are mainly based on
regular structured data, the method to extract evolution concept from unstructured da-
ta sources needs further study. On the other hand, for the issues such as how to evolve
the key concept into ontology and confirm the relationship between key concept and
original ontology, there is no effective method. While a lots of third-party mature
tools are needed for auxiliary analysis, which needs higher demand on the environ-
ment and interface of the system, but poor performance in universality and applicabil-
ity, meanwhile cannot fully achieve the original intention of automatic.
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In the generation of requirement for ontology evolution, in order to enable the
process more automatic, and do not lower the reliability of the requirement while
reducing human input, at the same time the method has a greater universality and ap-
plicability, this paper did a certain studies and experiments on how to automatically
generate requirement for domain ontology evolution base on texts.

3 Capture Key Concept for Domain Ontology Evolution

3.1 Domain Ontology

Domain ontology contains correlative knowledge of specific domain, which could
provide the relationship between concept definition and the concept and also provide
the activities occurred, the main theories, basic principles and so on in specific
field[8]. In this paper, domain ontology is defined as follows:

Definition 1: domain ontology can be expressed as follows: O={I,C,P,R).
O is domain ontology, [ is information of O, Cis a set of concepts or classes, P is a
set of properties, R is relation in O.

3.2 Capture Key Concept

By the definition of domain ontology, in order to evolve the existing ontology O, we
must first obtain the main subject, candidate concept set C'. Then identify the rela-
tionship between C’ and the existing concept set C, ultimately, complement with
properties to enrich and perfect the concept.

The peers in P2P platform through enrich and update local resources as well as
share texts to exchange knowledge. The process of enriching and updating local re-
sources is the process of enriching and updating knowledge. Through preprocess
these texts which introduce potential new knowledge to get candidate words and
eventually get the key concept of ontology evolution by filtering. In this paper, these
texts are defined as ‘candidate texts’.

Definition 2: Candidate text collection is defined as: D¢c={d;,d>,...,dx].

In order to obtain the candidate concept, we firstly take word segmentation of the
N texts in the candidate text set Dc. At the same time, because the concepts of ontolo-
gy are generally made of nominal words or phrases, in order to filter the non-nominal
concepts, pos tagging is needed. Finally, after filtering out these existed words in on-
tology, the preliminary candidate word set is obtained.

Definition 3: Candidate word set is defined as: Tc={1,,15,..., t;}.

3.2.1 TF-OS Filtering Algorithm

In order to filtering the candidate words, on the basis of referring the classical statis-
tical method TF-IDF this paper propose an algorithm named TF-OS, which takes a
comprehensive investigation on the candidate words from both the frequency in the
text and the similarity with origin ontology.
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TF-IDF(Term Frequency -Inverse Document Frequency)[9] is the most widely
used method based on statistics and has various form of formula. The most common
form is as follows[10]:

Wty d) = tf - idf =22 LedtD) “{:;’;'d)“) log - (1)
In order to obtain the concept that has important position in the text and the closerela-
tion with knowledge of the current domain, this paper propose the TF-OS (Term Fre-
quency - Ontology Similarity) method to perspective the candidate words from fre-
quency and similarity with origin ontology, method of calculation is shown as
formula (2):

Wrp—os(ty, d) = TF x 0S (2)
Among them, the TF (Term Frequency) is a calculation of the candidate word’s fre-
quency within text, as shown in formula (3).
TF = log (tf(tg,d)+1) (3)
logn
Where tf(f;,d)and n is t;’s frequency and the total number of candidate words in the
document d,#, €T,, d €D,... TF show the importance of the word ¢, in text d.

This paper argues that, in specific domain ontology with highly recapitulative, the
words have a certain similarity in each other. The higher the similarity between can-
didate word and existed word in ontology, the candidate word is more likely to ex-
press the knowledge of this domain.

Definition 4: The words within concept set C and property set P of origin ontology O
constitute ontology feature word set together, defined as:To = C U P.

OS (Ontology Similarity) is the similarity value between candidate word and on-
tology feature word, method of calculation is shown as formula (4).

0S=1+log (1+m) “4)

Where m is the number of word couple whose similarity of candidate word and ontol-
ogy feature word is bigger than thresholda,; (a,;=0.5 in this paper).

This paper use the edit distance method to calculate the name similarity between
candidate word and the word in 75[11]. Edit distance is used to compare the similarity
of two string, it is the minimum number of insert, delete and replace operation needed
in the conversion from one string to another.

The method of calculation of the name similarity of current candidate word 7, and
ontology feature word ¢; is shown as formula (5):
max(|tgl |t;])—edit(ty,t;)

max(|tgl.|t;])

&)

Where Tc and T, denotes candidate word set and ontology feature word
set,;,€T ¢ t,€To.Itil and It is the length of string 7, and #; respectively. edit(ty,t;) denotes
the edit distance between ¢, and t;.

Finally, with the comprehensive considering of TF value and OS value, using the
formula (2) to calculate the weight value of #;in text d. Then sort the candidate words
by weight and take those words ranked before threshold a, (a,=10 in this paper) into
the next selection stage.

Sim(tki tl) =
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3.2.2 Improved BM25F Algorithm
This paper refers multiple weighted filed term frequency function BM25F [12] to
make a secondary filtering on the candidate words. The basic ideas of the algorithm
is, according to the different appearance field of the word, give each filed different
weight to calculate the weighted value wy(d,D¢) of document d containing candidate
word 1, and then calculate the weighted value Fy of ;,byw,(d D), finally set a thre-
shold B, for each candidate word f,, if the F>p, pick 7, out to be a candidate concept.
BM25F gains a comprehensive perspective on the candidate word from multi aspect
such as frequency, document frequency, important degree of the field, literature-
length, the average length of the literature and so on[13].

The formula of BM25F is as follows:

- 1+t N-df;,+0.5
wf,,(d, D) = k k

dl’ df¢, —0.5
k{((l—b)+bm)+tft'k fey

(6)

Whered is the field weighted version of d.ff; denotes the weighted frequency off,
ind, dl is the weighted document length, avdl is the weighted average document
length across the collection, dfy is the document frequency of #,N is the total number
of document in the collection D¢,d € D¢, and k 1' and b are free parameters.

The last item in BM25F formula is a kind of inverse document frequency of # in
across the collection. That is, the more the document containing #;, the lower the
weight value of the document is. And this is the same in order to give prominence to
differentiate when classify the documents. In candidate word filtering with the pur-
pose of obtaining the key concept for ontology evolution, the candidate word needs
not only reflect the core knowledge in specific domain, and it’s frequency in docu-
ment collection must have reached a certain extent. In other words, the extracted word
must reach a certain level in important degree and extensive extent. Important degree
can be measured by term frequency within document, field and other factors, which
has been reflected in the original BM25F formula. While the extensive can be meas-
ured by document frequency, this paper holds that, on the basis of considering the im-
portance of candidate word, the more the document containing #, that is the higher the
document frequency, the word is more likely to become key concept.

Therefore, this paper adjusts formula (6) to formula (7) as follows:

= (k1+ D7, N
W, (d.D) = , ar’ , N—df¢,+0.5 )
kl (1—b)+bm +tftk k

Where dl is the number of words within d in this paper, k; and b are free parameters
(k; =2 and b=0.75 in this paper) [14].

By contrast formula (6) and formula (7), we can find this paper changes the influ-
ence of document frequency to weight. In the original formula, the more documents
containing candidate word, the smaller the weigh value is. And in the improved for-
mula (7), the more documents containing candidate word, the grater the weigh value
is. Through such adjustment, the extract concept not only has certain importance in
local, but also has certain representative in the global scope.

As the unstructured pure text has no clear field segmentation, this paper mainly
takes title, abstract (1/5 of the content by length) and main body (other 4/5 of the con-
tent) into account. The paper set the coefficients for each fields as: {title, abstract,
main body}={3,2,1}.
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After taking formula (7) to calculate the weighted value in text of candidate words
selected by 3.2.1, we can calculate the word’s global weighted value by the formula
(8) described as below.

Fy, = Ydep, Wy, (d,D¢) X tf; ®)
Sort the candidate words by F and take those words ranked before threshold ag

(03=2 in this paper) to be key concepts. So far won the key concept set C for ontology
evolution.

4 Relationship Extraction

The requirement of ontology evolution, on the basis of having captured key concept,
must confirm the relationship between new concept and original ontology as well as its
properties. That is the work this chapter going to do.

4.1 Relationship Extraction Based on Machine Learning

With the purpose of evolving the key concept into original ontology accurately, the
relationship between key concept and original ontology has to be obtained, namely re-
lationship extraction. In order to realize the automatic generation of requirement for
ontology evolution from great quantities of date, this paper introduced Machine
Learning method to extract relationship. The essential of Machine Learning is to con-
sider relationship extraction as a classification problem, on the base of hand-tagged
corpus to construct a classifier through a specific learning algorithm, and then apply it
to the process of relationship judgment within domain corpus [15][16].

In this paper, the relationship extraction based on Machine Learning draw a saluta-
ry lesson from the TEXTRUNNER system of Turing center of Washington Universi-
ty. Michele Banko and others proposed the Open Information Extraction method in
reference[17] that facilitates domain independent discovery of relations extracted
from text and readily scales to the diversity and size of the Web corpus.

4.2 Naive Bayes Classifier

The whole work of Naive Bayes classifier can be divided into three stages: prepara-
tion stage, classifier training stage, the application stage. Preparation stage needs to
confirm features and extract training samples. The main work of training stage is
through analysis and statistics on training samples to calculate the P(y;) of each class
and the condition probability of each feature division. Finally, in application stage,
this paper uses Bayes theory to calculate the P(xly;)P(y;) of each class and chose the
maximum to be the goal class.

4.3 The Application of Naive Bayes Classifier in Relationship Extraction for
Ontology Evolution

4.3.1 Confirm Class and Feature
This paper studies the ontology evolution and supposes that there was a core ontology
about a specific domain and the concept, property and instance has been organized
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together by a certain relationship. And for ontology evolution, most renew and change
is occur on concept while the change on relationship is relatively little. Therefore this
paper argues that, if we take a kind of relation as a target class, those kinds of rela-
tionship of ontology turn out to be the classes in the classifier. This is very different
from the information extraction in TEXTRUNNER, of which the classifier is opened
to any possible relations.

This paper adopts several basic relationship of ontology as classes for relationship
classifier and defined the classes as: Y={subclass_of,sibling_of,property_of}, YCR.

The ‘subclass_of” denotes the membership between concepts, the ‘sibling_of” de-
notes the brotherhood between concepts, and the ‘property_of” denotes one concept is
another’s property.

The effect of Naive Bayes classifier largely depends on whether the relationship
vector is with a very good distinguishability besides it expresses the sample accurate-
ly. Based on the reference of researches about eigenvector by experts and scho-
lars[18][19][20], for (c,,c;), this paper constructs the relationship eigenvector between
¢, and ¢, mainly from the following aspect: (1)order of c;andc,, (2)neighboring words
of ¢; and ¢, (3) dependent verb of ¢; and c;, (4) neighboring words of dependent
verb.

Therefore, eigenvector is defined as follows:

X={order,left],word1,rightl,leftv,wordv,rightv,left2,word2,right2}.

Where, ‘order’ values of 1 when c; is on the front of c,, or 0; ‘word1’ is the first key
word matched in sentence, ‘leftl” and ‘rightl’ are the word on its left and right re-
spectively; ‘wordv’ is the dependent verb in sentence, ‘leftv’ and ‘rightv’ are the word
on its left and right respectively; ‘word2’ is the first key word matched in sentence,
‘left2’” and ‘right2’ are the word on its left and right respectively.

4.3.2 Extract Training Sample
The training sample in Naive Bayes classifier refers to those already aware of its
class.

TEXTRUNNER firstly uses a parser to automatically identify and label a set of
trustworthy (and untrustworthy) extractions. The extractions take the form of a tuple
and are used as positive (or negative) training sample to train a Naive Bayes classifier
which is then used by the extractor module. Compare with the traditional classifier
requires the user to name the target relations and to manually create new extraction
rules or hand-tag new training examples, TEXTRUNNER do not need any human in-
put. However because TEXTRUNNER is open relationship extraction without requir-
ing to set relationship class, it can only label whether there is a relationship between
entities or not, and it cannot confirm the specific pattern of the relationship, what is
far from the demanding for ontology evolution.

For this reason, this paper adopts the following method to gain training sample for
the Naive Bayes classifier.

e Gain the existing concept, property and relationship of the original ontology, and
there is a tuple: (¢;r; ;). Where ¢; and t;are words meant to be the concept or proper-
ty of the ontology, t; €Ty, t; €T, r;; €Y . The tuple denotes that there is a relation-
shipr;;between f;and ;.
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e Select M texts from the corpus which were used to buildoriginalontology as train-
ing corpus. The knowledge in there texts can be well understood by original ontol-
ogy, relatively, the knowledge of the concept, property and relationship in original
ontology has been well reflected in those texts. This paper defines those texts as
‘training text’.

Definition 5: Training text collection is defined as: D,={d,d,,...dy).

e For each (#;t), we extract a set of sentence containing #, and ¢ in D,, the set is
named S. for each (;), these are one or more sentences containing #;, and #, there-
fore, these is a tuple for each (7, ) and its sentences as: (¢;S; ;1)

e Indicate each s;;, as aneigen vectorX;;,={xy X; X2, ...Xof, and then there is the
mapping: each X;; , mapping to (7,1, each (#;t;) mapping to a relationship r;;.

4.3.3 Classifier Training

Classifier training is to calculate and record the frequency of each class in the training

samples and the condition probability of each feature division to each class. The in-

puts of this stage are features and training samples while output is a formed classifier.
The method to calculate prior probabilityP(y;) is shown as formula (9).

3 — N(rjj=yi)
PO =4 ©)
Where N(r;j=y;) is the number of training sample belong to class y; and N(y) is the to-
tal number of all the training sample.

The method to calculate condition probabilityp(xly;)is shown as formula (10).

p(X1y:) = [Tk=o p (xkly:) (10)
Here need to calculate the probability of each feature in specific class, and then calcu-
late the probability that the training sample belongs to this class.

4.3.4 Application Stage
Following classifier training, the experiment samples are put into the classifier to get
the relationship.

In order to get the relationship between the key concept and the concept (or proper-
ty) of original ontology, this paper constructs experiment sample through the follow-
ing method.

e Construct word pair (c; ), where ¢; EC’,t; ETy,.

e For each (c;#), we extract a set of sentence containing ¢; and f; in D the set is
named S’.

e Indicate each s;;, as aneigen vector X;; ,={xg X}, X2, ...,Xo}, Where s;;4 ES’.

After getting standard experiment samples, we can use the trained Naive Bayes clas-
sifier to confirm the position and relationship of key concept.
According to Bayes’ theorem:
P(X|y)P(yi)

P(yi|X) = 0 (11)
Because P(X) is a constant for all kind of class, in order to make P(y;|X) achieve its
maximum value, just need to get the maximum value of P(Xly;)P(y;). Therefore, for
the unknown sample X, calculate the value of P(Xly;)P(y;) for each y;, then the sample
X would be assigned to the class with maximum P(X1y;)P(y;).
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Using this method, each key concept and each word in original ontology were
combined together to be a word pair (c;?;). For each(c;#)we can extract one or more
sentence from candidate texts. So, in the classifier, there will be a double selection of
maximum probability.

e The first time, we select which eigenvector has the maximum probability for the
specific word pair. This step can confirm the class that the word pair belongs to.

e The second time, we select which word pair has the maximum probability. This
step can confirm the key concept’s position in the ontology, on the other words,
which concept in the original ontology is related with the key concept.

Through such double selection, this paper not only gets the key concept’s position in
the ontology, but also confirms its relationship with original ontology.

4.4 Process of Auto-generated Requirement of Ontology Evolution

The overall processes of the method for auto-generated requirements of domain on-
tology evolution based on Machine Learning techniques are divided into three stages:
capturing the key concept, classifier preparation, classifier application, the details are
described below. The first stage: first step is the preprocessing of the texts, such as
word segmentation and pos-tagging, selecting nouns and nominal phrases, as well as
filtering out those words having existed in the original ontology. Then, using the pro-
posed TF-OS algorithm to filter the candidate word from two aspects: the term fre-
quency within text and the similarity with the ontology-words. Finally, using the im-
proved BM25F algorithm to make a second selection from various aspects: term
frequency within text, global frequency within texts collection, text frequency,
weighted fields, text length, the average length of the texts and so on. So far, we get
the key concept for ontology evolution. The second stage: Extract training samples
and construct Naive Bayes classifier. This paper takes a full use of the original ontol-
ogy. Firstly, get the word pairs and the relationship (subclass_of, sibiling_of, proper-
ty_of) of each pair from the ontology. Then extract the sentences containing these
words from training texts and express these sentences as eigenvectors. Finally take
these eigenvectors as training samples while each eigenvector mapping to two ontolo-
gy-words and their relationship. The third stage is classifier application stage, which
is to generate the requirement for evolution. Construct a word pair with the key con-
cept and the existing concept (or property) of the original ontology, extract the sen-
tences containing the word pair from candidate texts, express these sentences as ei-
genvectors, put these eigenvectors into classifier as experiment samples, finally the
output is a word pair and its relationship with the maximum probability. This output
not only confirms the key concept’s position in the ontology, but also confirm its rela-
tionship with original ontology.

S The Experimental Results and Analysis

This paper takes the ontology about naval weapon knowledge domain as original on-
tology, which was built in the P2P network environment based on semantic query rea-
lized by our subject group[21]. This original ontology is built by our group members
and the corpus is hundreds of articles about naval weapon from various major
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websites. After organizing and classifying the professional words in these texts, we
use Protege4.0 to construct domain ontology knowledge database. Then we parse this
domain ontology by Jena2.4 and stored the results in the SQL Server database. In or-
der to study the base for ontology evolution, the author searched dozens of recent ar-
ticles with hot topics about naval weapon in 2011 from major websites as experimen-
tal corpora; using the proposed method for auto-generated requirements of domain
ontology evolution to obtain the standard expression of the requirements, then on the
basis of it to adjust and perfect the original ontology as well as to verify the effective-
ness of the requirements.

This paper selected 50 articles about naval weapon as a candidate document collec-
tion and extracted 2 key concepts complying with the demands of domain ontology.

The top 5 candidate words picked out by TF-IDF and TF-OS respectively were
shown in the following Table 1.

Table 1. Compare TF-OS algorithm with TF-IDF algorithm

TF-IDF TF-0S
Candidate Word Frequency Value | Candidate Word Frequency Value
aircraft carrier 22 0.61 aircraft carrier 22 1.59
Ford 18 0.57 aircraft 3 0.64
American 9 0.46 UAV 3 0.64
Nimitz 7 0.40 Electronic ejection 5 0.59
Digital ship 5 0.35 Ford 18 0.57

As we can see from the table, with the considering of name similarity TF-OS me-
thod picked out the words which are more closely related with original ontology and
filter these words with less related to current domain such as ‘American’.

The top 5 candidate words picked out by original BM25F and improved BM25F
respectively were shown in the following Table 2.

Table 2. Compare between different BM25F algorithms

Original BM25F Improved BM25F

Candidate Global Text Value |Candidate Global Text Value

word frequency frequency word frequency frequency

china 216 12 715.40 | aircraft 377 28 784.58
carrier

American 105 8 474.18 |nuclear 155 23 212.01
submarine

France 50 5 303.69 |china 216 12 148.15

Brazil 47 5 283.22 |CV 76 14 56.18

unit 19 1 22791 |American 105 8 4291
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As we can see from the table, this paper improved the BM25F combined with the
purpose of extracting key concept for requirement of ontology evolution. That im-
provement covered the original algorithm’ s insufficiency, which would filter out
these words with both high term frequency and document frequency, such as the word
‘aircraftcarrier’ in the experiment.

This paper sorts those candidate words by their weighted value and takes the top 2
as key concepts, then the experiment extracted key concepts were:

C’={‘aircraft carrier’, ‘nuclear submarine’}.

About 200 articles were selected from the corpus, which been used to build the naval
weapon domain ontology, as training document collection to generate training sample
for training the NaiveBayes Classifier. Put experiment samples into the classifier and
the output were the requirements of ontology evolution shown in the following Table 3.

Table 3. The requirement for ontology evolution

Key concept To Relationship | Note
frigate sibling _of ‘aircraft carrier’ is a sibling
concept of ‘frigate’
Aircraftcarrier’ displacement property _of | ‘displacement’,  ‘reconnais-
reconnaissance | property _of | sance’, and ‘patrol’ are prop-
patrol property _of | erties of "aircraft carrier’
submarine subclass _of | ‘nuclear submarine’ is a sub-
class concept of ‘submarine’
Nuclearsubmarine antisubmarine property _of | ‘antisubmarine’, ‘attack’ and
attack property _of | ‘structure’ are properties of
structure property _of | ’nuclear submarine’

Naval
Weapon
Weapon Carrier

Lv Da Class

Lv Da Type |

Lv Da Class

—{ Destroyer f*{ Destroyer
Hai Qing Class Hai Qing Class
Submarine Submarine
Killer Killer

Nuclear
Submarine

" Conventionals KilojGlass
f——— Submarine .
ubmarine

Submarine

Kilo Class

Conventionals

ubmarine
Jiang Hu Class Jiang Hu Class |
Frigate — Frigate
Fig. 1. Original ontology Fig. 2. Evolved ontology

6 Conclusions and Future Work

For the issue of the current requirement for domain ontology evolution is mostly ma-
nual generated by user, this paper proposed a method for auto-generated requirements
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of domain ontology evolution based on Machine Learning theory. Experiment shows
that the method in this paper can directly extract the key concept from pure text. The
extracted candidate key concepts express new things and knowledge, achieve a cer-
tain frequency in various texts and closely relate to the current domain knowledge.
Moreover, just through analysis of the text and the Naive Bayes Classifier can we get
the exact position and relationship of the key concept in the current ontology as well
as numbers of properties matching to the key concept. This method adopts Machine
Learning techniques and makes full use of the knowledge structure and relationship
model in the existing ontology. Without hand-crafted extraction rules or hand-tagged
training examples in the process of relationship extracting, this method fully embo-
dies the automation and intelligent in requirement generation.

Further studies include: more in-depth studies of eigenvector to make it more effec-
tive; the update and delete of ontology’s concept and property; comprehensive ontol-
ogy evolution rule; the management of ontology’s version after evolution.

Acknowledgments. This work is supported by Shanghai Leading Academic Discip-
line Project, Project Number: J50103.

References

1. Zhang, Z.: Study of the Ontology Evolution Basec on OWL. Ocean University of China
(2007)
2. Ma, W, Du, X.: A study on Domain OntologyEvolution. Library and Information Ser-
vice 5(6) (2006)
3. Wang, Z., Zhang, D.: Survey of P2P Semantic Search. Computer Science 37(004), 21-26
(2010)
4. Li, L.: The Text Clustering of Chinese Based on Specific Field and Semantic. Shanghai
University (2009)
5. Sun, Z.: Service Environment Driven Automatic Ontology Evolution Requirement Genera-
tion. Shanghai Jiaotong University (2007)
6. Zhang, Z.: Ontology Evolution Framework Based on Background Knowledge. Journal of
JiShou University 31(5) (2010)
7. Ou, Y.L., Lan, X., Wu, Z.: Model for Auto-Generated Requirements of Domain Ontology
Evolution Based on Text. Applied Technique 19(6) (2010)
8. Lu, R.: The turn of the century of knowledge engineering and knowledge science. Tsing-
hua University Press, Beijing (2001)
9. Salton, G., McGill, M.J.: Introduction to modern information retrieval. McGraw-Hill
(1983) ISBN: 0070544840
10. Xu, J., Wang, J., Ma, W.: Improved TF-IDF Feature Selection MethodBased on Ontology
Relative Degree. Information Science 29(2) (2011)
11. Dong, J., Wang, H., Yang, M.: A Domain Ontology Integration Method in P2P Networks
Environment. In: ITIP 2010 (2010)
12. Robertson, S.E., Zaragoza, H., Taylor, M.: Simple BM25 Extension to Multiple Weigthed
Fields. In: CIJM 2004 (2004)
13. Robertson, S.E., Zaragoza, H.: The Probabilistic Relevance Framework BM25 and
Beyond. Information Retrieval 3(4), 333-389 (2009)
14. Wei, L., Robertson, S.: Field-Weighted XML Document Level Retrieval and Evaluation.
Journal of Library Science in China 32(166) (2006)



15.

16.

17.

18.

19.

20.

21.

A Generation Method for Requirement of Domain Ontology Evolution 259

Xu, J., Zhang, Z., Wu, Z.: Review on Techniques of Entity Relation Extraction. New
Technology of Library and Information Service 8(168) (2008)

Xu, J., Zhang, Z.: The Technical Method Analysis of Typical Relation Extraction System.
Digital Library Forum 9(52) (2008)

Banko, M., Cafarella, M.J., Soderland, S., et al.: Open Information Extraction from the
Web. In: Procs. of IICAI (2007)

Sun, X., Wang, X.: Study on Term Relation Extraction from Domain Text. Computer
Science 37(2) (2010)

Dong, J., Sun, L.: Automatic Entity Relation Extraction. Journal of Chinese Information
Processing 21(4) (2007)

Che, W., Liu, T.: Automatic Entity Relation Extraction. Journal of Chinese Information
Processing 19(2) (2004)

Dong, J.: Chinese. Text Clustering Method Based on Semantics and Special Domain. In:
2009 International Conference on Web Information Systems and Mining, p. 197 (2009)



A Service Chain for Digital Library Based
on Cloud Computing

Mengxing Huang and Wencai Du

College of Information Science & Technology, Hainan University, Haikou, 570228, China
huangmx09@gmail.com

Abstract. The main problem of cooperative operation in service chain for digital
library (SCDL) is resource sharing and resource unified management under
heterogeneous environment. Based on the theory of Cloud Computing and its
application, a service chain architecture for digital library based on Cloud
Computing is constructed, and an architecture of cloud service platform for
SCDL is proposed. Then a method of resource sharing based on
publish/subscribe notification mechanisms and concept retrieval models is
presented, and a cooperative service architecture in cloud service platform based
on resource sharing is proposed. Finally, a sample of content retrieval based on
Cloud is demonstrated.

Keywords: Digital library (DL), Service chain for DL (SCDL), Cooperative
architecture, Cloud Computing.

1 Introduction

With the development of IT and the popularization of network applications, people
obtain their required information and knowledge mainly by means of Internet. A digital
library (DL) is an extensible knowledge network system under internet environments
and a community service organization which can provide information and knowledge
services for people and improve civil education for all-round development. So digital
libraries have been emphasized by many countries and developed forcefully since early
1990s. But with the development of search engines, especially of Google which holds
several advantages in comparison to digital libraries, digital libraries are faced with the
challenge of peripherization [1-2]. Moreover libraries have several advantages over
search engines [3]. In order to integrate the advantages of libraries and Google & search
engines and provide high efficient, personalized, comprehensive and one-stop-shop
information and knowledge services for customers, a supply (or service) chain for
digital library (SCDL) has been proposed [4]. But SCDL is composed of the various
professional or cross-domain libraries and other enterprises, which can provide users
with an integrated multi-disciplinary or cross-domain content services. Then a SCDL is
made up of different self-serving organizations that have a lot of difference in the
information processing platforms and data storage format, in order to provide users
with high-performance and seamless content services, they must work together and
share content resources one another, a cooperative working platform need be built
where content resources can be dynamically configurated. However, different

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 261
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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self-serving organizations have lopsided information infrastructure and asymmetrical
information, which is becoming the bottlenecks of integration and coordination of
SCDL.

Cloud Computing is evolving as a key computing platform for sharing resources that
include infrastructures, software, applications, and business processes [5]. Cloud
Computing is receiving enormous attention in the industry, mostly due to
business-driven promises and expectations, including significantly lower upfront IT
costs, a faster time to market, and opportunities for creating new business models and
sources of value [6-7]. A cloud service architecture and resource sharing platform for
SCDL is constructed making use of Cloud Computing technology.

The rest of the paper is organized as follow. In Section 2, proposes a service chain
architecture for DL based on Cloud Computing. Section 3 provides a cloud service
framework for SCDL based on resource sharing. In Section 4, a sample of content
retrieval based on cloud service is demonstrated. Finally, Section 5 provides the
conclusion.

2 A Service Chain Architecture for DL Based on Cloud
Computing

According to the requirement of services sharing and cooperation for SCDL and the

development trend of Cloud Computing, a service chain architecture for SCDL based
on Cloud Computing is presented in Figure 1.

t Service
Content

Providers
Suppliers

> Cloud service
\_ Pplatform

9
h

Third-party
Contractors

Supervising
Organizations Payment
Centers

- Content Service Flow==—====»Fund Flow -==p»Information Flow

Fig. 1. A service chain architecture for SCDL based on Cloud Computing

1) Content suppliers

Content suppliers are content manufacturers or creators and supply all kinds of
media to digital libraries. Content suppliers mainly include copyrighters (authors and
copyright owners), publishers, newspaper offices, publishing companies, colleges and
universities, academic institutions media importers, professional databases, archive
offices and web sites.
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2) Digital libraries

DLs are core tier of service chain and in charge of digital content producing,
organizing, storing and managing. DLs may be composed of National Digital Library
of China, China Academic Digital Library & Information System (CADLIS), National
Science Digital Library, National Electronic and Technology Library, party school
libraries, military academy libraries, Social Science Library, labor union libraries,
locality digital libraries, commercial digital libraries and so on in China.

3) Content service providers

Content service providers lie in down-stream of supply chain, which are service
providing and laying out platforms and provide digital content of DL to users by all
kinds of channels and according as users' requirement. Content service providers
mainly include search engines, personalized and professional portals, digital TVs,
broadcasts and mobile communication facilities.

4) Assistant parties

Assistant parties of digital library supply chain mainly include third-party
contractors, supervisory institutes and payment centers. Third-party contractors mainly
involve the organizations which can provide techniques and funds supporting for
digital libraries, such as digitalization service enterprises, rapid printing enterprises,
special software providing enterprises and third-party logistics. Supervisory institutes
involve copyright bureaus, culture departments and certification authorities. Payment
centers involve banks and financial institutions.

5) Cloud service platform

Cloud services platform is to provide each node enterprise a business service
platform for synergistic activities which can provide software services, hardware
services, platform services, storage services and infrastructure service etc. Figure 2
shows the cloud service platform for SCDL.

In SOA Component Layer, the application of different functional units (called
services) are linked to contracts by well-defined interfaces and applying to SOA
component model. Cloud services platform uses service-oriented architecture ideas, to
provide users with a service interface, service registration, service discovery, service
access, service workflow.

Service-oriented Middleware Layer offers support for services sharing and
cooperating. The core middleware of Cloud mainly include message oriented
middleware (MOM), service aggregation, data mediation service, reliability bulk file
transfer (RBFT), service composition, retrieval service, subscription service and so on.

Management Middleware Layer includes user management, task management,
resource management and security management.

Cloud computing allows users at any location, using a variety of terminal access to
apply services, the application running in the Cloud. Cloud computing can be likened to
a huge pool of resources, which make computers and devices distributed on the Internet
into a virtual pool of computing resources pool, storage resources pool, network
resources pool, data resources pool.

Physical Resource Layer includes computers, memories, network facilities,
databases and software.
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Fig. 2. An architecture of cloud service platform for SCDL

3 A Cooperative Service Framework in Cloud Based on Resource
Sharing

In cloud service platform, every digital library will map resources of its autonomous
domain to its corresponding virtual resource pool(VP), then cooperation service can be
realized by resource sharing in cloud. The matching between user demand and resource
characteristics can be realized in different levels of metadata, ontology and semantic.

A resource sharing based on publish/subscribe notification and concept retrieval
model is presented, which can realize resources' pushing & pulling service. Figure 3
describe the process of resource sharing in cloud service platform for SCDL. The
metadata of resources will be published or mapped to VP, and metadatabase can be
encapsulated making use of Web service to unify the operation of resource sharing.
When each digital library publishes its resources, VP will automatically produce the
messages about resource metadata, and the messages will be broadcasted to overall
system by MOM. On the one hand, content resources can be pushed to users according
to their subscription information or user characteristics. On the other hand, users'
retrieval contents can be supplied according to users' retrieval. Thus the content
pushing & pulling service can be realized.
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Fig. 3. A cooperative service framework in cloud service platform for SCDL

4 A Sample of Content Retrieval Process

Content retrieval service is one of the major services of digital libraries. In cloud
service platform, content retrieval is realized by content retrieval agent and service
aggregation middleware. Figure 4 describe the process of content retrieval in cloud
service platform.

In that retrieval process, users release a retrieval instruction to content retrieval
agent, which includes the metadata information of retrieval scope and contents
attributes. The system returns the contents and their link address which match with
users' retrieval requests to users. Users do not access content servers which belong to
each digital library autonomous domain (including www server, FTP server, streaming
Media server, etc.), none but they are interested in or satisfied with the returned
contents, they just get the resource through contents link address.

Cloud service platform

sjuafe
“ | [esewer jujuoy)

response

Fig. 4. A content retrieval process
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5 Conclusion

A service chain for digital library (SCDL) is composed of the various professional or
cross-domain libraries and other enterprises, which can provide users with an
integrated multi-disciplinary or cross-domain content services. The main problem of
cooperative operation in SCDL is resource sharing and resource unified management
under heterogeneous environment. Based on the theory of Cloud and its application , a
service chain for digital library based on Cloud Computing is constructed, and an
architecture of cloud service platform for SCDL is proposed. Then a method of
resource sharing based on publish/subscribe notification mechanisms and concept
retrieval models is presented, and a cooperative service architecture in cloud service
platform based on resource sharing is proposed. Finally, a sample of content retrieval
based on Cloud is demonstrated.
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Abstract. The decreasing efficiency of knowledge searching and utilization
caused by knowledge explosion requires the evaluation of knowledge. An eval-
uation algorithm based on mass knowledge evaluation was proposed and the
evaluation impact brought by evaluation order, evaluation quantity and quality
of knowledge was further studied through this algorithm. Grounded in this algo-
rithm, the evaluation capability value of participants and value of knowledge
was calculated by common participation action. Different individuals have dif-
ferent evaluation weighing of knowledge and the evaluation capability of an in-
dividual is affected by the weighing of the knowledge evaluated. The valuable
knowledge can be sorted out relying the self-organization of employees which
brings higher utilization efficiency of knowledge, while the knowledge evalua-
tion capability of employees can be sorted which can be used as an index
of employee performance appraisal. An enterprise knowledge management
system (EKMS) was developed, which proved the feasibility of the proposed
algorithm.

Keywords: knowledge evaluation, knowledge management.

1 Introduction

Knowledge explosion results in the decrease of knowledge utilization efficiency.
While evaluate and manage the knowledge require the participation of professional
technician with large bank of professional knowledge and skilled experience. Hence,
it is necessary to study how to encourage all employees, the true users of enterprise
knowledge, to participate in this job.

The existing researches in evaluation of internet knowledge and knowledge
constructors can be find as follows: An Eigenrumor algorithm[1] ; Another algorithm
towards evaluations from shoppers on network commercial city[2]; a similar
algorithm[3], the comment and the scores of knowledge evaluation[4] et al..

On the basis of predecessors' work, an integrated evaluation algorithm towards
knowledge and capability of participants is proposed and a corresponding enterprise
knowledge management system (EKMS) is developed in this paper.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 267
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2 Knowledge and Employees Knowledge Evaluation Capability

2.1 The Method of Knowledge and Employees Knowledge Evaluation

(1) The generalization of knowledge evaluation: when the employees use the know-
ledge according to their working requirement, the enterprise knowledge platform will
automatic keep a record of every operation of employees, such as reading, download-
ing, recommending, linking, citing and so on. The operations mentioned above are
considered to be the evaluation operation towards some knowledge. People with dif-
ferent knowledge background results have different evaluation weightings. For exam-
ple, old experts and new employees differ a lot in evaluation weightings.

(2) The evaluation of employees’ evaluation capability: The employee evaluation
capability is obtained by analyzing the effect of the employee evaluation activity. Its
effect is: (DTo give an appropriate evaluation towards employees’ evaluation capabil-
ity; @To encourage the employees to evaluate the knowledge with responsibility [5].

(3) The encouraging scheme according to the knowledge contribution: The em-
ployees’ evaluation of the knowledge should be taken into account. The correct
recommendation of knowledge by employees is actually a hidden contribution. The
encouragement includes spirit encouragement, material encouragement and evidence
for promotion, which is up to the enterprises leaders.

2.2 The Evaluation Model of Knowledge and Employees’ Evaluation Capability

While the knowledge is evaluated and sorted by the behavior of enterprise employees,
the knowledge evaluation situation is analyzed and sorted to get the employees’
knowledge evaluation capability. During the whole process, there are continuous mu-
tual influence between employees’ evaluation capability and knowledge value score.
The earlier and more precise the employee finds the valuable knowledge, the higher
capability he has. And the employees with higher evaluation capability will provide
the knowledge with higher score weights. After calculation the relative value score of
the knowledge and the relative employees’ evaluation capability value are obtained.
The definition of the evaluation of knowledge and employees evaluation capability:

r=f(he). 0

h=g(r,e).
g(r.e) @)

r stands for knowledge value score, /& stands for the value of employees evaluation

capability, e stands for the employees evaluation situation of the knowledge.

2.3 The Evaluation Algorithm of Knowledge and Employees’ Evaluation
Capability

The rating algorithm of knowledge and employees’ evaluation ability synthesized the
algorithm of PageRank [6], HITS [7], EigenRumor [1] and the method of linkage
analysis. In specific implementation, the actions from participants to information ob-
jects is considered as links based on the ”Digg” operation which contained reading,
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downloading, recommending and citing, all of which with different digging weight.
Such as one times reading or downloading will be considered as 0.3 digging opera-
tion, and one times recommending or citing will be considered as 1 digging operation.

Assume a universe of n knowledge objects and m participants. One knowledge ob-
ject can only be evaluated by one participant once. The evaluation matrix E=[eij]

(i=m, j=n) will be used to stands for all evaluating knowledge in the universe. When
an object j receives a digg from participant i, €jj =1, ¢jj=0 otherwise. Define 7 as
a vector that contains the value weight of n knowledge objects, and r stands for the

value weight of knowledge object i. It is considered that the higher the weight, the

more valuable the knowledge object. Also define 7 as a vector that contains the
evaluation weight of m participants, and #; stands for the evaluation weight of par-

ticipant i. It is considered that the higher the weight, the better capability the partici-
pants have.

The followings are assumptions of integrated evaluation algorithm of knowledge
and employees’ evaluation ability.

Assumption 1: The higher the evaluating capability of an employee, the greater one’s
weight in evaluating the knowledge object, and the greater influence one will make to
the knowledge. The values of the knowledge object i can be calculated as follows.

h :Zh.i’

JER (3)

r is all the employees who evaluate the knowledge object i. Its vector form is:

;ZETil. 4)

Assumptions 2: If a piece of knowledge is considered as of high value by most par-
ticipants, those who have evaluated this knowledge will be viewed as employees with
high level. The evaluating weight of participant i can be calculated as follows:

h, :er,

jeQ (5)

Q is the knowledge collection dug by participant i. Its vector form is as follows:

h=Er. (6)

With equation (4) and equation (6), then we can obtain equation (7) and (8):
r=E"Er. (7
h=EE"h. (8)

7 and h will converge into their positive eigenvector, which can be calculated by
the Power-Method [8], and the concrete steps are as follows:
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End while.
Where ¢ is arbitrarily small. || stands for the normal number of vector. The con-

vergence value of J; can be calculated by the same method.

In the practical application, in order to guarantee the fairness of evaluating actions,
the following situations should be taken into attention.

(1) Problem of random evaluating knowledge. According to the algorithm above, it
is entirely possible that some employees may evaluate as more knowledge as possible
so as to gain a higher value of evaluating capability. Therefore, in matrix E, not only
the quantity but also the quality of evaluating should be taken into consideration. Ac-
cording to EigenRumor [2], participant i provides n knowledge, and its corresponding

element in the matrix is 1/v/n . Taking all factors into accounts, for the elements in £
1

(‘Ei‘)a
ipant, and ¢=0.75. If ¢ is close to 0, it means “quantity” is more emphasized; If *
is close to 1, it means “quality” is more emphasized.

For example, X, Y and Z are knowledge with weight value 0.445, 0.440 and 0.110
respectively. A, B and C are three evaluators. Assuming that A recommends X, B re-
commends X and Y, and C recommends X, Y and Z. It can be judged that recommen-
dation of B is most reasonable. Because A leaves out knowledge Y, a valuable piece of
knowledge, while C recommends knowledge Z, an unworthy piece of knowledge.
Obviously, the weight of knowledge X will be further raised than knowledge Y and Z.

If =0, the weight values of A, B and C are roughly 0.445, 0.885 and 0.995. In this
situation, the quantity of knowledge is given the first priority. The more knowledge par-
ticipants recommend the higher weight value they will have. It is obviously not reason-
able because it is easy for participants to recommend any knowledge without consider-
ing whether they are truly valuable; If =1, the weight values of A, B and C are roughly
0.445, 0.442 and 0.332. In this situation, the quality of knowledge is of great importance
while the quantity is overlooked. This method is also not good because it will reduce
participants’ enthusiasm of recommending knowledge; If »=0.75, the weight values of
A, B and C are roughly 0.445, 0.526 and 0.436. Considering both quantity and quality,
this situation is the one most close to the real situation.

Furthermore, the recommending of evaluators can be tracked so as to find those
who recommend knowledge at will.

(2) Problem of following recommendation. Some evaluators would only recommend
the knowledge with uniform conclusion, or those recommended by the authorities. It

matrix, "u = Where |E;| is the total number of knowledge evaluated by partic-



An EKMS Based on Knowledge Evaluation by the Public 271

helps evaluators safely gain high weight value but fails to facilitate the ordering of
knowledge. To avoid this problem, the following methods are proposed:

Assumption 3: The first discover of valuable knowledge contributes more.
Based on assumption 3, evaluators should be given different weight according to
their orders of evaluating action. Those who evaluate earlier deserve greater weight.

To deal with this problem, the element of matrix E is turned into ¢ = ;a B
Where value of # has negative correlation with evaluating order. That is, the later
one evaluates, the smaller?’s value would be. # not only rely on the evaluation order,
but also rely on the total number of evaluating actions. Moreover, the weight of early
evaluating actions decreases more slowly than the later ones. Meanwhile, <1011 and
B=01 are used for the last recommending action. If #=0, no one is willing to recom-

. 09 7 .
mend. According to the above requests, S =1- A x . where ? is the total number

of evaluating actions, x is the evaluating order. 7+ the lower the value of 7is, the
greater influence evaluating order will make to the final ranking. A high value of
Twill not result in obvious weakening of the weight of earlier evaluating actions, but
may cause sharp reduction of weight of later ones. Therefore, 7exerts a great influ-
ence to the weight of later recommendations, and in this paper the value of 7 is 2.5.
In addition, the evaluating order of each evaluator can be counted, so as to find the
following recommendation problem.

3 Introduction of the Enterprise Knowledge Management System

Based on the evaluation algorithm, an EKMS is developed for an enterprise to support
employees’ participation of knowledge browsing, downloading, grading and com-
ment. More than 1000 employees participate in the knowledge sharing and evaluation
on the system in their daily work. A statistical analysis function mainly provides in-
formation of user evaluation capacity and articles on ranking.

Fig.1 shows the top 10 ones ranking list of users’ evaluation capacity who can get
the enterprise honors and awards in the final of every year. Fig.2 shows the ranking
list of corresponding articles to help people to find the truly valuable knowledge in
the system.

4 Summaries and Outlook

In this paper, a knowledge evaluation method based on a public knowledge evaluation
algorithm and analysis is proposed. Meanwhile, the impact brought by evaluation or-
der, evaluation quantity and quality, and obsolescence of knowledge is studied. Tak-
ing advantage of this algorithm, the evaluation capacity value of participants and the
value of knowledge is calculated and shown to affect and enhance each other. The
purpose is to filter out the most valuable knowledge from massive amounts of know-
ledge by public wisdom. Based on the above analysis, an enterprise knowledge man-
agement system is developed, and the feasibility of proposed algorithm is verified.
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Fig. 1. The ranking of users’ rating ability Fig. 2. The ranking of knowledge value

The realization of proposed knowledge evaluation algorithm is based on that the
knowledge belongs to the same industry or field, and employees are experts in the
same industry. Therefore, the next step will study the knowledge and employee eval-
uation methods when the knowledge and employees belong to different industries and
professional fields.
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Abstract. Nowadays decisions that affect organizations or big amounts of peo-
ple are normally made by a group of experts, rather than a single decision maker.
These decisions would require more than a majority rule to be well-accepted.
Consensus Reaching Processes in Group Decision Making Problems attempt to
reach a mutual agreement before making a decision. A key issue in these pro-
cesses is the adequate choice of a consensus measure, according to the group’s
needs and the context of the specific problem to solve. In this contribution, we
introduce the concept of attitude towards consensus in consensus reaching pro-
cesses, with the aim of integrating it in the consensus measures used throughout
the consensus process by means of a novel aggregation operator based on OWA,
so-called Attitude-OWA (AOWA).

Keywords: Group Decision Making, Consensus, Attitude, OWA, RIM Quanti-
fiers.

1 Introduction

In Group Decision Making (GDM) problems, which are common in most societies
and organizations, two or more decision makers try to achieve a common solution to
a problem consisting of two or more alternatives [3]. Traditionally, GDM problems
have been solved applying classic approaches such as the majority rule [1]. However,
in many contexts it is desirable to achieve an agreement in the group before making the
decision, so that all experts agree with the solution, which can be possible conducting
a consensus reaching process (CRP)[12].

Different consensus approaches have been proposed in the literature, where the no-
tion of soft consensus based on fuzzy majority stands out [5]]. Also, a variety of con-
sensus models have been proposed by different authors [3l4/8]]. However, some crucial
aspects in CRPs still require further study, for instance the use of consensus measures to
determine the level of agreement in the group [2], which usually implies an aggregation
process. In this aggregation process, it would be very important reflecting the decision
group’s attitude towards consensus, regarding how to measure consensus as faithfully
as possible depending on the experts’ prospects and the context of the problem.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 273.
springerlink.com (© Springer-Verlag Berlin Heidelberg 2011
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In this paper, we propose integrating the attitude towards consensus of a group partic-
ipating in a GDM problem. To do this, we present the Attitude-OWA operator (AOWA),
that extends OWA operator [13]] so that it lets us reflect the desired group’s attitude in
the aggregation of agreement positions between its members, required to measure con-
sensus. The approach has been put in practice in an automatic consensus support system
to solve a problem with a large number of experts.

This contribution is set out as follows: in Section 2 we present some preliminaries
related to CRPs and OWA operators based on RIM quantifiers. In Section 3, we present
our method to reflect group’s attitudes in CRPs with the AOWA operator, and show a
practical example where our proposal is applied. Finally, some concluding remarks are
given in Section 4.

2 Preliminaries

In this section, we present an overview of CRPs in GDM problems. We then briefly re-
view OWA operators based on RIM quantifiers, which will be the basis for the definition
of our proposal.

2.1 Consensus Reaching Processes in GDM

A GDM problem can be defined as a decision situation where a group of experts E =
{e1,...,em} (m > 2) tries to achieve a common solution to a problem consisting of a
set of alternatives or possible solutions, X = {xi,...,x,} (n > 2) [15]. Each expert
e; provides his/her opinions over alternatives in X by means of a preference structure.
One of the most usual preference structures in GDM problems under uncertainty is the
so-called fuzzy preference relation. A fuzzy preference relation P; associated to e; is
characterized by a membership function up, : X x X — [0, 1] and represented, given X
finite, by a n X n matrix as follows

pi” ...pl!”
p=: -
pit
rp!

where each assessment pf" = Up (x;,x;) represents the degree of preference of alterna-
tive x; over x; assessed by expert e;, so that pf" > (.5 indicates preference of x; over
Xies pfk < 0.5 indicates preference of x; over x; and pfk = 0.5 indicates indifference be-
tween x; and xy. It is desirable that assessments given by experts are reciprocal, i.e. if
plk=x€0,1] then p¥ =1 —x.

One of the main drawbacks found in classic GDM rules, such as the majority rule,
is the possible disagreement shown by some experts with the decision made, because
they might consider that their opinions have not been considered sufficiently. CRPs,
where experts discuss and modify their preferences to make them closer each other,
were introduced to overcome this problem. These processes aim to achieve a collective
agreement in the group before making the decision [12]].
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Fig. 1. General CRP scheme in GDM problems

One of the most accepted consensus approaches is the so-called soft consensus no-

tion, proposed by Kacprzyk in [5] and based on the concept of fuzzy majority, which
establishes that there exists consensus if most experts participating in a problem agree
with the most important alternatives. This approach can be easily applied by using OWA
operators based on linguistic quantifiers to measure consensus [[15].

The process to reach a consensus is a dynamic and iterative process, frequently co-

ordinated by a human figure known as moderator, responsible for guiding the group
in the overall consensus process [7]. Figure [Tl shows a general scheme for conducting
CRPs. Next, we briefly describe the phases shown in this scheme.

1.

2.

Gather preferences. Each expert e; provides moderator a fuzzy preference relation
onX, P.

Determine Degree of Consensus. For each pair of experts e;,e; (i < j), a similarity
value smf’]‘ € 10, 1] is computed on each pair of alternatives (x;,x;) as [4]

smik =1— |pik— p'f (1)

These similarities are aggregated to obtain the consensus degree on each pair of
alternatives, cm'* € [0,1], as [9]

em® = ¢ (smlhy, ... smi smik, . smiK L ,smé’:nfl)m) (2)
where the mapping ¢ : [0, 1] SR [0, 1] represents the aggregation operator used.
We propose using AOWA operator (see Section 3) to reflect the group’s attitude in
this aggregation. Afterwards, an average operator is used to combine consensus
degrees cm'* and obtain an overall consensus degree cr € [0, 1].
Consensus Control: cr is compared with a consensus threshold u, previously estab-
lished. If cr > U, the group moves on to the selection process, otherwise, moderator
must move to the feedback generation phase.
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4. Generate Feedback Information: A collective preference P, is obtained by aggre-
gating experts’ preferences. The moderator determines those furthest opinions pfk
from the collective opinion p/¥, for each expert e; and pair of alternatives (x;,x;),
and suggests experts increasing or decreasing them in order to increase consensus
degree in next rounds.

2.2 OWA Operators Based on RIM Quantifiers

OWA (Ordered Weighted Averaging) operators were proposed by Yager in [13]]. They
are the basis for the AOWA operator we propose, and one of the most applied families
of weighted operators in decision making, especially in consensus models based on the
notion of soft consensus. OWA operators are defined as follows:

Definition 1. Given a set of values to aggregate A = {ay,...,a, }, an OWA operator of
dimension n is a mapplng OWAy : [0,1]" — [0,1], with an associated weighting vector
W = [wiwy...wy,] ", where w; € [0,1], ¥;w; = 1 and,

OWAW al,...,da Z W] (3)

where b is the jth largest of the a; values. Note that a weight w; is associated with a
particular ordered position, i.e. the ith largest element in A. Therefore a reordering of
values is assumed before aggregating.

OWA operators can be classified based on their optimism degree, by means of a measure
so-called orness(W) € [0, 1], which indicates how close the operator is to maximum
(OR) operator.

n
orness(W Z n—iw “4)

Another measure, the dispersion or entropy, Disp(W) € [0,In(n)], is used to determine
the degree to which information in A is really used in aggregation.

Disp(W) = — i w;ilnw; (5)

Several methods have been proposed to compute OWA weights. We consider the use of
linguistic quantifiers [[15], more specifically RIM (Regular Increasing Monotone) quan-
tifiers, since their implicit semantics become them appropriate to consider the notion of
consensus as fuzzy majority.

A RIM quantifier Q is a fuzzy subset of the unit interval, where given a proportion
r € [0,1], O(r) indicates the extent to which r satisfies the semantics defined in Q [14].
RIM quantifiers present the following properties:

1. 0(0)=0
2. 0(1) =
3. if r; > rp then Q(ry) > O(r2).
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For a linear RIM quantifier, its membership function Q(r) is defined upon o, 8 € [0, 1],
o < f3 as follows,

0 ifr<ec,
o(r) = [5:‘; ifa<r<p, (6)
1 ifr> .

Yager proposed the following method to compute OWA weights based on Q(r) [13]]

Wi:Q<,i)—Q(i;l>7i:17~-7” )

3 Attitude Integration in Consensus Reaching Processes

Since the aim of this paper is to introduce the concept of group’s attitude towards
consensus (regarding the aggregation of experts’ similarities to measure consensus,
as pointed out in Eq. 2))), in this section we present the idea of attitude towards the
achievement of consensus and the so-called Attitude-OWA (AOWA) operator used to
reflect it in aggregation. Attitude towards consensus must be understood as follows [[11]]:

e Optimistic Attitude: Positions in the group (pairs of experts) where the level of
agreement is higher will attain more importance in aggregation, so that when ex-
perts modify their opinions, they will require less discussion rounds to achieve the
desired consensus.

e Pessimistic Attitude: Positions in the group whose level of agreement is lower are
given more importance in aggregation, so that experts will require more discussion
rounds to achieve the desired consensus.

The choice of an appropriate attitude may depend on the problem to solve and the
group’s prospects. Figure 2 shows with detail the phase of computing consensus pre-
sented in Section 2.1., highlighting the aggregation of similarities where the AOWA
operator is used to integrate the group’s attitude in the measurement of consensus.

3.1 Attitudinal Parameters and AOWA Operator

Attitude towards consensus is mainly determined by the optimism degree of the group,
which will be reflected in the orness(W) measure of its corresponding AOWA operator.
Assuming we use a RIM quantifier to compute weights, attitude is also related to the
quantifier’s shape. Let Q4 4) be a RIM quantifier, where d = 8 — a, d € [0, 1]. Consid-
ering orness(W), o and d, we define three attitudinal parameters which can be used by
the group to reflect an attitude towards consensus.

e orness(W) represents the group’s attitude, which can be either optimistic, pes-
simistic or indifferent, depending on its value to be higher, lower or equal to 0.5,
respectively. The higher orness(W), the more importance is given to higher simi-
larities in aggregation.

e ¢ determines whether higher or lower similarity values are given non-null weight
when aggregating (assuming they are ranked in decreasing order). The lower ¢, the
higher ranked values are considered.
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Fig. 2. Procedure to measure consensus based on group’s attitude

e d indicates the amount of similarity values which are given non-null weight when
aggregating, and has a relation with the dispersion of the corresponding operator.
The higher d, the more values are considered and the higher dispersion.

Due to the existing relation between these parameters, it is only necessary that the
group uses two of them to define the attitude they want to reflect, therefore we focus
on considering orness(W) and d as the two input attitudinal parameters used by the
group. Next, we define a class of OWA operator so-called AOWA for reflecting attitudes
towards consensus.

Definition 2. An AOWA operator of dimensionn on A = {aj,...,a,} is an OWA oper-
ator based on two attitudinal parameters 1}, ¢ given by a decision group to indicate how
to measure consensus between their members,

AOWAy (A, 0, 9) = Zw, (8)

where b is the jth largest of valuesin A, ¥, ¢ € [0, 1] are two attitudinal parameters and
weights W are computed using RIM quantifier Q4 4). As aforementioned, we consider
® = orness(W) and ¢ = d as the two attitudinal parameters used to define an AOWA
operator.

Given a RIM quantifier with a membership function as shown in Eq. (€), when the
number of elements (pairs of experts) to aggregate n is large enough, it is possible to
compute the optimism degree ¥ of an AOWA operator based on a quantifier Q4 ) as

follows [6/14]
()

:1— —_
0 a 5

€))
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Fig. 3. Process to determine the AOWA operator used to measure consensus based on ¥ and ¢

therefore, we conclude that given ¥, @ it is possible to compute the value of o, required
to define the RIM quantifier associated to the AOWA operator as

a=1-v-"7 (10)
2
Relations between attitudinal parameters make necessary defining some restrictions in
their values, to ensure the definition of a valid quantifier upon them. A RIM quantifier
O(a,p) With o, @ € [0,1] is valid only if &+ ¢ < 1. In order to guarantee this condi-
tion, the following restrictions are imposed to the group when they provide an input
parameter’s value, depending on the value given for the other one.

e Given ¢, the value of ¥ provided by the decision group must fulfill,

¢ ¢
<9<1— 11
2~ o< 2 (i
e Given ¥, the value of ¢ provided by the decision group must fulfill,
¢<1—29-1] (12)

If these restrictions are considered by the group when expressing their desired attitude
towards consensus, a valid definition of AOWA operator will be guaranteed. Figure
Bl shows the process to integrate the attitude towards consensus, which results in the
definition of the associated AOWA operator. This process should be conducted before
beginning the discussion process. The moderator is responsible for gathering and in-
troducing attitudinal parameters, considering both the context and characteristics of the
decision problem to solve, and the experts’ individual desired attitudes.

3.2 Example of Performance

Once presented AOWA operator to integrate attitudes towards consensus, we illustrate
its performance on a multi-agent based consensus support system [9/10], which has let
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Table 1. Attitudinal parameters and RIM quantifiers used

Attitude 9 o) o Q(0.0)
Pessimistic 0.25 0.1 0.7 Q0.70.1)
0.25 0.3 0.6 0(0.6,0.3)
0.25 0.5 0.5 0(0.5,0.5)
Indifferent 0.5 0.2 0.4 0(0.4,0.2)
0.5 0.6 0.2 0(0.2,0.6)
0.5 1 0 Q1)
Optimistic 0.75 0.1 0.2 Q(020.1)
0.75 0.3 0.1 0(0.1,0.3)
0.75 0.5 0 0(0,0.5)
10
8
@=0258
6 | 585 565 57 P¥=05
4.6 S 45
. s
p)
0 - :

0(0.7,0.1) 0{0.6,0.3) 0(0.505) 00.40.2) 0(0.2,06 00,1) ©0.2,0.1) 00.1,0.3) ©0,0.5)

Fig. 4. Average number of required rounds of discussion for RIM quantifier-based AOWA opera-
tors with different attitudinal parameters given by ¢ and ¢

us simulate the resolution through consensus of a GDM problem under uncertainty, us-
ing AOWA operators based on different attitudes, and considering a large number of
experts in the group. We assume the hypothesis that using different attitudes directly
affects the process performance, so that optimism favors a greater convergence towards
consensus with a lower number of rounds, whereas pessimism favors a lower conver-
gence, so that more discussion rounds will be required.

The problem simulated consists of 4 alternatives X = {x,x,x3,x4}, 50 experts, E =
{e1,...,es0} and a consensus threshold u = 0.85. Different attitudes have been defined
(including optimistic, pessimistic and indifferent attitudes) and summarized in Table[I]
with the corresponding RIM quantifier obtained. Experiments consisted in running 20
simulations for each attitude.
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Results are shown in Figure[] indicating the convergence to consensus as the average
number of rounds required to exceed p for each AOWA operator. These results confirm
our hypothesis, regardless of the amount of agreement positions considered, ¢. As a
result, if the group’s priority is achieving a consensus quickly (no matter the highest
agreement positions are rather considered), they would adopt an optimistic attitude. On
the contrary, if they consider that the problem requires more discussion and/or they
want to ensure that even the most disagreing experts finally reach an agreement, they
would rather adopt a pessimistic attitude.

4 Concluding Remarks

In this contribution, we have presented the AOWA operator for expressing group’s atti-
tudes in consensus reaching processes. Basing on the definition of attitudinal parame-
ters, we have proposed a method where a decision group can easily reflect the attitude
they consider towards the measurement of consensus in the group. A simulation has
been conducted on a consensus support system to show both the importance of inte-
grating these attitudes in the process and the effect of using different attitudes in the
process performance. Future works focus on integrating this proposal in a linguistic
background, as well as extending it to a wider range of different linguistic quantifiers
to compute AOWA weights.

Acknowledgements. This work is partially supported by the Research Project TIN-
2009-08286, PO8-TIC-3548 and FEDER funds.
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Abstract. Large ontology matching problem brings a new challenge to the state
of ontology matching technology. In this paper we present a criteria-Based ap-
proximate matching approach to solve the problem. The main principle of our
approach is based on fully explore semantic information hidden in ontology
structures, either physically or logically, and tightly coupled element-level and
structure-level features to obtain matching results. Through joining the quantita-
tive structural information for the matching process can significantly decrease
the execution time with pretty good quality.

Keywords: ontology matching, ontology modularization, approximate ontology
matching, combinatorial optimization.

1 Introduction

Ontology matching is a critical way of establishing interoperability between different
related ontologies. Many ontologies have reached a size that overburdens matching
procedures. Most of the existing ontology matching approaches are not applicable
for large-scale ontology. These methods are always considering the element and
structural characteristics separately and loosely coupled two level similarities to ob-
tain the final mapping result [1]. In this paper, we aim at fully exploring semantic in-
formation hidden in ontology structures by a set of quantitative criteria, and tightly
coupled the element-level and structure-level features to obtain matching results.

Our approach can be divided into four steps: firstly, analyzes the network characte-
ristics of large-scale ontology; secondly, propose a set of semantic and theoretical cri-
terions to measure the semantic information of nodes and edges inherently hidden in
ontology topological structures; thirdly, model the Ontology corresponding Undi-
rected weighted hierarchical network to electrical systems for ontology modulariza-
tion; fourthly, propose an approximate method on ontology matching approach which
combines information on ontology structures and element similarity. Use convex re-
laxation algorithm to solve quadratic programming.

Y. Wang and T. Li (Eds.): Knowledge Engineering and Management, AISC 123, pp. 283
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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2 Network Characteristics Analysis

Well-defined ontology can be viewed as concept network [2]. By mapping ontology
concepts to the nodes of network, and the relationships to the edges of network, we
can create the corresponding network [3].

There are two steps to transform ontology to networks: First, adding functional
nodes, OWL graph expressed functional relationship as edges between concept nodes.
In many applications, functional relationship plays a great role in data processing,
such as ER diagram in DB. To fully use the functional relationship, it is needed to
convert functional relationship to function node; Second, edges in OWL graph always
has direction, while actually each edge consists of two inverse relations, so it is
needed to replace directed edges with weighted undirected edges.

As the result, the corresponding concept network can be viewed as a weighted un-
directed hierarchical network with a variety of types of nodes and edges. There are
two types of nodes: concept nodes and function nodes, and two types of edges: hierar-
chical relationship and non-hierarchical relationship.

3 Ontology Structure Quantitative Criteria

Node Quantitative Criteria
Assumption 1. In ontology, the nodes closer to the middle-level has stronger seman-
tic description ability, can represent more details of ontology.

Define mid(c) as the node-level coefficient, measure the proximity of node’s level
closer to the middle-level:

_H(©)
D)= (1)

H(c)
2
H(c) represents the longest distance from the root node to the leaf nodes of all
branches pass c. D(c) represents the shortest path from the root to concept c. mid (c)
€10,1], the more closer to the middle level of ontology, the greater its value.

mid(c)=1-

Assumption 2. In ontology, node distribution density is different in different location
[4]. The higher of node’s global density and local density, the more important role it

plays.
The formula of node global density Gden (c) is:

;wi|5(c),,| 2

Gden(c,0) = 3
max({VNe 0 — ZWI- |S(N),-|})
i=1

Here S(c) = (S(c)1, S(c),, S(c)s) = (direct-subclasses|[c], direct-superclasses[c], Rela-
tions[c]), respectively represent the number of node c’s direct subclasses, direct su-
perclass and functional relations. w; judging the different role of different types of
link in density calculation.
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The local density criterion favours the densest concept in a local area, for being po-
tentially the most important for this particular part of the ontology. It is computed us-
ing the formula below, where by “nearest concepts” to ¢, we refer to the set which in-
cludes sub- and super-classes reachable through a path of maximum length k in the
hierarchy from c, as well as c itself. The formula of Node local density Lden (c) is:

Gden(c,0) 3)
max({‘v’Ne nearest, (c) — wGD(c,N)})

Here wGD(c,N)=(1—(ratio, *dis(c,N)))*Gden(N,O) , nearest(c) is all the nodes
within the shortest path from ¢ whose length less than k. ratiop defined as the ratio of
distance effects. dis(c, N) is the length of shortest path from c to N.

Finally, the overall node density den(c) € [0,1] can be computed as weighted sum
of global density and local density, each of these sub-measures being associated with
a particular weight:

den(c) = wg *Gden(c)+w, * Lden(c) %)
The Local Centrality, lc(c), of a concept C is a measure between 0 and 1, which indi-

cates how ‘central’ C is in the structure of the ontology. lc(c) can be derived from
combining the node’s depth (level coefficient) and density.

Lden(c) =

w, *mid(c) W *den(c) (5)

l =
€() maxlsjs‘o‘{mid(j)} maxlgjg‘o‘{den(j)}

Assumption 3. In ontology, for the specified number of nodes collection, the higher
level of coverage, the more accurate description of the overall ontology.

We define Coverage(S) as the measure of the level of coverage of a set of concepts
S in a given ontology. Specifically, coverage({cy,...,c,}) is computed using the fol-
lowing formula (with IOl being the size of the ontology O given as the number of con-
cepts included in O):
B |{cov(cl) ucov(cz)...ucov(cn)}| (6)

0|

Here cov(c) represent the set of concepts covered by concept ¢, which is computed on
the basis of its number of all subclasses, all superclasses and functional relations.

In the limited set of nodes, single node on the contribution of the set coverage can
be represented by the node coverage set difference between coverage.

con(c; {c,....c,}) = ‘COV(Q) ~ (DO sV )))‘ )

coverage({c,,...,c,})

‘UlskSn cov(c, )‘
Comprehensive Local Centrality and coverage of the node, we can judge node signi-
ficance all-round by:

S18(C et ) =, # o 2CNCr GD)

+w, . *le(c, ®)
max con({c,,...,c,}) Wi Hle(e)

Edge Quantitative Criteria

The weight of edge is dependent on the link types, edge depth and density. We define

hierarchy coefficientat € [0,1] as a link type factor applied to a sequence of links of

type t, t=0, 1, 2 respectively represent hyper/hyponym, hol/meronym and functional
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relations. The most strongly related concepts are the hyper/hyponym case, we assign a
higher weight oy = 1. For the link type of hol/meronym, we assign an intermediate
weight, a; = 0.9. Similarly, we assign a lower weight for the function relation, a; = 0.8.
The weight of hierarchical relation is relevant with potential difference between
hierarchy levels. As the common superclass of two nodes deeper, the potential differ-
ence is getting small, the structural proximity of two nodes more closely. We define

the level of level coefficient Blcc)) :
2dep(c;)

Aleie) dep(c,)+dep(c,)
Here dep(c;) represents for the nearest common superclass of two nodes c;, ¢;.
In order to quantitative of edges in the ontology, we expand Sussna[5] semantic-
based edge weight calculation method. We proposed a type-level weight measurement
method, according to the endpoints with the kind of relationship types of local density
and the edge of the depth to calculate the semantic distance between two endpoints:

®

w(c, =, c,)+w(c, =, c;)
) (1 Ble ey MG indkd (10)
Aiste ) = 0 B ) (dep(e).dep(c,)
WX -, ¥)=1-2% (11)
n,(X)

Where —>, is a relation of type t, —, is its inverse. nt(X) is the number of rela-

tions of type t leaving node X.

4  Ontology Modular Partitioning

As the semantic distance between two nodes in network can be determined by the
sum of all including edges’ shortest path weight. Edge of the network can be seen as a
circuit. The weight of edge can be seen as the resistance. The network can be viewed
as an electric circuit with current flowing through each edge. By solving Kirchhoff
equations we can obtain the voltage value of each node. As edges are sparser between
two clusters, the local resistivity should be larger compared to the local resistivity
within the two clusters. The voltage drops primarily at the junction between clusters.
According nodes’ voltage value the network can be divided into clusters, and we are
able to judge which cluster it belongs to.

The Kirchhoff equations show that the total current flowing into a node should sum
up to zero. That is, the voltage of a node is the average of its neighbours.

1 n
V.= - z V, (12)
i=1

According to weighted network each edge's conductivity proportional to its weight:
-l
R, =w,; (13)

Randomly choosing two core nodes from core concept set in the network as poles. At-
taching the battery between the poles, so that they have fixed voltages, say 1 and 0.
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Considering the core node set selection rules, the chosen poles lie in different clusters.
Following Eq. (12), the Kirchhoff equations of a n-node circuit can be written as:

1 1 1 & 1 14
Vo= 2 V=2 Vi =D Ve +-a, (1
ki (i, )eE ki jeG ki =3 ki

where k; is the degree of node i and a;; is the adjacency matrix of the network. Define:

N B
V3 k3 k3 k3

v=:|,B=| i i |,C=|: (13
Vn anS ann anl
kn...kn E

the Kirchhoff equations can be further put into a matrix form:
V=BV+C (16)

As edges are sparser between two clusters, the local resistivity should be larger com-
pared to the resistivity within the two clusters. We suggest placing the threshold at the
largest voltage gap near the middle. Note that the global largest gap often appears at
the two ends of the voltage spectrum, but it does not make sense to cut there at all,
which would divide the graph into two extremely asymmetrical clusters, one of which
has only one or two nodes. We simply cut at the right largest gap in the middle of the
voltage interval.
vV, = max Vi+1/2(V,=V)) a7
V;<v; AV, €(0.52) ATy v <y <v;

We define (¢ as a tolerance to describe the range of allowed division. A tolerance
0.2 means we only select the largest voltage gap of the range of 0.3 to 0.7. First we
sort the voltage values. Then we find the largest gap among 0.3 to 0.7 and cut there.
The sort can be done in O(V) time by using a standard linear time sort. This method
can divide the network into almost two equal-sized clusters.

The steps of ontology modular partitioning are:

Input: ontology O corresponding undirected weighted network G (V, E, w)

Output: Ontology modular set M (T4, T, ...)

(1) Obtain ontology core node S based on the core nodes selection algorithm;

(2) Arbitrarily select two core nodes c;, ¢; from node set T, and set their value as V;
=1,V;=0;

(3)JAccording Kirchhoff equation to calculate the remaining nodes voltage Vi (k
7 1)

(4) Computing the largest voltage gap in the division range. Cut the notes to two
disjoint clusters of nodes, T; and T5;

(5) Respectively determine the number of core nodes in Ty, T:

(a) If there is only one core node in T; (or T,), remove this set from T, and join this
set to the collection of modules M;

(b) If there are more than one core nodes in T, (or T,), then go to step 2;

(6) When the node in T is empty, and then ends iteration and output the set of
cluster M.
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5 Approximate Ontology Matching

We solve ontology matching problem as a Labelled Weighted Graph Matching Prob-
lem [6]. It permits the enforcement of two-way constraints on the correspondence.

The proposed structure-based approximate ontology matching method has four
steps:

1. Extract core concept set from nodes of the two ontologies. According to label in-
formation, using terminology-based similarity analysis methods to obtain the core
nodes matching matrix Ac;

2. Calculate the weight of different types of edges to obtain weighted adjacency
matrix Ag, Ay corresponding to ontologies;

3. Define approximate matching matrix P, combined with Ac and Ag, Ay, propose
objective function;

4. Use combinatorial optimization algorithm to compute the value of P.

6 Conclusion

This method establishes a series of structure quantization criteria, which measure the
semantic information inherently hidden in ontology structures. Results have showed
that the structural characteristics of ontology have great influence on ontology match-
ing and will significantly improve the accuracy of matching.
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Abstract. The single reasoning mechanism is adopted in most of the expert sys-
tem designed for fault diagnosis, the diagnosis results are single and insuffi-
ciency. In order to handle the problems which are more and more complex and
improve the efficiency and accuracy, the integrated reasoning mechanism
which is suitable for the route troubleshooting is designed in the paper. How to
combine the route troubleshooting and the expert system by the design of inte-
grated reasoner, the establishment of the integrated knowledge database, and
the selection of the reasoning strategy and the realization of the soft ware are in-
troduced in this paper. The route troubleshooting and expert system are com-
bined well, the design and develop of the soft ware are completed, a diagnosis
results with high accuracy, wide coverage and strong reliability can be obtained
in this system, data can be conversed among three databases, then the diagnosis
efficiency is improved.

Keywords: expert system, route troubleshooting, integrated reasoner, inte-
grated knowledge database.

1 Introduction

Expert system is one of the artificial intelligences which developed fast and has been
paid much more attention. The study in this field from abroad is earlier and the rela-
tively mature software system is from Boeing and Airbus which is a collection of
maintenance, management and prevention designed for theirs own aircraft. The soft-
ware system is being employed in some domestic airlines. However, on one hand, the
high cost prevent some small-scale Regional Aviation to adopt the software, on the
other hand, with today’ s increasing prosperity of large aircraft project, to develop a
soft ware with proprietary intellectual property rights to break the <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>