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Foreword

We are delighted to have co-organized the 2011 edition of the Singaporean-French
Bioimaging Workshop together with IPAL. This edition was held in Biopolis, and
attracted 200 scientists mainly from the fields of image processing and biology. This
interdisciplinary approach is dear to our heart for many reasons: first of all we be-
lieve that scientific innovations and discoveries come from bridging disciplines, as
shown many years ago by Leonardo da Vinci. Second, this event has been an illus-
tration of how successful a joint BMRC-SERC initiative can be in catalyzing shared
interests in bio-imaging, from imaging to immunology, including image processing,
physics etc. The complexity of the human immune system can only be addressed by
a multidisciplinary approach. SIgN is planning to make more of such events happen
in the future in order to foster communication between the two communities and
enhance knowledge creation.

Singapore, September 2011 Paola Castagnoli, Alex Gouaillard,
Philippe Kourilsky



Preface

After more than ten years of passionate research work between Singaporean and
French scientists within the Image and Pervasive Access Laboratory1, a joint work-
shop about bio-imaging technologies has been held at Biopolis, Singapore in Febru-
ary 2011 in which the long-term scientific collaboration about computer vision
issues and medical image analysis applications has been shaped again for the
next couple of decades. This workshop was aimed at detecting the key techno-
logical partnerships to be promoted within the broad topic of bio-imaging. The
workshop followed a multidisciplinary approach by sharing researchers’ experi-
ence from the physics of acquisition [Athanasiou et al. 2008] to the numerical
handling of the acquired data through cutting-edge research in biology and life sci-
ences [Lutz et al. 2008].

As the current series is historically mostly oriented towards the numerical han-
dling of visual data, we highlighted the image analysis challenges related to each
contributed topic. However, this book is targeting an audience of students or re-
searchers in the field of bio-imaging that are willing to get the big picture of the
multi-(if possible trans-)disciplinary aspects of bio-imaging. Subsequently, con-
tributions from physics and chemistry are given a large share of exposure while
emerging research works in bio-engineering related to high-content screening are
broached.

The workshop has been a great success with more than one hundred registered
attendees mostly local Singaporeans working either within the Biopolis facilities
or the National University of Singapore research units. A few collaborations have
been set up so far between a French and a Singaporean team. For instance, a French
research work about innovative chemical probes as described in this book (see p.37,
infra) has been fostered by a collaboration with a Singaporean physics team expert
in specific measure devices.

A specific range of papers deals with the emerging field of digitized histopathol-
ogy building up a bridge between two communities: the one that handles real

1 IPAL CNRS UMI France-Singapore 2955 (I2R/A*STAR, NUS, UJF, TELECOM,
UPMC/Sorbonne).
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matter and the one that deals with informational matter. By bringing together cogni-
tive, mathematical, algorithmic and technological issues, this new field constitutes
a perfect candidate to become a favourite playground for innovative integrated ap-
proaches for high-content, distributed monitoring of physiological biological pro-
cesses as envisioned by the Virtual Physiological Human project2.

We believe that this introduction to the latest developments in the broad field of
bio-imaging will deliver as much as inspiration and willingness for the upcoming
generation of researchers to tackle the new challenges of biology systems.

References
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Intravital Multiphoton Imaging of Immune Cells

Jo Keeble, Chi Ching Goh, Yilin Wang, Wolfgang Weninger, and Lai Guan Ng

Abstract. Intravital multiphoton microscopy (MP-IVM) is a powerful imaging ap-
proach that allows direct visualization of cells within their native environment in
real time. Multiphoton imaging of immune cells has been performed in different tis-
sues, and these studies have revealed intriguing insights into the unique migratory
and interactive behavior of immune cells in the steady-state and during disease con-
ditions. Here we provide an overview of a MP-IVM model of the mouse ear skin,
as well as the benefits, limitations and pitfalls of this approach. We also discuss the
prospects of intravital imaging in the areas of image analysis, data management and
standardization.

1 Introduction

One of the fundamental characteristics of the immune system lies in the highly
dynamic nature of its cellular components. For instance, responses to a pathogen
typically require long-range migration of cells, short-range communication by lo-
cal chemotactic signaling, and direct cell-cell contact. Thus, direct visualization of
these dynamic events by intravital microscopy is able to provide essential in-sights
into how immune cells exert their functions in the context of intact organs or tis-
sues. Several forms of intravital microscopy, including brightfield, epifluorescence
and laser scanning confocal microscopy, have long been adopted by immunologists
and have generated substantial insights into leukocyte trafficking. However, intravital
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observations using these linear-absorption microscopy techniques have been limited
to translucent tissues or superficial regions of non-translucent organs. These lim-
itations are now over-come by intravital multiphoton microscopy (MP-IVM, also
known as 2-photon microscopy ), which provides greater depth penetration as the
result of its localized nonlinear signal generation. Since the first application of multi-
photon immune imaging in 2002 [Miller et al. 2002,Bousso et al. 2002], MP-IVM has
rapidly evolved beyond merely an observational approach to address complex im-
munological questions at a quantitative level. MP-IVM is now routinely performed
in a variety of tissues including lymph nodes, skin, brain, bone marrow, kidney, liver
and even lung (reviewed in [Germain et al. 2006]). In this chapter, we first briefly
introduce the methodology of MP-IVM, then provide an overview of a model for MP-
IVM imaging of mouse ear skin ( [Ng et al. 2008,Roediger et al. 2008]). Finally, we
provide a broad overview of the future developments re-quired to overcome some key
challenges facing intravital imaging. Our intention is to use the skin model to make
the practical aspects of MP-IVM more accessible to physicists, mathematicians and
computer scientists, with the aim of facilitating inter-disciplinary interactions be-
tween immunologists and experts in the field of software development. We believe
that the limitations and pitfalls of MP-IVM discussed in this chapter will provide a
useful framework for developing algorithms and analysis tools that can be specifi-
cally applied to multiphoton imaging data.

2 Multiphoton Microscopy

Unlike conventional fluorescent microscopy, multiphoton micros-copy relies on the
near simultaneous absorption of two (or more) photons by a fluorophore, which
together provide sufficient energy to excite and subsequently emit fluorescence
(Figure 1). Given that the possibility of a fluorophore simultaneously absorbing
more than one photon is extremely low at normal light intensity, multi-photon
microscopy uses a high-powered femtosecond-pulsed laser beam that is focused
through the objective lens to generate ’photon crowding’ around the focal plane.
Due to its non-linear excitation, multiphoton microscopy features the following ad-
vantages over conventional fluorescent microscopy: (1) Excitation is confined to a
small volume around the focal point. This enables intrinsic optical sectioning and
minimizes the effects of photobleaching and/or phototoxicity above and below the
focal plane. (2) Longer wavelengths of multi-photon excitation result in less light
scattering and absorption through tissues, thus enabling a deeper penetration of up to
1 mm depending on tissues; Excitation wavelengths used for multiphoton imaging
are approximately double the wavelengths used for one photon microscopy (within
the range of 700-1020 nm). The laser can also be coupled with a synchronously
pumped optical parametric oscillator (OPO), which can tune the laser beam to even
longer wave-lengths (1080-1500 nm) for excitation of red and far-red fluorophores.
(3) Due to the broad multiphoton excitation spectra, multiphoton microscopy en-
ables simultaneous excitation and detection of several fluorophores using a single
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wavelength; and (4) Due to the multiphoton generation of second and third har-
monic signals (SHG and THG), components of the extracellular matrix, such as
collagen and elastin, can be visualized without the need for fluorescent labeling
( [Witte et al. 2011, Zoumi et al. 2002]). This provides a useful reference, which
facilitates the localization of fluorescent immune cells within the context of a whole
organ or tissue.

Fig. 1 Two-photon imaging versus one-photon imaging. Multi-photon microscopy relies on
the simultaneous absorption of two photons that together provide the sufficient energy to
excite the fluorophore of interest. In practical terms, this means that the wavelengths used
for multi-photon imaging are approximately double the wavelengths used for conventional
fluorescent microscopy. The wavelength of light emitted from an excited fluorophore as it
returns to its ground state is identical for two-photon and one-photon imaging.

3 Intravital Skin Imaging Model

3.1 The Skin: An Important Immunological Site

The skin is the largest organ of the body and provides protection against the in-
vasion of foreign pathogens by forming a physical barrier to the external environ-
ment, and is also home to several subsets of immune cells. The skin can be divided
into two anatomical compartments: the epidermis, a relatively thin layer of cells
composed primarily of keratinocytes, and the underlying dermis, which is rich in
collagen-producing fibroblasts and contains a network of blood and lymphatic ves-
sels. In the mouse skin, epidermal Langerhans cells [Banchereau et al. 1998] and
dendritic epidermal T cells [Havran et al. 1988] are found in tight association with the
surrounding keratinocytes in the epidermis. The dermis harbors macrophages, mast
cells, dermal dendritic cells and memory T cells, and even scarce neutrophils that
are dispersed throughout the collagen-rich interstitial space [Gebhardt et al. 2009],
[Ng et al. 2008,Sumaria et al. 2011]. Upon infection or injury, circulating inflamma-
tory cells such as neutrophils are recruited in response to pro-inflammatory
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cytokines released by skin resident cells. These inflammatory cells orchestrate in-
nate immune responses to serve as first line of defense for eliminating invading
pathogens [Nathan 2006]. Meanwhile, dendritic cells recognize and take up foreign
antigens, and subsequently migrate to lymph nodes to initiate the adaptive immune
response [Banchereau et al. 1998]. Maintaining the homeostasis of these immune
cells is essential for the structural and functional integrity of the skin. Thus, a bet-
ter under-standing of these processes could lead to the identification of therapeutic
targets for inflammatory diseases and may facilitate vaccine development.

3.2 The Mouse Ear Skin Model

The most commonly used sites for MP-IVM of the skin in mice are the ear and
the hind footpad [Zinselmeyer et al. 2008, Ng et al. 2008, Matheu et al. 2008],
[Peters et al. 2008, Sen et al. 2010]. Our laboratory mainly focuses on using the
mouse ear skin. The mouse ear skin is an optimal imaging site as it is easily ac-
cessible and re-quires no surgical procedures prior to imaging, thereby preserving
its physiological state. Its distal location also limits the effects of respiratory move-
ments that can hinder imaging. Preparation for imaging starts with the removal of
hair, which is highly auto-fluorescent and contributes to background signal. We have
previously shown that hair removal does not interfere with the behavior of immune
cells in the skin [Ng et al. 2008]. Albino mice are the best choice for imaging as the
auto-fluorescent melanin, which is found in black-coated mice, may compromise the
image quality. Although reducing laser power may dampen these background sig-
nals, this is sub-optimal as it results in reduced tissue penetration and decreased of
signals when imaging deeper into the skin. For the actual experimental setup, after
hair removal, the anesthetized mouse is placed onto a custom-built microscope stage
(Figure 2) where the ear is immersed in PBS/glycerin (70:30 vol:vol) and covered
with a glass cover slip. Care must be taken not to induce inflammation through the
preparation, which may occur through physical trauma or dysregulated temperature.
To ensure interstitial leukocyte activity is kept physiological, the temperature of the
ear platform must be maintained around 35◦C. The animal is kept at 37◦C via a
heating pad. In addition, adequate depth of anesthesia must be monitored closely to
ensure that the animal is under a complete surgical anesthesia during the experiment
(see [Roediger et al. 2008]).

3.3 Visualizing Immune Cells in the Vasculature and Skin

In order to visualize immune cells within the skin by MP-IVM, the cells of interest
must be fluorescently tagged. This can be achieved by the endogenous expression
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Fig. 2 Stage setup for intravital ear imaging. (A) The intravital imaging stage is a custom-
built metal platform with a heating pad to maintain the body temperature of the anesthetized
mouse at 37◦C. The ear is positioned, dorsal surface up, on a metal strip with heating elements
that maintains the temperature of the ear at 36◦C. (B) Close up view of prepped ear on the
metal strip. The ear is immersed in PBS/glycerin and covered with a glass cover slip. (C) The
stage is placed on the microscope for imaging.

of a fluorescent protein under the control of an immune cell-specific gene promoter.
The introduction of such an expression system into mice generates immune cell-
specific fluorescent transgenic mice. Currently, there is a wide array of fluorescent
transgenic mice available, for this chapter we only outlined the mouse strains that are
useful for skin imaging (see Table 1). Alternatively, fluorescently-labeled antibodies
can be administered that recognize and bind to immune cells in vivo, or immune
cells can be isolated and exogenously labeled with fluorescent compounds such
as Cell Tracker Orange (CMTMR, invitrogen), before being adoptive transfer into
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recipient mice [Bonasio et al. 2006,Mempel et al. 2004]. To visualize blood vessels,
quantum dots, fluorescent dextrans or Evans blue dye can be used. As shown in Fig-
ure 3, using our ear skin model, we were able to visualize dendritic cells, collagen
fibers and blood vessels in the ear dermis of a CD11c-YFP mouse (a fluorescent
transgenic mouse expressing yellow fluorescent protein in all CD11c+ cells, which
are the dendritic cells).

Fig. 3 Multiphoton imaging of the dermal dendritic cells within the ear skin of a CD11c-
YFP mouse. Dermal dendritic cells (yellow) can be seen widely distributed within the highly
vascularized (blood vessels shown in red), collagen-rich (blue, SHG) dermis.

Table 1 Immune Cell Specific Fluorescent Transgenic Mice.

Mouse Strain Fluorescent Immune Cells References
LysM-GFP Neutrophils (GFPhi) [Faust et al. 2000]

Monocytes (GFPint)
CD41-YFP Megakaryocytes and Platelets [Varas et al. 2007]
CD11c-YFP CD11c+ Dendritic Cells (DCs) [Lindquist et al. 2004]

Langerin-GFP Langerhans Cells [Kissenpfennig et al. 2005]
CX3CR1-GFP Monocytes [Jung et al. 2000]

Subsets of NK cells and DCs
Microglial cells

FoxP3-IRES Foxp3+ T regulatory cells [Wan et al. 2005]
-mRFP (FIR)

IL-4 GFP- IL-4 producing immune cells [Mohr et al. 2001]
enhanced transcript (4get)

Data acquisition and parameter extraction from intravital multiphoton imaging
The major strength of multiphoton imaging is the direct visualization of immune
cell activities within intact organs and tissues. To under-stand the dynamics of the
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immune system, three-dimensional (3D) image stacks are acquired longitudinally
over time through time-lapse imaging (Figure 4). Special software is required to
process and view the four-dimensionality (x,y,z and time) of these data. To date, the
most widely used commercial software packages for data processing and analysis
are Imaris (Bitplane) and Volocity (PerkinEl-mer). The output of these 4D datasets
is most often presented as ”ex-tended focus view” movies, in which the informa-
tion from multiple z-planes is compressed into one single plane. Visual inspection
of the movie is the first step to examine the cellular behavior of the fluorescent ob-
jects in the image stacks. Although this can provide very useful information, it is
still important to obtain quantitative in-formation. Tracking analysis based on the
extended focus view movies is not recommended because these data sets do not
contain in-formation from the z-axis. Ideally, to measure cell motility within an
intact tissue/organ, 3D tracking should be performed. For optimal measurements,
several aspects of image acquisition have to be care-fully designed and recorded,
these include: size and depth of the scan field, time interval between acquisition and
the number of fluorochromes. In the end, various parameters (Table 2) can then be
extracted from the tracking analysis to characterize cell motility and interactions.

Fig. 4 Basics of Image Acquisition. Multi-photon imaging gives 4-D information (x, y, z
plane over time, t) of cell morphology and motility. The area, depth, step size and imaging
time can be determined prior to acquisition.

3.4 Data Processing and Presentation

Data sets generated from multiphoton imaging can be enormous in file sizes, as these
files contain multi-dimensional information. The major challenge is how to best
present dynamic cellular data in 2D print media such as articles in scientific jour-
nals. One possible way for such representation is to show snapshots of selected time-
lapse images (Figure 5). This is often complemented with movie files up-loaded to
the journal’s website, which can provide a better dynamic view of the cellular activi-
ties. Although time-lapse images and movie files contain information for x-y dimen-
sions, they lack the depth information on the z-axis. Because of this shortcoming,
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Table 2 Parameters used to characterize cell motility and interaction (adapted from
[Cahalan et al. 2008]).

Parameters Description Unit
Instantaneous velocity (v) Velocity calculated as displacement/time μm/min

during a single time step
Mean velocity (v) Mean velocity of a cell over several time steps μm/min

(usually the entire imaging period)
Contact time Time for which a cell is in contact sec:min

with a defined cell or structure
Path length Cumulative distance traveled by a cell over a given time μm

Displacement (D) Straight-line distance of a cell from μm
its starting point after any given time

Motility coefficient (M) M = displacement2/4t (for 2-D measurements) or μm2/min
displacement2/6tμm2/min (for 3-D measurements);

analogous to the diffusion coefficient for Brownian motion

this can lead to incorrect visual perceptions, for instance the image may show that
two objects are in close contact, but in reality they were only moving passed each
other on different z-planes. Thus, it is important not to draw conclusions about cel-
lular dynamics merely base on the visual inspection of images/movies. There is no
question that dynamic imaging offers exciting ways to visualize immune cell be-
havior in vivo, however, results from extensive quantitative and statistical analyses
must still form the basis for making conclusions.
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Fig. 5 Tracking cell motility using Imaris, a scientific 3-D/4-D Image Processing and Anal-
ysis Software. Five dermal dendritic cells (yellow, labeled 1 to 5) were tracked using Imaris
(shown here are four consecutive, representative time frames). Orange lines indicate the 2-D
tracking of these cells. Extracted from [Ng et al. 2008, Roediger et al. 2008].

3.5 Intravital Multiphoton Imaging Considerations

In previous sections, we have outlined the benefits of using MP-IVM to study im-
mune cells in the skin, as well as caveats and pit-falls associated with it. For the
following section, we will provide a broad overview of MP-IVM areas requiring
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software developments to overcome current challenges not only for skin imaging
but also for other MP-IVM studies.

4 The Missing Link in Multiphoton Microscopy: Software
Development

In the past few years, hardware development in multiphoton micros-copy has accel-
erated to the point where it is now possible to purchase an off the shelf system that
is highly reliable, compact and user friendly. As this technology slowly becomes
common-place like conventional laser scanning confocal microscope , the main fo-
cus for future developments will be on bioinformatics tools. With the continuing
efforts in hardware and optics developments, one can envision that future multipho-
ton imaging experiments will become more ambitious in terms of the numbers of the
detection channels, resolution, acquisition speed, volume and duration. This multi-
dimensional approach will no doubt generate large volumes of digital information,
and special considerations should be given to find better solutions for storing, pro-
cessing and analyzing these data. At the practical level, software that is capable of
handling large volumes of image data sets to allow visualization, segmentation and
quantification of multi-dimensional image sets, and provide methods for annotat-
ing raw and analyzed data in a standard format will be extremely useful. To date,
no such widely functional software exists. In the following section, we will discuss
several possible future developments that may help to achieve this goal.

4.1 Image Acquisition and Data Management

One challenging aspect for managing multi-dimensional images is keeping track of
important contextual information related to these files. Currently, most acquisition
software allows exportation of such information through Open Microscopy Environ-
ment (OME) or Metadata file formats [Swedlow et al. 2003]. However there is still
no standardized metadata format for describing the hardware (e.g. objective lens and
filter sets) or acquisition parameters (e.g. scan field and resolution) between micro-
scope manufacturers. Implementations of standardization in the future will no doubt
facilitate inter transferability of image-based data between different platforms and
laboratories.

4.2 Spectral Unmixing

Given the advent of transgenic mice expressing fluorescent proteins as well as new
techniques for labeling cells/structures in vivo, one would expect that multi-color



12 J. Keeble et al.

MP imaging be routinely performed. However, most of the MP imaging studies
have only used 2 to 3 color detection. The limitation lies in the fact that most of
the commonly used fluorescent proteins and/or dyes have overlapping emission
spectra, leading to spectral bleed-through into multiple detection channels. As a
result, it is then difficult to attribute a given color to a specific immune cell type
or cellular structure. Spectral unmixing could be one approach to solve this prob-
lem [Dickinson et al. 2001, Hiraoka et al. 1991, Lansford et al. 2001]. However, it
is important to note that current spectral unmixing algorithms were not designed
for the separation and quantification of depth resolved spectra in complex biologi-
cal tissues [Ducros et al. 2009]. Future efforts should focus on understanding how
scattering and absorption effects in biological tissues may influence the emission
spectra of various fluorophores. Such an understanding will be instrumental for the
development of spectral unmixing algorithms that are suitable for the separation and
quantification of spatially and spectrally over-lapping fluorophores in depth (within
tissue) with high resolution.

4.3 Image Analysis

The principal challenge posed by analyzing images from multiphoton imaging is to
translate pixel-based representation data to meaningful object-based (e.g. immune
cells) data represented by the pixels. Recognizing and classifying cells in images, a
process called segmentation, can be performed by software packages such as Imaris
(Bitplane), Volocity (PerkinElmer) and ImageJ. Often this process is highly labor
intensive, as it can only be done in a semi-automated manner. The difficulty of
performing automated segmentation of images from intravital imaging lies in the
multi-dimensionality of the data sets, i.e. cell volumes and movements over time.
There is no common algorithm for segmenting cellular structures and cell tracks.
Algorithms that work well for one application may not be good for another one. A
major goal for future development should be providing a set of tools capable of ex-
tracting cell-based data from many different types of data sets generated by intravital
imaging. One approach is to create organ- or tissue-specific sets of algorithms for
image analysis. This approach, however, is possible only with the implementation
of standardized imaging (see below).

4.4 Towards Standardized Imaging

Moving forward, one long-term goal of intravital imaging is to ac-quire and convert
image-based data into a standardized, quantitative cell-based and anatomical for-
mat. If this goal is accomplished, it will allow direct comparison of data generated
from different laboratories, and more importantly it can be used as a framework for
cell- and anatomical-based databases. However to achieve this, major efforts need
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to be made in standardizing several aspects of intravital multiphoton imaging, these
include standardization of the imaging protocol, data extraction and presentation. If
a universal system of standardized imaging is implemented, then one could imagine
that data generated from MP-IVM can be digitized into a standard for-mat. This will
form a powerful tool for immunologists to perform functional imaging, as compar-
ison of normal and mutant phenotypes (e.g. genetically modified, gene-deletion or
over-expression) could then be performed easily at cellular resolution.

4.5 Data Interpretation and Presentation

Although cell migration and interaction are major components of immune cell func-
tion, it remains a big challenge to ”convince” non-imaging immunologists about the
biological relevance of the numerical information extracted from imaging experi-
ments. There is no best solution for this, however, if new methods can be imple-
mented to better present the analytical data from these studies, it may help to bridge
the perception gap. As mentioned above, cellular dynamics data are often repre-
sented by time-lapse images or movies, which lose most of their multi-dimensional
information. Methods have been devised to provide more multi-dimensional infor-
mation for the viewer. For instance, one scheme implemented was color coding of
a cell based on its z-position in the tissue [Miller et al. 2002]. Future works should
focus on how to create a simple intuitive interface that allows the viewer to perform
rotation, zooming and simple 3D visualization of movie files without the need of
specialized image analysis software.

5 Concluding Remarks

Intravital MP imaging is a powerful approach for investigating immune cell activi-
ties within their native environment. Although this is a relatively new field, it is now
possible to perform dynamic, multi-dimensional imaging to simultaneously track
cell populations at depths of up to several hundreds microns inside tissues over a
long period of time (up to few hours). Despite its vast potential, there are still many
limitations associated with MP imaging. We believe that interdisciplinary efforts
from biologists, chemists, physicists, mathematicians and computer scientists will
be needed in order to usher in a new era of functional immune imaging.

With the above-mentioned developments in mind, we hope that future soft-
ware will be able to overcome major challenges for analyzing datasets ob-
tained from in vivo imaging studies. These challenges include:

• A low signal-to-noise ratio due to the dynamics of the observation;
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• The sharpness of the biological structure contours due to the similarity of
the radiometry of the observed tissue;

• The variability of the shape and size of the biological structures.

We believe that overcoming these challenges is key to developing a software
package that can automatically segment and track cells in a multidimensional
manner.
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Functional MRI of Neural Plasticity and Drug
Effect in the Brain

Kai-Hsiang Chuang and Fatima A. Nasrallah

Abstract. Recent advances in magnetic resonance imaging (MRI) have opened up
new perspectives for understanding brain function and its plasticity after damage or
even in the process of learning and memory. Using functional MRI (fMRI), reor-
ganization of the cortical representation can be detected after the peripheral nerves
deafferentation or digit amputation. To detect the more trivial changes during learn-
ing and memory, we established two techniques. One is to use manganese as a
contrast agent to detect minute reorganization of hippocampal mossy fiber after
training with hidden platform in Morris water maze. The other technique detects
the synchrony in fMRI signal among neural areas that represents functional con-
nectivity. We demonstrated the spatial memory network can be visualized in water
maze trained animal. Furthermore, we showed that synchrony rather than activity in
the brain can be modulated by receptor targeted pharmaceuticals, which indicate a
different drug mechanism. The translation of these methods will facilitate our un-
derstanding of brain plasticity, early diagnosis of dementia, and evaluation of drug
efficacy.

1 Introduction

Neural plasticity is the reorganization of neural circuit that continues throu-
ghout the lifetime [Johansen 2007, Berlucchi et al. 2009, Chopp et al. 2008],
[Pascual et al. 2005]. It not only occurs in learning and memory, but also
after damage in peripheral and central nervous system, such as stroke or
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amputation [Calabresi et al. 2003, Doyon et al. 2005, Ramachandran et al. 1998],
[Manning 2008]. The process involves changing in potentiation, synaptic transmis-
sion, synaptic/axonal density, large-scale connectivity and activity, and even neuro-
genesis. Understanding the mechanism and process in learning, memory, and the
recovery from neural damage or degeneration will facilitate the development of
approaches for improving or reversing these processes [Duffau 2006, Ward 2005].
Traditionally, it has been very difficult to study that in human. With the recent ad-
vance in non-invasive neuroimaging techniques, such as functional Magnetic Res-
onance Imaging (fMRI), we are able to observe the neural plasticity in the intact
brain longitudinally for better diagnosis, prognosis and therapeutic development
[van der Linden et al. 2009, Voss et al. 2009]. The most common fMRI tech-
nique is based on the so-called Blood Oxygenation Level Dependent (BOLD) con-
trast, which reflects the change in blood oxygenation, cerebral blood flow (CBF)
and cerebral blood volume following neural activation that compensate for the in-
creased glucose and oxygen utilization [Ogawa et al. 1990, Ogawa et al. 1998],
[Ugurbil et al. 2000]. Since this method does not require injection of exogenous
contrast agent nor involving ionizing radiation, it has been widely used to map neu-
ral activation under stimulation or performance of tasks in human to understand
the neural circuits in perception, language, learning, memory, decision making and
other high order cognitive function. Besides, clinical studies on pre-surgical plan-
ning, diagnosis and prognosis of neurological and psychological diseases, as well
as evaluation of drug effects in the brain have been explored. However, the physi-
ological change with neural plasticity, disease and drug could confound the BOLD
fMRI signal [Logothetis et al. 2004, Poldrack 2000, Ekstrom 2010]. For example,
long-term training or disease may change the vasculature, CBF and its reactivity to
stimulation, and hence change the BOLD signal independent of the neural activity.
In addition, both excitatory and inhibitory neural activity can increase metabolic
demand and result in increased BOLD signal, making it difficult to interpret the un-
derlying neural activity [Calford et al. 2005]. To better understand the neural mech-
anism of neural plasticity, we investigated several functional imaging techniques in
rodent as a model system. We first applied BOLD fMRI to study the cortical plas-
ticity after peripheral nerve deafferentation [Pelled et al. 2009, Pelled et al. 2007]
and digit amputation [Weng et al. 2011]. Secondly, to visualize the plasticity in
healthy animal after learning, we explored new technologies such as manganese-
enhanced MRI (MEMRI) and resting-state functional connectivity MRI (fcMRI) in
rats trained with Morris water maze. Lastly, the neural basis of fcMRI was investi-
gated using a pharmacological approach.

2 MRI of Neural Plasticity after Nerve Amputation

It has been found that cortical reorganization occurs after peripheral nerve injury.
It is also demonstrated in animal models that depriving the sensory input from
a specific region of the adult neocortex can lead to large reorganization of corti-
cal topography within the denervated area in subsequent months. For example, by
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lesioning both sensory and motor afferents in rat’s hindpaw, short-term and long-
term plasticity in cortical and sub-cortical areas can be observed [Cusick 1996,
Devor et al. 1979, Devor et al. 1981, Sjoberg et al. 1990, Wall et al. 1984]. To un-
derstand the underlying mechanism of the reorganization, we applied fMRI in the
hindpaw deafferentation model. Three lesion groups were studied: 1) sciatic nerve,
2) sciatic and saphenous nerves, and 3) sham control. Both the sciatic and the saphe-
nous nerves in the rat, contain sensory and motor fibers, thus lesioning them will
remove both efferent and afferent components. The nerves were lesioned perma-
nently to eliminate any possibility of regeneration. Two to three weeks following
the surgery, BOLD fMRI was conducted on an 11.7T MRI by stimulating the right
(operated) and the left (intact) hindpaws. Sham-operated rats showed similar acti-
vation in the contralateral SI hindpaw cortex as the intact side. No activation was
observed when stimulating the lesioned hindpaw of the sciatic-deafferentiated or
sciatic and saphenous- deafferentiated rats. However, bilateral activation was de-
tected when stimulating the healthy hindpaw in the sciatic and saphenous- deaf-
ferentiated rats, indicating certain plasticity. Similar response can also be seen by
lesioning the forepaw. To clarify whether the plasticity is through cortiocortical or
thalamocortical connection, the contralateral SI cortex to the intact hindpaw was
lesioned. No bilateral activation was found when the left hindpaw was stimulated,
suggesting the plasticity was not due to thalamocortical connection. To further elu-
cidate the plasticity in the ipsilateral neural activity, local field potential at different
layers of the cortex and single-unit recording was measured by stereotaxically in-
serting electrode in the ipsilateral SI cortex of the intact paw. Surprisingly, while
BOLD activation was observed in the contralateral cortex of the lesioned paw, local
field potential was not seen in any layer of the corresponding region. Instead, in-
creased spiking activity with short duration was detected with single unit recording.
With juxtacellular labeling of the active neurons, it shows that inhibitory interneu-
rons but not pyramidal neurons are responsible for the increased activity in the den-
ervated cortex. This also provides evidence that intracortical inhibitory activity can
increase the CBF with minimal change in local field potential. To investigate in-
tracortical plasticity, we explored another model where digit amputation was con-
ducted at early age. The forepaw barrel subfield is an organized region in layer IV
of the rodent primary somatosensory area. It consists of four centrally located bands
of barrels orientated along a mediolateral plane. Each band consists of three to four
barrels, which corresponds to digits from the 2nd digit (anterior) to the 5th digit
(posterior) [Waltres et al. 1995, Woolsey et al. 1970, Welker 1976]. It has been re-
ported that removal of a peripheral afferent input to the forepaw barrel subfield prior
to postnatal day 5 or 6 results in a disorganized forepaw barrel subfield, whereas
deafferentation at later times produces little or no alteration of the forepaw barrel
subfield [Dawson et al. 1987,McCandlish et al. 1996]. Since each band is about 200
- 300 microns in width and 500 - 800 microns in length, it poses a challenge for
non-invasive functional imaging like BOLD fMRI. High-resolution 3D fMRI with
300 micron isotropic resolution was implemented at 11.7T MRI. Data averaging
was conducted to obtain fMRI with sufficient signal-to-noise ratio and resolution
to detect the digit representation. By stimulating 2nd and 4th digit alternatively, the
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corresponding representation of the digits can be clearly distinguished in the layer
IV using a differential analysis that contrast between the digits rather than rest-
ing. The amputation of the 3rd digit was performed at postnatal day 3 and imaging
was conducted at two and a half months old. The results showed reduced distance
between the representation of 2nd and 4th while the width and area of the represen-
tation did not show significant increase (Figure 1). This demonstrates the potential
of fMRI to resolve reorganization of digit barrels after amputation.

Fig. 1 High-resolution fMRI of 300 micron isotropic resolution shows digit representation
in the primary somatosensory cortex of the rat. Cortical representations of digit 2 (red) and
4 (green) detected by fMRI is closer in the digit amputated animal (right) compared to the
control (left) suggesting the brain area originally belongs to digit 3 was taken over. Adapted
from [Weng et al. 2011].

3 MRI of Neural Plasticity after Learning

While large scale reorganization after damage can be observed by MRI, detection
of plasticity after learning or day-to-day experience is still challenging. Memory
employs a series of cognitive processes encompassing the acquisition of informa-
tion and its subsequent consolidation, retention, and retrieval. Morris water maze
has been widely used for studying spatial learning and memory and to evaluate
memory impairment and treatment effects in rodent models [D’Hooge et al. 2001].
We explored detection of learning induced plasticity in hippocampal mossy fibers
(MF) using MEMRI and the enhancement of memory network using fcMRI. It has
been shown that MF undergo remodeling from the stratum lucidum into the stra-
tum oriens after 5 days of Morris water maze training to find a hidden platform
[Holahan et al. 2006]. This growth does not occur with visible platform training
[Rekart et al. 2007] indicating that a specific mnemonic function, spatial memory,
drives this structural plasticity. However, the relation between this structural plas-
ticity and long-lasting memory remains unclear. To gain insight into this problem
we explored MEMRI for noninvasive measurement of the MF remodeling. By using
Mn2+ as a functional contrast agent, MEMRI allows visualization of neural struc-
tures of the brain in vivo especially in hippocampus [Aoki et al. 2004] (Figure 2).
Because the remodeling is in the 100-200 micra range, we used high field MRI to
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acquire high resolution image. Compared with naie control, the trained group showed
increased CA3a region in each 100 micra slice with larger differences seen in the
anterior sections, which is consistent with the Timm’s staining [Chuang et al. 2010].
The results show that MEMRI has the potential to image the remodeling of the MF
after learning. This non-invasive imaging allows longitudinal observation of MF to
further elucidate the functional implications of this structural plasticity.

(a) (b)

Fig. 2 (a) MEMRI acquired 1 day after Mn infusion shows intensified contrast in the hip-
pocampus (arrow) of the rat brain. Particularly, the enhancement stems from dentate gyrus
to CA3, which is similar to the distribution of (b) From top to bottom: the Timm’s staining
of the hippocampal mossy fiber, segmentation of Timm’s staining, and MEMRI showing the
CA3 and CA3a sub-regions in the hippocampus.

To understand how brain regions work together at each stage of memory, meth-
ods including cytochrome oxidase histochemistry, cFOS, and 2-deoxyglucose have
been used to map functional changes after maze learning. However, these tech-
niques are invasive and do not allow repeated measures. BOLD fMRI has been
used to study brain activation under sensory stimulation in rodents, but probing
cognitive function in rodent using this method is not possible due to physical re-
strictions of MRI and the use of anesthetics. Spontaneous, low frequency (< 0.1Hz)
synchronous fMRI signal at resting state has been observed between functionally
connected neural areas across the brain [Biswal et al. 1995, Vincent et al. 2006],
[Damoiseaux et al. 2006, Raichle et al. 2001, Greicus et al. 2003]. Moreover, ab-
normalities in such networks have been observed in the early stages of various
neurological and psychiatric disorders [Greicus et al. 2004, Fleisher et al. 2009]
and even in young adult carriers of a genetic risk factor of Alzheimer’s disease
[Filippini et al. 2009]. Recent studies using fcMRI have shown plasticity of the
intrinsic brain network after intensive training in humans [Lewis et al. 2009]. To
determine whether fcMRI can be used to detect plasticity in healthy rodent under-
going short period of training, we imaged rats at day 1 and day 7 after training in
the Morris water maze. FcMRI of hidden-platform trained rat at 1 day after training
revealed extensive connectivity across the brain especially in those regions related
to spatial memory compared to the swim control. Significant increase of correla-
tion was seen in the trained group in anterior hippocampus, posterior dentate gyrus,
entorhinal cortex, visual cortex, restrosplenial cortex, and anterodorsal thalamus
[Nasrallah et al. 2011]. Since fcMRI is a non-invasive method, it allows
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plasticity to be detected longitudinally. The same animals were scanned again at
7 days after training. Functional connectivity was maintained at day 7 after train-
ing in both groups which the same regions still significant. This demonstrated, for
the first time, memory network and its plasticity can be observed in intact brain in
anesthetized animals.

4 MRI of Drug Effect

BOLD fMRI has been applied to study the drug activation or influence of a drug
on task performance [Honey et al. 2004, Steward et al. 2005]. Besides neural ac-
tivation, growing evidence show that connectivity could be modulated by drugs
[Schwartz et al. 2009]. Here we applied fcMRI to study how connectivity changed
by receptor-targeted pharmaceutical as well as to understand the neural mechanism
of fcMRI.

To date, the relationship between spontaneous neural activity and the low fre-
quency BOLD signal fluctuations that forms the basis for functional connectivity
measurements using fMRI is still unclear. One source of the low frequency BOLD
signal fluctuations is the physiological noise induced by respiratory and cardiac mo-
tions. Further studies have shown that with proper analysis and postprocessing, these
artifacts can be eliminated to reveal the synchrony that would be related to neural
activity. Perfusion imaging has been applied showing similar synchronous fluctu-
ations in the cerebral blood flow (CBF) and hence the cerebral metabolic rate of
oxygen (CMRO2) [Chuang et al. 2008, Wu et al. 2009]. Electroencephalography
(EEG) has been used to study the dynamics of brain; however, electrophysiological
studies have yet to identify neural synchrony at a similar frequency (< 0.1Hz) in the
same subject.

To elucidate the neural mechanism of the hemodynamic change detected by
fcMRI, our approach is to use receptor-targeted pharmacological manipulation to
investigate the role of neuroreceptor systems in functional connectivity. The adren-
ergic system is a key modulator of numerous physiology and neural processes
including attention, arousal, sleep, learning and memory [Pupo et al. 2001]. Es-
pecially, a study on attention and memory task in human showed changes in effec-
tive connectivity and suggested that noradrenergic system can mediate functional
integration of those neurocircuits [Coull et al. 1999]. To understand the role of α2-
adrenergic system on the intrinsic brain network, the dose-dependent effects of an
α2-adrenergic receptor agonist, medetomidine, on brain activation and functional
connectivity were investigated [Nasrallah et al. 2010]. Stimulation-induced activa-
tion and resting-state fluctuation in the rat somatosensory cortices and caudate puta-
men were measured. The results showed significant dose-dependent suppression
of inter-hemispheric correlation but not the amplitude in the somatosensory areas,
while the stimulation-induced activation in the same areas remained unchanged.
To clarify the potential change in the hemodynamic response caused by the vaso-
constrictive effect of medetomidine, the resting perfusion fluctuation was studied by
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arterial spin labeling and showed similar results as the BOLD. This suggests that the
oxygen metabolic rate and hence the neural activity may not be affected by medeto-
midine but only the synchrony between brain regions was suppressed. Furthermore,
no change in functional connectivity with medetomidine dosages was seen in the
caudate putamen, a region with much lower α2 adrenergic receptor density. These
results indicate that resting-state signal correlation reflects underlying brain activ-
ity and a potential role of the adrenergic system in the functional connectivity. This
approach will provide more insight to drug mechanism in the brain.

5 Concluding Remarks

Advances in MRI indicate potential for in vivo visualization of neural activity and
connectivity after nerve damage, in the process of learning and memory, or under
drug manipulation from system level down to individual barrel subfield or mossy
fiber in the hippocampus. Further development is still ongoing to understand the
neural mechanism through other techniques including electrophysiology, optical
and radio-pharmaceutical. The establishment and application of these techniques
will facilitate longitudinal study in disease models and clinical translation to under-
stand the disease progression and evaluation of treatment efficacy.
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Automated Identification and Analysis of Visual
Micro-experiments on Cellular Microarray

Auguste Genovesio

Abstract. This paper is an overview of the computer-based tools I designed at In-
stitut Pasteur Korea in order to analyse a large quantity of microscopy cell based
experiments. This development consisted in designing algorithms and software for
automatically localize, identify and analyze cells on spots of cellular microarray at
high resolution. We believe the applications of this work are numerous from genome
wide loss of function screens to drug target deconvolution assays and diagnostic.

1 Background

To understand how the current biomedical research came to this automation and
why it is important, a few concept and methods need to be recall first.

1.1 The High Throughput Screening

The High Throughput Screening (HTS) consists in the conduction of a massive
amount of simple biological tests in an automated fashion. The same cellular func-
tion or process can be observed in the presence of a large variation of chemi-
cal compound such that to find stimulator or inhibitor of this function or process
[Maloff et al. 1991]. The individual readout of a single experiment is often a fluo-
rescent value using a fluorescent reader. The base material used to carry on those
experiments is the microplate which is literally a plate that contains wells. There
are various formats but most often microplate contains 96, 384 or 1536 wells. For
instance, if the 384 format is used for a 50,000 compounds screen, about 130 plates
will be necessary to conduct one pass. The HTS contains therefore a large part of
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robotics and database managements to track all experiments, their content and their
location. The HTS has been used by pharma-companies all over the world for the
last 25 years as the method of choice for the first step in the identification of novel
drug candidates. Recent advances has also largely increase the speed of this technol-
ogy [Agresti et al. 2010]. For drug discovery, this technique rely mainly on the fact
that prior to a screen and in order to create an assay, it is crucial to identify a cellular
or pathogen function involved in an infectious process of interest and to understand
it precisely because the HTS will bring up compounds that have potential effect on
this specific process. It is nowadays perceived as a serious issue because this also
mean that a screen will focus on a very specific part of an infectious process for
exemple since our read out is narrow down to the process of interest. It does not
allow for the discovery of a function but for the identification of compound having
an effect on a known function.

1.2 The High Content Screening

The High Content Screening (HCS) appeared 15 years ago but really has emerged
those last 5 years in research institutions [Liptrot 2001, Giuliano et al. 2003]. A
HCS platform looks similar as a HTS platform except that the experiments are cell
based and that the readout is not a fluorescent value but a whole microscopy image
acquired by an automated microscope for each experiment. This is a large differ-
ence because it is a much slower platform but it increases dramatically the amount
of information one can obtain from each experiment both because it concerns the
whole cell-pathogen interaction and not only a cell function but also because image
analysis algorithms can extract a dozen of numerical descriptions of the cell state. It
is nothing less than the automation of a part of the cell biology research. This time
the discovery of novel cellular functions appears possible with HCS assays. Further-
more, in combination to gene expression modulation at genome scale, we foresee
its use for a possible inversion of the two first steps of the drug discovery pipeline
namely the target identification and the lead molecule identification.

1.3 The High Content Screening in practice

When Institut Pasteur Korea started its activity in 2005, it has specialized in High
Content Screening with a whole research group, the Image Mining Group, dedicated
to the development of algorithms and software for the image analysis of specific
image based assays. After one year of activity where we identified numerous com-
pounds effective against several pathogens as Tuberculosis or HIV, we also realized
that this large amount of information was contaminated by a lot of noise at many
level when tackling genome wide assays. Some kinds of errors were known from
HTS specialists while some other kinds were inherent to the microscopy readout. A
major mistake HCS users first did and still do is often to consider HCS as a simple
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Fig. 1 A - A microplate with 384 wells commonly used in HTS and HCS. B - Most of the
dispensing steps are subject to random errors that are difficult to quantify. C - Automated
acquisition on those kind of plate often produce out of focus pictures and bias. D - Bias can
be corrected by image processing steps but not the loss of focus. E - Bias issues also arise
at the level of the whole plate since wells located on the border of the plate are affected by
the difference of humidity level. F - Some signal processing methods can also be applied to
correct this effect.

extension of HTS and therefore use the same tools for both while they are radically
different. Several tools should be adapted along with most of the data analysis meth-
ods. For instance, a first point we noticed is that the microplate was responsible for
a significant part of the reading errors. This is due to the fact that a much larger pre-
cision is required by a confocal microscope than by a fluorescent reader to obtain a
reliable set of data (see Figure 1). Micro plates could be still largely used in the case
where the expected readout was obvious and binary as for instance infected/none
infected as for a reporter cell line screen on chemical compound. On the other hand,
when the question became more complex as for classifying multiple phenotypes one
can read from genome wide siRNA screens, the level of noise in microplate was so
high that understanding became limited.
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Fig. 2 High Content Cellular Microarray, a fast computational method to annotate and ex-
tract high resolution image of individual spotted micro-experiments. A. A high number of
micro-experiments were printed by Discovery Cell Biology group at IPK and covered by a
layer of cells. The whole slide can be scanned with an automated microscope. B - Thousands
of pictures are miniaturized and re-assembled to obtain a broad vision of the whole microar-
ray. A Robust, fully automated grid fitting algorithm was developed to identify the micro
experiments on this miniaturized image. C - The pieces of pictures needed to construct each
localized and annotated experiment were automatically reassembled to obtain an annotated
high resolution picture per experiment/spot. D - A slide smaller than a finger contains about
4000 experiments. E - example of one experiment once automatically reconstructed.

2 High Content Cellular Microarray

To overcome those difficulties, Dr Neil Emans and Mr Yong Jun Kwon, biologists
and myself, computer scientist have proposed and implemented a method to use
cellular microarray as a fully automated high content screening platform. This plat-
form has enabled to increase dramatically the number of experiment that one can
possibly make with a visual platform to reinforce statistical significance and has
also brought several major points of improvement in the quality of each experiment.
Also the size and the cost of the platform was largely reduced due to the fact robotic
coming along with a micro plate based platform became obsolete in our framework.
The technology we developed at Institut Pasteur Korea uses cellular microarrays
instead of wellplates. This means we address a grid of points printed on a slide
instead of a grid of well in a plate. The cellular microarrays were first proposed
in 2001 by Ziauddin and Sabatini [Ziauddin et al. 2001] when they proved that it
was possible to reverse transfect a layer of cells onto a glass slide where spots con-
taining cDNA were printed. Surprizingly, while this method appeared promising at
first, in 2006 there was still no available platform on the market and few research
efforts [Carpenter et al. 2004, Erfle et al. 2004, Erfle et al. 2005] that could bring
researcher to effectively use cellular microarray to image a large amount of exper-
iments at high resolution. A reason could be that going from a few tens or even
hundreds of experiments to millions was not a simple step because it required a
full automation of every single step involved. This is to the point where most of
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the vast amount of pictures we generated would never be seen by anyone else than
computers. This made a difference because then, no manual correction or tuning
was possible and all steps had to be able to be automated. To achieve this goal, we
relied on very clear and simple objectives: first reducing drastically the quantity of
matter involved and the surface needed to create each of those experiments, second
automating the identification, the analysis and the management of every experiment
through the development of dedicated algorithms and software programs. We de-
signed and implemented all the tools needed to cross this technological gap and
finally obtained a prototype in mid-2006. This method replaced most robotic ma-
nipulations by computer analysis to locate and extract picture on a very large grid of
image made of all the surface of a slide instead of acquiring images of experiments
in wells one by one. This resulted in the miniaturization of the HCS technology to
offer a real High Throughput to the High Content. Also performance was increase
because, for instance, there was no more problem of out of focus picture which is
a very common issue in HCS. This is due to the fact that the large slide picture is
acquired continuously and the microscope head does not need to travel anymore be-
tween two consecutives experiments. It is also less expensive because the volume
of each experiment was greatly reduced. We confirm our method can screen about
4000 experiments on an area that is smaller than a finger with a resolution that per-
mit to observe about 100 cells for each experiment. It is fully automated which is to
our knowledge unique as for today.

3 Conclusion

The benefit of such a method for cell biology research and drug development is im-
portant. This prototype alone made possible to answer important scientific question
more precisely, quickly and for a much lower price. For instance, we identified in
2007 unknown human genes involved in HIV infection with a functional genome
wide siRNA screen for which we had 7 independent replicates for each and every
gene. This screen was made of about 200,000 visual experiments. Some of those
factors could become therapeutic targets. We have repeated this process since then
with different type of pathogens as Trypanosoma Cruzi and also cellular functions.
It was also possible to observe a drug’s dose response curve under the knock down
of every single human gene which implied screening about half a million experi-
ments, which we could do in only 3 weeks. We believe the possibility achieving a
lot more experiments in a much shorter time with a higher precision will give the
possibility to identify the target of a small compound in a systematic way soon but
also it will open the door to new types of questions were system can be seen as a
whole with a high level of information and within a reasonable level of noise.

We describe the development of a method to increase dramatically the speed
of High Content Screen through miniaturization. We have also developed cell
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Fig. 3 The IM software is a software conceived and developed at Institut Pasteur Korea for
High Content screening image analysis. We can see an opened cellular microarray being
analyzed. It contains 3888 high resolution spotted experiments. B - Example screen where
the number of cells (red) infected by a parasite (green) is estimated. C - Result of our cell
detection algorithm. D - Analysis of a micro experiment. The few cells on the red spot are
transfected with a specific siRNA and can possibly present a specific phenotype. E - Result
of a microplate experiments. The color indicates the value taken by a descriptor. F - Example
of a multidimensional analysis of a 200,000 experiments screen. G - Screen with a clear
distinction of two phenotypes.

segmentation and description algorithm compatible with High Throughput. A
remaining challenge will be to define and disseminate adapted data analysis
methods for High Content Screening. Cell classification methods and soft-
ware and examples of utilization of cell profiling data analysis were recently
published but the community is still small. The increasing need of automated
microscopy for cell biology and drug discovery should see the rise of an in-
tense development of data analysis methods in this field of research in the
coming years.
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Abstract. Optical imaging is a rapidly developing field of research aimed at non-
invasive monitoring of disease progression, evaluating the effects and pharmacoki-
netic of a drug, or identifying pathological biomarkers . To this end, it requires the
development of targeting and highly specific contrast agents . In fluorescence imag-
ing, an external light of appropriate wavelength is used to excite the fluorescent
molecule, followed almost immediately by the release of longer wavelength, lower
energy light for imaging. Fluorescence is increasingly used for imaging and has
provided remarkable results. However this technique presents several limitations,
especially due to tissue autofluorescence under external illumination and weak tis-
sue penetration of low wavelength excitation light. To overcome these drawbacks,
we have developed an innovative technique using persistent luminescence nanopar-
ticles (PLNP) for optical imaging in small animal. Such nanoparticles can be excited
before systemic injection, and their biodistribution monitored in real-time for dozen
of minutes without the need for any external illumination source. This review article
will focus on recent works undertaken in our laboratory on the synthesis of PLNP,
their surface modifications and applications for bioimaging.
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1 Introduction

From fluorescent organic dyes to luminescent nanocrystals , optical imaging raises
growing interest for the understanding of physiological mechanisms or the develop-
ment of new diagnosis and therapeutic applications [Weissleder et al. 2008]. Pho-
tonic probes offer not only practicable living sensors, but also rely on low-cost or af-
fordable imaging devices and techniques. The semiconductor Quantum Dots (QDs)
[Medintz et al. 2005] [Smith et al. 2008] exhibit high quantum yield, good photosta-
bility and tunable emission wavelength. Luminescent porous silicon nanoparticles
can act as both diagnostic [Li et al. 2004] and therapeutic tools [Salonen et al. 2007].
At last, near-infrared fluorescent molecules [Chen et al. 2005] offer the possiblity to
work with very low autofluorescence from tissues under constant illumination.

Each of the above-mentioned probes displays characteristics that limit preclin-
ical use or future therapeutic application. First, the emission wavelength of semi-
conductor QDs must be tuned by changing the particle diameter (ranging from 2
nm to 10 nm) or its composition. On the one hand, this opens alternatives for re-
nal clearance [Choi 2007], but on the other hand it also shortens circulation time
of the probe and impairs effective targeting, levying strict regulations on its de-
sign [Longmire et al. 2008]. Luminescent porous silicon nanoparticles show great
promise as non-toxic, self-destructive, and traceable cargo for anti-cancer drugs, but
they suffer from limited quantum yield [Park et al. 2009] (∼ 10%) compared to QDs
(> 80% in organic solvent). As for near-infrared fluorescent probes, it is now well
established that organic dyes are susceptible to photobleaching, and are most often
unstable under physiological conditions, which make them hardly the best candidate
for a long-term biological or biomedical purpose [Resch-Genger et al. 2008].

To overcome these difficulties, we have recently developed persistent lumines-
cence silicate nanoparticles [le Masne de Chermont et al. 2007], referred to as PLNP,
suitable for in vivo imaging, and specially designed to avoid most inherent prob-
lems encountered in classical optical systems. The key element of this technology
is based on a new generation of long-luminescence nanoparticles, emitting in the
near-infrared region, that can be optically excited before in vivo local or systemic
injection. This long-lasting afterglow prevents residual background noise originat-
ing from in situ excitation and can last several hours. Thus, the significant signal-
to-noise ratio improvement allows detection in rather deep organs and real-time
biodistribution monitoring of active elements hours after injection.

2 Persistent Luminescence Nanoparticles from Silicate Host

Great progress have been made in long-lasting phosphorescence since the early 20th

century. Long-lasting phosphors were widely used in emergency lighting, safety
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indications, road signs and so on. Most of the long-lasting phosphors are based on
sulfides and aluminates. Recently silicate phosphors have been paid considerable
attention because of their bright phosphorescence, notably in blue and green re-
gions [Jiang et al. 2003]. In 2003, Wang et al. reported the synthesis of MgSiO3

enstatite, doped with Eu2+, Dy3+ and Mn2+ luminescent ions, showing a long
red persistent luminescence [Wang et al. 2003]. This article initiated in our lab-
oratory the preparation of several luminescent silicates intended for bioimaging
applications.

2.1 Synthesis of Enstatite-like Silicates: MgSiO3, ZnMgSi2O6 and
Ca0.2Zn0.9Mg0.9Si2O6 doped with Eu2+, Dy3+ and Mn2+

2.1.1 The Sol-Gel Process

Persistent luminescence materials are generally synthesized by a solid-state reac-
tion, giving micrometer-sized particles. Such large particles would hardly
circulate after systemic injection to small animals, thus limiting bioimaging ap-
plications. For this reason, we preferred a Sol-Gel approach to synthesize smaller
particles [Brinker et al. 1990]. Raw materials used in our routine synthesis are: mag-
nesium nitrate (Mg(NO3)2, 6H2O), zinc chloride (ZnCl2), calcium chloride (CaCl2,
2H2O), europium chloride (EuCl3, 6H2O), dysprosium nitrate (Dy(NO3)3, 5H2O),
manganese chloride (MnCl2, 4H2O), and tetraethoxysilane (TEOS). Depending on
the desired nanomaterial (MgSiO3, ZnMgSi2O6 or Ca0.2Zn0.9Mg0.9Si2O6) different
amount of reagents were used [le Masne de Chermont et al. 2009]. For example, for
the synthesis of Ca0.2Zn0.9Mg0.9Si2O6 (where 10% of Zn and Mg atoms were sub-
stituted for Ca) doped with 0.5% Eu2+, 1% Dy3+, and 2.5 % Mn2+ (the percentages
are based on metallic cations content), we used: 125 mg of calcium chloride, 990
mg of magnesium nitrate, 525 mg of zinc chloride, 16 mg of europium chloride, 39
mg of dysprosium nitrate, 44 mg of manganese chloride, 4 mL of deionized water
at pH 2 and 2 mL of TEOS. The mixture is vigourously stirred at room temperature
for 1 hour and then for 2 hours at 70◦C until the sol-gel transition occured. The
wet gel was then dried in an oven at 110◦C for 20 h to remove water and ethanol
(Figure 1).

2.1.2 Heating to Get Crystals

The resulting opaque dry gel is then calcined in a zircone crucible under a weak
reductive atmosphere using 10% H2, 90% Ar (Noxal 4, Air Liquide, Düsseldorf,
Germany). Depending on the material we want, the final sintering temperature must
be adapted. To prepare Ca0.2Zn0.9Mg0.9Si2O6 (Eu2+, Dy3+, Mn2+), the gel is fired
at 1050◦C for 10 h and slowly cooled down to room temperature to give white
crystals (Figure 2).
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Fig. 1 Hydrolysis of TEOS in the presence of the salts and sol-gel transition. Sol in the
middle, gel on the right.

Fig. 2 Heating of the gel to get crystals.

2.2 Characterization of Synthesized Nanomaterials

2.2.1 Fluorescence Spectra

Optical spectra, shown in Figure 3, were recorded with a Varian (Palo Alto, CA)
Cary-Eclipse Fluorescence spectrophotometer by using the phosphorescence mode
with a delay and a gate time of 300 ms (for excitation spectrum: em = 690 nm;
excitation slit = 5 nm; emission slit = 20 nm) (for excitation spectrum: ex = 340 nm;
excitation slit = 20 nm; emission slit = 5 nm). About 50 mg of each powder were
deposited on a glass plate, stuck with a few drops of ethanol and inserted into the
spectrophotometer.
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Fig. 3 Emission spectra of the three synthesized materials doped with Eu2+, Dy3+,
Mn2+. MgSiO3 (λem = 645 nm), ZnMgSi2O6 (λem = 660 nm), Ca0.2Zn0.9Mg0.9Si2O6
(λem = 690 nm).

2.2.2 Luminescence

To record persistent luminescence decline curves, 10 mg of each material were de-
posited on a 96-wells plate, excited for 2 min with a UV lamp, and placed under
the photon-counting system consisting of a cooled GaAs intensified charge-coupled
device (ICCD) camera (Photon Imager; Biospace Lab, Paris, France) without any
external illumination system. Luminescence intensity was detectable for more than
24 h when kept in the dark. The decay kinetics (Figure 4) were found to be close to
a power law I ≈ I0 · t−n (n = 0.96, R2 = 0.996) after the first 100 s.
For bioimaging application, we selected the Ca0.2Zn0.9Mg0.9Si2O6 composition
since it had the best characteristics in terms of emission wavelength (690 nm, which
is located within the transparency window) and of luminescence intensity (the high-
est among all three synthesized silicates).

3 Chemical Surface Functionalization of Silicates

3.1 Obtention of Nanoparticles of Different Sizes

Nanometer-sized particles were obtained by basic wet grinding of the solid (500 mg)
for 15 minutes with a mortar and pestle in a minimum volume of 5 mM NaOH solu-
tion. Hydroxylation was then performed overnight by dispersing the ground powder
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Fig. 4 Afterglow decays after UV excitation of the materials doped with Eu2+, Dy3+, Mn2+.
MgSiO3, ZnMgSi2O6, Ca0.2Zn0.9Mg0.9Si2O6.

(Ca0.2Zn0.9Mg0.9Si2O6 doped with Eu2+, Dy3+, and Mn2+) in 50 mL of the same
NaOH solution to get hydroxyl-PLNP. Nanoparticles with a diameter of 180 nm
were selected from the whole polydisperse colloidal suspension by centrifugation
on a SANYO MSE Mistral 1000 at 4500 rpm for 5 minutes (centrifugation time
was lengthened to 30 min in order to obtain 120 nm PLNP). They were located
in the supernatant (assessed by Dynamic Light Scattering). The supernatants were
gathered and concentrated to a final 5 mg/mL suspension. PLNP with a diameter
of 80 nm were selected from the 120 nm concentrated suspension by centrifugation
on an Eppendorf MiniSpin Plus at 8000 rpm for 5 minutes. Following a similar
approach, centrifugation steps were repeated 4 times and the resulting suspension
concentrated to a final amount of 5 mg/mL [Maldiney et al. 2011].

3.2 Characterization of the Nanoparticles by DLS and TEM

3.2.1 Dynamic Light Scattering Measurements

Photon correlation spectroscopy is a technique used to determine the diffusion co-
efficient of small particles in a liquid. The coefficient is determined by accurately
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measuring the light scattering intensity of the particles as a function of time. Dy-
namic light scattering (DLS) was performed on a Nano ZS (Malvern Instruments,
Southborough, MA) equipped with a 632.8 nm helium neon laser and 5 mW power,
with a detection angle at 173◦ (noninvasive back scattering).

Fig. 5 Size of the different nanoparticles determined by dynamic light scattering.

3.2.2 Transmission Electron Microscopy

Electronic microscopy analysis was used to show both the shape and size of
Ca0.2Zn0.9Mg0.9Si2O6 nanoparticles doped with luminescent ions (Figure 6).

Fig. 6 TEM image of different size Ca0.2Zn0.9Mg0.9Si2O6: Eu2+, Dy3+, Mn2+. A: 80 nm.
B: 120 nm. C: 180 nm. Scale bar = 100 nm. [Maldiney et al. 2011]
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3.3 Surface Functionalization

In vivo biodistribution of nanoparticles highly depends on their charge and surface
properties. Chemical modification of the surface of the probe is critical to better
control its circulation and hope for a future targeting to a specific region of inter-
est. For this reason, the PLNP were first reacted with 3-aminopropyl-triethoxysilane
(APTES), in order to provide positively charged PLNP (referred to amino-PLNP)
resulting from the presence of free amino groups at the surface. The APTES in ex-
cess was removed by several sedimentation washing procedures. The global surface
charge of the amino-PLNP was reversed by condensation with diglycolic anhydride,
which reacted with amines to give free carboxyl groups (carboxy-PLNP). As the use
of polyethylene glycol (PEG) capping has already been shown to increase the cir-
culation time of several colloidal systems [Moghimi et al. 2001], we also conducted
coupling of different PEG moieties (either 5, 10 or 20 kDa) with the amino-PLNP
(Figure 7).

Fig. 7 PLNP surface modification with different molecules.

3.4 Characterization of the Functionalized PLNP

3.4.1 Zeta Potential

The success of the grafting procedure was assessed by zeta potential measurements
(Figure 8). The zeta potential of amino-PLNP was positive (+35.8 mV at pH 7),
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the zeta potential of carboxyl-PLNP was negative (-50.3 mV at pH 7). Finally as
expected, PEGylation of PLNP led to neutral particles (+1 mV).

Fig. 8 Zeta potential of PLNP after each surface modification. [Maldiney et al. 2011]

3.4.2 Thermogravimetric Analysis

It exists several chemical methods to determine the amount of a given molecule
grafted on nanoparticles. They usually rely on the reactivity of known chemical mo-
tifs on the ligand to dose, generally amines, carboxyl or carbonyl groups. In the
case of PEG coverage, these methods could not be considered since the polymer
lacked reactive functions. However, the relative high molecular weight of the chain
opened alternative to a sensitive dosing of PEG moiety through thermogravimet-
ric analysis (TGA). Briefly, TGA analysis was performed by gradually heating the
sample from 20◦C to 780◦C under Argon atmosphere. Precision scales allowed to
monitor the weight loss as a function of temperature. Weight loss curves for 120
nm PLNP were recorded after each functionalization step. From amino-PLNP to
PEGylated PLNP we clearly distinguish two stages in surface decomposition. First,
water trapped in the organic layer on the surface of PLNP evaporates before 325◦C.
The second stage begins after 325◦C and corresponds to the decomposition of or-
ganic APTES and PEG coverage on the particles. When comparing TG curves for
different PEG, we notice that the longer the PEG chain length, the fewer PEGylated
chains remain grafted on the surface. Calculated values from weight loss percent-
ages indicate that in the case of 5 kDa PEG, polymer concentration reaches about
15 nmol/mg of PLNP. This value drops significantly when increasing the size of the
PEG to 9 nmol/mg for 10 kDa PEG and 3 nmol/mg for 20 kDa PEG. Despite the 20
fold molar excess of PEG (compared to the amount of free amino groups previously
estimated on the surface: about 60 nmol/mg), it seems that steric hindrance hampers
the approach of larger PEG near the particle, thus preventing quantitative reaction
as well as equimolar loadings of the different PEG.



46 C. Richard et al.

3.4.3 Colloidal Stability

Before any use of these nanoparticles for bioimaging, colloidal stability in biolog-
ical media had to be checked. As shown in Figure 9, the addition of polyethylene
glycol significantly changes the average value of hydrodynamic diameter, leading
to particles from 40 to 70 nm larger than the initial hydroxyl-PLNP, and providing
high colloidal stability in normal saline solution.

Fig. 9 Colloidal stability of 5 kDa PEG-PLNP: evolution of the hydrodynamic diameter in
150 mM NaCl for 45 minutes. [Maldiney et al. 2011]

4 Bioimaging with Persistent Luminescence Nanoparticles

4.1 Principle

As explained in the introduction, the major difference between our luminescent sili-
cate and other classical optical probes (used for bioimaging) comes from the ability
of PLNP to store excitation energy and to emit at higher wavelength from dozen
of minutes to hours. This property allows to excite the probe before its systemic
injection (Figure 10).

4.2 Influence of Coating on the Biodistribution of 180nm PLNP

Biodistribution of 180 nm PLNP with different surface coatings (either amino, car-
boxy, or PEG) was monitored 30 minutes after systemic injection in mice. Acquired
images are shown in Figure 11. For positive amino-PLNP, an important lung reten-
tion was observed (Figure 11a). During the first hour, there was little change in this
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Fig. 10 Bioimaging with PLNP: the principle.

distribution, except a progressive PLNP release from lungs to liver and spleen. Two
reasons can explain this biodistribution pattern [Song et al. 1998]. The first one
is a nonspecific electrostatic interaction of amino-PLNP with the negative charges
displayed by plasmatic membranes of capillary endothelial cells, such as sulfated
proteoglycans and glycosylaminoglycans. Another explanation could be provided
by aggregation of amino-PLNP with negatively charged blood components, leading
to trapping agglomerates of increased size in the narrow lung capillaries. Nega-
tive carboxy-PLNP were rapidly cleared from blood flow by liver uptake (Figure
11b). This biodistribution pattern presumably resulted from a rapid opsonisation
and an uptake by endothelial and Kupffer cells of the reticuloendothelial system
(RES), as is generally observed for nanoparticles or liposomes [Kamps et al. 1997]
[Krieger et al. 1994]. Neutral PEG-PLNP were able to circulate longer, as assessed
by a diffuse signal throughout the mouse body that lasted for the rest of the acquisi-
tion time (Figure 11c). However, biodistribution images clearly show liver accumu-
lation after 60 minutes. When Kupffer cells were saturated by prior administration
of anionic liposomes, the neutral PEG-PLNP circulation time increased further (im-
ages not shown).

4.3 Influence of Nanoparticle Diameter and PEG Chain Length
on the Biodistribution in Healthy Mice

The biodistribution of PLNP was studied in function of nanoparticle diameter (80,
120 and 180 nm) and PEG chain length (5, 10 and 20 kDa). Relative long-term
biodistribution in healthy mice was achieved six hours after systemic injection to
validate a potential use of this probe for in vivo applications. Delayed fluorescence
from europium ions trapped in the core of the nanoparticles allowed an ex vivo
quantitative analysis through tissue homogenates after animal sacrifice. As shown
in Figure 12, similarly to several classes of nanoparticles, and regardless of surface
coverage, long term PLNP biodistribution occurs predominantly within liver and
spleen [Minchin et al. 2010]. Combined uptake in the kidneys and lungs remains
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Fig. 11 Biodistribution of PLNP 30 minutes after tail vein injection. a: amino-PLNP. b:
carboxy-PLNP. c: PEG-PLNP. [le Masne de Chermont et al. 2007]

below 5 % of the injected dose. The PEG chain length seems to have little influence
on the global RES accumulation (combined uptake in liver and spleen), and is only
responsible for a slight change in the liver/spleen ratio (only noticeable for 120 nm
PLNP). On the contrary, the nanoparticle core diameter appears to be critical. As
shown in Figure 12, decreasing the particle core diameter from 180 nm to 80 nm
causes a much lower combined RES uptake of PEG-PLNP from 100 % down to
around 35 % of the injected dose [Maldiney et al. 2011].

4.4 Biodistribution of PEG-PLNP in Tumor Bearing Mice

Malignant tumors display both increased angiogenesis and chaotic microenviron-
ment growth, mainly responsible for hypervascularization, leaky vasculature, and
poor lymphatic drainage [Maeda et al. 2000]. The pore size in the vasculature ranges
from 200 to 600 nm in diameter, leading to an enhanced permeability and retention
(EPR) effect [Brannon-Peppas et al. 2004]. It was reported that long-circulating
nanoparticles with PEG modifications on their surface were able to conduct passive
tumor targeting [Moghimi et al. 2001] [Greenwald 2001]. The injection of our 180
nm PEG-PLNP to C57BL/6 mouse bearing an s.c. implanted Lewis lung carcinoma
(3LL) tumour in the inguinal region, allowed us to detect the tumor vasculature the
first 2 minutes after injection (Figure 13a). However no passive accumulation of our



4 Persistent Luminescence Nanoparticles for Bioimaging 49

Fig. 12 PLNP tissue distribution 6 hours after systemic injection to healthy mice (n=6). Error
bars correspond to standard deviation. [Maldiney et al. 2011]

PLNP-PEG could be observed at longer time (Figure 13b). In order to favor a pas-
sive accumulation of PEG-PLNP in the tumour area we have recently reported the
influence of both the diameter of the PLNP (80, 120 and 180 nm) and the length
of the PEG chain (5, 10 and 20 kDa). This study revealed that after intravenous in-
jection of 80 nm PLNP-PEG10kDa in 3LL tumor bearing mice, 5.9 ± 2.8 % of the
injected dose were located within the tumour micro-environment 6 hours after the
injection [Maldiney et al. 2011].

Fig. 13 Images of PLNP-PEG injected to a mouse bearing an s.c. implanted Lewis lung
carcinoma (3LL) tumor. a: image obtained 2 minutes after injection. b: image obtained 20
minutes after injection of PLNP. [le Masne de Chermont et al. 2007]
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Another way to target tumor vasculature is to use nanoparticles coated with targeting
ligands [Richard et al 2008] [Byrne et al. 2008] [Loomis et al. 2011]. Efforts in
our laboratory are actually directed towards surface functionalization of PLNP with
ligands able to target receptors of interest.

4.5 PLNP for Imaging Inflammation in a Mouse Model of
Arthritis

Rheumatoid synovium is characterized by hyperplasia of the synovial lining layer
and marked infiltration by lymphocytes, macrophages and plasma cells. Locally pro-
duced inflammatory mediators and subsequent up-regulation of adhesion molecules
within inflammation sites are both pivotal to the development of rheumatoid
arthritis [Choy et al. 2001] [Tak et al. 1996].

Neoangiogenesis is also a vital component of pannus formation. The early di-
agnosis of rheumatoid arthritis is made problematic by heterogeneity in its clinical
presentation and uncertainty about which patients will respond to treatment. Sensi-
tive and specific imaging methods are required for the detection of early inflamma-
tory changes to the synovium in patients with arthritis and for monitoring response
to treatment.

We have evaluated the capacity of carboxy and PEG-PLNP to reveal inflamma-
tory sites in an experimental mouse model of arthritis. The pathology was induced
in the DBA/1 mice by immunization with 100 μg of bovine collagen type II at the
base of the tail on day 0 and day 21 [Courties et al. 2009]. Thirty days after immu-
nization, 100 μg of PLNP (carboxy or PEG) previously excited with a UV lamp for
5 min were injected in the tail vein. Their biodistribution was then monitored under
the photon-counting system (Figure 14).

Fig. 14 PLNP for imaging inflammation sites. A: image obtained with carboxy-PLNP 30
minutes after injection. B: image obtained with PEG-PLNP. In both cases GdCl3 was injected
before PLNP to increase the circulation time of the nanoparticles. The black arrow indicates
the site of inflammation.
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As shown in Figure 14-A, carboxy-PLNP were quickly trapped in liver, even in
the presence of GdCl3 (generally used to saturate liver macrophages). In contrast,
PEGylated PLNP evade liver (Figure 14-B) to accumulate in the hind legs, at sites of
inflammation, and in the oral cavity which is a highly vascularized area. Surface and
diameter of the PLNP are key elements that we are actually modifying to improve
these results.

5 Conclusion

We described the synthesis of several persistent luminescence nanoparticles from
silicate host. Among them, Ca0.2Zn0.9Mg0.9Si2O6 doped with Eu2+, Dy3+, and
Mn2+ appeared as the most interesting material for bioimaging applications in
terms of emission wavelength and intensity of luminescence. We extracted different
monodisperse nano-sized distributions (from 80 to 180 nm) and showed that surface
functionalization could not only drastically improve their biodistribution in healthy
and tumor-bearing mice, but could also allow to monitor inflammation in a mouse
model of arthritis. These results are encouraging, and additional works are actually
in progress to heighten image analysis of the acquired data by the means of more
reliable softwares and computational tools, but also to improve PLNP optical per-
formances, biodegradability and targeting capabilities.

From the automatic image analysis side, there remain several challenges as-
sociated with this innovative technique.

• First, as luminescence decreases with time, background signal becomes
predominant. After approximately one hour, signal from PLNP is not de-
tectable anymore. This first limitation requires to focus on persistent lumi-
nescence materials, and to find new compositions with improved optical
properties.

• Then, two-dimensional optical detection raises the problem of photons dif-
fusion, depth-dependent, that blurs biological structures contours and ham-
pers organs distinction.

• Therefore, we sometimes observe distorted organs (such as liver or spleen)
with variable shape and size. To circumvent this last issue, valuable ef-
forts are being made to work on three-dimensional acquisition systems that
would permit combined acquisition in several plans, as well as image re-
construction of the organ through highly developed softwares designed to
return the corrected shape and size of the organ from acquired data.
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Bioimaging Probes Development by DOFLA
(Diversity Oriented Fluorescence Library
Approach) for in Vitro, in Vivo and Clinical
Applications

Seong-Wook Yun and Young-Tae Chang

Abstract. Due to the remarkable development of bioimaging probes and equipment
during the last decades, we are able to see a variety of biological systems with a
resolution ranging from centimeters to subnanometers. Bioimaging is now an indis-
pensable tool for basic research and clinical diagnosis. Particularly, the application
of fluorescence in optical imaging has enabled us to investigate molecular events as
well as the structures in living cells and tissues. Among the fluorescent molecules,
low molecular weight chemicals have great potentials to be developed as highly spe-
cific and versatile bioimaging probes. Target-specific fluorescent probes have been
developed conventionally by a hypothesis-driven approach in which fluorophores
are conjugated to already developed molecules such as antibody, peptide or small
molecule drug. However, the fluorescence-labeled macromolecules may not be used
for the detection of intracellular molecules in living cells and tagging small molecule
without affecting its property is relatively challenging. To overcome these problems,
we have developed Diversity Oriented Fluorescence Library (DOFL) by exploring
the diverse chemical space directly around fluorophores using combinatorial chem-
istry. By screening DOFL in various platforms such as in vitro, cell, tissue and
whole organism, we have successfully developed bioimaging probes which interact
specifically with the targets. In this article, we discuss how bioimaging contributes
to the development of biomedical science, why the development of new bioimaging
probes is necessary and what can be achieved by DOFL approach (DOFLA).
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1 Visualizing Is Proving

Visualizing in a reproductive way is proving. Robert Hooke’s discovery of the cell
using a compound microscope in 1665 led to the discovery of bacteria, fungi and
protozoa, thus opening up the microbial world. The development of the electron
microscope in 1930s has enabled us to explore inside a single cell with nanometer
resolution contributing to the discovery of thousands of different viruses. Since the
discovery of X-ray and its application to skeletal imaging by Wilhelm R öntgen
in 1895, non-invasive imaging using radiation has become a pivotal technology for
the diagnosis and prognosis of a wide range of diseases. Imaging modalities such as
computed tomography (CT), magnetic resonance imaging (MRI), positron emission
tomography (PET), and single photon emission computed tomography (SPECT) are
now capable of providing both structural and functional information in health and
disease. Some representative imaging tools for biomedical science are depicted in
Figure 1 with their applications and resolutions [5]. In addition to the examples
briefly mentioned above, various imaging technologies are being developed to meet
the increasing demand of accurate and target-specific imaging in the post-genomic
era.

Fig. 1 Imaging modalities, their spatial resolution and applications. Bioimaging encom-
passes a range of imaging modalities that provide spatial and functional analysis of molecules
from angstrom level to centimeter level. NMR, nuclear magnetic resonance; SERS, surface-
enhanced Raman scattering; CT, computed tomography; MRI, magnetic resonance imaging;
PET, positron emission tomography. Han et al., Imaging metabolic syndrome. EMBO Mol.
Med. 2010, 2, 196-210. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with
permission.
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2 More Questions to Be Addressed in Post-Genomic Era

The quest to understand the fundamentals of living organism by sequencing whole
genomes finally led to a completion of human genome project in 2003 after 13
years of collaboration of many international research centers [3]. In parallel, the
whole genome sequences of various organisms ranging from virus to vertebrates
have been identified, hence leading to the era of genomics. One unexpected finding
of the genome project is that the number of genes in the human genome is approxi-
mately 25,000 which is comparable to the 20,000 genes of a nematode C.elegans [7].
This finding implies that the complexity of organisms is determined by the different
functions and regulations of gene products rather than the gene number. After tran-
scription, complex processing steps including splicing, translational regulation and
post-translational modification are involved in the production of proteins, the final
product of gene expression. The activities of proteins endow the cells with specific
properties that determine their structure, function and metabolic status. Due to the
various processes and modifications during the protein production, the number of
proteins is much more than the number of genes. Proteomics, which is the study
about the behavior of entire set of proteins, is emerging as the next challenge to
genomics to understand the mechanisms of life and disease [?]. The function and
structure of many proteins have been revealed by diverse in vitro analyses and the
information saved as a database has provided valuable clues about their roles in bio-
logical system. However, the results of those in vitro studies need to be confirmed in
the in vivo system for the biological function of protein to be properly interpreted.
The in vivo function of proteins is affected by many conditions that cannot be re-
produced in the in vitro experimental settings and the behavior of proteins can be
different in different cells and environments. Therefore, the information obtained
through genomics and proteomics studies raised more questions than before. The
development of sophisticated bioimaging probes and their applications in various
imaging modalities will be a way to address those questions.

3 Fluorescent Microscopy

Technical advancement in the development of optical imaging instruments is es-
pecially stunning in the fluorescence-based technology along with the develop-
ment of various fluorophores and their applications to cell biology. Confocal mi-
croscopy collects fluorescence images of a plane at different depths of specimen
eliminating blurry out-of-focus background. Two-photon microscopy uses long-
wavelength e.g., infra-red light which easily penetrates several hundred microm-
eter thick living tissue to excite the fluorophores that absorb and emit in much
shorter wavelength region than that of the light source [?]. OPT (Optical Pro-
jection Tomography) and LSFM (Light Sheet Fluorescence Microscopy) are used
for 3D images of millimeter-size specimens [10, 23]. Super-resolution microscopes
such as PALM (Photo-Activated Localization Microscopy), STORM (Stochastical
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Optical Reconstruction Microscopy), STED (Stimulated Emission Depletion Mi-
croscopy), and SIM (Structured Illumination Microscopy) provide images with
10 to 20 times higher resolution than the resolution limit of conventional optical
microscopes which is approximately 200 nm [?]. Last, small animal whole-body
fluorescence imaging, especially by using near infrared dyes, makes it possible to
investigate pathophysiological changes non-invasively in live animal models [22].

4 Fluorescent Small Molecules

The fluorescence, which has been used for lighting since the middle of 19th century,
is now an indispensable tool for biomedical research and clinical diagnosis. The
most common uses of fluorescence in these fields are for chemical sensing and label-
ing of molecules of interest. Among the fluorescence materials, small molecules are
the most versatile in these applications. Although numerous fluorescent molecules
have been developed, most of them are synthesized from dozens of common cores
as illustrated in Figure 2. By changing side chains or substituting elements of a core,
many different compounds with different properties can be synthesized [11].

Calcium indicators such as FLUO-3 and -4, Calcium Green-1 and Oregon Green
488 BAPTA-1 have been widely used [21] for high throughput drug screening to
discover antagonist, agonist or allosteric modulator of G-protein-coupled receptors
which are targets of 30 % of marketed small-molecule drugs [8]. Antibodies and
peptide ligands have been labeled with fluorescent dyes such as Cy or Alexa Fluor
series dyes to visualize the localization or distribution of their targets in live or dead
cells. If an enzyme is highly expressed in a certain cell or tissue, its substrate can be
labeled with a quenched fluorescent probe which is activated only by the enzymatic
reaction at the location of interest. Peptide substrates of several disease-related en-
zymes such as matrix metalloproteinases, cathepsins, caspases, and dipeptidyl pep-
tidases have been used to make activatable fluorescent probes [14]. Although the
labeled peptides or antibodies are highly specific to their targets, they are not stable
in vivo, their delivery to the target site is often limited by biological barriers e.g.,
blood-brain-barrier, and the cost of production is high. Fluorescent small molecule
itself can also be a substrate of a specific enzyme. BODIPY aminoacetaldehyde, a
fluorescence substrate of aldehyde dehydrogenase, passively diffuses into the cells
and converts to negatively charged BODIPY- aminoacetate by the enzyme. Because
the charged product is retained inside the cells, cells that express high level of alde-
hyde dehydrogenase e.g., hematopoietic stem cells are brightly stained [?]. Com-
pared to the antibody or peptide, small molecules allow easy manipulation of their
properties according to the requirements of application and are cheaper to produce.
Some fluorescent small molecules have been used to stain specific organelles such as
mitochondria, lysosome, endoplasmic reticulum, and Golgi apparatus in living cells,
although they are not cell type-specific [6]. The functions and activities of biological
small molecules such as nucleotides, amino acids, lipids, carbohydrates, vitamins,
and neurotransmitters are precisely regulated in vivo. Synthetic small molecules are
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Fig. 2 Plot of fluorophore brightness (εxΦ) vs the wavelength of maximum absorption (λmax)
for the major classes of fluorophores. The color of the structure indicates its wavelength of
maximum emission (λem). For clarity, only the fluorophoric moiety of some molecules is
shown. Lavis and Raines, Bright Ideas for Chemical Biology. ACS Chem. Biol. 2008, 3,
142-155. Copyright American Chemical Society. Reproduced with permission.

also the majority of drugs prescribed to inhibit, stimulate or modulate specific bio-
logical activities. These facts suggest that fluorescent organic small molecules have
enough potential to be developed as more target-specific bioimaging probes.

5 Diversity Oriented Fluorescence Library Approach

Fluorescent organic imaging probes may be developed either by hypothesis-driven
approach or diversity-driven approach. In the hypothesis-driven approach, a recog-
nition motif is designed based on the structure and property of a known target; a flu-
orophore is then conjugated as a reporter to the recognition motif through a linker.
Although this method can be straightforward if the target is determined, designing
a recognition motif and tagging it with a fluorophore without affecting its property
are a challenge. On the other hand, diversity-driven approach relies on the struc-
tural diversity of the probe library which are constructed by combinatorial chem-
istry as a tool box for unbiased screening. This approach is very well-suited for the
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development of probes with novel recognition motifs when the target molecule is
not known, provided that the tool box library contains a broad enough structural di-
versity. To meet the need of molecular bioimaging that employs highly sophisticated
small molecular weight imaging probes, we have developed a chemical compound
library comprising of several thousand fluorescence small molecules by combina-
torial synthesis. This Diversity Oriented Fluorescence Library (DOFL) has been
applied for the development of specific bioimaging probes in our studies [?]. De-
pending on the final application of the imaging probes, the screening methods are
determined. The details of each method and examples of imaging probes are listed
in the following section and in Figure 3.

5.1 In Vitro Screening

The fluorescence intensity or emission wave length of fluorophores may change
by binding to molecules or due to environmental changes. A diverse set of inor-
ganic and organic compounds, such as metal ions, neurotransmitters, metabolites,
nucleic acid, proteins and sugars are incubated with DOFL in a microplate to iden-
tify the compounds that increase or decrease their fluorescence intensity or change
colors. Because the analytes are usually stable and exact conditions are reproducible,
the screening technique is simple. However, for real applications of the discovered
probe, several factors should be taken into consideration in designing the screening
format. First, the concentration of analytes should be within the detection range.
Because the detection range of a probe can be determined only after the discovery
of the probe, the concentrations of analytes for the screening should be determined
prior to screening. Usually, a range covering the concentrations of analytes in the
real sample of interest is applied, although concentration or dilution of the samples
can be considered, if necessary. Second, screening should be carried out in a simi-
lar environmental condition of the assay system. For example, albumin is known to
bind many small molecules non-selectively. If the probe is to detect an element in the
serum, the potential hit molecules which have higher affinity also to albumin could
be eliminated by adding albumin in the screening system. Last, the hit compounds
discovered from the primary screening should be validated using real samples for
further screening. Viscosity, pH, impurities and other unexpected factors may affect
the behavior of probe, especially in the biological samples such as urine and serum
where chemically similar components compete with the target.

5.2 Cell-Based Screening

Compared to the in vitro screening, the outcome of live cell-based screening is af-
fected by many unknown factors and unpredictable conditions. For the hypothesis-
driven approach, this complexicity is a big obstacle because it is very difficult to
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predict how the modification of the original probe affects the probe’s properties
in the in vivo condition. On the other hand, diversity-oriented approach can ben-
efit from this complexity because the probe is developed by screening of diverse
compounds directly in live cells. The combination of many in vivo factors can gen-
erate unique characteristics of a specific cell type that increase the chance of spe-
cific probe discovery. The primary screening format consists of a set of cell types
which are linked to each other. For example, embryonic stem (ES) cells are usually
cultured on fibroblast feeder cells. And the fibroblasts can be reprogrammed into
induced pluripotent stem (iPS) cells which are similar to embryonic stem cells. To
develop pluripotent stem cell selective probe, Im et al. added DOFL in the mouse
fibroblast and mouse ES cell culture prepared side by side on a microplate [9]. The
images of fluorescently stained living cells were acquired using an automated high
throughput microscopy system at different incubation time points. The primary hit
compounds which stained mouse ES cells much more brightly than fibroblast were
further screened by flow cytometry to discover the most ES cell-selective compound
CDy1. Once the final hit is identified, it should be tested in various types of cells
to validate its application potential. Because CDy1 does not stain ES cells differen-
tiated into ectoderm, endoderm and mesoderm lineages but stain iPS cells at early
stage of reprogramming, an application of CDy1 would be to isolate undifferenti-
ated ES cells and early stage iPS cells from heterogeneous cell population.

5.3 Tissue-Based Screening

Tissue sections have been examined to understand the nature of life and disease by
analyzing the distribution of certain types of cells in tissues. Several micrometer-
thick sections can be prepared for incubation with DOFL on a slide glass from the
tissues processed by embedding in paraffin or freezing. If the screening sample is
prepared from an organotypic slice culture which is a couple of hundred microm-
eter thick, it may take several hours or longer for the dye compounds to penetrate
deep enough into the tissue. The screening throughput is lower compared to the
in vitro or cell-based screening because of the difficulty in sample preparation and
data analysis. Due to the heterogeneity of tissue components the fluorescence im-
ages need to be analyzed manually based on structural information. However, this
screening method is particularly useful for the targets which cannot be mimicked
by a cell culture model or an artificial in vitro system. Li et al. screened second
generation styryl-based neutral compounds directly in human Alzheimer’s disease
patient’s brain sections to develop STB-8, which was later proved to cross blood-
brain barrier and stain beta-amyloid plaques in the brain [18].
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5.4 Whole Organism Screening

For the clinical application of imaging probes, they should be validated preclinically
in animal models. Once the final hit imaging probes are identified based on optical
imaging, the adsorption, distribution, metabolism and excretion of their derivatives
converted to nuclear imaging probes are investigated using small animals such as
moue and rat before testing on primate or human. While screening dozens of imag-
ing probes in mice or rats to test their in vivo applicability and specificity has been
commonly performed, screening thousands of probes in thousands of these animals
is not realistic. Zebrafish is one of the well-characterized small animal models to-
gether with the nematode C.elegans and fruit fly for research. Because its larvae
is transparent and is a few millimeters in size, the larvae has been widely used for
high throughput optical screening [19]. For imaging probe development, Li et al.
screened 320 rosamine compounds in live zebra fish larvae to develop two neural
tracers with different colors named ZeN (Zebrafish Neurotracer)-Green and Red
which were applied to test gentamicin ototoxicity [15].

6 Multimodality Probe

Each optical and nuclear imaging modality has its own advantage and disadvantage
depending on the purpose of the study. Although fluorescent imaging provides a
power tool for ex vivo analysis and in vivo experiments using small animals, its ap-
plication to deep tissue imaging in human is limited by light penetration depth in tis-
sues which is at best several centimeters. The small molecule optical imaging probe,
however, can be easily modified by attaching an MRI-, PET- or SPECT-compatible
functional group or a single atomic radioisotope which would render them suitable
for deep tissue imaging. To convert an optical imaging probe into a PET probe an in-
troduction of iodine-124, fluorine-18 or carbon-11 into the probe is required whereas
iodine-123, iodine-131 or technetium-99 is required for SPECT probe. These iso-
topes can be introduced by chemical replacement of reactive functional groups or
by chelation to multifunctional ligands. Because most of these modifications require
minimal chemical changes within the molecular structure, the resulting PET and
SPECT probes generally maintain the biological properties of the original optical
imaging probes. For MR imaging, the optical imaging probe needs to be combined
with gadolinium chelate. An example of possible strategies to make various nuclear
imaging probes using a pancreatic alpha cell selective fluorescent probe, Glucagon
Yellow is illustrated in Figure 4.
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Fig. 3 Probe development

7 Conclusion

Despite the remarkable advancement in biomedical science these days, we still suf-
fer from a lot of diseases. Continuous development of techniques for early diagnosis
of diseases and drugs with high efficacy will lead to a better life. Bioimaging which
requires close collaborations among chemists, biologists, physicist, computer scien-
tist, and clinicians is rapidly emerging as an essential technology for the diagnosis
and drug development. The starting point of this comprehensive technology is the
development of bioimaging probes. The examples shown here demonstrate the high
efficiency of DOFLA in the development of bioimaging probes. It is anticipated that
more highly specific and versatile bioimaging probes will be developed by DOFLA.

From the automatic image analysis side, the application of fluorescent imag-
ing probes might be limited by:
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Fig. 4 Schematic work flow of DOFLA in alpha- and beta-cell screening and its applica-
tion for in vivo imaging. A. DOFL preparation and high throughput screening in alpha- and
beta-cells to identify a probe specific for each of the cell types. B. Structure of an alpha-cell
selective probe Glucagon Yellow. C. Examples of some potential modifications to convert
Glucagon Yellow into PET, SPECT and MRI probes. Han et al., Imaging metabolic syn-
drome. EMBO Mol. Med. 2010, 2, 196-210. Copyright Wiley-VCH Verlag GmbH & Co.
KGaA. Reproduced with permission.

• Short penetration depth of excitation/ emission light;
• A few distinguishable colors;
• Photobleaching of the organic fluorophore.
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In Vivo Electron Paramagnetic Resonance
and Imaging in Biomedical Science

Yves-Michel Frapart

Abstract. Electron Paramagnetic Resonance (EPR) is aiming to non-destructively
and non-invasively characterize and quantify paramagnetic species such as super-
oxyde, nitric oxide, dioxygen, ascorbyle radical, or metallo-enzymes. Due to the
growing interest in these molecules in biomedical science, EPR and EPR imaging
are important tools that are used to obtain information on paramagnetic species,
molecules which can not be directly studied using other conventional spectroscopy
or imaging methods used in biology.

1 EPR and EPR Imaging

As depicted by the name, EPR is a magnetic method. As paramagnetic species have
free electrons, which have a magnetic moment (electronic spin), a magnetic field is
applied to the sample to split the energy level between the spin states of the free
electron. Applying a microwave of the same energy, one can then observe an energy
absorption corresponding to the energy associated with the electronic spin passing
from the mS = −1/2 to mS = +1/2 energy states. Typically, EPR spectroscopy is
done on a sample of a few microliters placed in a capillary or a flat cell at room
temperature, which is then placed in a 4 mm diameter tube at freezing temperature
to combat micro-wave absorption by water. This technique does not allow in vivo
EPR experiments. Since the 90’s, scientists have been using lower micro-wave fre-
quencies (1 GHz or less), which allow the study of bigger lossy samples and open
the way to EPR imaging. Technically, an EPR spectrum is observed making the
magnetic field vary (abscissa of the spectrum) and recording the absorption of the
electromagnetic micro-wave. Due to the utilization of a magnetic field modulation
synchronized with the detection to amplify the signal, one observes the derivative
(modulated) signal. This signal appears at the resonant field where the energy be-
tween the two electronic spin sublevels created by the magnetic field (gβ H, where
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g is the lande factor, β the Bohr magneton and H the magnetic field applied to the
sample containing radicals with spin S=1/2 for instance) is equal to the energy of
the fixed microwave (hν , where h is the Planck constant and ν the microwave fre-
quency). This equality is the fundamental equation in EPR:

hν = gβ H or g = hν/β H (1)

From this equation one can deduce the g factor of the absorption line, which, with
the splitting of this line in different lines due to the interaction of the electronic spin
with the nuclear spin of the molecules, is giving the EPR spectrum characteristic
of the molecule. EPR spectroscopy is using a homogeneous magnetic field applied
to the sample, and allows the characterization of the paramagnetic species in the
sample. The spectrum allows identification of the radical observed and its behavior
in the middle (concentration determination, fluidity, interaction with other radicals).

The principle of EPRI is based on the application of tomography in EPR spec-
troscopy in order to encode the position R of a paramagnetic species into the reso-
nance field.

This is achieved by adding a spatially varying field B(
−→
R ) =

−→
G
−→
R , where

−→
G

is the field gradient, to the uniform magnetic field
−→
B0 conventionally used in EPR.

This additional field is parallel to the uniform field but changes in magnitude along
a selected direction of space corresponding to the direction of vector

−→
G . The value

of the uniform field at which resonance is observed is then:

Bres(
−→
R ) =

hν
gβ

−−→
G
−→
R =

hν
gβ

−GX (2)

where G is the magnitude of the field gradient and X is the abscissa of the param-
agnetic species along the field gradient direction. In the equation above ν is the mi-
crowave frequency, h the Planck constant, g the g-factor of the paramagnetic species
and β the electron Bohr magneton. Let ρ−→

G
(X) represent the density profile along

the field gradient direction
−→
G i.e. the density of paramagnetic species located in

a plane perpendicular to the field gradient direction at abscissa X, then the EPR
spectrum obtained under a given field gradient G is:

S−→
G
(B0) =

∫
ρ(X) f (B0 − hν

gβ
−GX)dx (3)

with f (B0 − hν
gβ − GX) being the EPR line shape function of the paramagnetic

species with abscissa X.
The density profile ρ−→

G
(X) can then be obtained by a deconvolution process, pro-

vided the line-shape function f is known. The latter is obtained by recording an EPR
spectrum of the sample with no field gradient. This process assumes that the EPR
spectrum contains signals arising from only one type of paramagnetic species and
that the line shape function is independent of the position. In the case of our exper-
iments, a deconvolution process based on Fourier transform (FT) provided in Xepr
(Bruker) can be used.
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A low-pass window function W was applied in the Fourier space to avoid high-
frequency noise enhancement due to the division by nearly zero values of FT(f) at
high frequencies. Due to the window function W, the density profile ρ ′−→

G
(X) differs

from the actual profile ρ−→
G
(X). Both profiles are linked by: ρ ′−→

G
(X)= ρ−→

G
(X)∗Ft(W )

where the symbol ∗ stands for the convolution product. The convolution of the actual
profile by the Fourier transform of the window function generally induces a decrease
in spatial resolution since a single point in the sample is represented in the image
by a more or less extended spot corresponding to the point-spread-function (PSF)
FT(W). In our case, the window function was chosen to be Gaussian so that the
width of the PSF is 1/Δk. The spatial resolution is thus given by : ΔX = 1/Δk.G.

Generally, a reasonable choice of the width Δk of the window function achieving
good compromise between resolution and signal-to-noise ratio is: Δk ≈ 1/ΔBpp

where Bpp is the peak-to-peak linewidth of the zero-gradient EPR signal. The width
of FT (W) is therefore Δk ≈ ΔBpp so that the spatial resolution is roughly ΔX ≈
ΔBpp/G. This points out the importance of ΔBpp for the resolution of the image.
Two dimensional (2D) images corresponding to the projection of the spin density
onto a selected plane or three dimensional (3D) images are then obtained from a
series of profiles ρ ′−→

G
(X) with different gradient directions often called sinogram. In

the case of 2D images, the field gradient direction is rotated in the selected plane
only, while for 3D images the field gradient directions span the whole 3D space. A
filtered back-projection reconstruction process implemented in Xepr (Bruker) with
an image from a set of profiles ρ ′−→

G
(X).

In vivo EPR and EPR imaging are not competitive to any other modality; they are
aiming at the mapping of radical species which are not easily observable using other
modalities (radicals derived from oxygen, dioxygen, nitric oxide), radicals produced
in solid parts of the body (especially in bones and teeth under ionizing radiation ex-
posure), and constitutive free radicals (melanoyle). Radicals derived from dioxygen
and nitric oxide need molecular probes to get the information.

As EPR is a molecular spectroscopy, it brings to the biologist molecular informa-
tion and often needs an anatomical co-imaging modality. EPR imaging is bringing
challenging research in the fields of chemistry of the molecular probes, method-
ological and technical progress, and mathematical and informatics treatment of the
data and the image. Also, correlation of the measurements with physiological or
pathological events brings accurate information for researchers and clinicians for
diagnosis. It also concerns polymer material research, material aging, paleontology.

This article presents an overview of the research developed on in vivo EPR and
imaging. After a short presentation of the chemical used in EPR and the apparatus
that has been developed for imaging and hybrid imaging, we will focus on a few
applications which are already developed.
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2 EPR and EPR Imaging Molecular Probes

For different reasons such as relaxation properties, or concentration, the paramag-
netic species that the EPR spectroscopist is trying to observe are not visible. In such
a situation the EPR spectroscopist can use molecular probes, which modify the mag-
netic properties of specific radicals to observe them. One can distinguish two kinds
of molecular probes for EPR.

• Free radicals that have an EPR signal which vary with an external parameter
(dioxygen concentration, pH, redox potential),

• Spin traps (diamagnetic molecules which react selectively with a radical of inter-
est to stabilize a paramagnetic form of it the spin adduct) and those that have a
characteristic spectrum (oxygen derived radical, nitric oxide).

For in vivo EPR or imaging the molecules used have to be relatively stable (at
least one hour stability) and nontoxic. The synthesis of suitable molecular probes
for EPR imaging is a key point for the development of this methodology in living
animals.

• Spin-Traps: Reactive oxygen species are currently observed using cyclic ni-
trones, such as BocMPO (5-tert-butoxycarbonyl-5-methyl-1-pyrroline N-oxide).
Up-to-date, the spin traps that we have tested do not give any stable spin adducts
to be used in vivo or for imaging. Swartz et al published the EPR spectrum of a
spin trapping adduct in living mice. However, it has been shown [1] that the spin
adduct is reduced to amine, or can be oxidized in its diamagnetic form too rapidly
to be observed using in vivo EPR. Nitric oxide is studied with iron diethylthio-
carbamate, which together make a paramagnetic complex. The complexation of
nitric oxide has been extensively used for spectroscopy; this complex is subject
to different equilibriums in solution, but never-the-less it is useful for nitric oxide
imaging and in vivo detection in stressed or pathological situations [2].

• Molecular probes: Dioxygen is usually measured using triarylmethyl radicals
(Figure 1), which are very stable in buffer solution, but turn out to be unstable in
biological media [3]. Nevertheless, due to a magnetic interaction with dioxygen,
the line width of their spectrum is linearly correlated to dioxygen concentration
in the vicinity of the radical. These radicals are very interesting for imaging due
to their very small line width (ca 10 μT at 0%O2) which increases to ca 20 μT
at 21%O2. Indian ink is utilized for oximetry but gives a very broad spectrum;
when one does not need the spatial information, indian ink can even be used in
humans [4]. Lithium phthalocyanine crystals present the advantage of being sta-
ble over time and very sensitive to oxygen concentration (1 μT at 0%O2 and 300
μT at 21%O2).
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Fig. 1 Formula of TAM (tris-(p-carboxyltetrathiaaryl)methylradical)

3 In Vivo EPR and EPR Imaging Apparatus

Commercial equipment for in vivo EPR imaging for small animals are available
from Bruker Biospin or Jeol. This equipment works at 1 GHz allowing a whole body
experiment on 36 mm diameter lossy sample (animal). In vivo EPR spectroscopy on
humans is possible using a surface coil which allows EPR in regions of interest of
a few millimeters under the surface coil, about 1 cm diameter. Many EPR imaging
apparatus are home built, operating at micro-wave frequencies from 0,2 to 1 GHz.
The lower the frequency, the deeper the penetration of the micro-wave in the body
(a few millimeters at 10 GHz, up to 3 or 4 centimeters at 1 GHz; a few decimeters at
lower frequency which are close to the one used in MRI). EPR and relative methods
are not invasive on a radiation point of view- the frequencies are the ones used in
cellular phone technology, working at very low power (from 1 to 100 mW), and the
magnetic field applied on the subject is about 50 mT (MRI is working at 1 to 4 T).
These considerations made EPR spectroscopy reasonable to investigate for human
applications in the USA.

4 In Vivo EPR Spectroscopy and Its Applications

Some valuable information can be obtained using EPR spectroscopy on living sys-
tems. A Dartmouth College group, lead by Harold Swartz [5], is the leading EPR
group in the world, and the only one to have an EPR spectrometer dedicated to
humans.

One of the most important applications for EPR is dosimetry. As mentioned,
ionizing radiation such as X-rays, nuclear radiation, and extracted electrons induce
the production of radicals in soft tissue. However, these radicals rapidly disappear.
When an electron is extracted from a bond in a solid, this leaves a paramagnetic
defect, which can be considered as a S=1/2 paramagnetic species. The intensity of
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the EPR signal is relative to the spin quantity, so the number of defects which have
been created is proportional to the intensity. These radicals can be observed in nails,
teeth or bones. The signal in teeth is particularly interesting because the intensity
of the signal is linearly correlated to the radiation dose received by the person. This
method is currently being developed as a standard in the USA to determine the radi-
ation received in a large population. Hundreds of people have had an EPR spectrum
taken of their teeth on a simplified EPR spectrometer developed by Swartz’s team.
It seems that this method can detect dosimetry from about 0,1 Gy to over 20 Gy.

Other applications need the utilization of a contrast agent; currently used is Indian
ink applied as a tattoo. As mentioned, the EPR signal of Indian ink is dependent on
oxygen concentration in its surrounding environment. This characteristic is used by
the Dartmouth team to determine oxygen recuperation in the foot, as a prevention
method for arthritis in diabetic patients [5].

5 EPR Imaging on Endogenous Radical

As mentioned before, some radicals are naturally observed in living system (en-
dogenous radical). The melanin radical which is derived from melanine naturally
exists in skin and hair. White skin does not have a large enough concentration of
this radical to be observable by EPR, but the dark-colored beauty mark does, and
thus is observable. From this finding, Bernard Gallez’s group in Brussels (Belgium,
Université Catholique de Louvain) has tried to observe melanin in melanoma, de-
posited on the heads of rats. He succeeded to image the melanoma using a surface
coil [6].

Under UV irradiation the ascorbyl radical can be observed in skin. So far the
observation of this radical has not lead to any application in EPR imaging.

6 EPR Imaging Using Molecular Probes

As specified before, spin trapping of the oxygen derived radical has lead to spin
adducts which are not stable enough to be used in EPR imaging. Three kinds of
experiments are commonly used in EPR imaging: detection of nitric oxide in sit-
uations leading to a large over-production of this radical; Oxymetry using soluble
molecular probes, and redox status imaging using hydroxylamine probes which are
oxidized to the corresponding aminoxyl radical at a certain redox potential.

Detection and quantification of nitric oxide: Nitric oxide over-produced in mice
is observed using complexation with a iron(II) complexes. Typically a solution of di-
ethylthiocarbamate is injected subcutaneously into a mouse, and iron(II) (Mohr salt
or iron citrate) is injected into the mouse 30 minutes before imaging. This method
has been applied on whole body imaging of mice for detection of NO after ISDN
injection [7], LPS treatment [8] with a 3 to 6 mm resolution. Recently we studied
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the apparition and imaging of the repartition of the [Fe(DETC)2]NO after injection
of the diethylthiocarbamate, and the NO donor PAPANONOate in mice. The com-
plex was mainly detected in the liver, but repositioning is needed to confirm these
results(figure). We managed to obtain a 1 mm resolution.

Fig. 2 a : Dissection of a mice in the aera of the liver after EPR imaging, b : EPR imaging of
[(FETC)2FeNO] complexe in mice.

7 Oxymetry

The line-width of a radical species is dependent on the oxygen concentration in
its surroundings. This has been demonstrated using Tris(p -carboxyltetrathiaaryl)
methyl radical (TAM), for which the line-width is varying from 8 to 18 μT from
0 to 21 % of dioxygen. Making a spatial spectral EPR image, where a spectrum is
recorded in each voxel, allows oxygen mapping [9]. Oxymetry applications have
been published [10] in many case for the determination of oxygen concentration in
tumors for instance [11].

8 Mathematical Treatment of the EPR Signal to Get an EPR
Image

When one applies a magnetic field gradient to an EPR sample during an EPR experi-
ment, one obtains the convolution of the EPR spectrum of the sample with the spatial
repartition of the paramagnetic species in the field of view. Then he can obtain the
image from this experiment making a deconvolution of this image spectrum with a
reference spectrum. To get a multidimensional image, the gradient is turned around
the sample, and the image is obtained adding a back projection operation after the
deconvolution. Commercial EPR Imaging software uses deconvolution procedures
based on Fourier Transform, while some groups are trying to get better results using
other kind of transformations (Radon Transform [12]).
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9 EPR Imaging and Anatomical Repositioning

EPR imaging allow image of radicals inside a space volume. There is no anatomical
information in an EPR image. Different groups are using MRI to get the anatomical
information [13]. We are using X-ray micro-computed tomography. The reposition-
ing is done manually, but this technique works quite well. Figure 3 shows the repo-
sitioning of a 3 mm inner diameter tube containing plastic balls, in a 2mM TAM
solution. Two capillaries are positioned on the side to allow the alignment of the
central tube.

Fig. 3 a : Dissection of a mice in the area of the liver after EPR imaging, b : EPR imaging of
[(FETC)2FeNO] complexe in mice.
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10 Conclusion

EPR imaging is an emerging non invasive complementary molecular imaging modal-
ity, which aim at the detection of free radical species, which are not imaged by other
modalities. Free radicals (O2, NO, etc.) are involved in many different physiologi-
cal and pathological situations (cancer, degenerative disease, ischemia) so that EPR
imaging can be an important tool in biomedical science. Before some progress has
to be done in chemistry to get accurate, specific stable molecular probes, in technol-
ogy to have more sensitive apparatus, in signal and image processing to get fast and
accurate information from the EPR signal acquired.

References

1. Beziere, N., Frapart, Y.-M., Rockenbauer, A., Boucher, J.-L., Peyrot, F.: Metabolic sta-
bility of superoxide and hydroxyl radical adducts of a cyclic nitrone toward rat liver mi-
crosomes and cytosol: A stopped-flow ESR spectroscopy study. Free Radical in Biology
and Medicine 49(3), 437–446 (2010)

2. Berliner, L.J., Fujii, H.: In Vivo Spin Trapping of Nitric Oxide. Antooxydant and Redox
Signaling 6(3), 649–656 (2007)

3. Decroos, C., Li, Y., Soltani, A., Frapart, Y., Mansuy, D., Boucher, J.-L.: Oxidative and re-
ductive metabolism of tris(p-carboxyltetrathiaaryl)methyl radicals by liver microsomes.
Chem. Res. Toxicol. 22, 1342–1350 (2009)

4. Swartz, H.M., Khan, N., Buckey, J., Comi, R., Gould, L., Grinberg, O., Hartford, A.,
Hopf, H., Hou, H., Hug, E., Iwasakik, A., Lesniewski, P., Salikhov, I., Walczak, T.:
Clinical applications of EPR: overview and perspectives. NMR in Biomedicine 17,
335–351 (2004)

5. Salikhov, I., Walczak, T., Lesniewski, P., Khan, N., Iwasaki, A., Comi, R., Bucjkey,
J., Swartz, H.M.: EPR Spectrometer for Clinical Applications. Magnetic Resonance in
Medicine 54, 1317–1320 (2005)

6. Vanea, E., Charlier, N., DeWever, J., Dinguizli, M., Feron, O., Baurain, J.-F., Gallez, B.:
Rapid Communication: Molecular electron paramagnetic resonance imaging of melanin
in melanomas: a proof-of-concept. NMR in Biomedicine (2008)

7. Nagano, T., Yoshimura, T.: Chemical Review (2002)
8. Hirayama, et al.: Molecular and Cellular Biochemistry (2003)
9. Velan, S.S., Spencer, R.G.S., Zweier, J.L., Kuppusamy, P.: Electron Paramagnetic Res-

onance Oxygen Mapping (EPROM): Direct Visualization of Oxygen Concentration in
Tissue. Magnetic Resonance in Medicine 43, 804–809 (2000)

10. Gallez, B., Baudelet, C., Jordan, B.F.: Assesment of tumor oxygenation by electron para-
magnetic resonance: principle and application. NMR in Biomedicine 17, 240–262 (2004)

11. Matsumoto, K.-I., Subramanian, S., Devasahayam, N., Aravalluvan, T., Murugesan, R.,
Cook, J.A., Mitchell, J.B., Krishna, M.C.: Electron Paramagnetic Resonance Imaging of
Tumor Hypoxia: Enhanced Spatial and Temporal Resolution for In Vivo pO2, Determi-
nation. Magnetic Resonance in Medicine 55, 1157–1163 (2006)



76 Y.-M. Frapart

12. Williams, B., Pan, X., Halpern, H.J.: EPR imaging: The relationship between CW spectra
acquired from an extended sample subjected to fixed stepped gradients and the Radon
transform of the resonance density. Journal of Magnetic Resonance 174, 88–96 (2005)

13. Samouilov, A., Caia, G.L., Kesselring, E., Petryakov, S., Wasowicz, T., Zweier, J.L.:
Development of a Hybrid EPR/NMR Coimaging System. Magnetic Resonance in
Medicine 58, 156–166 (2007)



Intra-Operative Ex-Situ and In-Situ Optical
Biopsy Using Light-CT

Martine Antoine, Brigitte Sigal, Fabrice Harms, Anne Latrive, Adriano Burcheri,
Osnath Assayag, Bertrand de Poly, Sylvain Gigan, and A. Claude Boccara

Abstract. The field of digital pathology is evolving very quickly: there is an in-
creasing implication of laboratories and imaging companies in the biomedical field
of histology. For our part we propose a digital imaging tool based on optical interfer-
ometry with short coherence length light sources (OCT). This instrument provides,
without preparation or contrast agents , virtual sections of biological tissues with a
field of view (1cm2) and spatial resolution (approximately 1 micron in 3-D) suitable
for histology. We show the relevance of this approach by comparing our images
obtained in minutes during surgery with histological sections obtained after a few
days. In these studies we worked on fixed tissue, fresh tissue in vivo or ex vivo. Fi-
nally, an endoscopic probe based on the same principle has been validated ex-vivo
for use inside the bodies of patients.

1 Introduction: Virtual Pathology Using Light-CT

Virtual pathology is now widely used by taking advantage of optical sectioning.
Among the methods that had been used we can emphasize on:

• Confocal Microscopy (CM) with a lateral and axial resolution has mainly been
coupled with fluorescent exogenous contrast agents but an interesting approach
has been used by the group of Memorial Sloan and Kettering for Moss surgery
using acetic acid or aluminum chloride as backscattering contrast agent . The
penetration depth of (CM) is moreover much more limited than the Optical Co-
herence Tomography one.
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• Optical Coherence Tomography (OCT) is the equivalent of ultrasonography in
the optical domain. OCT uses low coherence interferometry to section in-depth.
A large number of commercial setups are now available mainly for eye exami-
nation. Although the penetration depth of OCT is about 1 mm the resolution is
rather limited (5 to 15 micrometers axial or lateral) to reveal cellular structures.

• Multiphoton microscopy is also a powerful technique that sections tissues; using
an IR wavelength it exhibits a larger penetration depth than confocal microscopy.
This technique requires the use of expensive ultrashort high peak power lasers.
Multiphoton microscopy that has been able to image rat brains at a few hundred
micrometers depth has not proven to pass the 100 micrometers limit in dense,
high refractive index tissues.

• Full field OCT uses the very short coherence length of thermal sources or of
LEDs to provide en face sections of less than 1 micrometer with a transverse
resolution in the 0.7 to 1.5 micrometer range. LLTech Inc. has recently improved
this technique in its Light-CT scanner design by introducing real time correc-
tions that insure optimal image quality. The basic principle of this approach has
been describes in many papers, a basic scheme of the setup is given on Figure 1.
It is based on a Linnik interferometer with a white light source. This simplified
scheme shows that the light reflected from a pixel of the reference arm interferes
with the light backscattered by a voxel in the sample depth only when the path
difference between the two arms of the interferometers are equal within the co-
herence length of the source. The camera allows recording simultaneously mega
pixels at a rate typically in the 100 Hz range (some experiments have been done
at 4 kHz using high image rate cameras). The software program is user friendly,
a non-specialized person can use it; moreover it allows compensating from the
mismatch of refractive index between the sample and the water used as immer-
sion medium for the objectives.

2 Proof of Concept: Fixed Tissues

Because fresh human tissues can only be observed in hospitals we started com-
parisons in our laboratory with histology using fixed tissues. The fixation makes
sometimes the scattering strong enough to prevent us to reach structures at depths
larger than 150-200 microns in dense tissues. On the contrary the increased rigidity
of the tissues allow easy an sectioning and the images are more easily compared
with histology slices.

The discussions between the physicists and the pathologists quickly led to the
fact that:

• Large fields of view are necessary so that the pathologist can follow up the mor-
phology, and focus to the suspect area. The typical field being about 1 mm2 (with
10x objectives) a 10x10 stitching is used to display the images.
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(a)

(b)

Fig. 1 (a) Principle of the Linnik interferometer used in these studies; (b) Picture of the
Light-CT scanner with informations explaining the role of the different parts.
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• The resolution of the 10x objective is about 1.3 micrometers and is suitable to
observe in detail cellular structures.

• It takes about 5 minutes to record such images; less if we record larges signals
close to the surface, more when the light penetration depth damps the signals.

Figure 2 and 3 show our first studies on gastrointestinal track (colon).

Fig. 2 Colon: large field of view of colon tissues normal (left) and cancerous (right) and the
corresponding histology.

Figure 4 shows the images of breast cancer tumors fixed tissues and the compari-
son with histology. One can easily recognize all the important structures that aim to
lead to the diagnostic such as lobules, galactophoric channels, fat cells (adipocytes),
membranes and vessels.

3 Intra-Operative Studies: Fresh Tissues

Being able to get a quick reliable diagnostic without waiting for a few days the
results of the traditional histopathology process should be able to reduce the reop-
eration rate (15 to 40% in the case of breast).

The Light-CT scanner has been installed in various hospitals in France and in
the USA, so it has been possible to work on fresh tissues. These very soft tissues
are sometimes difficult to slice and for the comparison with histology more difficult
to get images of the exact same zone without deformation. Nevertheless it is clear
that we can identify the same kinds of structures than on fixed tissues and achieve
a diagnostic from such images. As an example Figure 5 shows a lobular carcinoma
and the comparison with histology. The lesion is characterized by distention of the
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Fig. 3 Colon: Zoom on the upper part of the normal colon image showing a more detailed
view of the epithelium.

Fig. 4 Breast (fixed tissue): Ductal carcinoma in situ. Light-CT (left) and comparison with
Histology (right).
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tubules within a lobule. Tubules are characterized by the presence of epithelial cells
called apocrine metaplasia.

Fig. 5 Breast: Lobular Carcinioma .(fresh tissue, hospital experiment) Light-CT image and
comparison with histology.

4 Tomographic Light-CT Approach: Proof of Principle

Most of the OCT systems with probe are optical fiber versions of the Michelson
interferometer, where 2D images are acquired with point-to-point scanning at the
tip of the probe. Such scanning systems require advanced miniaturized mechanical
systems at the tip of the probe, which are likely to increase the diameter of the probe,
as well as electric supply, which raises the issue of medical safety. Last but not least
they do not provide both the axial (sectioning) and lateral resolution.

The advantage of full field OCT is that en face images are directly taken without
any transversal scanning. Our laboratory setup, built for the proof of principle, is
however different from the standard Full Field OCT setup in the sense that all the
signal processing that allows the sectioning at different depth is made by a first
interferometer while the imaging is performed by a second one at the tip of the
probe in contact with the sample.

To our knowledge no FF-OCT setup with probe suitable for in vivo biomedical
endoscopic imaging (meaning with a small end diameter of 1 or 2 mm) has already
been demonstrated.

The principle of our system is represented on Figure 6. We use a spatially and
temporally incoherent light source such as a Xenon arc lamp. It illuminates the pro-
cessing interferometer, for instance a Michelson interferometer, which modulates
the spectrum. Light is then injected into the probe to the distal interferometer that is
common-path: interferences occur between the reference light reflected at the tip of
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the probe and light backscattered by structures at a certain depth within the tissue.
The external and distal interferometers are coupled: a maximum signal is detected
when both path length differences match, so that by setting the path length difference
of the external interferometer one sets the imaging depth within the sample. Eventu-
ally, a 3D image can be reconstructed by performing a one-dimensional depth scan
using the processing interferometer.

Fig. 6 Principle of the Full-Field OCT setup with a distal probe

Fig. 7 The 2mm distal probe

We have explored ex vivo fixed tissues at various depth in the range 0 to 100
microns. The probe was simply applied in contact with the sample (Figure 7). As
an example Figure 8 was taken on an human breast tissue 60 microns below the
surface. One can distinguish in this area fat cells as well as collagen fibers.
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Fig. 8 Breast tumor tissue (fixed)

5 Conclusion and Future Trends

We have shown through a number of examples that the back-scattering signal im-
aged with a Light-CT scanner, that we call non-destructive virtual sections, matches
the morphology revealed through pathologic sections. In order to make this diag-
nostic more secure we have a number of paths that should led to a more complete
diagnostic:

• Tissue elasticity maps could be obtained by applying a stress to the sample.
• In addition to back scattering we can deduce from measurements a map of the

scattering coefficient that is another kind of contrast.
• At a smaller scale, one knows that the density of nuclei, their size or shape carry

informations dealing with the tumor state.

We have started [Fujimoto et al. 1995] to get such new complementary imaging
tools. Some are in the process of being implemented on the light-CT scanner. We
would like to thank the Fondation Pierre-Gilles de Gennes and the Cancéropole Ile
de France for their support.

Imaging the inner structure of tumors with a cellular resolution is a challenge.
From an automatic image analysis side, the difficulties to overcome are:

• The very high light scattering level of the tissue.
• The low ballistic light level backscattered from the tissue structures.
• The noise of megapixel cameras.
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Photothermal Laser Material Interactions -
From the Sledgehammer to Nano-GPS
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Abstract. In this chapter we will summarize the main photothermal, photoacous-
tic and photomechanical effects of coupling a laser beam into a material from the
absorption of the laser light to the deactivation of vibrationally and electronically
excited states. Some methods to estimate the resulting temperature rise will be dis-
cussed and the resulting pressure increase in the heated area explained. The relax-
ation of both pressure and thermal transients will be explored and several methods
described, such as pump-probe spectroscopy and imaging techniques, which can be
used to investigate the dynamics of the relaxation pathways. We will explain how
photothermal effects can manifest as optical effects. Finally, we will describe how
we can harness photothermally induced optical changes to provide a new methodol-
ogy in bioimaging involving indestructible 5-10 nm noble metal nanoparticles that
can be observed using photothermal tracking microscopy for unprecedented periods
of time in live cell imaging.

1 Photothermal Fundamentals

1.1 Light Conversion to Heat

The intense monochromatic and polarized photon flux generated by a laser makes
it a versatile tool in many laboratories. The high intensity of light can melt metals,
force explosive boiling of liquids and even generate x-rays and plasma [3, 4]. How-
ever, when using lasers we can also take a more gentle approach by simply turning
down the laser power. The possibility to attenuate the power of a laser down is also
a powerful means of controlling the outcomes in many laser materials interactions
(Figure 1). This is simply because the outcome of a laser material interaction is
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Fig. 1 Varying degrees of laser interactions. Left - Black body radiation emitted during CO2-
laser treatment of ceramic (Temperature increase ∼ 1500 K); Middle - Water boiling af-
ter IR nanosecond laser heating (Temperature increase ∼ 100 K) [1]; Right - De-mixing
butoxyethanol-water induced by nanosecond laser heating of a liquid surface (Temperature
increase ∼ 15 K) [2].

totally dependent on the incident energy. In fact with a high power laser, melting
boiling and phase explosions are all easy to achieve, however more subtle results
may be desirable in a well designed experiment.

To interact with a material a laser must first be absorbed or coupled into the ma-
terial. This can happen in several ways depending on the wavelength of the light and
the intensity of the laser beam. Low intensity infra-red laser light can cause vibra-
tional excitation of a molecule or bulk medium, whereas low intensity visible and
near UV light excites electronic transitions. The formation and deactivation path-
ways of molecules excited with single photons can be summarized in a Jablonski
diagram as shown in Figure 2. In this diagram energy increases vertically. On the
left hand side we see the singlet (S) states and on the right the triplet (T) states. The
triplet and singlet states have electronically excited states denoted subscript 1, 2 3,
etc. Between the electronic states there are vibrational levels (ν) with increasing
energy also denoted with subscripts 1,2,3 etc. The energy between the successive
states decreases the higher the energy. The singlet states and triplet states are named
due to their multiplicity (M). This is not critical to the discussion but, for complete-
ness, it is given by M = 2|S|+ 1 where S is the sum of the spins of the electrons
in the molecular orbitals of a molecule which can have values of +1/2 or −1/2
depending on whether the electrons spin is up or down. Singlets have one electron
up and one down so |S| = 0 and M = 1, whereas triplets have two electrons up or
two electrons down, so for triplets |S|= 1 and M = 3.

In the diagram there are several different scenarios (excluding a host of possible
photochemical reactions) for light absorption and deactivation marked with numbers
1 to 8. There is a 9th possibility that will also be discussed. We will discuss each in
turn.

1. Light is absorbed driving the molecule from its ground state S0 in its lowest
vibrational level ν0 to the first excited state S1 in its lowest vibrational level ν0.
The S1ν0 state deactivates by emission back to S0ν0. This process gives virtually
no heating as the molecule went directly between vibrationally cold states by
absorption and emission of light. We put light in and we got light out. There is a
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Fig. 2 The Jablonski Diagram. Light absorption is denoted by vertical solid arrows going
up, light emission is denoted by solid arrows going down and heat generating processes are
denoted by dashed arrows.

tiny amount of heating in this case due to the equilibration and solvation of the
excited state. This results in a small energy gap between the excited state that
forms initially and the equilibrated excited state from which emission occurs,
however, as this results in very little heating this small effect will be ignored in
subsequent discussions.

2. Light is absorbed driving the molecule from S0ν0 to the S1ν1. Rapidly S1ν1 re-
laxes by vibrational cascade to S1ν0 giving heat (the thin dotted lines are heat
generating processes called vibrational cascade). Next it goes back to S0ν0 by
emitting light. The only process giving heat in this case is the vibrational cas-
cade.

3. Light is absorbed driving the molecule from S0ν0 to the S2ν0. The excited state
deactivates firstly by internal conversion, where it changes (isoenergetically)
from vibrationally cold S2ν0 to vibrationally hot S1ν4 (numbers for ν levels not
shown in this case and the exact numbers will vary from system to system). From
S1ν4 the molecule undergoes vibrational cascade giving out heat until it arrives
at S1ν0. In this case, from S1ν0, the molecules returns back to S0ν0 by emission
which gives light but no heating. So in this case the only process generating heat
is the vibrational cascade from S1ν4 to S1ν0.

4. Light is absorbed driving the molecule from S0ν0 to S3ν0. The molecule inter-
nally converts from S3ν0 to S2ν3 and then vibrationally cascades down to S2ν0

giving out heat. From S2ν0 it internally converts to S1ν4 which vibrationally cas-
cades down to S1ν0, again giving out heat. From S1ν0 the molecule emits light.
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However here we will show another possible way to get down from S1ν0 which
can happen in many cases. The molecule again emits, but this time it goes only
to S0ν1 (it is also possible to go to any vibrational level in S0). From S0ν1 the
molecule returns to its lowest state S0ν0 by vibrational cascade giving out heat.
In this case heat is generated from all three vibrational cascade events.

5. Light is absorbed driving the molecule from S0ν0 to S3ν0. The molecule inter-
nally converts from S3ν0 to S2ν3 and then vibrationally cascades down to S2ν0

giving out heat. From S2ν0 it internally converts to S1ν4 which vibrationally cas-
cades down to S1ν0 giving out heat. From S1ν0 the molecule internally converts
to S0ν6 which vibrationally cascades down to S0ν0 giving out heat. In this case
no light is produced by emission and the full energy of the initial transition from
S0ν0 to S3ν0 is given back as heat.

6. The molecule can go from the excited singlet state S0 to the triplet state T1 in a
process called intersystem crossing, which does not give emission so it generates
heat since T1 is lower in energy than S1.

7. The molecule can return from T1ν0 to S0ν0, or upper vibrational levels in S0, by
giving emission called phosphorescence. Heat is only given out if the transition
goes via upper vibrational levels and not directly to S0ν0, or more usually for
organic molecules at room temperature the system returns to S0ν0 without giving
light thereby generating heat.

8. Whilst in the excited state (either S1 or T1) the molecule may absorb a second
photon and get excited to Sn or Tn (in this case T3). From there it will internally
convert from T3ν0 to T2ν3 then vibrationally cascade to T2ν0, then internally
convert to T1ν4 and then vibrationally cascade to T1ν0. From T1ν0 it will return
to the ground state with or without phosphorescence, or it may absorb another
photon in the excited state and cycle round again generating heat [5].

9. A 9th possibility (not shown) is that the exciting light does not have enough en-
ergy to excite the molecule to an electronically excited state and can only change
the system from S0ν0 to S0νn, where n is the number of the vibrational level. In
this case the molecule returns to S0ν0 giving heat [1, 3].

So there are many possibilities for molecules to generate heat in excited states
and we can summarize the main points here.

1. All processes which lower energy without light emission will result in heat.
2. Nearly all of the excitation at room temperature occurs from S1ν0 as S0ν1 and

higher levels are not heavily populated at room temperature.
3. In the vast majority of cases, upper excited states return to S1ν0 generating heat

before anything else happens such as light emission or photochemistry. This gen-
erally happens on the timescale of tens of picoseconds [6-8].

In conclusion, low intensity irradiation leads to single photon absorption and
low photochemical conversions to excited states and products. Deactivation of these
states subsequently leads to mild photothermal heating and as we shall explore later,
photoacoustic effects in the bulk. We can also detect thermal and acoustic effects due
to vibrational deactivation of excited states [9-14]. In contrast higher power excita-
tion can lead to multiphoton absorption, ionization, field ionization and eventually
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plasma generation [4]. Plasma generation is accompanied by light emission extend-
ing from THz to x-rays and this light emission can be enhanced by devising ways for
the incoming photons to interact with the plasma through a variety of mechanisms
such as resonance absorption. A whole science in itself is dedicated to laser plasma
interactions, due to the possibility of generating laser induced fusion reactions and
of making pulsed-x-ray lasers. The scope of this discussion will, however, be lim-
ited to more simple low power laser material interactions, where we heat the sample
by up to ∼ 100 K and less. As we will show, with laser ablation, although the flash
bang of high-power laser interactions can be attention drawing, in fact sometimes
less can be more.

1.2 How Hot Does It Get?

In the field of laser material interactions one of the most commonly asked and yet
hardest questions to answer is how do we know how much a laser has heated a
material? Or put another way - how hot does it get? The usual answer to this is
that the T-jump is calculated based on the laser fluence (I0), the Naperian absorption
coefficient of the material (α), the materials density (ρ), and the heat capacity (C)
of the material. The surface T-jump for a system in thermal confinement is given by
equation 1 below [5]

ΔT = Ioα/ρC (1)

Where ΔT is the T-jump. C can be either Cp or Cv depending on whether the
material has expanded to its equilibrium volume or not (respectively). However, this
is a little less than satisfactory. The T-jump does not result in a system at equilibrium
since volume changes can change the magnitude of the T-jump [1]. More seriously
phase transitions will also use up heat and can reduce the magnitude of the T-jump
[3]. Additionally exothermic processes will add to the magnitude of the T-jump [5].
For this reason many prefer some direct measurement, which is rarely possible. We
will show later that one experimental way to determine the magnitude of ΔT is
using Raman spectroscopy [1,3]. After the light is absorbed the system may or may
not be in thermal confinement. This is determined by whether the heated volume
can loose its temperature excess during the duration of the excitation process [15].
The critical time tth the thermal relaxation time given by:

tth = d2/4Δ (2)

Where d is the characteristic length (either 1/α or ρ radius of the laser beam
in the case of bulk heating or the effective absorbing radius in the case of a small
particle in the bulk), Δ is the thermal diffusivity. If tth is much longer than the laser
pulse, then the system is under thermal confinement and maximum heating occurs.
If not, then the system is loosing heat even as the light is heating it and the maximum
temperature achievable will be less.
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1.3 Photothermal and Photoacoustic Effects

Next we will discuss what happens once a material is suddenly heated up with a
bright light source such as a laser. To do this we will consider laser T- jump ex-
periments. Laser T-jump experiments have been on the laboratory bench since the
1970’s as a method of conducting relaxation experiments for systems that have fast
kinetics [1, 2, 3, 16, 17]. Since materials generally expand upon heating, laser T-
jumps also lead to volumetric expansion of the heated medium that cause positive
and negative pressure transients, and ultimately the relaxation of these transients
leads to zones of lower refractive index (thermal lens) acoustic waves and some-
times acoustic cavitations [1, 15, 17, 18, 19]. In fact photoacoustics had even been
noted by Alexander Graham Bell in the 1880’s using a chopper and sunlight and his
ear as a detector [20]. Photothermal and photoacoustic spectroscopy have both de-
veloped into mature fields in photochemistry as a way to make measurements of the
deactivation time of dark states such as triplets [9-14]. Additionally photoacoustic
and photothermal effects can be important modes of damage during laser surgery,
since acoustic cavitation can occur even with very mild T-jumps. Material can even
be ejected from a surface at T-jumps of ∼ 1 K due to photomechanical effects of
pressure transients well below the materials boiling point [1]. Immediately after a
laser beam is absorbed the system may or may not be in a pressure confinement
regime. This is determined by whether the heated volume can loose its pressure ex-
cess during the duration of the laser excitation [1,15]. The critical time is tac, which
is the acoustic relaxation time,

tac = d/c (3)

Where d is the characteristic length (either the laser beam or effective absorbing ra-
dius or 1/α) , Δ is the thermal diffusivity and c is the speed of sound in the medium.
As for tth, if tac is much longer than the laser pulse then the system is under pres-
sure confinement. Next we will describe the sequence of events when a nanosecond
( 10ns) laser beam is absorbed by a material, causing heating. Just after the light
is absorbed some of the molecules will have become vibrationally or electronically
excited. Sometimes they are both electronically and vibrationally excited and in this
case they will lose their initial heat excess to the medium in less than 100 ps [6,7,8]
to form their thermally equilibrated first excited S1 states. This S1 state will give up
its excess energy either as heat to the medium (internal conversion and vibrational
cascade) or as light (fluorescence). Fluorescence will not result in heating unless
the molecule returns to a vibrationally excited form of the S0 or ground state, which
would then relax giving heat. Excited state molecules may also absorb the laser
light [5], because those that form in the early part of the pulse will be able to absorb
more photons from the remaining part of the pulse before they decay to the ground
state. Deactivated ground state molecules may also reabsorb light and re-form ex-
cited states. The net result of all non-radiative processes described above is that heat
will be produced in the irradiated volume.

Let us simplify the discussion a bit and look at nanosecond infra-red heating of
water using a 10 ns, 1.9 μm wavelength laser beam, where only vibrational heating
and the system is well understood [1]. First question - how long do the molecules
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Fig. 3 Apparatus for nanosecond pump-probe Raman / emission measurement. The timing
of arrival of pump and probe pulses is controlled by a delay generator and the Raman spec-
trometer has an electronic gate that opens in synchronization with the arrival of the probe
pulse and hence the Raman signal.

in this bulk medium take to respond to the T-jump? Is it during the pulse or after
the laser pulse? We have studied this using pump-probe Raman spectroscopy with
applied T-jumps provided by the pump pulse (apparatus shown in Figure 3). In this
way we can determine Raman spectra at any time delay before or after pulsed laser
heating with nanosecond time-resolution. Since pump-probe [1,2,3] is an important
method with wide application related to this chapter we will consider it in detail.
The method relies on the timed synchronization of two lasers. These are the pump
(excitation laser) and the probe (measurement) laser. The pump creates an effect in
a few nanoseconds and the probe investigates the effect at any time before or after
the arrival of the pump. The arrival times of the pump and probe at the sample are
governed by a delay generator which nowadays can be stepped in 500 ps steps. The
full kinetics of a process can therefore be acquired by making a series of measure-
ments with different time delays. In the case of aqueous systems, we know that the
ratios of OH stretching bands ∼ 3500cm−1 are temperature sensitive [1, 3] because
they are comprised of a range of strong and weak H-bonded OH bands. At lower
temperature stronger H-bonding peaks, at lower frequencies, are relatively more
represented than weaker H-bonding peaks at higher frequencies. We can therefore
determine two factors in a single experiment, these being both the experimentally
determined T-jump and the rate of attainment of the molecular structure of the T-
jumped form (albeit at confined pressure). This is shown below in Figure 4. We can
see that the major changes in the water vibrational spectral ratios occur within the
nanosecond laser pulse and that no changes can be detected from after this time until
beyond 400ns.
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(a) (b)

Fig. 4 Dynamics of vibrational H-bond re-structuring for a surface T-jump of 30 K (this can
be averaged to T-jump to 200 mm depth 9 K taking into account that the intensity of the light
decays exponentially into the sample). Left: Dynamics of spectral ratio changes. Inset shows
the earliest times before and after the laser pulse with the integrated pulse energy deposition
overlaid. Right: Shows actual spectral changes with temperature.

Furthermore we can establish that calculated T-jumps are very close to the ex-
perimentally measure T-jumps by comparing the intensity ratios of the dynamic
experiment with those measured under equilibrium conditions. So the laser energy
has been absorbed and the system is hot but as it is in pressure confinement it has not
yet expanded. How high is the pressure in the heated volume V and what will hap-
pen in order to relieve this pressure? The heated volume is given by the expression
below [1]:

V = A/α (4)

where A is the heated area. If the beam radius is taken to be 150 μm, V is
11x10−6cm3. For a laser fluence ∼ 0.9J.cm−2, surface T-jumps of ∼ 33K would
be produced (∼ 10K averaging to a depth of 200 μm). The total laser pulse en-
ergy required to create this magnitude of T-jump is ∼ 6.4x10−4J. Typical expected
volume changes can be estimated to be ∼ 3x10−8cm3 from:

ΔV = Eβ/ρCp (5)

where E is the pulse energy and β is the coefficient of volumetric expansion (taken
to be 207x106K−1) [18]. Furthermore the expected pressure jump can be estimated
for these conditions to be ∼ 6x106Pa from [18]:

ΔP = c2β Iα/Cp (6)

Note that atmospheric pressure is ∼ 1.01x105 Pa so the system must release its
pressure as soon as it can, which it does by expanding. We have monitored the
rate at which the volume expands using a pump-probe Michelson interferometer
(Figure 5).
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Fig. 5 Apparatus for nanosecond pump-probe interferometry.

In this experiment the water is again heated in a beaker using a ∼10 ns pulse
duration laser with a wavelength of 1.9 μm. The heated volume expands and pushes
against its incompressible water surroundings as well as on the air above. It is easier
to push the air above so the water level rises upwards as the pressure is released
by the expansion of the liquid. The interferometer is used to monitor the rate of the
height increase and from this the rate of volume change can be known or inferred.
Data from the interferometer for water heating is shown in Figure 6. We can see that
the initial volume change is a little slower than the time it takes for the laser pulse
energy to be absorbed confirming pressure confinement. After the temperature of
the water is jumped by a few Kelvin the volume of the liquid begins to increase.
The initial increase in the liquid height takes 80 ns which corresponds well with the
acoustic relaxation time for this system. The initial height increase is slightly greater
than expected based on the volumetric expansion coefficient for water at equilibrium
and this suggests that at ∼ 80ns the liquid height has overshot the equilibrated height
for that T-jump implying that a low pressure zone might form below the liquid sur-
face. After the initial rise in height the height drops slightly until ∼ 1μs. After this
the height again increases. We link this second rise to the formation of cavities inside
the liquid that form in the low pressure zone below the liquid surface.

Pump-probe time resolved shadowgraphy was used to look for any evidence of
cavitation in similarly heated water samples. The apparatus for time resolved shad-
owgraphy is shown in Figure 7 and data acquired using this apparatus is shown in
Figure 8. Interestingly, we could only detect visible evidence for cavitation at T-
jumps much greater than those used in the interferometry experiments as shown in
Figure 6. This means that in the interferometry experiment whatever cavities formed
were sub-micron in size and collapsed after ∼ 20μs. Let’s next estimate the drop in
pressure below the liquid surface.



94 J. Hobley et al.

(a)

(b)

(c)

Fig. 6 Volume changes lead to an increase in the height of water at the surface in a laser
heated area, which can be evaluated using interferometry. The rate of increase in the height
of water is also shown for a 6 K T-jump.
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Fig. 7 The apparatus for time resolved shadowgraphy.

Fig. 8 Photoacoustic cavitation at different T-jumps observed using time resolved pump
probe shadowgraphy.
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The linear coefficient of the height increase with temperature could be estimated
from Figure 6 to be 30 nm K−1. This gives an experimentally determined volumetric
expansion coefficient β of 200x10−6K−1 based on the estimated volume change and
the heated volume of 11x10−6cm3 using the surface T-jump value. This is the same
as the expected value of β . However, the average T-jump estimated to a depth of 200
mm is approximately 0.3 times the surface T-jump. This means that values for the
linear coefficient for the height increase of ∼ 100nmK−1 with β ∼ 600x10−6K−1

are more representative, since the measured expansion is produced to some depth
in the sample. Hence, the experimentally determined dynamic value of β is larger
than the expected equilibrium value. This can be interpreted to mean that the liquid
surface expands more than the equilibrium value and that the over-expanded liquid
must exist in stress at a reduced pressure. We can estimate the pressure drop using
the following expression [18]:

B = ΔP/(ΔV/V) (7)

where B is the bulk modulus (2.2x109Nm−2) and ΔV can be taken to be the expected
volume change minus the experimentally determined volume change (1.9x1−8-
3.2x10−8 =∼ 1.3x10−8cm3) and V is 11x10−6cm3. This gives a pressure drop of
∼ 27 bar (∼2.7x106 Pa). These are ball-park figures that give some insight into
the conditions below the liquid surface. In this case we can expect cavities to form
where there are weaknesses in the liquid cause by microscopic impurities or ions.

In further support of the hypothesis that invisible bubbles form, it has been re-
ported that in order for bubble nuclei to develop into full-blown bubbles they must
achieve a certain radius given by [19]:

Rb > 2σ/(Pν −Pext) (8)

where Rb is the minimum size of nucleation bubble that can expand above the critical
size, σ is the surface tension coefficient for water (7.26x10−2J.m−2) and Pν is the
vapor pressure inside the bubble (say 0.03 bar at room temperature[19], 1 bar =
1.01x105 Pa). Pext is the pressure in the surrounding liquid, which may be around
-27 bar experimentally. This would give a critical stable bubble size of ∼50 nm.
Hence, stable nucleated bubbles would not necessarily be observable using optical
means.

1.4 Photothermal Refractive Index Change and Lensing

The fact that the initial height increase is observed for modest T-jumps, before cav-
itation effects became evident is in fact the manifestation of the volume change that
results in a laser induced transient thermal lens. This is because the volume change
will manifest as a change in refractive index. The refractive index becomes lower
than the surroundings and the change depends on spatial distribution of the laser
energy so we would expect for a Gaussian beam to get a diverging lens forming at
the laser irradiated area.
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(a)

(b)

Fig. 9 A nanosecond time-resolved transient grating experiment using a CW probe laser (top)
with a schematic of the thermal grating formation and decay process (bottom).

Another way to visualize refractive index changes in a medium is using the
method of transient grating [21, 22] where the pump-laser beam is split and re-
combined to form a grating at the sample surface with interference causing high and
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(a) (b)

(c) (d)

Fig. 10 Transient grating data (grating spacing 80 μm) for water T-jumped by ∼ 10K from
0 ns to 250 μs. The intensity is that of a diffracted spot formed by a thermal grating. The
formation of low pressure transients is also evident in the transient grating experiment as a
signal drop until ∼ 1μs.

low intensity laser light as shown in Figure 9. Typical transient grating data for 10
K T-jump in water are shown in Figure 10. In these data we can see that initially
the laser heats the liquid forming high pressure zones in a grating pattern causing
diffraction of the probe laser beam. The pressurized zones relax acoustically at the
speed of sound, thermally expanding, leading to the diffraction intensity dropping.
However the pressure waves emanating from adjacent zones recombine, after they
have traveled equal distances through the liquid, re-pressurizing the initially pres-
surized zones and once again increasing the diffracted light intensity. This effect
oscillates until the acoustic waves have fully relaxed and by this time the medium
has reached its final T-jumped volume. Note that tth is slower than tac. This vol-
ume is maintained until thermal diffusion equalizes the temperature over the whole
irradiated volume, or until the system returns to room temperature.

This is a clear example of the optical effects, which can be expected for photoa-
coustic phenomena and the detection of the thermal effect using a probe light.
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2 Photothermal Imaging

2.1 Overview

Photothermal and photoacoustic analysis has been developed over several years in-
dependently by many groups and for a range of applications. For example Braslavl-
sky et al. [8, 9] Harata et al. [12, 13, 14] and many others developed photoacoustic
and thermal lens techniques to examine the dynamics of excited states of molecules.
Sawada et a.. [21] and Terizima et al. [23] developed transient grating methods
to study photothermal signals from excited states. Thermal lens microscopy ca-
pable of detecting sub-yoctomolar solutes was developed by Kitamori et al. [11].
Photothermal imaging has been developed to look at both biological [24-26] and
non-biological samples [27-30]. More recently photothermal heterodyne Imaging,
tracking microscopy, as well as absorption correlation spectroscopy, have both
been developed by Lounis et al. and Orrit et al. [31-36] have even detected sin-
gle molecule photothermal signals [37]. In photoacoustic methods the detector is
a microphone and the rate of production of sound or the spectral response of the
sound output by the system is determined to examine the kinetics and spectra of the
excited states being monitored. In thermal lensing experiments it is the divergence
of a probe beam that is evaluated, as the photothermal signal generates a diverging
lens in the sample. Transient grating has been explained previously. Photothermal
microscopy uses two lasers, one heating laser and one probe laser. The heating laser
generates a thermal lens around the heated object transiently increasing its scatter-
ing cross section and the scatter of the probe laser is determined for every point on
the sample by raster scanning the microscope sample stage, keeping the sample in a
constant position. Parameters such as position and thermal diffusivity can be derived
from such measurements. However photothermal heterodyne imaging and tracking
will be the main subject in the rest of this chapter. Although thermal lens and similar
techniques have been around for some time there is continued interest in the method
especially in the field of bioimaging. The reason for this will be described in the
next section.

2.2 Fluorescent Probes

Fluorescence microscopy has formed the backbone to bioimaging for the last few
decades, and with the advent of laser scanning confocal microscopy this field has
become very well established. There are now commercial industries dedicated to the
provision of the microscopes and the probes to use in the microscopes. The fluores-
cence techniques have developed in time to deliver a broad range of methodologies
with which a biologist can examine living systems. For example there are techniques
such as FRAP (fluorescence recovery after photobleaching - for measuring molecu-
lar diffusion) FCS (fluorescence correlation spectroscopy - for measuring molecular
or particle diffusion) FLIM (fluorescence lifetime imaging - for determining lo-
cal environmental conditions by their effect on a fluorophores lifetime) TIRF (total
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internal reflection fluorescence microscopy - for looking at interfaces) FRET (Forster
resonant energy transfer - to measure the proximity of a donor molecule to a recep-
tor molecule with nanometer precision). Moreover, with increased sensitivity lead-
ing to single molecule detection in the last 20 years, the old Abbe diffraction limit
has been broken. This has enabled us to see 20 nm resolved optical images using a
range of methods such as STED (stimulated emission depletion microscopy) PALM
(photoactivated localization microscopy) STORM (stochastic optical reconstruction
microscopy) and dSTORM (direct storm). The list goes on and will doubtless keep
growing. In addition there is a very wide range of fluorescent probes that can be ob-
tained commercially and newer dyes such as perylene teracarboxylic acid diimides
appear to more robust to light then ever. So what can photothermal microscopy pos-
sibly hope to deliver that fluorescence microscopy has not already or very soon will
deliver? The answer is that fluorescent molecules emit from photochemically ex-
cited states that are inherently unstable in harsh environments such as living cells.
We can strengthen them at the cost of adding more and more functional groups, but
this increases their size, the number of their chemical interactions and often limits
their solubility unless we add more solubilizing groups to them (Figure 11). In the
end the resulting probes still photobleach or blink so that they cannot be tracked
for long periods of time (> 10s) in live cells, this is the Achilles heel of fluorescent
probes.

Enter the noble metal nanoparticle probe. They cannot be photobleached, they
can be functionalized and they can be modified with ligands and it is very easy to
see them when they are large (50 to 100 nm in diameter) even using conventional
darkfield imaging. However, at these sizes they are larger than most biomolecules,
including the ones that they label. Consequently, there is a substantial degree of un-
certainty with such large probes as to their effect on the biomolecule they label and
the functions of the cell. So ideally we would like to have much smaller nanoparticle
probes (of the same dimensions of a medium-sized protein ∼ 5 nm diameter), pro-
tected from the environment with a thin (< 2nm) non-biologically interacting shell
1:1 liganded to a biomolecule of interest. Obviously we need to be able to detect the
probe in some way. Unfortunately, scattering from a nanoparticle of ∼ 5nm is vir-
tually impossible to detect, since this decreases as the sixth power of the particle’s
radius.

Fig. 11 The future direction of fluorescent probes and nanoparticle probes
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2.3 Nanoparticle Probes

Small 5 to 10 nm gold nanoparticles can be bought commercially, however in their
initial form they are not very useful for bioimaging. The approach used for the
introduction of the key properties to make them useful is by the formation of a
self-assembled monolayer of thiolated ligands onto the nanoparticles surface [38].
They follow a basic design starting with a thiol group for bonding to the metal, a
hydrophobic core, allowing packing of the monolayer, and a hydrophilic terminus
exposed to solvent to enable solubility in physiological environments. A popular
method to synthesis gold nanoparticles in aqueous solution uses the citrate molecule
to reduce Au+ and stabilize the nanoparticles [39]. The weakly bound citrate allows
for a more stable monolayer to be introduced. Traditionally, thiol molecules have
been used to provide strong binding to gold nanoparticles, such as alkanethiols [40],
thioalkylated tetraethylene glycol [41], mercaptoalkyl-oligonucleotides [42] or cys-
teine containing peptides [43] or peptidols [44]. It is possible to use molecules that
bind more weakly to gold than thiols, such as an amino group, if one is using a
polymer to stabilize the nanoparticles. Such an approach has been used to pro-
vide reversible binding of the ligand shell to the nanoparticles surface [45]. Other
molecules that form stronger binding to gold surfaces have also been used, includ-
ing isocyanide ligands [46] or metal-carbon covalent bonds formed by reductive
grafting of diazonium compounds [47]. Stabilized nanoparticles don’t just need a
strong affinity for its bound ligand, they also require a high grafting density of lig-
and on the surface. This later property is important to shield the nanoparticles’ sur-
face from its biological environment that contains many molecules that can bind
to the nanoparticles’ surface. These include thiol-containing peptides or proteins,
and small molecules such as glutathione that can ligand-exchange with the mono-
layer on the nanoparticle, replacing it altogether. Colloidal stability must also be
maintained in complex biological environments that contain both electrolytes and
a high concentration of macromolecules (of the order of several 100 mg/mL). A
comparison between two highly passivated polyethylene glycol (PEG) ligand shells
bound to gold nanoparticles (thioalkyl-PEG600 and thiolated PEG3000) showed
the importance of a dense ligand grafting of the alkyl containing ligand to limit
undesirable place-exchange reactions [48]. The surface grafting density of mono-
layers formed on gold nanoparticles can be probed using the effect of cyanide on
its reaction with the gold core. The gold core of susceptible monolayers will be
dissolved by a cyanide solution. The kinetics of dissolution by cyanide are thus re-
lated to the density and packing of the monolayer. It has been shown previously
that shorter length alkyl thiolateprotected gold nanoparticles are more susceptible to
etching of the gold core than longer length alkyl thiolates [49]. The grafting density
of the peptide-alkanethiol ethylene glycol monolayer matrix as used by Duchesne
et al. [44] have been tested with cyanide solutions and found to be highly resis-
tant over a long time [50]. Silver nanoparticles are better absorbers and scatterers
of light than gold nanoparticles, yet they have been overshadowed, partly due to
their ease of oxidation [51]. However, silver nanoparticles protected from oxida-
tion by a high surface grafting density of appropriate ligands such as the mixed
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peptide - alkanethiol ethylene glycol mixed monolayers [44] prove to be highly
resistant to cyanide attack and are stable on a time-scale of months without any
change in their UV-visible absorption spectra. The use of ligand shells that provide
solubility in an aqueous or physiological environment requires a surface chemistry
that is essentially hydrophilic. [52, 53, 43] Water soluble passivated ligands often
rely on the use of polyethylene glycol (PEG) ligands [54]. PEG has been shown
to reduce the interactions with serum proteins, or the uptake of PEG-containing
nanoparticles by cells [55]. Gold nanoparticles must be stabilized against van der
Waals attractive forces to prevent aggregation. The methods to do this can generally
be classified as either electrostatic stabilization, steric stabilization, or electrosteric
stabilization [56]. These methods have been used successfully with peptide ligands
for binding to gold (and silver [57]) nanoparticles [43,44,50]. Using the monolayer
approach, the ligand shell is thin (1.3 nm) compared to polymers, such that the hy-
drodynamic diameter of the nanoparticles probe is comparable to that of a protein.
Sterically it is important to minimize the effect of the probe on the surrounding en-
vironment. For example, the use of block-copolymers and high molecular weight
PEG groups can significantly increase the hydrodynamic size of nanoparticles by
as much as 25 nm [58]. A key point is that stabilization and functionalisation of
these materials are independent of each other, but achieved in the same preparative
step. Therefore, the number of recognition functions present on each nanoparticle
can be controlled and reduced to a single moiety without compromising their sta-
bility. This allows the labeling of individual biomolecules with nanoparticle probes
in a one-to-one ratio [44]. Current methods of conjugation of optical probes to pro-
teins are limited. These include: genetically encoded fluorophores (GFP, etc.), which
do not possess optimal optical properties; a small number of tags, e.g., FlAsH, a
biarsenical compound reacting with a sequence of four, genetically encoded, cys-
teines [59], Tris-NTA, interacting with a genetically encoded hexahistidine tag [44]
and so-called snap tags. The methods to conjugate nanoparticles at 1:1 stoichiome-
try to biomaterials, such as proteins, or other materials, are even more limited. Wor-
den et al. [60] used a method of solid-phase place exchange reactions to introduce
a single carboxylic acid functional group onto the surface of an alkylthiol protected
gold nanoparticles. With an extensive array of commercially available polyhistidine-
tagged proteins and protein expression systems, an alternative methodology to in-
corporate multiple nitrilotriacetic acid (NTA) molecules [61] into gold nanoparti-
cles for binding to hexahistidine-containing proteins, is an attractive approach. One
such approach to incorporate a single Tris-NTA group into the monolayer of gold
nanoparticles has been achieved using immobilized metal ion affinity chromatog-
raphy [62]. At low probabilities of incorporation of functional Tris-NTA ligand,
when the proportion of labeled nanoparticles tends towards zero, all affinity-bound
nanoparticles will have a single Tris-NTA label. Hence we can produce 5-10nm gold
nanoparticles with high density peptide and PEG shells with a 1:1 ligand of Tris-
NTA, so using a polyhistydine tag we can 1:1 label a molecule of interest. This is
schematically shown in Figure 12.

Once we have a good nanoparticle probe that is biologically inert, 1:1 function-
alized with a biomolecule and small enough that it does not drag the biomolecule
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Fig. 12 A probe for photothermal tracking microscopy.

around, how are we actually going to see it, and how are we going to be able to lo-
cate it and track it? The answer to that comes in the form of photothermal tracking
microscopy developed by Lounis et al. [33].

2.4 Photothermal Heterodyne Imaging

Small noble metal (gold) nanoparticles have plasmon resonances in the visible and
have large absorbance cross sections. Furthermore they decay back to their initial
state in picoseconds. This means that noble metal nanoparticles absorb light with
great efficiency and their fast non-radiative relaxation leads to efficient generation
of heat. The heat that is generated then can dissipate to the surroundings causing
a spherical thermal lens that increases the ability of the particle to scatter light by
increasing its effective size. The thermal lens will increase its size with time as the
heat dissipates to the surroundings governed by the thermal diffusivity and as it
does the refractive index gradient will become reduced until eventually the system
is back to or closer to the starting condition. Small 5-10 nm gold particles can be
effectively heated by a green laser (e.g Nd-YAG 532 nm) close to their plasmon
band. In the photothermal experiment the green heating laser is made co-linear with
a second probe laser (e.g. a HeNe at 633 nm) that is not resonant with the plasmon
band and the beams are expanded and made to back-fill the high NA objective in a
microscope. In this way both beams are combined at a small focal point at the focus
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Fig. 13 Photothermal heterodyne imaging

of the objective. The green laser beam is modulated so that the thermal lens from
any nanoparticle at or close to the focal point modulates thereby giving modulation
of the scattered beam. The scattered signal is detected with a MHz photodetector
using lock in amplification. The most sensitive form of this method is photother-
mal heterodyne imaging (Figure 13) [33]. In this case the probe light interacts with
the time dependent modulation in the refractive index around the heated nanopar-
ticle producing a modulated scattered field that is frequency shifted. This produces
a beatnote with the probe beam which is acting as a local oscillator. The measure-
ment can be made in either forward detection or reverse detection modes. By raster
scanning the sample the photothermal signal can be mapped in the x and y planes.

2.5 Photothermal Tracking Microscopy

The photothermal signal, generated by the convoluted nanoparticle position and its
interaction with the heating and probe beams, has a point spread function. In other
words the size of the signal depends on the position of the nanoparticle relative to
the overlapping laser beams at the focal point of the objective. This means that by
taking three data points around a particle and determining the relative intensities
of the three signals it is possible to determine the point at which the nanoparti-
cle sits (Figure 13). The piezo stage can then be centered to that position and the
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triangulated measurement can be made again to determine if and where the parti-
cle moved to. This can be repeated over and over and a track of the particle can be
derived over very long timescales (Figure 14).

Fig. 14 Triangulation (nm-GPS) to determine the position of the nanoparticle.

Fig. 15 A photothermal image of fibroblasts (Left) with photothermal tracks (Right) in green,
blue and red.

3 Conclusions and Future Vistas

In this chapter we have described the origin of photothermal optical effects and we
have explored means of making measurements based on them. We have looked at
the effects of heating a bulk material with a laser and we have traveled through to
heating discrete particles. Furthermore we have described the development of a new
range of nanoparticle probes that have been proven as powerful agents in bioimag-
ing using photothermal tracking microscopy. But what is the future vista for this
technique, or range of techniques? We envisage that photothermal tracking systems
can be coupled with more conventional microscopies like differential interference
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Fig. 16 A mm-Merlion (the symbol of Singapore where our team has a base) made by pulsed
laser implantation of coumarin molecules into a polymer. Although peak temperatures are
above the temperatures required to decompose C-C bonds the molecule survives as can be
seen by its fluorescence (courtesy of Masahiro Goto, National Institute of Materials Science
(NIMS) Tsukuba Japan) [65].

contrast (DIC) phase contrast and epi-fluorescence. Furthermore there is no rea-
son why they cannot be used with confocal or super-resolution systems. Already
absorption correlation spectroscopy has been demonstrated and with time, just as
for fluorescence, we expect the number of acronyms applicable to the photothermal
techniques to grow. Current photothermal systems are laser scanning systems, how-
ever Zharov et al. [64] have also predicted that wide field systems may also be built
in the future. Interestingly these may be pump-probe shadowgraphic systems using
nanosecond lasers. Intuitively people may shy away from the high peak powers of
nanosecond pulsed lasers for biological imaging and it is true that peak temperatures
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for these systems would need to exceed continuous wave (CW or non-pulsed) peak
powers by orders of magnitude to see a signal. However, it has been demonstrated
time and again that organic materials and biological materials can be transferred in a
fully functional form, maintaining their exact chemistry and photochemistry, using
pulsed laser ablation This is true even when the initial temperatures that they endure
are > 1000K (Figure 16) [65-67]. The one thing that saves the molecules is that
when they are discretely heated they lose their thermal energy to the surroundings
before they can denature or decompose. In principle this means that when a particle
is heated discretely it can lose its heat before the heat causes damage. This means
that biomolecules heated by a nanoparticle irradiated with a pulsed laser may en-
dure more violent heating than when a CW laser is used for the brief period of time
during which they are heated.

Finally we will highlight some key challenges in the development of photother-
mal imaging and tracking. Firstly the biological context to photothermal tracks
could be improved significantly if the photothermal track were to be overlaid over a
conventional fluorescence, or better still a confocal fluorescence image. Especially
with different labels labeling different parts of the cell and if the photothermal track
could be viewed by the experimenter, overlaid onto the fluorescence image, in real
time. However this is non-trivial. Cells move so it may not be as simple as taking
a fluorescence image before starting a tracking sequence. Interleaving of the fluo-
rescence and tracking image may be required and this may require some predictive
analysis of the particle motion so that we do not loose it during the measurement of
the fluorescence image. Currently tracking in 3-dimensions needs to be developed.
This is a well known problem in microscopy and adds another level of complexity
to the tracking of a particle. Biological molecules do not function alone. Sometimes
they may recruit partner molecules to produce dimmers and tetramers. It is notable
that, during the acquisition of a nanoparticle track, the intensity of the signal often
jumps in a quantized manner. This occurs when two or more nanoparticle labeled
biomolecules come together. When the biomolecules, and their nanoparticles, sep-
arate again the signal dims to the original level of a single nanoparticle scattering.
The problem is that we cannot be sure if we are tracking the original particle or the
particle that it attached to. Finally analysis of the diffusion constants will be very
useful in order to establish the expression that describes mean squared displace-
ment: msd(t) ∼ Dtα , Where D is the diffusion coefficient. In other words analysis
is required to determine if the exponent α in the power law is greater than, less than
or equal to one.
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Interpretation of data will be improved by:

• Tracking the particles with an improved biological context e.g. a fluores-
cence image corresponding to the position of the various parts and func-
tions of the cell;

• Tracking a particle in x, y and z dimensions - currently we have shown data
for x and y only;

• Keeping track of the same particle when its biomolecule forms dimmers,
trimers etc with other labeled nanoparticles and then dissociates;

• Understanding the anomalous diffusion of biomolecules attached to
nanoparticles based on biological function and morphology change
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Dual Axes Confocal Microendoscope

Wibool Piyawattanametha

Abstract. Biomedical research truly needs new advances in imaging. Existing
modalities of in vivo imaging, such as magnetic resonance imaging or ultrasound,
lack the spatiotemporal resolution required to image the fundamental building block
of living tissue. By contrast, existing high-resolution techniques for imaging cells
and their sub-cellular features are technologies that are best suited for in vitro exper-
iments in tissue slices. Yet, the ability to make direct connections between human
pathological symptoms/behavior and the underlying cells and molecules responsible
for such behavior requires in vivo techniques that can image cellular constituents.
Our group research aim is to develop novel high-resolution optical endoscopes to
satisfy unmet needs in the clinical environment. These differ from medical endo-
scopes, which are generally larger and designed to image macroscopic abnormal-
ities. Most importantly, this novel optical endoscopic imaging might suggest new
approaches to disease diagnosis and treatment. This talk will be focused on the
development a novel confocal imaging modality integrated with microelectrome-
chanical systems (MEMS) technology and their imaging applications. Confocal mi-
croscopy is an attractive tool for three-dimensional (3-D) imaging due to its optical
sectioning property. Conventional single-axis confocal (SAC) microscopes have a
tradeoff between resolution, field of view, and objective lens size, since a high nu-
merical aperture (NA) lens is needed for sufficient resolution, and a long focal length
is needed for a large FOV and working distance. A dual-axes confocal (DAC) mi-
croscope architecture has been proposed utilizing two overlapping low NA beams,
which effectively decouples these tradeoffs. The other important advantage is the
ability to achieve a much superior optical sectioning compared to the SAC de-
sign. The microscopes are miniaturized into two form factors (5 mm and 10 mm

Wibool Piyawattanametha
Head of Advanced Light Microscopy (ALM) Laboratory National Electronics and Computer
Technology Center (NECTEC) 112 Phahon Yothin Rd., Room 321, Pathumthani 12120,
Thailand & Head of Advanced Imaging Research (AIR) Center Chulalongkorn University
Medical School, 104 Rajdamri Rd., Patayapat Bldg., Room 805 Pathumwan, Bangkok 10330,
Thailand
e-mail: wibool@gmail.com

N. Loménie, D. Racoceanu, and A. Gouaillard (Eds.): Advances in Bio-imaging, AISC 120, pp. 113–153.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012

wibool@gmail.com


114 W. Piyawattanametha

diameter). The imaging demonstrations of the probes were on both ex vivo and in
vivo from mice and human for cancer oncology and genetic research.

1 Introduction

Interpretation of the diseased tissue is generally diagnosed by visual inspection of
excised specimens under microscope. Even though this technique has been formally
used for over half of century, many limitations of the technique are time consump-
tion, interpretive variability processing artifact, and sampling error [1]. Furthermore,
the understanding of the underlying biology is far from complete. Light can achieve
spatial resolution that is far superior to that of other imaging modalities, including
positron emission tomography (PET), single photon emission computed tomogra-
phy (SPECT), computed tomography (CT), magnetic resonance imaging (MRI),
and ultrasound. Recently, tremendous progress has been made in the development
of microendoscopes that can be used inside the human body to directly visualize
tissue in vivo. These advances have been made possible by significant technological
advancements in flexible optical fibers, micro-optics, and compact scanning mech-
anisms. For instance, confocal microscope is a powerful optical imaging tool that
can achieve sub-cellular resolution in real-time in vivo. The technique of optical
sectioning provides clear images from ”optically thick” biological tissues that have
previously been collected with large, tabletop instruments that occupy the size of
a table [2, 3]. They can be used to collect either reflectance or fluorescence images
to identify morphological or molecular features of cells and tissues, respectively.
Moreover, images in both modalities can be captured simultaneously with complete
spatial registration. This approach uses a ”pinhole” placed in between the objective
lens and the detector to allow only the light that originates from within a tiny fo-
cal volume below the tissue surface to be collected. For miniature instruments, the
core of an optical fiber is used as the ”pinhole.” Recently, significant progress has
been made in the development of endoscope-compatible confocal imaging instru-
ments for visualizing inside the human body. This direction has been accelerated by
the availability, variety and low cost of optical fibers, scanners, and light sources,
in particular, semiconductor lasers. These methods are being developed for use in
the clinic as well as in small animal imaging facilities. The addition of a miniature
real-time, high resolution imaging instrument can help guide tissue biopsy and re-
duce pathology costs. However, these efforts are technically challenging because
of the demanding performance requirements for small instrument size, high image
resolution, deep tissue penetration depths, and fast frame rates. The performance
parameters for miniature in vivo confocal imaging instruments are governed by the
specific application. An important goal is the early detection and image guided
therapy of disease in hollow organs, including colon, esophagus, lung, orophar-
ynx, and cervix. Applications can also be found for better understanding of the
molecular mechanisms of disease in small animals. In particular, localization of pre-
malignant (dysplastic) lesions in the digestive tract can guide tissue biopsy for early
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detection and prevention of cancer. In addition, visualization of over expressed
molecular targets in small animal models can lead to the discovery of new drugs.

Fig. 1 Dysplasia represents a pre-malignant condition in the epithelium of hollow organs,
such as the colon and esophagus. The dual axes confocal architecture has high dynamic range
that is suitable for imaging in the vertical cross-sectional plane to visualize disease processes
with greater tissue penetration depths.

As shown in Figure 1, dysplasia originates in the epithelium and represents an
important step in the transformation of normal mucosa to carcinoma. Dysplasia has
a latency period of approximately 7 to 14 years before progressing onto cancer and
offers a window of opportunity for evaluating patients by endoscopy who are at in-
creased risk for developing cancer. The early detection and localization of dysplastic
lesions can guide tissue resection and prevent future cancer progression. Dysplas-
tic glands can be present from the mucosal surface down to the muscularis. Thus,
an imaging depth of ∼ 500μm is sufficient to evaluate most early epithelial dis-
ease processes. On reflectance imaging, sub-cellular resolution (typically < 5μm)
is needed to identify nuclear features, such as nuclear-to-cytoplasm ratio. On flu-
orescence imaging, high contrast is needed to distinguish between the target and
background. With both modalities, a fast imaging frame rate (> 4 Hz) is necessary
to avoid motion artefact.

2 Single Axis Confocal Architecture

2.1 Configuration of Optics

Advances in the development of microlenses and miniature scanners have resulted
in the development of fiber optic coupled instruments that are endoscope compatible
with high resolution, including single [4,5,6,7,8], and multiple fiber [7,9] strategies.
Different methods of scanning are also being explored [10, 11, 12, 13, 14]. All of
these endoscope compatible designs use a single axis design, where the pinhole
(fiber) and objective are located along one main optical axis. A high NA objective
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is used to achieve sub-cellular resolution and maximum light collection, and the
same objective is used for both the illumination and collection of light. In order
to scale down the dimension of these instruments for endoscope compatibility, the
diameter of the objective must be reduced to ∼ 5 mm or less. As a consequence,
the working distance (WD) as well as the field-of-view (FOV) is also decreased,
as shown by the progression of the 3 different objectives in Figure 2. The tissue
penetration depth also decreases, and is typically inadequate to assess the tissue
down to the muscularis, which is located at a depth of ∼ 500μm and is an important
landmark for defining the early presence of epithelial cancers.

Fig. 2 For endoscope compatibility, the diameter of a single axis confocal microscope must
be scaled down in size (A → B → C), resulting in a reduced working distance and limited
tissue penetration depth.

2.2 Resolutions

For the conventional single axis architecture, the transverse, Δrs, and axial, Δzs,
resolution between full-width-half-power (FWHP) points for uniform illumination
of the lenses are defined by the following equations [3]:

Δzs =
0.89λ

n(1− cosα)
∼ 1.78λ

nα2 (1)

where λ is the wavelength, n is the refractive index of the medium, α is the max-
imum convergence half-angle of the beam, NA = nsinα is the numerical aperture,
and sinα ∼ α for low NA lenses. Eq. 1 implies that the transverse and axial reso-
lution varies as 1/NA and 1/NA2, respectively. A resolution of less than 5 μm is
adequate to identify sub-cellular structures that are important for medical and bio-
logical applications. To achieve this resolution in the axial dimension, the objective
lens used requires a relatively large NA (> 0.4). The optics can be reduced to the
millimeter scale for in vivo imaging, but requires a sacrifice of resolution, FOV, or



Dual Axes Confocal Microendoscope 117

WD. Also, a high NA objective limits the available WD, and requires that the scan-
ning mechanism be located in the pre-objective position, restricting the FOV and
further increasing sensitivity to off-axis aberrations.

2.3 Commercial Systems

Two endoscope compatible confocal imaging systems are commercially available
for clinical use. The EC-3870K (Pentax Precision Instruments, Tokyo, Japan) has an
integrated design where a confocal module (Optiscan Pty Ltd, Victoria, Australia)
is built into the insertion tube of the endoscope, and results in an overall diameter
of 12.8 mm, as shown in Figure 3(a) [15]. This module uses the single axis optical
configuration where a single mode optical fiber is aligned on-axis with an objective
that has an NA ≈ 0.6. Scanning of the distal tip of the optical fiber is performed
mechanically by coupling the fiber to a tuning fork that vibrates at resonance. Axial
scanning is performed with a shape memory alloy (nitinol) actuator that can translate
the focal volume over a distance of 0 to 250 μm below the tissue surface. Excitation
is provide at 488 nm (peak absorption of fluorescein) by a semi-conductor laser, and
a transverse and axial resolution of 0.7 and 7 m, respectively, has been achieved.
The images are collected at a frame rate of either 0.8 or 1.6 Hz to achieve a FOV of
either 1024x1024 or 1024x512 pixels, respectively. The dimension of the confocal
instrument by itself is 5 mm. When a suspicious lesion is identified, the confocal
window located on the distial tip is placed into contact with the tissue to collect
images. A separate instrument channel can be used to obtain pinch biopsies of tissue.

(a) (b)

Fig. 3 (a) The EC-3870K (Pentax) has a confocal module (Optiscan) integrated into the
endoscope insertion tube. (b) The Cellvizio GI is a confocal miniprobe that passes through
the instrument channel of the endoscope.

The Cellvizio GI (Mauna Kea Technologies, Paris, France) uses a set of
miniprobes that range in diameter from 1.5 to 2.5 mm, and passes through the stan-
dard instrument channel of medical endoscopes, as shown in Figure 3(b). This in-
strument moves independently of the endoscope, and its placement onto the tissue
surface can be guided by the conventional white light image [8,15]. This miniprobe
consists of a fiber bundle with 30,000 individual fibers that is aligned on-axis with
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an objective that has an NA ≈ 0.6. The core of each individual fiber acts as a col-
lection pinhole to reject out-of-focus light. Scanning is performed at the proximal
end of the bundle in the instrument control unit with a 4 kHz oscillating mirror for
horizontal lines and a 12 Hz galvo mirror for frames. In this design, axial scanning
cannot be performed. Instead, separate miniprobes that have different working dis-
tances are needed to optically section at different depths. Excitation is provided at
488 nm, and the transverse and axial resolution of these instruments ranges from 2.5
to 5 μm and 15 to 20 μm, respectively. Images are collected at a frame rate of 12
Hz with a FOV of either 600x500 μm2 or 240x200 μm2.

3 Dual Axes Confocal Architecture

3.1 Configuration of Optics

From the above, the aforementioned miniaturization techniques in the previous sec-
tion deploy a conventional single-axis confocal architecture that has the objective
and optical fiber aligned along the same optical axis. In order to overcome some
of these limitations for endoscope compatibility and in vivo imaging, we have de-
veloped the novel dual axes confocal configuration, shown in Figure 4. We use two
fibers oriented along separate optical axis of different low NA objectives to spa-
tially separate the light paths for illumination and collection [16, 17]. The region of
overlap between the two beams (crossed at a half angle from the midline) defines
the focal volume, hence the resolution, and can achieve sub-cellular dimensions. A
very low probability exists for light scattered by tissue along the illumination path
(blue cone) to enter the low NA collection objective (green cone), thus significant
improvement in the dynamic range of detection can be achieved.

Furthermore, the low NA objectives enable an increased working distance so
that the scanning mirror can be placed on the distal (tissue) side of the lens (post-
objective position), resulting in less sensitivity to off-axis aberrations [17]. In this
configuration, the beams always pass through the low NA objectives on axis, result-
ing in a diffraction-limited focal volume that can then be scanned over a large FOV,
limited by the performance of the scanner rather than by the optics. This design fea-
ture allows for the instrument to be scaled down in size to millimeter dimensions
for compatibility with medical endoscopes without loss of performance. We first
develop the theory to explain the unique performance features of the dual axes con-
focal architecture by characterizing the point-spread function (PSF) and dynamic
range. Then, we demonstrate the scaled down implementation of this configuration
in miniature prototypes. Because of the challenges of packaging in such a small
form factor, we first demonstrate a handheld (10 mm diameter) instrument and then
an endoscope-compatible (5.5 mm diameter) prototype, using the same MEMS mir-
ror and scanhead optics.
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Fig. 4 Novel dual axes confocal architecture uses separate optical fibers and low NA lenses
for off-axis light collection, achieving long working distance, high dynamic range, and scal-
ability while preserving resolution.

3.2 Coordinates Definition

The coordinates for the dual axes confocal configuration are shown in Figure 5. The
illumination (IO) and collection (CO) objectives represent separate low NA lenses.
The maximum convergence half-angles of the illumination and collection beams are
represented by αi and αc, respectively. The separate optical axes are defined to cross
the z-axis (zd) at an angle θ . The main lobe of the PSF of the illumination objective
is represented by the light gray oval. This lobe has a narrow transverse but a wide
axial dimension.

Similarly, the main lobe of the PSF of the collection objective is similar in shape
but symmetrically reflected about zd , as represented by the dark gray oval. For dual
axes, the combined PSF is represented by the overlap of the two individual PSF’s,
represented by the black oval. This region is characterized by narrow transverse
dimensions, Δxd and Δyd (out of the page), and by a significantly reduced axial
dimension, Δzd , which depends on the transverse rather than the axial dimension of
the individual beams where they intersect.
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Fig. 5 Coordinates for dual axes confocal configuration.

3.3 Point Spread Function

The dual axes PSF can be derived using diffraction theory with paraxial approxima-
tions [18]. The coordinates for the illumination (xi,yi,zi) and collection (xc,yc,zc)
beams are defined in terms of the coordinates of the main optical axis (xd ,yd ,zd),
and may be expressed as follows:

xi = xd cosθ − zdsinθ xc = xd cosθ + zdsinθ
yi = yd yc = yd (2)

zi = xd sinθ + zdcosθ zc =−xd sinθ + zdcosθ

The maximum convergence half-angles of the focused illumination and collec-
tion beams in the sample media are represented as αi and αc, respectively. The angle
at which the two beams intersect the main optical axis is denoted as θ . A set of gen-
eral dimensionless coordinates may be defined along the illumination and collection
axes, as follows [19]:

ui = kinzi sin2 αi uc = kcnzc sin2 αc

vi = kin
√

x2
i + y2

i sinαi vc = kcn
√

x2
c + y2

c sinαc (3)
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The wave numbers for illumination and collection are defined as ki = 2π/λi and
kc = 2π/λc, respectively, where λi and λc are the wavelengths, and n is the index of
refraction of the media. The amplitude PSF describes the spatial distribution of the
electric field of the focused beams. Diffraction theory may be used to show that the
PSF of the illumination and collection beams is proportional to the Huygens-Fresnel
integrals below [18]:

Ui(vi,ui) ∝
∫ 1

0
Wi(ρ)J0(ρvi)e

− juiρ2/2ρdρ (4)

Uc(vc,uc) ∝
∫ 1

0
Wc(ρ)J0(ρvc)e

− jucρ2/2ρdρ (5)

where J0 is the Bessel function of order zero, and ρ is a normalized radial distance
variable at the objective aperture. The weighting function, W (ρ), describes the trun-
cation (apodization) of the beams. For uniform illumination, W (ρ) = 1. For Gaus-
sian illumination, the objectives truncate the beams at the 1/e2 intensity, resulting in
a weighting function of W (ρ) = e−ρ2

. In practice, the beams are typically truncated
so that 99 % of the power is transmitted. For a Gaussian beam with a radius (1/e2

intensity) given by w, an aperture with diameter πw passes 99 % of the power. In
this case, the weighting function is given as follows:

W (ρ) = e−πρ2/2 (6)

For the single axis configuration, the illumination and collection PSF’s at the
focal plane (ui = uc = 0) are identical functions of the radial distance ρ , and can
both be given by Us using the substitution v = knr sinα , as follows:

Us(ν) ∝
∫ 1

0
Wi(ρ)J0(ρν)ρdρ (7)

The resulting signal at the detector V from a point source reflector in the media
is proportional to the power received, and is given by the square of the product of
the overlapping PSF’s as follows:

V = A|UiUc|2 (8)

where A is a constant.
Similarly, since the depth of focus for each individual beam, described within

the exponential term in the integral product of Eqs. (3) and (4), is much larger than
that of the transverse width, the exponential term may be neglected. As a result, the
detector output vd for the dual axes configuration for uniform illumination (W = 1),
is given as follows:

Us(ν) ∝
∫ 1

0
Wi(ρ)J0(ρν)ρdρ (9)
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This expression can be combined with Eqs. (2) and (3) to derive the result for
transverse and axial resolution with uniform illumination as follows [16]:

Vd ∝
(

2J1(vi)

vi

)2(2J1(vc)

vc

)2

(10)

Δxd =
0.37λ

nα cosθ
; Δyd =

0.37λ
nα

; Δzd =
0.37λ

nα sinθ
; (11)

Note that for the dual axes configuration, the axial resolution is proportional to
1/NA , where NA = nsinα ≈ nα , rather than 1/NA2 , as is the case for the single
axis design [3]. For example, with uniform illumination and the following param-
eters: α = 0.21 radians, θ = 30◦ , λ = 0.785μm and n = 1.4 for tissue, Eq. (10)
reveals a result for the dual axes configuration of Δxd = 1.1μm, Δyd = 1.0μm, and
Δzd = 2μm for the transverse and axial resolutions, respectively. Thus, sub-cellular
resolution can be achieved in both the transverse and axial dimensions with the dual
axes configuration using low NA optics but not with the single axis architecture.
For an endoscope-compatible instrument, delivery of the illumination and collec-
tion light is performed with use of optical fibers and is more appropriately modeled
by a Gaussian rather than a uniform beam. With this apodization, the detector re-
sponse for the dual axes configuration from a point source reflector in the media,
given by Eq. (9), may be solved numerically as a function of transverse (xd and
yd) and axial (zd) dimensions. The integrals are calculated in Matlab, and use the
weighting function with 99 % transmission. In comparison, this model reveals a
result of Δxd = 2.4μm, Δyd = 2.1μm, and Δzd = 4.2μm for the transverse and ax-
ial resolutions, respectively. Thus, the use of optical fibers, modeled by a Gaussian
beam, produces results that are slightly worse but still comparable to that of uniform
illumination [19].

3.4 Dynamic Range

Differences in the dynamic range between the single and dual axes confocal config-
urations can also be illustrated with this model [18]. The calculated axial response
for the single axis design with Gaussian illumination is shown by the dashed line in
Figure 6(a), where optical parameters are used that achieve the same axial resolu-
tion (FWHM) of 4.2μm. The result reveals that the main lobe falls off in the axial
(z-axis) direction as 1/z2, and reaches a value of approximately -25 dB at a distance
of 10μm from the focal plane (z = 0). In addition, a number of side lobes can be
appreciated.

In comparison, the response for the dual axes configuration, shown by the solid
line in Figure 6(a), reveals that the main lobe rolls off in the axial (z-axis) direc-
tion as exp−kz2

, and reaches a value of -60 dB at a distance of 10μm from the focal
plane (z = 0). Thus, off-axis illumination and collection of light in the dual axes
architecture results in a significant improvement in dynamic range and in an expo-
nential rejection of out-of-focus scattered light in comparison to that for single axis.
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(a) (b)

Fig. 6 Dynamic range of novel dual axes confocal architecture. a) The axial response of the
single axis (dashed line) configuration falls off as 1/z2 and that for the dual axes (solid line)
design falls off as exp−kz2

, resulting in a significant improvement in dynamic range, allowing
for vertical cross-sectional imaging to be performed. b) Transverse (X-Y direction) response.

This advantage allows for the dual axes configuration to collect images with deeper
tissue penetration and with a vertical cross-section orientation. The transverse re-
sponse with Gaussian illumination is shown in Figure 6(b).

3.5 Post-objective Scanning

In confocal microscopes, scanning of the focal volume is necessary to create an im-
age. In the single axis architecture, the high NA objectives used limit the working
distance, thus the scan mirror is by convention placed on the pinhole (fiber) side
of the objective, or in the pre-objective position, as shown in Figure 7(a). Scanning

(a) (b)

Fig. 7 a) For pre-objective scanning, illumination light is incident on the objective off-axis,
resulting in more sensitivity to aberrations and limited FOV. b) With post-objective scanning,
the incident light is on-axis, less sensitivity to aberrations, and large FOV. Post-objective
scanning is made possible by the long WD produced by the low NA objectives used in the
dual axes architecture.
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orients the beam at various angles to the optical axis and introduces off-axis aberra-
tions that expand the focal volume. In addition, the FOV of pre-objective scanning
systems is proportional to the scan angle and the focal length of the objective. The
diameter of the objective limits the maximum scan angle, and as this dimension is
reduced for endoscope compatibility, the focal length and FOV are also diminished.
In the dual axes configuration, the low NA objectives used creates a long working
distance that allows for the scanner to be placed on the tissue side of the objective,
or in the post-objective position [17]. This design feature is critical for scaling the
size of the instrument down to millimeter dimensions for in vivo imaging applica-
tions without losing performance. As shown in Figure 7(b), the illumination light
is always incident on-axis to the objective. In the post-objective location, the scan
mirror can sweep a diffraction-limited focal volume over an arbitrarily large FOV,
limited only by the maximum deflection angle of the mirror. Moreover, the scanner
steers the illumination and collection beams together with the intersection of the two
beams oriented at a constant angle and with the overlapping focal volume moving
without changing shape along an arc-line. This property can be conceptualized by
regarding the dual axes geometry as being equivalent to two separate beams pro-
duced from two circles in the outer annulus of a high NA lens containing a central
obstruction (or a large central hole). A flat scan mirror deflects both beams equally,
and thereby preserves the overlapping region without introducing aberrations to the
beams.

3.6 Improved Rejection of Scattering

In the dual axes confocal architecture, the off-axis collection of light significantly
reduces the deleterious effects of tissue scattering on the dynamic range of detection
and allows for deeper ballistic photons to be resolved [20]. These features provide
the unique capacity to collect vertical cross-sectional images in the plane perpendic-
ular to the tissue surface. This is the preferred view of pathologists because differ-
ences from the normal patterns of tissue differentiation are revealed in the direction
from the lumen to the sub-mucosa.

3.6.1 Optical Configurations

The improvement in rejection of light scattered by tissue can be illustrated by com-
paring the dynamic range of detection between the single and dual axes optical
configurations with equivalent axial resolution, as shown in Figure 8(a) and 8(b).
The incident beams are modeled with a Gaussian profile because this is represen-
tative of light delivered through an optical fiber. For the single axis configuration,
this beam is focused into the tissue by an ideal lens (L1). A mirror (M) is embed-
ded in the tissue at the focal plane (parallel to the x-y plane) of the objective lens.
In this scheme, the rays that reflect from the mirror pass back through the lens L1,



Dual Axes Confocal Microendoscope 125

deflect at an angle off the beam splitter, and are focused by an ideal lens (L2) on to
a pinhole detector. For the dual axes set-up, the incident Gaussian beam is focused
into the tissue by an ideal lens (L3) with its axis oriented at an angle θ = 30◦ to the
z-axis, and an ideal lens (L4) focuses the backscattered beam, with its axis z at an
angle −30◦ to the z-axis, onto the pinhole detector. As before, a mirror (M) with its
plane perpendicular to the z-axis and passing through the coincident focuses of the
lenses is embedded in the tissue to reflect the incident light to the detector. In both
configurations, the lens system has a magnification of 1 from the focal plane to the
pinhole detector.

(a) (b)

Fig. 8 a) Single axis and b) dual axes optical configurations are used to evaluate the axial
response at the detector.

In order to achieve an equivalent -3 dB axial resolution (FWHM), the NA’s for
the single and dual axes configurations are defined to be 0.58 and 0.21, respec-
tively. From diffraction theory, discussed above, the theoretical transverse and axial
resolutions for the PSF for dual axes at a wavelength λ0 = 633nm with an aver-
age tissue refractive index of 1.4 and NA = 0.21 are found to be Δx = 1.16μm,
Δy = 1.00μm, and Δz = 2.00μm3. The mirror is placed at a distance of 200 μm
below the tissue surface in the focal plane of the objective lenses for both the sin-
gle and dual axes configurations. This depth is representative of the imaging dis-
tance of interest in the epithelium of hollow organs. The calculations performed
to analyze the effects of tissue scattering on light are based on Monte Carlo simu-
lations using a non-sequential ray tracing program (ASAP 2006 Breault Research
Organization, Tucson, AZ). Three assumptions are made in this simulation study:
1) multiple scattering of an incoherent beam dominates over diffraction effects, 2)
the non-scattering optical medium surrounding the lenses and the tissue (the scat-
tering medium) is index matched to eliminate aberrations, and 3) absorption is not
included to simplify this model and because there is much larger attenuation due to
the scattering of ballistic photons.
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(a) (b)

Fig. 9 Distributions of photon flux in tissue scattering model. The peak value of multiple
scattered photons for A) single axis is co-located with the confocal pinhole while that for
B) dual axes is separated by ∼ 50μm. As a consequence, the ballistic photons for dual axes
result in a greater signal-to-noise ratio.

3.6.2 Mie Scattering Analysis

We use Mie theory with the Henyey-Greenstein phase function p(θ ) to model the
angular dependence of tissue scattering, as follows [21, 22]:

p(θ ) =
1

4π
1− g2

(1+ g2− 2gcosθ )3/2
(12)

where g, the anisotropy factor, is defined as

g =< cosθ >=
∫ 2π

0

∫ π

0
cos(θ ).p(θ )sin θdθdφ (13)

Given the average scatterer size, refractive index, and concentration, the atten-
uation coefficient μs and anisotropy g are determined and provided to the ASAP
program as simulation parameters. For a tissue phantom composed of polystyrene
spheres with a diameter of 0.48 μm, refractive index 1.59, and a concentration of
0.0394 spheres/μm3 in water, the values g = 0.81 and μs = 5.0mm−1 at λ = 633nm
are calculated from Mie theory [23]. For single axis, P(y’) is defined as the photon
flux distribution along the y’-axis at the detector. The photon flux can be normalized
by defining P*(y’) = P(y’)/Pmax, where Pmax is the maximum flux. The normalized
flux P*(y’) consists of ballistic (signal) and multiple scattered (noise) photons, as
shown in Figure 9(a) [24]. The maximum flux for both the signal and noise com-
ponents arrive at center of the detector. A confocal pinhole placed in front of the
detector can filter out some but not all of this ”noise,” resulting in a reduced signal-
to-noise ratio (SNR). For dual axes, the detector is angled off the optical axis by 30.
P(x’) is defined as the photon flux distribution along the x’-axis at the detector. The
photon flux can be normalized by defining P*(x’) = P(x’)/Pmax, where Pmax is the
maximum flux at the detector. Figure 9(b) shows that normalized photon flux dis-
tribution for dual axes also exhibits a ballistic and multiple scattered components.
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However, for dual axes, the peak flux of multiple scattered photons arrives ∼ 50μm
lateral to the center of the detector where the ballistic photons arrive, a consequence
of off-axis collection. Thus, there is much less ”noise” for the confocal pinhole (di-
ameter 1 μm) to filter out, resulting in a higher SNR and dynamic range.

3.6.3 Improvement in Dynamic Range

An implication of this result is that the dual axes configuration has improved dy-
namic range compared to that of single axis. This difference can be quantified by
determining the axial response at the detector. This can be done by calculating the
photon flux f (Δz) as the mirror is displaced along the z-axis in the tissue. The flux
is calculated using Monte-Carlo simulations in ASAP with the mirror at positioned
in the range −10μm ≤ Δz ≤ 10μm with respect to the focal plane at z = 0, which is
located at 200 μm below the tissue surface. The flux is then normalized according
to F(Δz) = f (Δz)/ f (0). The axial response is shown in Figure 10(a) for various
pinhole diameters D, including 1, 2 and 3 μm, which correspond to typical fiber
core dimensions. Note that for each pinhole diameter, the dual axes (DA) config-
uration has significantly better dynamic range than that of single axis (SA). Note
that the introduction of tissue scattering results in a reduction of the dynamic range
compared to that found in free space, as shown by Figure 6(a).

(a) (b)

Fig. 10 Axial response for single and dual axes geometries. The dual axes (DA) configuration
has a much greater dynamic range than that for single axis (SA) given different a) pinhole
diameters (1, 2, and 3 m) and b) optical lengths L (4.8, 6.4 and 8.0).

We can also determine the axial response of the detector for various optical
lengths in tissue. This analysis reveals differences in the dynamic range between
the single and dual axes configuration for tissues with various scattering properties.
The total optical length L is defined as twice the product of the scattering coeffi-
cient s and the tissue depth t, or L = 2μst. The factor of two originates from the
fact that the total path length is twice the tissue depth. The axial response is shown
in Figure 10(b) for various optical lengths L, including 4.8, 6.4, and 8.0. Note that
for each optical length L, the dual axes (DA) configuration has significantly better
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dynamic range than that of single axis (SA). These values of L are typical parame-
ters of gastrointestinal epithelium. At λ = 633nm, s is about 7mm−1 for esophagus
tissue [24] and about 20mm−1 for normal colon mucosa [25]. The range of tissue
depths spanned by L = 4.8 to 8 for esophagus and colon is 340 μm to 570 μm and
120 μm to 200 μm, respectively. In addition, these results shows that for single axis
only minimal changes occur in the dynamic range with approximately a factor of 2
difference in optical thickness L, while for dual axes significant changes occur over
this thickness range. Furthermore, scattering does not appear to alter the FWHM of
the axial response for either single or dual axes over this range of lengths.

3.6.4 Geometric Differences Produced by Off-Axis Detection

The superior axial response of the dual axes confocal architecture has a simple ge-
ometric explanation. When the mirror moves away from the focal plane by Δ , the
centroid of the beam is steered away from the optical axis by 2Δ sinθ from where
the center of the pinhole is located [20]. Even taking into consideration diffraction
and the broadening of the out-of-focus beam, the beam intensity decreases exponen-
tially when Δ ≥ D/2 (for θ = 30◦). But in the single axis case, many of the pho-
tons scattered near the vicinity of the focal plane (Δ ) are collected by the detector
through the pinhole. Thus, the spatial filtering effect by a pinhole for the single axis
configuration is not as effective as that for dual axes. The implication of this effect
for imaging deep in tissue is evident. In the single axis case, many of the multiple
scattered photons that arrive from the same direction as that of the ballistic pho-
tons, starting from the surface to deep within the tissue, are collected by the detector
despite the presence of a pinhole to filter the out-of-focus light. This explains why
in Figure 9(a) the single axis configuration has a large noise component alongside
the ballistic component. Thus, the dual axes confocal architecture provides optical
sectioning capability that is superior to that of the conventional single axis design
in terms of SNR and dynamic range, and this result can be generalized to a range of
relevant pinhole sizes. As a result, the dual axes architecture allows for imaging with
greater tissue penetration depth, thus is capable of providing images in the vertical
cross-section with high contrast. The implementation of the dual axes confocal con-
figuration to an endoscope compatible instrument for collection of both reflectance
and fluorescence has significant implications for in vivo imaging by providing both
functional and structural information deep below the tissue surface.

4 Tabletop Dual Axes Confocal Imaging Instruments

The dual axes confocal architecture was first implemented as a tabletop instrument
using readily available optical components to demonstrate the proof of concept of
off-axis illumination and collection with post-objective scanning. In particular, the
primary advantages of the dual axes configuration including high dynamic range and
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deep tissue penetration are revealed by vertical cross-sectional images with either
reflectance or fluorescence. The combination of these two imaging modes forms a
powerful strategy for integrating structural with functional information. The dual
axes optical design incorporates a solid immersion lens (SIL) made from a fused-
silica hemisphere at the interface where the two off-axis beams meet the tissue. This
refractive element minimizes spherical aberrations that occur when light undergoes
a step change in refractive index between two media. The curved surface of the SIL
provides a normal interface for the two beams to cross the air-glass boundary. Fused
silica is used because its index of refraction of n = 1.45 is closely matched to that
of tissue. Note that as the beams are scanned away from their neutral positions, they
will no longer be incident to the surface of the SIL and small aberrations will occur.
Another feature of the SIL is that its curved surface increases the effective NA of
the beams in the tissue by a factor of n, the index of refraction, and produces higher
resolution and light collection efficiency. On the other hand, the SIL acts to reduce
the scanning displacement of the beams in the tissue by a factor of 1/n so that larger
deflections are needed to achieve the desired scan range.

4.1 Horizontal Cross-Sectional Imaging Instrument

Reflectance imaging takes advantage of subtle differences in the refractive indices
of tissue micro-structures to generate contrast. The backscattered photons can pro-
vide plenty of signal to overcome the low NA objectives used for light collection
in the dual axes configuration. The first reflectance images were collected with a

(a) (b)

Fig. 11 Horizontal cross-sectional dual axes images ex vivo. a) Squamous esophageal mu-
cosa collected at z = 0 μm with = 488 nm reveals sub-cellular features, including cell nuclei
(arrows) and membrane (arrowhead), scale bar 20 μm. b) Normal colonic mucosa at z = 150
μm with = 1.3 μm illumination reveals circular crypts with colonocytes surround the lumen
and lamina propria (LP) filling space in between the crypts, scale bar 50 μm.
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tabletop system that used a 488 nm semiconductor laser that delivered illumination
into a single mode optical fiber that was focused by a set of collimating lenses with
NA = 0.16 to a spot size with ∼ 400μW of power [16]. These parameters produced
a transverse and axial resolution of 1.1 and 2.1 μm, respectively. The reflected light
was collected by a complementary set of optics. The off-axis illumination and col-
lection was performed at θ = 30◦ to the main optical axis. Reflectance images were
collected in horizontal cross-sections of freshly excised specimens of esophagus ex
vivo. As shown in Figure 11(a), the cell membrane and individual nuclei of squa-
mous (normal) esophageal mucosa can be appreciated in the image collected at z
= 0 μm, scale bar 20 μm. Much greater image contrast can be achieved with flu-
orescence imaging where the use of optical reporters, such as GFP, and exogenous
probes can reveal over expression of molecular targets. The same tabletop dual axes
microscope was also used to collect fluorescence images with a long pass filter to
block the excitation light and photomultiplier tube (PMT) for detection [26]. In
Figure 11(b), a fluorescence image of the cerebellum of a transgenic mouse that
constitutively expresses GFP under the control of a β -actin promoter at a depth of
z = 30 μm is shown, scale bar 50 μm. Purkinje cell bodies (arrows) can be seen as
large round structures aligned side by side in a row, separating the granule layer and
the molecular layer.

4.2 Vertical Cross-Sectional Imaging Instrument

4.2.1 Reflection Imaging Mode

In order to collect vertical cross-sectional images, heterodyning can be used to pro-
vide a coherence gate that filters out illumination photons that are multiply-scattered
and travel over longer optical paths within the tissue [17]. This approach is demon-
strated with a fiber optic Mach-Zehnder interferometer, shown in Figure 12(a). A
broadband near-infrared source produces light centered at λ0 = 1345nm with a 3
dB bandwidth of 35 nm and a coherence length in tissue of ∼ 50μm. A fiber cou-
pler directs ∼ 99% of the power to the illumination path, which consists of a single
mode optical fiber (SMF1) with a collimating (CL1) and focusing lens (FL1) with
NA = 0.186. The axes of illumination and collection are oriented at θ = 30◦ to
the midline. Light reflected from the tissue is collected by the second set of fo-
cusing (FL2) and collimating (CL2) lenses into another single mode fiber (SMF2).
The lens and fiber parameters are the same for both the illumination and collection
beams. The fiber optic coupler directs ∼ 1% of the source into a reference beam
which is frequency shifted by an acousto-optic modulator at 55 MHz for heterodyne
detection. An adjustable optical delay is used to increase the signal by matching
the optical path length of the reference beam to that of the ballistic photons. An
adjustable optical delay is used to increase the signal. In addition, a polarization
controller consisting of two half-wave plates and a single quarter-wave plate is used
to maximize the signal. The reference and collection beams are combined by a 50/50
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coupler and the resulting heterodyne signal is detected by a balanced InGaAs detec-
tor (D1, D2) with a bandwidth of 80 MHz. The resulting electronic signal is then
processed with a band pass filter (BPF) with a 3 MHz bandwidth centered at 55
MHz, then demodulated (DM), digitized by a frame grabber (FG), and displayed
(D). In this heterodyne detection scheme, the reference beam essentially provides
amplification of the weak collection beam via coherent optical mixing, and enables
the measurement of reflected light with a dynamic range larger than 70 dB. Post-
objective scanning is performed with the scan mirror (SM) placed distal to the ob-
jective lenses. Reflectance images were collected from fresh biopsy specimens taken
from the squamo-columnar junction of subjects with Barrett’s esophagus. Speci-
mens with dimensions of ∼ 3mm were resected with jumbo biopsy forceps, and the
mucosal surface was oriented normal to the z-axis. Vertical cross-sectional images
were collected with depth of 1 mm. From Figure 12(b), squamous (normal) mucosa
is present over the left half of the image with an intact epithelium (EP). The other
structures of normal esophageal mucosa, including the muscularis mucosa (MM),
sub-mucosa (SM), and muscularis propria (MP), can also be identified. Columnar
mucosa consistent with intestinal metaplasia is seen over the right half of the image,
and reveals the presence of pit epithelium (PE) [17]. These findings correlate with
the tissue micro-structures seen on histology.

(a) (b)

Fig. 12 Vertical cross-sectional dual axes confocal reflectance images ex vivo. a) Schematic
of optical circuit for heterodyne detection, details discussed in the text. b) Reflectance image
of squamo-columnar junction in esophagus with vertical depth of 1 mm. Squamous (normal)
mucosa reveals epithelium (EP) and muscularis mucosa (MM) over left half. Columnar (in-
testinal metaplasia) mucosa shows pit epithelium (PE) over right half. Submucosa (SM) and
musclaris propria (MP) are seen on both sides.
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4.2.2 Fluorescence Imaging Mode

Fluorescence detection adds an entirely new dimension to the imaging capabilities
of the dual axes architecture. Detection in this mode offers an opportunity to achieve
much higher image contrast compared to that of reflectance and is sensitive to la-
beled molecular probes that can identify specific tissue and cellular targets. These
features provide a method to perform functional as well as structural imaging, and
allows for the study of a wide variety of molecular mechanisms. Although the use
of low NA objectives in the dual axes configuration reduces the collection efficiency
of the optics by a factor of ∼ NA2, this deficit can be overcome by the use of bright
fluorophores. In order to achieve the deep tissue penetration depths possible with
the off-axis collection of light, a near-infrared laser at 785 nm is used as the source
and a PMT with a long pass filter to block the excitation light is used as the detec-
tor [27]. The large dynamic range (≥ 40dB) of the dual axes confocal architecture
encountered with collection of vertical cross-sectional images requires modulation
of the PMT gain to compensate for the rapid decrease in fluorescence signal with
axial depth due to tissue absorption and scattering.

(a) (b)

Fig. 13 Vertical cross-sectional dual axes confocal fluorescence images ex vivo. a) Squamo-
columnar junction in esophagus with vertical depth of 500 μm. Squamous mucosa present
over left half. Columnar (intestinal metaplasia) mucosa over right half shows crypts with
goblet cells. b) Colon. Many goblet cells can be seen in dysplastic crypts from a flat colonic
adenoma.

In Figure 13, vertical cross-sectional fluorescence images of a) esophagus and b)
colon collected with a tabletop dual axes confocal microscope are shown [27]. These
specimens were incubated with a near-infrared dye, LI-COR IRDye 800 CW NHS
Ester (LI-COR Biosciences, Inc) prior to imaging after being freshly excised during
endoscopy. These images were collected at 2 frames per second with a transverse
and axial and resolution of 2 and 3 μm, respectively. With use of post-objective
scanning, a very large FOV of 800 x 500 μm2 deep was achieved. In Figure 13(a),
the specimen was collected from the squamo-columnar junction of a patient with
Barrett’s esophagus. Over the left half of the image, the individual squamous cells
from normal esophageal mucosa can be seen in the luminal to the basilar direction
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over a depth of 500 μm. Over the right half of the image, vertically oriented crypts
with individual mucin-secreting goblet cells associated with intestinal metaplasia
can be appreciated as brightly stained vacuoles. This diseased condition is associ-
ated with greater than 100 fold relative risk of developing cancer in the esophagus.
In Figure 13(b), the specimen was collected from a flat colonic adenoma, and the im-
age reveals vertically oriented dysplastic crypts with individual goblet cells. Volume
rendering can also be performed with the dual axes confocal microscope to illustrate
three-dimensional (3D) imaging capabilities. These views are important for tracking
cell movements, observing protein-protein interactions, and monitoring angiogenic
development. A xenograft mouse model of glioblastoma multiforme has been de-
veloped by subcutaneously implanting 107 human U87MG glioblastoma cells in
the flank of a nude mouse. Horizontal cross-sectional fluorescence images were col-
lected with a tabletop instrument when the tumors reached ∼ 1cm in size. The mice
were anesthetized for the in vivo imaging session, and indocyanine green (ICG) at
a concentration of 0.5 mg/ml was injected intravenously to produce contrast. A skin
flap overlying the tumor was exposed, and horizontal cross-sectional images were
collected with a FOV of 400 x 500 μm2. A fluorescence image collected at 50 μm
below the tissue surface, shown in Figure 14(a), reveals that the glioblastoma has
developed a dense, complex network of tortuous vasculature. A total of 400 hori-
zontal cross-sectional images acquired at 1 μm increments were used to generate
the 3D volumetric image, shown in Figure 14(b). Volume rendering was performed
using AmiraTM modeling software.

(a) (b)

Fig. 14 Dual axes confocal fluorescence images in small animal models. a) A horizontal
cross-sectional fluorescence image of a human U87MG xenograft glioblastoma tumor im-
planted subcutaneously in the flank of a nude mouse was collected in vivo at 50 μm depth
using i.v. indocyanine green (ICG). b) A 3D volumetric image is generated from a z-stack of
400 sections collected at 1 m intervals.
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5 MEMS-Scanner Based Dual Axes Confocal Imaging
Instruments

The long working distance created by the low NA objectives in the dual axes archi-
tecture provides space for a scanning mechanism to be placed in the post-objective
position. This location is a key feature of the design that allows for scaling down
of the optics to millimeter dimensions. Moreover, for in vivo imaging, a fast scan
rate is needed to overcome motion artifacts introduced by organ peristalsis, heart
beating, and respiratory activity, typically requiring a frame rate of > 4 per second.
As a result, we have developed a MEMS-scanner based miniature and endoscope
compatible imaging instruments without loss of performance. This strategy is much
more complex than other approaches being developed, but is well suited to meet the
size and speed requirements for in vivo imaging in a compact package [28, 29].

5.1 MEMS Scanner Architecture

The schematic of the 2-D MEMS scanner is shown in Figure 15(a). It has a gim-
bal structure, and is electrostatically actuated by self-aligned, vertical combdrives
to give large deflection. The mirror can be actuated with respect to the frame by ro-
tating around the springs that define the inner axis. The frame supporting the mirror
can be actuated with respect to the substrate by rotating around the springs that de-
fine the outer axis. Figure 2(b) shows the cross-sections of various structures of the
device, which is made in double-stacked silicon-on-insulator (SOI). The two device
layers are each 30 μm thick with an oxide layer of 0.38μm in between. The substrate
thickness is 530 μm, while the oxide layer between the lower device layer and sub-
strate has a thickness of 1 μm. The thick device layers increase the tilt range of the
mirror by deeper comb engagement, and lead to a larger FOV. The mirror, movable
combteeth, and inner torsional springs are fabricated in the upper device layer. The
fixed combteeth, outer torsional spring, and frame consist of double-stacked layers.
A backside window is located below the gimbal structure to release the device and
allow large-range motion. Four actuation voltages are supplied to the lower layer
to actuate both sides of each axis (outer: V1 and V2, inner: V3 and V4, in Figure
15(a)). The upper layer and substrate are both grounded. Electrical isolation between
the device layers and the substrate is provided by buried oxide layers, as seen in Fig-
ure 15(b). The double-stacked layers of the outer torsional spring and frame deliver
actuation voltages and ground to the inner combdrives. Alignment of the off-axis
illumination and collection are achieved with two mirrors connected together by a
strut. The size of the mirrors (600μm x 650μm) and the distance between them (1.51
mm) enable an off-axis half-angle, θ , of 24.3◦. The inner combdrives are placed on
the connecting beam between the two mirrors and the inner springs are recessed
into the mirror sides, to allow the die size to be reduced to 3.4mm x 2.9mm to fit
inside the scanhead package. The frame width is designed to be 150 μm to prevent
stress-induced curvature of the gimbal. In order to increase the torque with the same
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number of combs, the moment arm is lengthened by placing the outer combdrives
further away from the outer torsional spring.

Fig. 15 (a) Schematic drawing of the 2-D MEMS scanner. (b) Cross-sectional view of vari-
ous structures of the scanner.

5.2 Theoretical Analysis

The outer spring consists of two silicon device layers (each 30 μm thick) with an
oxide layer (0.38 μm) in between, and delivers three different voltages to the inner
frame. Its dimensions are 60.38μm thick and 350μm long. The inner spring consists
of one silicon layer and is therefore 30 μm thick. The mechanical torque of the
torsional spring can be expressed as

TΦ(Φ) = kΦ Φ, (14)

where kΦ is the torsional spring constant, and Φ is the mechanical deflection angle.
Both torsional springs are rectangular, so kΦ is given as follows [30].
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Here G is the shear modulus given by G = E/2(1+ ν), where E is the Young’s
modulus, and ν is Poisson’s ratio. The parameters l,w, t represent the length, width,
and thickness of the spring, respectively. When an electrical voltage, V, is applied
between the fixed and movable combs, the electrical torque, Te , is given as follows.

Te(Φ,V ) = NV 2 ∂Cunit(Φ)

∂Φ
, (16)

Here N is the number of comb pairs, and Cunit is the capacitance of a comb pair.
In steady-state, the mechanical torque of the spring is balanced by the electrostatic
torque of the combdrives, and torques expressed by equations (13) and (15) are
equal. A hybrid program which combines a 2-D finite element method (FEM) with
analytical calculation [31] is used for generating the simulated DC transfer curves
of Figure 16.

Fig. 16 Static optical deflection curve of MEMS scanner.

5.3 Device Fabrication

The design of this mirror uses a gimbal geometry to perform scanning in the hor-
izontal (X-Y) plane, and rotation around an inner and outer axes defined by the
location of the respective springs. The overall structure has a barbell shape with two
individual mirrors that have active surface dimensions of 600 x 650 μm2. A 1.51
mm long strut connects these two mirrors so that the illumination and collection
beams preserve the overlapping focal volume in the tissue. The fabrication process
flow, shown in Figure 17, starts with a SOI wafer composed of a silicon substrate,
buried oxide, and silicon lower device layers that are 530, 0.38, and 30 μm thick,
respectively [32]. A deep-reactive-ion-etch (DRIE) of coarse patterns, including the
combdrives and trenches, is performed on the SOI wafer with Mask 1 (step 1). Next,



Dual Axes Confocal Microendoscope 137

Fig. 17 MEMS scanner fabrication process flow.

an oxide layer is grown on a plain silicon wafer using a wet oxidation process. This
wafer is then fusion bonded onto the etched surface of the SOI wafer (step 2). The
yield is increased by bonding in vacuum, and the bonded plain wafer is ground and
polished down to 30 μm thickness, forming the upper device layer.

The two oxide layers between the silicon layers provide electrical isolation, and
act as etch stops, allowing for precise thickness control. The front side of the double-
stacked SOI wafer is patterned and DRIE etched to expose the underlying alignment
marks in the lower device layer. Then, a low temperature oxide (LTO) layer is de-
posited on both sides of the wafer. The front side layer is patterned by two masks.
The first mask (Mask 2) is the self-alignment mask (step 3), and is etched into the
full thickness of the upper LTO layer. The second mask (Mask 3) is mainly for pat-
terning the electrodes for voltage supplied to the lower device layer (step 4). It goes
through a partial etch leaving a thin layer of LTO. The alignment accuracy of each
step needs to be > g/2 , where g is the comb gap. Since most devices have 6 μm
comb gaps, this leads to a required alignment accuracy of better than 3 μm.

Alignment accuracy (≤ 3μm) is important to minimize failures due to electro-
static instability during actuation. These three masks eventually define the structures
in the upper, lower, and double-stacked layers. After the front side patterning is done,
the LTO layer on the wafer back side is stripped (step 5). The wafer is cleaned and
photoresist is deposited on the back side. Then, front side alignment marks are pat-
terned. Next, the upper silicon layer is etched with the features of Mask 2 in DRIE.
Then, a thin LTO and buried oxide layer is anisotropically dry-etched. Finally, the
lower and upper silicon layers are etched (DRIE) simultaneously with features pat-
terned by Mask 2 and 3, respectively (step 6). For backside processing, the wafer
is bonded to an oxidized handle wafer with photoresist. The back side trenches
are patterned with Mask 4 on photoresist (step 7). The back side trench should
etch through the substrate to release the gimbal structure, so handle wafer bond-
ing and thick resist is required for DRIE. Alignment to the front side features are
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Fig. 18 SEM of 2D gimbaled MEMS scanner, scale bar 500 μm.

accomplished by aligning to the previously etched patterns. After the substrate (530
μm) is etched by DRIE, the process wafer is separated from the handle wafer with
acetone. After wafer cleaning, the exposed oxide layer is directionally dry-etched
from the back side. Finally, the remaining masking LTO and exposed buried oxide
layer is directionally etched from the front side.

5.4 Device Characterization

The two-dimensional (2D) MEMS scanner is actuated by electrostatic vertical
combdrive actuators [33]. Electrostatic actuation in each direction is provided by
two sets of vertical comb actuators that generate a large force to produce sizable
deflection angles. The scanning electron micrograph (SEM) of the scanner is shown
in Figure 18. There are 4 actuation voltages (V1, V2, V3, and V4) that power the
device. The parameters of the scanner are characterized for quality control purposes
prior to use in the miniature dual axes confocal microscope. First, the flatness of the
mirror is measured with an interferometric surface profiler to identify micro-mirrors
that have a peak-to-valley surface deformation ≤ 0.1μm. The scanner is metalized
with 10 nm thick aluminum (reflectivity = 67 % at 785 nm wavelength) to increase
reflectivity.

The radius of curvature of the mirror is greater than 60 cm with an average surface
roughness of 7 nm. Static optical deflections of 1.5◦ at 180 volts and 4.25◦ at 150
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Fig. 19 Frequency response of MEMS mirror shows resonant peaks at 0.5 kHz (outer axis)
and 2.9 kHz (inner axis) to achieve real time operation.

volts are achieved for the outer and inner axis, respectively. The resonant frequencies
are 0.5 kHz with 10◦ optical angle at resonance for the outer axis and 2.9 kHz
with 17 optical angle at resonance for the inner axis. The frequency response of
the device is shown in Figure 19. The parametric resonances can sometimes be
observed in the inner axis near frequencies of 2 f0/n, where n is an integer ≥ 1 [34].
This phenomenon is caused by the non-linear response of the torsional combdrives,
which leads to sub-harmonic oscillations.

6 Dual Axes Scanhead

6.1 Scanhead Design

The design and integration of the miniature dual axes scanhead is a very challeng-
ing part of the development of this novel imaging technique because of the small
size required for compatibility with medical endoscopes. This process requires a
package that allows for precise mounting of the following optical elements: 1) two
fiber-coupled collimators, 2) 2D MEMS scanner, 3) parabolic focusing mirror, and
4) hemispherical index-matching solid-immersion-lens (SIL) [35]. The basic de-
sign of the miniature scanhead is shown in Figure 20. Two collimated beams are
focused at an inclination angle θ to the z-axis by a parabolic mirror with a max-
imum cone half-angle α to an overlapping focal volume below the tissue surface
after being deflected by the 2D MEMS scanner. The flat side of the SIL is placed
against the tissue, and the curve surface accommodates the incident beams at nor-
mal incidence to minimize aberrations. The parabolic mirror is fabricated using a
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replicated molding process that provides a surface profile and smoothness needed
for diffraction-limited focusing of the two collimated beams. Once the beams are
aligned parallel to each other, the parabolic mirror then provides a ”self-aligning”
property that forces the focused beams to intersect at a common focal point below
the tissue surface. Focusing is performed primarily by the parabolic mirror which
is a non-refractive optical element with an NA of 0.12. This feature allows for the
optical design to be achromatic. That is, light over a broad spectral regime can be fo-
cused to the same point below the tissue surface simultaneously, allowing for future
multi-spectral imaging to be performed.

Fig. 20 Miniature dual axes scanhead. Two collimated beams that are focused by a parabolic
mirror at angle θ to the z-axis for en face scanning by the 2D MEMS mirror. The solid-
immersion lens (SIL) minimizes aberrations to the incident beams.

6.2 Scanhead Alignment and Packaging

Alignment of the two beams in this configuration is a key step to maximizing imag-
ing performance. This step is accomplished by locating the two fiber-pigtailed colli-
mators in a pair of v-grooves that are precision machined into the housing, as shown
in Figure 21(a) [35]. An accuracy of 0.05◦ can be achieved in aligning the two
beams parallel to one another using the v-grooves with pre-assembled fiber colli-
mators. Additional precision in alignment can be attained with use of Risley prisms
(optical wedges) introduced into the light paths to provide fine steering of the col-
limated beams to bring the system into final alignment. These prisms are angled at
0.1◦, and can be rotated to steer the collimated beam in an arbitrary direction over
a maximum range of ∼ 0.05◦. This feature maximizes the overlap of the two beams
after they are focused by the parabolic mirror. Two wedges are used in each beam
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so that complete cancellation of the deflection by each can be achieved, if needed,
to provide maximum flexibility.

Fig. 21 Alignment and assembly of dual axes scanhead. a) Precision machined v-grooves
and Risley prisms provide coarse and fine alignment, respectively, of the two beams. b) Axial
(z-axis) displacement of the MEMS chip is made with a slider mechanism.

Axial (z-axis) displacement of the MEMS chip is performed with a computer-
controlled piezoelectric actuator (Physik Instrumente GmbH, P-783.ZL actuator,
and E-662.LR controller) that moves a slider along 3 mechanical supports, shown
in Figure 21(b). This feature adjusts the imaging depths to collect a stack of en face
images to produce the 3D volume rendered images. The distal end of the slider has
a mounting surface to attach the printed circuit board (PCB), which supports the
MEMS chip, wire bonding surfaces, and soldering terminals.

Fig. 22 a) Assembly of the dual axes confocal scanhead mounted on a V-block. b) Gimbaled
2D MEMS scanner wire bonded onto the PCB, scale bar 2 mm.
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A mixture of conductive epoxy (adhesive resin ECCOBOND Solder 56 C and
Catalyst 9, Emerson & Cuming, Inc.) is used to attach aluminum-1 % silicon bond-
ing wire (Semiconductor Packaging Materials, Inc.) from the bond pads on the
MEMS die to that on the PCB. Electrical power is delivered to the mirror via wires
that run through the middle of the housing, and are soldered onto the PCB terminals.
The z-axis translational stage consists of a closed-loop piezoelectric linear actuator.
Finally, the scanhead assembly is covered and sealed from the environment using
UV-curing glue to prevent inward leakage of bodily fluids. Packaging of the 10
mm diameter scanhead mounted on a V-block stage is shown in Figure 22(a). A
piezoelectric micro-motor is used to perform vertical depth translation (z-axis). The
MEMS scanner (die size is 3.2 (w) 2.9 (h) mm2) mounted on the PCB is shown in
Figure 22(b).

6.3 Instrument Control and Data Acquisition

Both the data acquisition and MEMS actuation systems are controlled using
LabVIEWTM with Vision Acquisition software package and two National Instru-
ments data acquisition (DAQ) boards (PXI-6711 and PXI-6115). The frequency and
amplitude of the actuation signals control the frame rate and FOV of the MEMS
scanner. There are 4 live and 1 ground wires that provide voltage to the device and
are connected to the wirebond pads on the PCB via an ultrasonic wedge bonding
technique. For each 2D en face image, the MEMS scanner is resonantly driven
at 180 ◦ phase difference to maximize the linear region of the angular deflec-
tion [14, 29] around the outer axis (V1 and V2) at 1.22 kHz with a unipolar sine
wave at a maximum of 70V, while rotation around the MEMS scanner inner axis
(V3 and V4) is driven at 180 ◦ phase difference in the DC operational mode (5 Hz)
with a unipolar sawtooth waveform at a maximum of 200 V (AgilOptics, Inc). The
unipolar sawtooth waveform is smoothed at the transition edges to mitigate higher
frequency ringing from the inner axis. The step size and depth scan range of the
piezoelectric actuator (vertical translation) can be adjusted to optimize the acqui-
sition of the 3D datasets. The PMT gain is synchronously adjusted to compensate
for reduced light collected at increased tissue depths. Automated frame averaging
and display can be performed to reduce noise and improve image quality during
imaging. 2D en face images from the analog input channel are acquired and dis-
played in real time to enable continuous monitoring or visualization of the sample.
All images are acquired in 16-bit data format. Volumetric 3D data can be rendered
by post-processing using Amira software (Visage Imaging, Inc).
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7 Prototype Systems

7.1 Handheld Instrument

We first developed a 10 mm diameter handheld instrument, schematic shown in
Figure 23(a) [14, 29]. A semiconductor laser delivers 25 mW of light (λ = 785nm)
into a single mode fiber (SMF, Fibercore Limited, SM750). The fiber terminates in
a 1.8 mm diameter gradient index (GRIN) collimator (GRINTECH, GmbH). The
output beam diameter (1/e2) from the collimator is 0.9 mm. The half angle between
the input (illumination) and output (collection) beams is 24.3 ◦. The input beam is
focused by an aluminum coated parabolic mirror (PM) with the focal length of 4.6
mm (Anteryon BV) and reflects off the first mirror surface of the MEMS scanner.
The center-to-center distance between the two collimators is 3.7 mm. The focused
beam continues through a fused silica SIL (hemispheric lens) until it reaches the
focal plane below the tissue surface. The SIL has a refractive index (1.47) that is
similar to that of the tissue and this material was chosen for index matching. The
beams enter the air-silica interface at normal incidence to minimize aberrations as
the focal point is scanned. Scattered light from the overlapping focal volume is col-
lected through the optical window provided by the SIL and reflected off the MEMS
mirror to the opposite surface of the parabolic mirror. The collected light is then
focused onto the output fiber collimator for delivery to the PMT.

As the MEMS mirror raster scans the overlapping beams, the 2D en face image
is continuously displayed on a computer monitor using a frame grabber and image
acquisition software. Intensity mapping of each 2D en face image is performed by
reading the MEMS scanner driving voltages and estimating focal beam trajectory. A
3D volumetric stack is created with post-processing and rendering a series of 2D en
face images. Each 3D volumetric image is obtained by translating the MEMS scan-
ner with the piezoelectric micro-motor in the z-direction under computer-control.
Imaging can be performed in reflectance or fluorescence mode by inserting a 790
nm long pass optical filter (LP-02-785RU-25, Semrock, Inc.) in the collection path
for the latter case. The maximum output laser power on the sample is 2 mW. A pho-
tograph of a fully-packaged miniature dual axes confocal microscope is shown in
Figure 23(c).

7.2 Endoscope-Compatible Instrument

We scale down the basic design of the 10 mm diameter handheld instrument to
develop the 5.5 mm endoscope-compatible version, shown in Figure 24 [36]. This
prototype uses the same replicated parabolic focusing and MEMS mirrors as that
employed in the larger prototype. A pair of smaller (1 mm) diameter fiber-coupled
GRIN collimator lenses is used in the smaller version. Alignment is provided by
a pair of 1 mm diameter rotating wedges (Risley prisms), which are inserted into
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Fig. 23 Handheld prototype system. a) Schematic of complete instrument. b) Portable system
demonstrated. c) Packaged handheld (10 mm diameter) dual axes confocal microscope with
piezoelectric actuator in the handle, scale bar 10 mm.

the path of one of the collimated beams. The collimators and Risley prisms are
both located by precision wire-EDM machined v-grooves and epoxied into place
with UV curing glue. As with the larger prototype, the combined precision of the v-
grooves and the pointing accuracy of the pre-assembled fiber collimators allow for
the collimated beams to become parallel to each other to within ∼ 0.05◦ accuracy.
The alignment wedges have a small (0.1◦ ) angle, which allows for steering of a
collimated beam over a range of about 0.05◦ in any direction as each wedge is
rotated.

This smaller package design also accommodates a slider mechanism, which is
used for axial (z-axis) scanning of the MEMS chip to provide a variable imaging
depths within the tissue and for generating 3D volumetric images. This smaller
slider mechanism comprises a single rod, which moves within a precision hole
drilled through the housing. The MEMS chip is mounted by an adhesive to a
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Fig. 24 Endoscope-compatible dual axes confocal microscope. a) Microscope passes through
the instrument channel of an Olympus XTQ 160 therapeutic upper endoscope that has a 6
mm diameter instrument channel. b) Distal end of endoscope shows the protruding dual axes
microendoscope.

PCB, which is in-turn mounted onto the slider. The PCB provides bondpads to
accommodate wire bonding to the MEMS chip and also to provide soldering ter-
minals for the external control wires that power the scan mirror. In Figure 24(a), the
endoscope-compatible dual axes confocal microscope is shown inserted through the
6 mm diameter instrument channel of a therapeutic upper endoscope (Olympus GIF
XTQ160). A magnified view of the distal tip is shown in Figure 24(b).

8 Imaging Results

8.1 Reflectance Imaging

Instrument characterization is performed in reflectance mode by imaging a chrome
surface of a standard (USAF) resolution target. It is also used as a sample to measure
the image resolution and FOV. The transverse resolution was measured by the knife-
edge method, defined by 10 % to 90 % of maximum intensity points, and found to
be 5 μm [36]. The axial resolution, defined by FWHM, is measured by translating
a plane mirror in the z-direction and was found to be 7 μm.

Figure 25 shows a reflectance image collected with the handheld confocal micro-
scope that reveals clear visualization of group 7 of the USAF resolution target. The
measured values are slightly larger than the theoretical resolutions of 4.5 μm for the
transverse dimensions, and 6.0 μm for the axial dimension. This is mainly due to
the decrease in effective NA of the imaging system from the truncation of both input
and output collimated beams by the width dimension of the MEMS scanner die. All
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Fig. 25 Reflectance image of standard (USAF) resolution target collected with handheld dual
axes confocal microscope, scale bar 20 μm.

acquired images are captured at 5 frames/second with the largest FOV of 800 x 450
μm2 (900x506 pixels2). This FOV is much larger than that most other miniature
confocal instruments, and is achieved with use of post-objective scanning.

8.2 Ex Vivo Fluorescence Imaging

8.2.1 Handheld Dual Axes Confocal Instrument

The 3D volumetric fluorescence imaging capability of the handheld dual axes con-
focal instrument is shown in Figure 26. Excised tissue specimens of normal and dys-
plastic colonic mucosa are soaked in 0.5 mg of LI-COR IRDye 800 CW NHS Ester
(LI-COR Biosciences, Inc) diluted in 10 ml of phosphate-buffered saline (PBS) at
neutral pH for 5 minutes and then rinsed with water to remove excess dye. After
imaging, the specimens are fixed in 10 % buffered formalin, cut into 5 μm sections,
and processed for histology with hematoxylin and eosin (H&E). All ex vivo images
are obtained from freshly excised human tissues (obtained with informed consent at
the VA Palo Alto Health Care System).

Figure 26(a, b, and c) and Figure 26(d, e, and f) show the en face image, histology
(H&E), and 3D volumetric images of normal and adenomatous (dysplastic) colonic
mucosa, respectively, scale bar 100 μm [36]. Features of colonic crypts, including
colonocytes and crypt lumens, are clearly resolved. Figure 26(c) and 24(f) show
three extracted en face planes at 50, 170, and 230 μm below the tissue surface. The
gain is increased with depth to compensate for the lower signal levels.

8.2.2 Endoscope-Compatible Dual Axes Confocal Instrument

A 2D en face fluorescence image of normal colonic mucosa collected ex vivo with
the 5.5 mm diameter endoscope-compatible dual axes confocal prototype is shown
in Figure 27, scale bar 100 μm. ICG was topically applied to enhance contrast, and
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Fig. 26 Ex vivo images. En face dual axes confocal images of a) normal, d) dysplastic colonic
mucosa. Corresponding histology (H&E) of b) normal and e) dysplasia. 3D volumetric im-
ages of c) normal and f) dysplasia, scale bar 100 m.

the pseudocolor image shows dye enhancement in the lamina propria surrounding
the circular shaped crypts.

9 In Vivo Fluorescence Imaging

In vivo imaging with the handheld dual axes confocal microscope has also been
demonstrated. A mouse was anesthetized, and 10 mg of indocyanine green (Sigma-
Aldrich, Corp) diluted in 10 ml of PBS was injected into the retro-orbital plexus of
the mouse. Imaging was performed by resting the mouse on a translational stage and
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Fig. 27 En face fluorescence image of normal colonic mucosa collected with endoscope-
compatible dual axes confocal prototype ex vivo using topically applied ICG to enhance
contrast shows regular crypt pattern, scale bar 100 μm.

Fig. 28 a) A maximum intensity projected in vivo image of blood vessels in an intact mouse
ear collected with handheld prototype. b) A 3D volumetric image of blood vessels, scale bar
100 m.

placing its ear intact on the SIL window of the microscope. Figure 28(a) shows an
in vivo image of blood vessels en face with a maximum intensity projection. Figure
28(b) shows a 3D volumetric rendering of the image stack obtained by scanning
from the surface to 150 μm deep into the intact ear. The images were collected in
3 μm intervals along the z-axis by using the piezoelectric actuator. All images were
taken at 5 Hz with 5 frames averaging (1 second per image). Each full 3D volumetric
image was acquired in 50 seconds, scale bar 100 m. In addition, in vivo images of
human skin collected with the handheld dual axes confocal microscope are shown
in Figure 29. A sequence of approximately 300 individual en face images of hu-
man skin were collected at a fixed depth of 60 μm below the tissue surface (stratum
corneum) with a speed of 5 Hz μm [36]. Topically applied indocyanine green was
used for contrast. Image stitching or mosaicing was performed to enlarge the FOV
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and to increase the signal-to-noise ratio in real time with custom mosaicing soft-
ware, shown in Figure 29(a). The white rectangle box in Figure 29(a) represents an
individual en face image (100 400 m2) obtained with the dual axes confocal micro-
scope. The images were mosaiced by first correcting the image borders for scanning
distortions. Then, each new image was registered and blended before proceeding to
the next. Figure 29(b) and 29(c)f demonstrate how image mosaicing can increase the
signal to noise ratio and dramatically improve image quality by tuning the amount
of image overlap. The maximum input frame rate that our computer acquisition can
process with the real-time mosaicing algorithm is 15 frames/second.

Fig. 29 a) Image mosaic of human skin acquired in vivo at a depth of 60 μm composed of
roughly 300 images. The white box shows the corresponding location of individual images, b)
A single input image; c) the corresponding area of the mosaic with improved signal-to-noise
ratio, scale bars 50 μm.

10 Conclusions and Future Directions

Rapid progress is being made in the development of novel microendoscope for per-
forming real-time optical sectioning in vivo. This technique can collect images with
high spatial resolution and contrast in living tissue, and prototype instruments are
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now transitioning from the laboratory into the clinic as a result of the significant
technological advances being made in micro-optics, flexible fibers, and scanning
mechanisms. These tiny imaging instruments are being used to help physicians
guide tissue biopsy as an adjunct to medical endoscopes by rapidly assessing tis-
sue for the presence of disease in a nondestructive manner prior to biopsy. Confocal
techniques generate image contrast using linear light-tissue interactions and per-
form optical sectioning using the core of the fiber to spatially filter out-of-focus
light. Two commercialized single-axis confocal microendoscopes have been devel-
oped to date, and have been demonstrated in the clinic to collect high-quality images
in horizontal cross-sections using fluorescein as a nonspecific contrast agent . The
dual-axes design is a novel approach that uses off-axis illumination and collection of
light to achieve high dynamic range and the ability to collect vertical cross-sectional
images, achieving the preferred view of pathologists. This instrument has recently
been used to collect clinical images. Future technological advancements in this field
are also expected with improved scanning and actuation mechanisms. Galvos are
very reliable scanners; however, their large size requires use with optical fiber bun-
dles that have limited spatial resolution and sensitivity. Moreover, their location in
the proximal position prevents axial scanning of the focal volume into the tissue for
imaging with depth. Cantilever mechanisms have demonstrated high-fidelity images
at relatively slow speeds of 1-2 Hz, and faster frame rates are needed to image dy-
namic events in vivo. Spiral scanners can achieve very high scan rates in a tiny
package, but suffer from image distortions that can limit their clinical use. MEMS
is an alternative approach that provides scanning with high dynamic bandwidth and
small package dimensions and is likely to become the preferred choice for in vivo
microendoscopes. Progress with use of this mechanism will require streamlined fab-
rication processes, higher device yields, and simplified integration methods. As this
novel approach matures, we will be able to use this high resolution imaging instru-
ment to perform clinical investigation in human subjects and longitudinal studies
in small animal models. Molecular specificity can be achieved by combining this
microendoscope with use of affinity probes that bind to over expressed cell surface
targets. This integrated imaging methodology will provide the ability to visualize
molecular features of tissue micro-structures in the vertical plane with sub-mucosal
axial depths. This powerful capability has tremendous potential to unravel previ-
ously unknown molecular mechanisms about important disease processes, such as
cancer and inflammation.

In addition, advancements in microendoscope technology are being coupled to
development of molecular probes. The growth of imaging as a useful clinical tool
requires not only novel instruments with improved spatial resolution and higher
scan speeds but also new contrast agents with higher disease specificity and clin-
ically relevant targets. Greater impact will be achieved by visualizing molecular
expression patterns in addition to microarchitectural changes. Both confocal and
two-photon methods are well suited for this application because of the subcellular
resolution and real-time speeds that they can achieve. Novel contrast agents that
provide greater sensitivity and higher target-to-background ratio are needed so that
smaller volumes of diseased tissue can be evaluated. Furthermore, labels for these
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probes must be compatible with the light sources and detectors being used in the
design of novel microendoscopes. Promising molecular probes that are currently in
development are based on dequenching, antibody, peptide, and small-molecule plat-
forms. To date, the use of peptides has been demonstrated in the clinic for detecting
precancer in colon with confocal microendoscopy. We expect that future clinical
use of imaging probes will require significant regulatory oversight and monitoring
of safety, representing an important administrative hurdle. Despite these numerous
challenges, the future for clinical use of in vivo microendoscopy is extremely bright
and promising. The ability to visualize biological behavior and pathophysiology
with subcellular resolution and molecular specificity in real time in vivo represents
a new frontier in imaging science. Its potential impact on clinical medicine for early
diagnosis, image-guided therapy, and monitoring of disease is beyond imagination.
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Ontology-Enhanced Vision System for New
Microscopy Imaging Challenges

Nicolas Lomenie and Daniel Racoceanu

Abstract. Artificial intelligence and computer vision have long been separate fields
basically because the data structures to work with and to reason about were rather
distinct and non permeable. Ontology-driven systems may have the ability to build a
bridge between these two fundamental topics involved in intelligent system design.
We provide preliminary insights about this powerful synergy in the field of digitized
pathology as a brand new topic in which, like currently for satellite imaging, the
amount of raw data and high-level concepts to handle give no other choice but to
innovate about the low-level image image processing machine and the knowledge
modeling framework integration. Above all, the end-user who is most of the time
naive about signal, image and algorithmic issues can thence play the key role in the
design of such enhanced vision system.

1 Introduction

Along the same lines as satellite imaging current challenges, digitized pathology
raises new major issues both from technological and scientific points of view. On
the more technological side of the research scope, storage and networking is dra-
matically challenging since, unlike mammograms for instance, the amount of data
easily scales up to eight gigabytes of pixels for a single biopsy patient case. At a
more fundamental level, the high number of meaningful biological concepts to be
handled, sometimes implicitly, calls for innovative ways to handle information in
huge visual data.

The design of such enhanced vision system can only benefit from an ontology-
driven strategy. The ontology paradigm in information science constitutes the main-
stream current tool to make people from various backgrounds work together. In
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addition, ontology-based interfaces are a key component of an ergonomic, adaptive
computer system, specially in biological/clinical fields for which concepts and stan-
dards are constantly shifting. Furthermore, reasoning capabilities embedded in the
logical framework on which the ontology softwares are built up constitute a definite
bridge between computer vision scientists and knowledge engineers. Even though
still brittle and limited, reasoning inferences out of visual data may as well enhance
the vision system global experience.

In this work, we prove that image processing at the signal level embedded with
high-level interfaces to interact with the system can improve not only the ease of
use of such systems for the end-user but also the robustness of the results in daily
practice, above all in fields wherein, paradoxically, subjective decision can be taken
like in the case of breast cancer grading [Schnorrenberg 1996]. Few attempts to
bridge the gap between knowledge modeling and medical image analysis outcomes
have been carried out so far [Hudelot et al. 2008,Mechouche et al. 2009] and mostly
about highly atlas-based or informed anatomical structures like the brain. Works on
microscopy images with an intrinsically higher content of either explicit or implicit
biological objects are much fewer [Roux et al. 2009].

The paper is organized as follows. Section 2 overviews the challenges in breast
cancer grading not only from a purely clinical point of view but also from the digi-
tized pathology new paradigm. Section 3 describes the low-level image processing
algorithms while Section 4 elaborates on the high-level, ontology-based interface
capabilities we embedded in the system in order to improve the overall performances
of the grading process as assessed in Section 5. Last, Section 6 draws meaningful
conclusions about the interactions between the ontology paradigm and the computer
vision toolbox achieved so far, leading to major perspectives for the intelligent sys-
tem designer community.

2 Breast Cancer Grading

2.1 Digitized Pathology

The European Virtual Physiological Human 1 project is an ambitious program to
build up a holistic in silico functional model of the human biology system. To do so
the design of inter-operable formats for biology system modeling or bio-engineering
workflows are of utmost importance. Multi-scale modeling of the human body func-
tions as well is an expected outcome of this scheme. The recent advances in mi-
croscopy image acquisition constitutes a definite asset to fulfill this goal. Digitized
pathology in particular has been recently standardized at the DICOM 2 level and
will provide a bunch of valuable visual insights about the way biological phenom-
ena proceed by boosting the modeling at the cellular level. In this perspective, the

1 http://www.vph-noe.eu/
2 http://medical.nema.org/

http://www.vph-noe.eu/
http://medical.nema.org/
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ontological framework coming from the computer science community should be a
key player to share models in this framework.

Even for clinical daily practice, computer vision systems involving knowledge
management are the only way to make them really usable at a large scale and
sustainable in terms of design, maintenance and usability. Moreover, reasoning ca-
pabilities can leverage image analysis ones to improve the final diagnosis process.
Grading breast cancer out of histo-pathological images is the gold-standard for clin-
icians drawing prognosis reports of such diseases and is known to be still chal-
lenging: in terms of reproducibility mostly but also in terms of training and legal
assessment due to the lack of traceability and archiving features.

From a learning standpoint as well as from a training perspective, the clinician
uses a “mental database” of visual cases that helps him/her to go straight to the
relevant Region of Interest (ROI) over the microscope screening, then to switch to
the optimal magnification and then to perform the standard computation of scores
following the Nottingham Grading System (NGS) for breast cancer grading. The
grade is a combination of three scores:

• Nuclear Pleomorphism: if uniform cells (minimal or no nuclear enlargement,
long axis diameter∼ 10μm, minimal or no darkening of chromatin) then score=1;
if moderate nuclear size and variation (long axis diameter∼ 15μm), then score=2;
if marked nuclear variation (long axis diameter ≥ 20μm), then score=3;

• Tubular Formation: if ≥ 75% of the invasive area is forming tubules, then
score=1; if 10− 75% of the cancer is forming tubules, then score=2, else if
≤ 10% of the cancer is forming tubules then score=3. (Only structures exhib-
ing clear central lumina are counted);

• Mitotic Count: if 0− 9 mitoses/10 hpf, then score=1; if 10− 19 mitoses/10 hpf,
then score=2; if ≥ 20 mitoses/10 hpf, then score=3; where hpf stands for high
power field (40X objective lens); (Field selection for mitotic scoring should be
from the peripheral leading edge of the tumor; If there is heterogeneity, regions
exhibiting a higher frequency of mitoses should be chosen; Field selection is done
by random meander through the chosen area; Only fields with a representative
tumor cell burden should be assessed 3).

Then, the final grading mark is a linear combination of the three previous scores:
Grade=Score tubule + Score mitoses + Score nuclear pleomorphism. Low grade (I)
breast cancers correspond to a sum of 3-5, Intermediate grade (II) to 6-7 and High
grade (III) to 8-9. The grading is computed out of what is called a Whole Slide
Image (WSI) that corresponds to up to eight gigabytes of pixel data (see Figure 1)
and about 50 000 x 40 000 pixels size image at high x40 magnification. An ontology

3 Hyperchromatic and pyknotic nuclei are ignored since they are more likely to represent
apoptosis than proliferation. Pyknosis = the irreversible condensation of chromatin in the
nucleus of a cell undergoing apoptosis. It is followed by fragmentation of the nucleus.
Apoptosis = the process of programmed cell death: loss of membrane asymmetry and
attachment, cell shrinkage, nuclear fragmentation, chromatin condensation, chromosomal
DNA fragmentation. These definitions are given in order to stress out the complexity of
numerical modeling of the biological concepts.
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support to the cross-design of a clinical system is almost an inescapable requirement
to handle such a broad scope of evolving concepts. To start, we designed a breast
cancer ontology both anatomical and clinically operational [Tutac et al. 2008].

2.2 Anatomical and Workflow Ontology: OWL

An ontology is a system of knowledge representation of a domain in the form of
a structured set of concepts and relationships between these concepts. An ontology
is expressed in the form of a XML graph and produces reasoning through a rule
language. Our Breast Cancer Ontology (BCO) is based on two languages: OWL-DL
(Web Ontology Language Description Logics) to describe the ontology and SWRL
(Semantic Web Rule Language) to write and manage rules for the reasoning part.
Technically, OWL and SWRL are specifications of the W3C4, OWL is an extension
of RDF (Resource Description Framework) used in the description of classes and
types of properties, SWRL combines OWL and RuleML (Rule Markup Language)
to produce the rules for the reasoning. The annotated images are described with
the Wide Field Markup Language (WFML) 5 specific to the histopathology field.
Finally, the query language SPARQL (Simple Protocol And RDF Query Language)
is used for querying in Java. SPARQL has been chosen for its ease of use and the
very good integration of the API in Java. A thorough description of this ontology-
based platform can be found in [Tutac et al. 2008, Roux et al. 2009].

3 Low-Level Signal Processing

The image processing machine provides a priori visual landmarks related to onto-
logical biological concepts like nucleus, mitosis, tubule. As this low-level process-
ing machine is not the core of our current contribution, technical details will be
skipped over while snapshot illustrations of the resulting visual landmarks popula-
tion over the WSI are provided.

Invasive Area Segmentation

As a pre-attentive image processing, the invasive Region Of Interest (ROI) detection
is casted as a classification problem whereby we leverage the relationship between
human vision and neurosciences [Miikkulainen et al. 2005]. An illustration of this
focusing step in our platform is provided in Figure 1. All subsequent biological
objects like nucleus, mitosis, lumina will be searched over this ROI.

4 World Wide Web Consortium.
5 An XML language produced by the company TRIBVN for its platform ICS Framework
http://www.tribvn.com

http://www.tribvn.com
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Fig. 1 Invasive area pre-attentive detection step at low-magnification x1.2 over the WSI

Nuclei, Mitoses and Lumina Extraction

The nuclei detection module is the core image analysis module of the system in the
sense that it should be the more robust low-level process due to a quite standardized
staining process in clinical daily practice. The nuclei detection proceeds following
two steps as presented in [Dalle et al. 2009] and the results are illustrated in Figure 2.
As the metric scale is known, most image processing is related to the mathematical
morphology toolbox using shape and size criteria. Then geometric and radiometric
features can be extracted over each detected nucleus.

The low-level mitosis detection module proceeds by machine learning based on
radiometric and geometric features computed out of a ground truth database. Results
are illustrated in Figure 3.

The lumina are void parts in the tissue that let fluid or air pass going through.
The low-level algorithm for lumina detection uses mathematical morphology tools
(see Figure 4) to detect bright blob areas in the WSI. They can be confused with fat
matter zone or tubular formation.

4 High-Level Processing

Once all these visual landmarks have been potentially computed by database-
dependent signal processing formalization, learning and numerical implementation
of visual characteristics, more generic high-level knowledge representation and han-
dling enhance the efficiency of the virtual microscope system insofar as the extrac-
tion of all the biological concepts by an exhaustive search is not possible in an
interactive time.

By designing vision systems through the ontology framework, our research work
objectives are threefold:
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(a) (b)

(c) (d)

Fig. 2 Nuclei identification - (a) Regions of interest detection by automatic thresholding
and morphological filtering, (b) nuclei identification (coarse nuclei separation), (c) Nuclei
identification based on a distance map, the furthest points from the boundaries are iden-
tified as the nuclei seeds, (d) Nuclear boundaries extracted using a snake-based method
[Dalle et al. 2009]. Processing in (c) and (d) being done at high magnification x40 over
sample image (1024x1024 pixels size images).

• Consistency checking annotation: to improve the specificity rate;
• Image analysis engine triggering control: to improve the sensitivity rate within a

limited response time;
• Smart and adaptive interfacing: Consider the end-user (usually the clinician) as a

key player of the system design and functionality in relation with the two previ-
ous objectives.

We leverage both on the knowledge formalization features and the reasoning ca-
pabilities of platforms like ProtégéTM to achieve higher level of interoperability,
usability and potentially robustness of the system as described in the following part
of the paper.
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(a)

(b)

Fig. 3 Mitosis detection by machine learning based on geometric and radiometric features
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(a) (b) (c)

Fig. 4 Lumina detection

4.1 Rules and Reasoning

The core numerical object of the cognitively enhanced system is the XML-like
file that stores the annotations of the WSI in the WFML format. The WFML
files are translated into OWL file formats both related to the XML technology
[Othmani et al. 2010]. Then, we can use the first order logic machine inference
within the Protégé6 environment. For each WSI, the system is able to generate
complementary annotation outputs: Rsignal (see Section 3) and Rknowledge as de-
scribed in the current section. We study hereafter the articulation Rsignal×knowledge

between the two sets of annotation outputs and illustrate how high-level processing
can improve the overall behavior of the virtual microscope system through the three
previously mentioned objectives.

4.1.1 User-Based Consistency Checking Annotation: Mitosis Detection

In histophatology, the biological concepts are usually expressed as high-level con-
cepts while image analysis modules provide actually implicit definitions of these
concepts. Ideally, a fully-fledged smart vision platform should provide a way
of checking the consistency of the low-level numerical annotations with their
high-level ontological definitions: the famous semantic gap. Thus anchoring the
histopathological concepts in the digitized WSI can benefit of a cross validation
between (a) the low-level, implicit, signal-based extraction providing a set of re-
sults Rsignal, usually by statistical learning and tedious numerical modeling and (b)
the explicit high-level description corresponding to a SWRL rule like the one ex-
pressed in the Protégé platform in Figure 5 and potentially providing a set of results
Rknowledge.

Our platform implements these two kinds of mitosis detection: the Rsignal
mitosis as

slightly described in Section 3 and the Rknowledge
mitosis that relies on the Rsignal

nucleus set of re-
sults. The whole annotation updating workflow for the mitosis detection is described
in Figure 6 and in Figure 7 for the WFML-based annotated resulting images7: the

6 http://protege.stanford.edu/
7 In the ICSTM Technology interface from TRIBVN S.A., the image format is a SVS format

involving both a pyramidal TIFF multiscale description and WFML description file for the
annotations currently available in the database.

http://protege.stanford.edu/
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Fig. 5 A SWRL rule for mitosis description in our BCO (Breast Cancer Ontology) within
the Protégé platform where Circularity and Roundness are the standard shape features.

step 2 in the workflow provides Rsignal
nucleus, the step 8 yields Rknowledge

mitosis and the step

2’ outputs Rsignal
mitosis. Section 5 elaborates on the synergy between the two interaction

modes in order to achieve the Rsignal×knowledge
mitosis final objective.

4.1.2 Spatial Relationship Modeling

Spatial Configuration Consistency Checking: Tubule Detection

Along the same line, tubule detection can be achieved by high-level spatial config-
uration reasoning or constraint checking. Let us assume that a sound definition of a
tubule is a lumina surrounded by two lines of cells as reported in academic books
about pathology. This definition permits among others to discriminate between mere
fat areas and tubular configurations that both correspond to large bright blob zones
in the WSI. From an image analysis point of view, we need to formalize spatial rela-
tionship concepts like Surrounded by in a sound theoretical way. That is achieved by
by resorting to the mathematical morphology toolbox like in [Hudelot et al. 2008]
(see Figure 8).

Image Analysis Engine Triggering Control: Mitosis Detection

Interactive time is a fundamental issue in current image processing systems to really
comply with user requirements. In particular in digitized histopathology, we must
fit within a ten-minute response time frame to be on a par with the daily practice
clinician time scores. Thence, being able to control the image analysis triggering
over the WSI can help to improve the sensitivity rate of the platform under the
time constraint. Referring to pathologists’ explicit knowledge, the rule stating that
mitoses should be first searched at the periphery of invasive areas can be expressed
in the first order Protégé logic (see Figure 9). The spatial relationship Around is
closely related to the previous one Surrounded by and its modeling relies on the
same mathematical morphology tools. When applicable, the system was able to save
between five and ten-fold processing time which is of dramatic importance for WSI
exploration. In addition, this kind of spatial relationship rule can help to check the
consistency of Rsignal.
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Fig. 6 The mitosis detection process.

5 Results

Mitosis Detection

We chose to thoroughly assess our methodology on the mitosis detection prob-
lematic which is determinant according to pathologists. Tables 123 sum up major
recognition rates for their detection respectively with ontological intensity and
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(a) (b)

(c)

Fig. 7 (a) WFML before Mitosis Detection corresponding to step 3 in Figure 6 (b) WFML
after Rule-based Mitosis Detection corresponding to step 8 (c) WFML after low-level based
Mitosis Detection corresponding to step 2’: the highlighted zone at the top-right corner fo-
cuses on the zone in (a) and (b) and no mitosis is detected inside it. Mitoses detected by the
low-level engine are annotated in the rest of the image.

(a) (b)

Fig. 8 Formalization of the surrounding area for lumina.
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Fig. 9 A SWRL rule for the expression of the spatial relationship constraint within the
Protégé platform

geometrical criteria for the first two ones and with the purely signal processing ap-
proach for the last one.

The Rsignal processing results overdetect the mitoses over the ten frames with
50 detections against 20 for the Rknowledge ones. The ontology-driven detection in-
creases the specificity of the system by dramatically reducing the false alarm rate.
Rsignal outperforms Rknowledge in the case of nuclear pleomorphism score 3 images
that correspond to cases wherein the segmentation process is by far less robust and
reliable because of treacherous deformations within the cells (for instance specificity
rate of score 3 image IMG001 in comparison with score 1 image IMG002). On the
contrary, Rknowledge overcomes Rsignal in the case of nuclear pleomorphism score
1 images. The better the low-level segmentation process is, the better the ontology-
driven approach behaves.

Table 1 Preliminary quantitative assessment for the ontology-driven mitosis detection
approach: query with intensity

Image Frame Number Correct Nb of mitoses
of cells Nb of mitoses detected TP TN FP FN Specificity Sensitivity

NB19413 f001 257 3 6 3 251 3 0 0.988 1.000
NB19413 f003 314 2 4 2 310 2 0 0.994 1.000
NB19413 f008 296 2 3 2 293 1 0 0.997 1.000
NB7824 f001 244 0 8 0 236 8 0 0.967 1.000
NB7824 f004 242 0 18 0 224 18 0 0.926 1.000
NB7824 f002 297 2 4 2 293 2 0 0.993 1.000

NB19271 f002 261 0 6 0 255 6 0 0.977 1.000
NB19271 f003 214 0 1 0 213 1 0 0.995 1.000
NB19271 f011 229 0 5 0 224 5 0 0.978 1.000
NB19271 f016 234 0 5 0 229 5 0 0.979 1.000

2588 9 60 9 2528 51 0 0.980 1.000

Tubule Detection

As for tubule detection, as more complex and versatile objects, first results based
on spatial relationship sound modeling and appropriate triggering in the field of
visual reasoning provide clear insights about applications for exploration of huge
images like WSIs. Figure 10 shows how it is possible to annotate regions like tubular
formations against fat matter zones or simple lumina over the WSI. In addition,
Table 4 provides preliminary quantitative assessments of the ontology-driven tubule
detection.
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Table 2 Preliminary quantitative assessment for the ontology-driven mitosis detection
approach: query with intensity and geometrical constraints.

Image Frame Number Correct Nb of mitoses
of cells Nb of mitoses detected TP TN FP FN Specificity Sensitivity

NB19413 f001 257 3 2 2 255 0 1 1.000 1.000
NB19413 f003 314 2 3 2 311 1 0 0.997 1.000
NB19413 f008 296 2 3 2 293 1 0 0.997 1.000
NB7824 f001 244 0 0 0 244 0 0 1.000 1.000
NB7824 f004 242 0 0 0 242 0 0 1.000 1.000
NB7824 f002 297 2 3 2 294 1 0 0.997 1.000

NB19271 f002 261 0 5 0 256 5 0 0.981 1.000
NB19271 f003 214 0 1 0 213 1 0 0.995 1.000
NB19271 f011 229 0 3 0 226 3 0 0.997 1.000
NB19271 f016 234 0 0 0 234 0 0 1.000 1.000

2588 9 20 8 2568 12 1 0.995 1.000

Table 3 Preliminary quantitative assessment for the pure signal analysis mitosis detection
approach.

Image Frame Number Correct Nb of mitoses
of cells Nb of mitoses detected TP TN FP FN Specificity Sensitivity

NB19413 f001 257 3 5 3 252 2 0 0.992 1.000
NB19413 f003 314 2 3 2 311 1 0 0.997 1.000
NB19413 f008 296 2 3 1 293 1 0 0.997 1.000
NB7824 f001 244 0 7 0 237 0 0 0.971 1.000
NB7824 f004 242 0 7 0 235 7 0 0.971 1.000
NB7824 f002 297 2 3 1 294 1 0 0.997 1.000

NB19271 f002 261 0 5 0 256 5 0 0.981 1.000
NB19271 f003 214 0 5 0 209 5 0 0.977 1.000
NB19271 f011 229 0 11 0 218 11 0 0.952 1.000
NB19271 f016 234 0 1 0 233 1 0 0.996 1.000

2588 9 50 7 2538 41 0 0.984 1.000

Table 4 Preliminary quantitative assessment for the ontology-driven tubule detection
approach.

Number Correct Number of
Frame of number detected TP TN FP FN Specificity Sensitivity

Slide 001 10 7 5 5 3 2 2 0.600 0.714
Slide 002 25 6 5 5 19 1 1 0.950 0.833
Slide 003 16 12 13 9 3 4 3 0.429 0.692
Slide 004 9 5 7 4 2 2 1 0.500 0.800
Slide 005 17 15 11 10 2 1 5 0.667 0.667

77 45 41 33 29 10 12 0.744 0.733
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(a) (b)

(c) (d)

Fig. 10 Examples of tubular detection against mere fat and lumina zones by involving visual
reasoning procedure.

Discussion

From a formal point of view, hypothesizing that the nuclei detection is the basic
axiom of our system (that is we exclude it from the Rsignal set of results) or not,
the tubular formation module in our system can be considered either as purely a
Rknowledge

tubule result or actually a Rsignal×knowledge
tubule . But as any vision system will need

a basic detection module, we consider that the tubule detection module is purely a
Rknowledge

tubule result. If a low-level, implicit, signal processing was able to provide a

Rsignal
tubule (which might be very challenging according to our experience) then a col-

laborative synergy between the two approaches could help improve the interaction
with and the robustness of the system. This general discussion applies to the mitosis
detection case, and in general to all complex biological concepts to be extracted,
even discovered, over biological visual material. Thence, the global formalization
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of Rsignal×knowledge
ob ject extends itself to any kind of complex, versatile object detection

over huge image like in current high-resolution satellite images database.

6 Conclusion

While developing a new paradigm of virtual cognitive microscope for the explo-
ration of high-content microscopy images, we proved that articulating knowledge
management capabilities with low-level image analysis modules can not only im-
prove the design of the system but as well increase the performance of the system.
In particular, when the high-level reasoning module can rely on fair low-level seg-
mentation outcomes, the knowledge - and so the user - in the loop can increase the
specificity rate of the system for mitosis detection for instance. In addition, high-
level semantic queries are made available by the formalization of spatial relation-
ships between biological objects. This kind of spatial reasoning is a definite asset to
discriminate structures from a structural point of view much more than from a purely
radiometric one like tubular against fat zones or, as a perspective, subtle differences
related to Ductal Carcinoma in Situ.
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Computational Approaches for the Processing of
Cerebral Histological Images of Small Animals

Julien Dauguet

Abstract. Histological sections of tissue have been studied for many decades and
constitute one the most prevalent means of information on biological processes
and functions for animals. With the introduction of digital images in medicine, im-
age processing techniques derived from medical imaging were adapted to scanned
histological sections in order to improve their visualization and analysis. More re-
cently, the introduction of virtual microscopy yet increased the interest of analyz-
ing histological sections on a computer screen and opened up a whole branch of
biomedical image processing dedicated to the extraction of information contained in
histological sections at very high magnification. In this work we present three novel
approaches to study histological sections of the brain in small animals: 1) the align-
ment of histological sections to create a 3D image, 2) the processing of very large
microscopy sections and 3) the correlation of histological sections with 3D in vivo
images acquired on medical imaging devices.

1 Introduction

1.1 Brief History of Histology

The observation of organs and tissues is one of the most ancient ways of studying
life mechanisms. The histology is the scientific discipline associated with the obser-
vation of tissues, and has been for a long time one of the only ways to understand the
processes underlying the function of animals and plants, as well as the most reliable
way of characterizing pathological states. Classically, tissue samples are prepared
on a thin glass slide so as to be observed through a microscope. Samples have to
be cut in very thin slices (a few tens of microns maximum) because light needs to
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pass through the sample to get a clear image of it via the lens of the microscope. Be-
sides, at high magnification, getting a sharp focus everywhere is not possible if too
many layers of cells superimpose. The raw thin section is however not easy to study
since the enormous number of micro structures observable at high resolution are
all mixed together and difficult to differentiate one from another. This is the reason
why Golgi’s discovery of gold staining (called reazione nera: the black reaction)
that marked the nervous cells nucleus ( [18]) at the end of the XIXth century, can be
considered as the starting point of the histology for neuroscience as we understand
it today. Shortly after, Ramon y Cajal ( [33]) used Golgi’s staining to describe the
main components of the brain microanatomy.

After the discovery of Golgi’s gold staining to mark neurons, many other stains
have been developed and used to selectively highlight a specific population of cells,
receptors, neurotransmitters, organelles or almost any biological structures that can
be of interest to understand brain functions or to characterize a pathological state.
There are many stains commonly used in neuroscience histology laboratories, like
Nissl staining, acethylcholinesterase, hematoxylin and eosin (H&E) to cite a few.
Staining can be obtained simply by using a dye which will colorate the section after
immersion, but it can also be a more complex process, called immunohistochem-
istry. This process detects specific antigenes by using corresponding antibodies con-
jugated with an enzyme or tagged with fluorophore in order to observe the binded
antibodies. This technique not only detects specific structures (cells, proteins), but
can also detect specific states of cells like proliferation, death, or some biomarkers
specific to a particular disease, such as the protein aggregates for neurodegenerative
diseases.

The microscope classically used to observe a histological section is the optical
microscope. There exists several types of optical microscopes, the most common
one being the bright field microscope. Another optical microscope commonly used
today is the fluorescent microscope with which fluorophores can be excited and ob-
served. For the visualization of 3D processes, the confocal microscope uses a special
technique to select successively specific planes of focus within a thick slice, so that
to eventually produce a 3D representation of objects. The optical microscope is a
powerful tool to observe microorganisms but it has limitations in terms of resolu-
tion due to the wavelength in the optical range: the maximum resolution than can be
achieved is approximately 0.2 microns. Some micro-particles of interest in the brain
are actually much smaller, like the neurotransmitters between synapses.

Another class of microscopy technique is the electron microscopy. In this tech-
nique, photons are replaced by a beam of electrons, and this overcomes the res-
olution limitation, since electron microscopy resolution can be up to a thousand
times higher than optical microscopy resolution. Electron microscopy is thus well
adapted to the observation of very fine processes in the brain. However, the experi-
mental setup and the preparation of the sample is more complex than it is for optical
microscopy.
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1.2 From Sections to Images

Originally, observations done on histological slices were shared with peers by mak-
ing drawings of them. For instance, Golgi and Ramon y Cajal were known for their
famous drawings of the architecture of the brain that they made from their observa-
tions using the microscope (see Figure 1).

Fig. 1 Drawing of a section
through the optic tectum of
a sparrow, from ”Structure
of the nervous centres of the
birds”, by Santiago Ramon
y Cajal, 1905.

The camera lucida, or light room, is an optical device that can be attached to
a microscope or directed towards a histological slice and which superimposes the
scene on the paper sheet to make the drawing easier to complete. This technique
has been used for many decades and is still used today to facilitate illustrations.
In parallel, photographs of the slice, and the technique of the micrograph attached
to the microscope eyepiece, were used to get a picture of the tissue. These images
were mostly used for illustration purpose and rarely used for the analysis itself, as
the quality of the image was not as good as that which could be achieved directly on
the microscope or on the actual slice.

It is only recently that histological images have started to be digitized, either by
high quality scanners or by directly using a camera linked to a computer. For a long
time, it was common to get either a gross picture of the whole slice acquired with a
flatbed scanner, or a high resolution image of a particular sub region inside the slice
with the camera attached to the microscope.

The digitization of the images opened the door to the computational image pro-
cessing techniques that were already in use in medical imaging with Magnetic Reso-
nance Imaging (MRI), Computer Tomography (CT), Positon Emission Tomography
(PET) scans, or ultrasound (US) images, all of which are intrinsically digital images,
obtained by mathematical reconstruction of a physical signal. When studying whole
slices, the digital analysis remained performed at relatively low scale, because of
the somehow limited resolution (tens of microns) of the slice scanners at the time.
When one needed to perform a high resolution analysis of the section, a microscope
was used and the analysis was usually limited to one or multiple small regions cor-
responding to the field of view at the chosen magnification. Local results had then
to be extrapolated to the whole slice using models such as stereology.
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1.3 Virtual Microscopy, Digital Microscopy

The rather recent introduction of devices capable of acquiring a whole section at
very high resolution has greatly increased the power of analysis of histology. There
exists at least two ways of acquiring whole slice high resolution scans.

One way is called mosaicing, which consists of montaging several high resolution
sub images (each of them covering a small field of view) so as to form a large high
resolution image covering the whole slice (see Figure 2). This technique has the
advantage of being rather inexpensive since it uses a classical microscope with a
motorized platine, and the final reconstructed field of view is virtually unlimited.
However, some issues can occur from assembling the images.

Another way of proceeding is to use a whole slice high resolution scanner, which
is similar in its use to a classical flatbed scanner except that it has a special optical
system which offers high resolution scans (magnification ×20, even ×40) compa-
rable in terms of quality of image to that which can be obtained with a microscope.

Fig. 2 A large electron
microscopy image acquired
in mosaic mode (source
[11]).

The direct benefit of these new scanning methods for the anatomo-pathologist is
to avoid the necessity of his having to keep his eyes on the microscope, to facili-
tate the study of the slice (especially the navigation within the slice, or from one
slice to another, the change of the magnification, of the contrast, the elimination
of photobleaching due to repeated exposure of fluorescent slides, the recording of
measurements, the saving of snapshots). With digital microscopy whole slice acqui-
sition, one is also able to study the section remotely from anywhere in the world,
and share the image with people via the internet, hence the name virtual microscopy
( [28]).

In terms of image processing and analysis, the great benefit of these large image
digital microscopy devices is that they offer the opportunity to use computational
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techniques to address new questions, based on the high resolution information of
whole histological sections.

The goal of this chapter is to present some of the new computational approaches
to studying histology which emerged with the digitization of whole histological
slices, either at low resolution or potentially at very high resolution, and to discuss
the new challenges they raise.

2 3D Reconstruction of Series of Histological Slices

The first new approach of studying histology is the 3D reconstruction of a histolog-
ical volume from a series of sections. This consists of performing the alignment of
the series of slices by estimating the transformation that best superimposes one slice
onto the next one, and by propagation, obtaining a spatially consistent volume after
direct stacking of the registered images.

This technique assumes that a series of successive histological slices (whole
slices or a consistent subregion through the series) spanning the whole brain or a
big part of it, is available. The slice is not necessarily acquired at very high resolu-
tion with a microscope or a high resolution scanner, but the scanning resolution has
to be good enough to perform tracing of structures of interest or provide informa-
tive measurements (volume, density of staining, activity on autoradiographs), which
typically means of the order of 10 microns.

This technique adds another dimension to the study of successive slices. Its main
contribution is that it becomes possible, first, to virtually reslice the brain in any
desired plane different from the cutting plane, and second, to consider the series of
histological slices as a 3D volume, thus enabling 3D analysis.

The early methods to perform 3D reconstruction of histological slices were man-
ual ( [23], [34]). Then, automated methods were developed, either relying on linear
transformations to perform the alignment ( [19], [2], [35], [30], [26], [4]) or piece-
wise affine ( [3], [32], [9]), or using non linear transformations ( [22], [27], [36], [6]).

The applications described here rely on the 3D properties of a histological
volume.

2.1 3D Region of Interest

The direct application of the creation of a histological 3D volume is the tracing of
3D regions of interest. This has several advantages, namely:

• helping the delineation of an accurate region: when one needs to draw a specific
structure of interest which is a spatial object, it is difficult to apprehend it from
the only 2D cutting plane projection. With the reconstructed 3D histological vol-
ume, one can switch from one view to another orthogonal view, or potentially
any oblique view, as can be done with an MRI scan. This is of great help in order



178 J. Dauguet

to render the 3D configuration of the object. This technique is a good way to
consolidate the segmentation.

• finding the real counterpart of a specific region: it is often useful in neurobio-
logical studies involving histology to compare a region in one hemisphere to the
symmetrical region in the other hemisphere. Classically, the brain is then cut in
coronal incidence with each section perpendicular to the antero-posterior axis of
the brain. The symmetrical region traced on a 2D slice is then obtained by doing
the 2D symmetry in the slice. However, the actual cutting plane is often slightly
tilted relatively to the antero-posterior axis, resulting in an inaccurate definition
of the symmetrical region. When working with a 3D histological volume, it be-
comes possible to apply the real symmetry to a 3D region with respect to the mid
sagittal plane, thus obtaining the accurate symmetrical region.

An example that illustrates this 3D delineation of region of interest can be found
in [16]. Note that in this example, the segmentation of the colliculus region is made
on the histological slices stained with cresyl violet, and then used on the autoradio-
graphs to measure glucose consumption.

2.2 Using 3D Atlases

The previous subsection was dealing with one, or a few manually segmented re-
gion(s) of interest. We will describe here how a fully automated and complete seg-
mentation of histological slices can be performed thanks to the 3D properties of the
histological volume. This is again inspired by the use of 3D atlases as it is done in
medical imaging (MRI, CT scans). If a 3D atlas is created based on one specific
subject, or a template subject (average of many subjects), the atlas can be warped to
fit another given subject providing it is somehow similar (species, age, pathological
state). The warping transformation is a 3D transformation that deforms the different
regions of the template image - and therefore of the atlas - so that they match the
structures of the given image. Such a transformation can not be estimated in 2D
between a template slice and a particular slice of the given subject. In fact, because
of the differences in the cutting planes, the interindividual particularities, and the
mechanical deformations due to the histological processing, none of the slices from
the template subject can be matched precisely with one particular slice of the given
subject using a 2D transformation only.

An example of the use of a 3D atlas to segment more than 30 anatomical struc-
tures of a mouse brain can be found in [24]. Note that in this study, the atlas was not
created on a histological volume but on a high resolution post mortem MRI.

When possible, photographs of the brain during the cutting process are taken.
They are often referred to as blockface photographs, or cryosections when the brain
is frozen. Each photograph is taken prior to cutting, and corresponds exactly to the
section about to be sliced, which at the time of the photograph, is still attached to
the brain block. The tissue deformations are much smaller on the photographs than
on the histological slice, and when taken in good conditions, the direct stacking
of the photographs leads to a photographic volume with no need for alignment. It
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then serves as a shape reference to build the histological volume. The series of pho-
tographs is also very useful because it can serve as a reference image to estimate the
warping transformation of the atlas to the given subject. As a consequence, there
is no need for staining and mounting on glass slides the complete series of histo-
logical slices spanning the whole brain, which can be a very time consuming work.
Indeed, once the 3D atlas is warped into the geometry of the photographic volume,
there is a direct correspondence between the histological slices and the resampled
slices of the atlas. Any isolated histological slice, or group of slices, can then benefit
from the estimated transformation (see Figure 3), and thus be segmented. This is of
particular interest when only a subregion of the brain is to be studied.

(a) (b) (c)

Fig. 3 Macaque brain hybrid histological volume made of stained histological slices (in the
center of the brain), and blockface photographs (posterior and anterior part) in coronal (a),
axial (b) and sagittal (c) views. The volume has been warped to match the MRI scan.

This technique of using 3D atlases makes the extensive comparison of popula-
tions of subjects in multiple anatomical regions possible in a rapid and automated
fashion.

2.3 Voxel-Wise Statistical Comparison

The previous subsection described how it became possible to segment automati-
cally anatomical structures on one or a series of 2D histological slices in order to
compare different specific regions between groups. We will now consider another
kind of analysis which is commonly performed in studies involving functional Mag-
netic Resonance Imaging (fMRI) or PET images in vivo. The idea is to compare
two populations of subjects which have been spatially normalized (registered to a
template image) beforehand with no a priori assumption on the region where dif-
ferences could occur. The series of signals measured in each location (or voxel) for
each subject of one population is statistically compared to the corresponding series
at the same location for the other population. Voxels showing significant differences
are gathered into clusters, which are eventually displayed in the geometry of the
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template. This method is very interesting for exploring a whole volume since it au-
tomatically detects places of differences, potentially in areas that were a priori not
suspected of being involved in the experiment. It is possible to lead voxel wise sta-
tistical comparisons on histological volumes and therefore automatically detect with
no a priori subtle differences between populations in terms of: intensity of staining
(representing a particular density of microorganisms), glucose consumption on au-
toradiographs, and even potentially morphometry (differences in the average size
of some regions). A study based on a voxel wise statistical comparison performed
using the Statistical Parametric Mapping software (SPM) and histological volumes
can be found in [17].

This section closes the non-exhaustive list of new possibilities offered by the 3D
reconstruction of a histological volume from a series of digital slices scanned at
macroscopic resolution. In the next section we will consider not only digital slices
but very high resolution scans with microscopic quality as well.

3 Large Dimensions Microscopy Images

As mentioned in the introduction, many microscopes now have the ability to pro-
duce large images in mosaic mode, which means that they can produce a very large
image from an assemblage of small field of view images stitched together. High per-
formance whole slide scanners can produce very high magnification scans of histo-
logical slices and are usually faster and easier to use than motorized microscopes.
These large image microscopy techniques have developed greatly thanks, in part, to
the drop in storage prices, the increase of the computer Read Only Memory (RAM),
the common use of clusters of CPUs, and high speed network communication. The
information enclosed in these high dimension microscopy images is tremendous
and gives access to the global micro-organization inside the brain. Whereas study-
ing small subregions of the brain under a microscope is time consuming but remains
doable manually, the fine analysis of this type of large images is hard to envision
without resorting to computational approaches.

The goal of this subsection is to briefly describe some of the new computational
approaches that have been developed, or are still in active development, to deal with
the study of large microscopy images.

3.1 Viewing Large Images

Most classical biomedical image viewers are not adapted to display very large im-
ages, one of the main reasons being that they usually have to load the whole image
in the computer RAM, which is often not big enough. Similar problems have arisen
in other scientific domains (e.g. satellite images, http://iipimage.sourceforge.net/),
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so that the same strategies can be used and some large histological image viewers
are already available, either associated with scanners or microscopes from private
companies (NDP.view from Hamamatsu Photonics, Hamamatsu, Japan, Olyvia from
Olympus,Tokyo, Japan, ImageScope from Aperio, Vista, USA, to cite a few) or from
academia (e.g. the V3D viewer, [31]). The challenges are multiple since each 2D
microscopy slice is huge, but neurobiologists are interested in viewing a series of
slices at several levels, and possibly comparing two or more different stainings. The
visualization problems then become quite complex, especially because real time
navigation is needed as well.

3.2 Processing Large Images

Most image processing algorithms will not work properly with very large mi-
croscopy images: they can either just fail, because for example they need to invert
a matrix that becomes too large for the solver capacity, or they can be very slow
because memory access becomes an issue, or because they have to process serially
the data. We will present a few methods that overcame some of the difficulties of
processing large images.

3.2.1 Registration

Two major situations will be considered: registering a pair of slices, or having to deal
with the alignment of a series of slices for 3D reconstruction. We will not discuss
here the registration or alignment of large 3D images (or even nD images), nor the
methods to perform the assemblage of the tile images to create the large image.

Pair of Slices

Estimating a spatial transformation to correlate the signal of two histological slices
- also called registering - is essential prior to some types of cross analysis. The two
slices to register can be the same physical section scanned in different conditions
(e.g. two different fluorescence wavelengths), in that case a simple rigid or affine
registration can usually be used to superimpose both signals together. However,
slices can be two different physical sections (e.g. one section and the immediate
next one), or they can be the same physical section but the several staining pro-
cesses and the scanning procedure may have introduced mechanical distortions to
one of the images (e.g. two different microscopes were used with different stitching
methods). In that case, non-linear distortions have to be corrected using non-linear
registration methods.

Several strategies for the registration of very large microscopy images can be
chosen.
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One simple strategy consists of downsampling the two images to some manage-
able size images, and performing registration with regular algorithms. However,
this still implies that some resample algorithms able to deal with large images
are available. Moreover, the registration performed using down sampled versions
of the original images obviously lacks precision since it does not use the original
information.

Another strategy consists of dividing the images into smaller images that are
easier to deal with, then performing the registration of each pair of sub images, and
then working on the global transformation to make it continuous. This idea was
developed in [11] for large Electron Microscopy images.

Finally, another strategy consist of extracting a reasonable number of correspond-
ing salient region from both images and trying to match them ( [1]). This strategy
has the advantage of being almost independent of the resolution of the images, but
on very large images, the number of necessary salient regions can potentially be-
come a problem.

Series of Slices

To get a general understanding of the micro organization of the brain, knowing the
3D configuration of structures, such as axons or synapses, is a great asset. Creating
a histological volume out of very large images is theoretically feasible, similarly to
what is done on regular size images, or macroscopic images, providing strategies to
deal with very large images are used. This has actually already been done to some
extents using strategies described in the previous paragraph (see Section 4). The
new challenge that scientists are facing is related to the size of the stack. Since we
are considering very high resolution images, the in-plane resolution of each slice
is very fine (typically smaller than 1 micron in optical microscopy, closer to the
nanometer for electron microscopy), so that in order to be spatially consistent, the
thickness of each section and/or the inter slice spacing should be of the same order
of magnitude, thus very small. As a consequence, the number of slices to consider
in the stack becomes very big as well. For instance, to capture a still relatively small
volume of contiguous electron microscopy slices of size 50× 50× 50μm3 with an
in plane resolution of 5×5nm2 and a slice thickness of 50nm, the dimensions of the
final volume are 10,000×10,000×1,000.The alignment of such a number of slices
with no reference becomes problematic because of the composition of numerous
transformations (in this example up to 1,000 transformations) and the unavoidable
propagation of error.

3.2.2 Segmentation

The section above discussed techniques to superimpose different types of informa-
tion together, or to create a 3D histological block, which is the preliminary step
before analysis. Analysis of histological sections is usually performed manually by
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(a)

(b)

(c)

Fig. 4 Orthogonal views of a aligned stack of electron microscopy images of the lateral
geniculate nucleus of a ferret using manual (a), affine (b) and elastic (c) transformations. The
Arrow indicates structures which appear smoother on the elastic alignment. Each 2D image
is 100 Mpixels.

a neuroanatomist expert looking at the sections at very high resolution. Yet, as we
said, the tremendous amount of data that new microscopic acquisition devices can
produce requires automated analysis. One of the first steps leading to automated
analysis consists of identifying objects of interest and segmenting them in order to
evaluate meaningful statistics. Quantitative values such as relative densities of cells,
morphometric parameters, correlation of the presence of objects can be derived from
segmentations. The segmentation problem appears less difficult than the registration
problem since it can be turned into multiple local segmentations problems. However,
once again, the continuity of the results especially for objects belonging to multiple
regions of analysis, is problematic. In this field, the methods can be very specific
to the desired application: it is quite a different problem to extract activated astro-
cytes in a series of histological images acquired in light microscopy compared to
segmenting synapses and myelinated axons in electron microscopy images. Even if
some efficient methods are available (see for instance [25] and [29]) for 3D segmen-
tation on confocal images), most of them were not used on very large images, and
there is still a lot of efforts to be put into this research area.

4 In Vivo / Post Mortem Correlation

Correlating and comparing the signal from histological slices to the signal from in
vivo imaging techniques such as MRI is fundamental in neurodegenerative diseases
research and in neuroscience in general. In fact, histological slices are usually con-
sidered as the richest and the most reliable source of biological information as far as
anatomy and architecture of the brain are concerned (as opposed to functional and
behavioral information which is usually better evaluated in vivo). Consequently, his-
tological signal is then used to check the validity and the accuracy of what can be
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measured with in vivo imaging, or it is used to provide the information about what
can not yet be seen in vivo. Whereas in most studies a simple somehow approxi-
mative comparison with one or a few histological slices is sufficient to establish the
correlation, some studies require a more global, accurate and quantitative level of
correlation.

4.1 Estimation of a 3D Warping Transformation to Correct the
Deformations

As classified in [9], the brain undergoes two types of deformations during histo-
logical preparation: the primary and the secondary deformations. The latter are 2D
deformations and include the loss of spatial consistency due to cutting. We saw in
the first section how to deal with these secondary deformations using techniques for
the 3D reconstruction of a consistent volume out of series of histological slices. The
primary deformations are 3D deformations that occur between the time of the sac-
rifice and before the brain is cut. Primary deformations are mainly due to: the loss
of irrigation, the fixation, the mechanical deformations resulting from the manual
handling of the brain, and the freezing or paraffin embedding. The main effect of
these primary deformations is a global shrinkage of the histological brain compared
to the in vivo brain (see Figure 5).

Fig. 5 Fusion of a baboon
brain stained histological
slice (false color orange)
and an in vivo MRI of the
same animal. The shrinkage
of the post mortem brain due
to histological processing is
clearly visible (source [8]).

The use of a 3D non-linear deformation is necessary to correct the primary de-
formations. Quite a few techniques have been proposed to achieve this matching
between the histological and the MRI of the same subject (3D affine transforma-
tions: [30], [26], [4]; 3D non-linear transformations: [7], [36], [9], [5]). Most corre-
lations were performed for primates since the relative resolution of in vivo imaging
was not good enough for rodents till rather recently. High field MRI being more and
more common, in vivo/ post mortem correlation for rodents is now performed rather
commonly. Rodent’s brains are from an anatomical point of view considered sim-
pler than primates’, essentially because of the almost lack of cerebral convolutions,
inducing deformations of smaller magnitude. However, the contrast and the signal
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of in vivo images are still of inferior quality compared to those of primates. This
makes the estimation of the matching transformation more difficult, due to the big
differences in terms of geometry, resolution, contrast and type of signal compared to
the histological slices. Some work has explicitly been done to directly tackle these
issues, adding control and a priori information to help estimate the warping trans-
formation ( [13]). The correction of the primary deformations is the necessary step
to matching the histological volume to the in vivo volume, and then being able to
correlate the two imaging modalities.

4.2 Correlation for Comparison

We will consider in this subsection the use of the histological signal as a gold stan-
dard for comparison with in vivo imaging techniques.

4.2.1 Validation of Signal

A natural question when using an in vivo imaging technique is how to interpret the
signal. The signal of most of the classical imaging techniques is well known (e.g.
grey/white matter in MRI, bones in CT) and it is used in clinical routine to diagnose
diseases. However, thanks to the biological and technical progresses, imaging pro-
tocols are constantly evolving in order to study a particular disease in more details,
requiring new validations of the acquired signal. For instance, in neurodegenera-
tive disease research, finding and validating a way to detect amyloid plaques in
Alzheimer disease (AD) patients using T1 and T2 weighted MRI is an active re-
search field ( [15]). The validation of the in vivo imaging signal by the information
derived from histological slices is a big application of the in vivo / post mortem
matching.

4.2.2 Validation of an Imaging Marker

Imaging markers represent another large category of imaging studies where there is
an important need of validation. Imaging markers are agents injected to the subject
to enhance the signal of a particular population of cells, receptors, or proteins. They
are similar to stainings for histology. However, the difficulty in vivo is that it is very
difficult to predict the behavior of the marker in living physiological conditions,
especially in the brain, because of the blood brain barrier. The comparison between
the signal obtained in vivo with this marker on one hand, and a known histological
staining with the same target on the other hand, is thus necessary for a complete
validation (e.g. validation of a AD PET marker, [20]). This can be achieved much
more accurately thanks to the 3D vivo/post mortem matching compared to a 2D
slice to in vivo volume comparison.
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4.2.3 Validation of Models

A last application of in vivo / post mortem matching is the validation of computa-
tional models, such as simulations or image reconstruction techniques. An important
area of research in this field concerns the tractography of white matter bundles based
on Diffusion Weighted Imaging (DWI) signal. Based on a measure of the diffusion
coefficient of water estimated using diffusion weighted MRI, many algorithms have
been proposed to reconstruct the underlying fibers, and thus gain access to the white
matter connectivity of the brain in a non-invasive way. However, these techniques
have not yet been completely validated, and because of the intrinsically 3D config-
uration of fibers, the correlation of histological and MRI volumes for comparison is
particularly well suited. Some efforts to propose a validation of tractography tech-
niques are pursued using classical histological neural marker ( [10]).

4.3 Correlation for Improved Information

Finally, histological slices can be used to add information that can not be obtained
from in vivo imaging. An example of this use of histology is the use of anatomi-
cal atlases, superimposed on MRI images to delineate fine structures that can not be
seen in vivo. Here again, working in 3D with an accurate matching is absolutely nec-
essary. For instance, we can cite the segmentation of the subnuclei of the thalamus
to drive PET measurements (see Figure 6).

(a) (b) (c)

Fig. 6 Matching of a PET FDG A85 scan with the MRI data for a baboon (a), a thalamus atlas
made on the histology mapped onto the PET FDG A85 scan (b) and individual kinetics of
the thalamus nuclei derived from the atlas (c) (irregular temporal frame spacing: inter-frame
spacing approximately 5min)(source [12]).

Another information of great interest (to locate fMRI activation for example) is
the cortex layers and cortex areas of the brain. The layers are surfaces and the areas
are complex 3D regions, and they can only be identified on the histology so far.
In [5], area 46 and layer I ot VI are identified on histological slices and mapped
onto the MRI of the same monkey.



Computational Approaches for Cerebral Histological Images 187

5 Conclusion

It is possible today to make very precise in vivo observations of the brain, and of the
body in general, thanks to the development of non-invasive or minimally invasive
imaging techniques (e.g. Magnetic Resonance Histology, MRH, [21]). These high
performance in vivo imaging devices are powerful tools to understand the develop-
ment of the brain and ultimately diagnose neurodegenerative diseases earlier.

However, histology is the oldest form of imaging and still remains the essen-
tial reference for brain research on neurodegenerative diseases. In this chapter we
described novel approaches to the use of histology for neurodegenerative disease
research, based either on macroscopic slices, or microscopic slices potentially in
combination with in vivo imaging for translational research. These new approaches
extend the information that can be derived from histology, and help make experi-
ments more efficient and reliable.

Future work will include the macro to nano correlation so as to understand the
influence of the micro-organization of the brain on the macroscopic in vivo imaging
signal.

The interpretation of the series of digitized histological sections might be
hampered by:

• The loss of the 3D spatial consistency compared to the intrinsically 3D
images acquired with medical imaging devices like MRI;

• The difference of geometry and shape between the brain acquired post
mortem and the in vivo images as illustrated in Figure 5;

• The difference of signal and resolution between the stained histological
slices and the medical images such as MRI.
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Liver Workbench: A Tool Suite for Liver and
Liver Tumor Segmentation and Modeling

Jiayin Zhou, Wei Xiong, Feng Ding, Weimin Huang, Tian Qi,
Zhimin Wang, Thiha Oo, and Sudhakar Kundapur Venkatesh

Abstract. Robust and efficient liver and tumor segmentation tools from CT images
are important for clinical decision-making in liver treatment planning and response
evaluation. In this work, we report recent advances in an ongoing project Liver
Workbench which aims to provide a suite of tools for the segmentation, quantifica-
tion and modeling of various objects in CT images such as the liver, its vessels and
tumors. Firstly, a liver segmentation approach is described. It registers a liver mesh
model to actual image features by adopting noise-insensitive flipping-free mesh
deformations. Next, a propagation learning approach is incorporated into a semi-
automatic classification method for robust segmentation of liver tumors based on
liver ROI obtained. Finally, an unbiased probabilistic liver atlas construction tech-
nique is adopted to embody the shape and intensity variation to constrain liver seg-
mentation. We also report preliminary experimental results.

1 Introduction

The liver is the largest solid organ in the abdomen and is one of the most fre-
quently involved by tumors. Liver failure due to cirrhosis and liver cancers, both
primary and secondary, is prevalent in the Eastern countries and accounts for about
one million deaths worldwide annually [1]. The treatment for liver tumors includes
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radiofrequency ablation (RFA), transarterial chemo-embolization (TACE), selective
internal radiation therapy (SIRT), resection and even liver transplantation. During
treatment, it is important to preserve as much liver tissue as possible for normal
liver function especially in those with cirrhotic livers; however inadequate resection
or treatment will be ineffective. Hence information about the volume of healthy liver
parenchyma and tumor burden is important for clinical decision-making in treatment
planning and response evaluation.

The efficacy of volume quantification highly depends on robust and reliable seg-
mentation methods which are able to extract the desired organs/structures from med-
ical images. Besides of the robustness of segmentation algorithms, segmentation
results can be improved by incorporating a probabilistic atlas, which encodes prob-
abilities of anatomic variability while retaining both spatial and densitometric vari-
ances. In addition, probabilistic atlases provide valuable information for medical
image interpretation, registration as well as group variation studies.

A project named Liver Workbench is being conducted by our institutions, with
the aim to develop an image analysis platform with 3D liver objects (including the
whole liver, liver tumors and vessels) segmentation, modeling, visualization and
quantification toolkits for liver surgical planning and tumor treatment evaluation.
By combining image database with associated ground truth created by radiologists,
the Liver Workbench will also work as a performance benchmarking platform for
segmentation methods. In this paper, the segmentation and modeling methods devel-
oped for the Liver Workbench are presented, including the algorithms, experiments
and results.

2 System Overview

Multi-detector computer tomography (MDCT) is the imaging modality of choice for
the comprehensive assessment of liver diseases, due to the fast imaging capability
and the excellent spacial resolution up to 0.5 mm. However high spacial resolution
will cause the decrease of signal-to-noise ratio (SNR), hence some image segmen-
tation algorithms are not able to achieve satisfying performance under a low SNR
environment. The contrast of a CT image comes from the differentiation of density,
however in a lot of cases, there is no obvious difference in density between liver
lesion and surrounding healthy liver parenchyma. In addition, high spacial resolu-
tion also leads to the decrease of resolution in density. These factors make the low
contrast in lesion and the fuzziness of the lesion contour. The liver is the largest
organ in human body, with very large variations in size, shape and hepatic vascu-
lar structure. These problems should be addressed in algorithms developed for the
Liver Workbench.

This system has four modules: liver segmentation, tumor segmentation, segmen-
tation performance validation, and the construction of probabilistic liver atlas, as
shown in Fig. 1. Segmentation ground truth data are included for performance
benchmarking, algorithm training and probabilistic atlas construction. The whole
liver volume is segmented by a flipping-free mesh deformation model, with the aid
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from the liver atlas to be a strong spatial constraint. The segmented liver volume is
treated as a region of interest (ROI) and liver tumors are segmented using the sup-
port vector machines (SVMs)-based classification from the ROI. After the segmen-
tation, results are fed into the performance validation module, where quantitative
evaluation metrics are computed with the comparison to segmentation ground truth.
Moreover an iterative landmark-free method based on dense volumes has been de-
veloped for the construction of a linear unbiased diffeomorphic probabilistic liver
atlas from CT images. The whole system is integrated in 3D Slicer [2] which is an
ITK/VTK [3, 4]-based open-source platform.

Liver CT 
Image DB & 
Ground Truth

Probabilistic 
Atlas for Liver

Tumor 
Segmentation 

Training

2D Tumor 
Segmentation 

Liver 
Segmentation 

Liver CT 
Images for 

Testing

Segmentation Performance Validation

3D Tumor 
Segmentation 

Testing 
Phase

Training 
Phase

Fig. 1 System overview of the segmentation and modeling part of the Liver Workbench.

3 Segmentation of Liver and Liver Tumors

3.1 Flipping-Free Mesh Deformation for Liver Segmentation

Deformable models have been widely used for medical image segmentation [5].
Segmentation methods using implicit models such as the level set method and the
fast marching method represent a 3D surface as an implicit function discretized into
voxels, resulting in computationally expensive algorithms. The level set method can
change the topology of the evolving surface to match highly complex object surface.
However, it often leaks out of the object boundaries, producing undesired segmenta-
tion. In contrast, segmentation methods using explicit models represent a 3D surface
as a mesh, which significantly reduce the space complexity of the algorithms. De-
formation is accomplished by displacing the mesh vertices. The problem of mesh-
based methods is that the displacements of vertices may cause self-intersections
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of the mesh, which can be categorized as flipping or non-flipping. Flipping self-
intersection occurs locally if the displacement vectors of neighboring mesh vertices
cross in space. As a result, the directions of some surface normals flip after deforma-
tion. This problem cannot be solved by simply reducing the deformation step size.
Non-flipping self-intersection occurs globally without flipping the surface normals
but causes penetration of different parts of the mesh.

In this study, a flipping-free mesh deformation approach [6] has been developed
to segment the 3D liver volume from the input CT data volume by iteratively de-
forming a 3D mesh model to register it to extracted image features. It searches
for possible correspondence between mesh vertices and image features over long
distances in iterations. The detected correspondence is refined before deformation
to avoid flippings. The registration procedure of finding correspondences, flipping
detection and avoidance and mesh deformations is iterated until convergence. The
major components of the method are detailed as follows.

3.1.1 Image Feature Extraction

We extract the density distribution of all voxels in a volume within a mesh sur-
face, as the liver volume may have heterogeneous voxel densities and some object
boundaries are indistinct. Densities of the liver are modeled as a mixture of Gaus-
sians g(x) = ∑i ai fi (x), where x is the voxel density, ai are coefficients, such that
∑i ai = 1, and fi (x) are Gaussian distributions with parameters (μi,σi). The number
of Gaussians is determined by the input images. Parameters ai, μi and σi can be
estimated by expectation maximization (EM). To smooth out noise, the anisotropic
filtering is applied to the input image as a pre-processing step.

3.1.2 Finding Correspondence

A 3D cubical quadrilateral mesh M consists of a set of cubes whose sides are aligned
with the axes x−, y− and z− axis of a rectangular coordinate system. It is defined
by three groups of orthogonal and closed contours that are parallel to the xy−, yz−
or zx− plane respectively. Each vertex ui in M is an intersection of two contours
from different groups and with exactly four connected neighboring vertices.

To find the correspondence between the mesh model M and the target T (the
image feature), for each vertex ui in M, we search along the projection line P(ui),
which can be defined as the surface normal at ui, for a possible corresponding point
vi on the surface of T . The point vi is the intersection of P(ui) and the face of
a feature voxel on the surface of T. Each vi serves as a target location for ui. In
general, P(ui) may be defined along other appropriate directions. ui is labeled as a
solitary vertex if its corresponding point cannot be found. Hence corresponding u j

to ui along P(ui) is to find the minimum j such that

j+N

∑
i= j

h(ui) = 0, h(ui) =

{
0 g(xi) < Γ
1 otherwise

, (1)
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where xi is the density of ui, Γ is a pre-defined threshold and g(xi) is the image
feature. The vertex u j that satisfies Eq. (1) is likely on the boundary of the target
object, since (N + 1) consecutive voxels along P(ui) starting from u j all have low
probabilities of belonging to the foreground. In the current study, N = 3.

3.1.3 Flipping Detection

The flipping of a mesh cell after mesh deformation occurs at least at one of its
edges. Therefore, surface flipping can be identified by detecting edge flipping. Let
ui and u j denote two non-solitary neighbors on a closed contour, and vi and vi de-
note their respective corresponding points on the target. Then, edge flipping occurs
when the orientations of the edges ui − u j and vi − v j differ significantly such that
(ui − u j) · (vi − v j) ≤ τ

∥∥ui − u j
∥∥∥∥vi − v j

∥∥, where τ ∈ [0,1] is a predefined thresh-
old. The vertices ui and ui that form a flipping edge are labeled as flipping vertices;
otherwise they are non-flipping vertices. As each vertex ui is an intersection of two
orthogonal closed contours on mesh M, its flipping-free on one contour does not
guarantee its flipping-free on the other contour. Therefore, each ui will undergo the
flipping detection along two closed contours when the algorithm iterates.

Fig. 2 (a) Two non-solitary neighbors ui and u j on a closed curve U; (b) After U deforms
to V, ui and u j deform to vi and v j, the orientation of the edges ui − u j and vi − v j differ
significantly; (c) Flipping avoidance by discarding the point correspondences; (d) A liver
segmentation result without flipping detection and avoidance; (e) The corresponding result
with flipping detection and avoidance.
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3.1.4 Flipping Avoidance

We discard the point correspondences involving flipping. Let ui,ui+1, ...,un denote
a consecutive sequence of flipping vertices on a closed contour, excluding solitary
vertices, such that ui−1 and un+1 are non-flipping. The method identifies the middle
flipping vertex um of the sequence, labels it as non-flipping, and labels the other flip-
ping vertices as solitary, i.e., discarding their correspondences. After repeating this
process for every closed contour, only non-flipping vertices have point correspon-
dences. Thereafter, deforming the mesh according to these correspondences does
not result in flipping. The procedure of flipping detection and avoidance is illus-
trated in Fig. 2.

3.1.5 Mesh Deformation

During mesh deformation, if non-flipping vertices are displaced to their target loca-
tions while solitary vertices remain unchanged, as shown in Fig. 3(a), the mesh may
fold around solitary vertices, as shown in Fig. 3(b). In an extreme case, it results
in non-flipping self-intersections, as shown in Fig. 3(c). To tackle this problem, the
displacement vectors of non-flipping vertices are propagated to neighboring soli-
tary vertices, turning them into non-flipping vertices by iterative local averaging of
displacement vectors. This process is analogous to the diffusion of gradient vec-
tors [7]. In the meanwhile, it can also smooth the variation of displacement vectors
among neighboring non-flipping vertices, thus improving noise resilience. In this
study, the Laplacian method [8] is adopted for mesh deformation because it is very
efficient, easy to use, and easy to incorporate geometric constraints. During the de-
formation, non-flipping vertices are displaced towards their target locations, which
are regarded as positional constraints. The other mesh vertices are displaced accord-
ing to geometric constraints including the preservation of Laplacians (i.e., curvature
normals) and uniform vertex distribution.

a b c

Fig. 3 Folding problem: (a) Displacing non-flipping vertices (dots) around solitary vertices
(circle) may cause (b) folding of the mesh, and in an extreme case, (c) non-flipping self-
intersection.
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3.2 SVMs-Based Voxel Classification and Propagational
Learning for Liver Tumor Segmentation

The major idea of this semi-automatic scheme is to utilize the similarities of lesion
location, shape and signal intensities among the neighboring slices. Targeted tumor
region is first extracted from one single 2D slice in the intermediate part of a tu-
mor using supervised learning-based voxel classification. Then the extracted tumor
contour, after some morphological operations, is mapped to its neighboring slices
for automated sampling, learning and further voxel classification in the neighboring
slices. This scheme is constructed on the important basis that scan is performed on
multi-sliced CT and the slice thickness is no more than 3 mm such that there are
only slight changes in both structural shapes and density properties among consecu-
tive slices. The proposed segmentation scheme, illustrated in Fig. 4, has three main
steps:

Image StackTumor

Fig. 4 Three main steps for the liver tumor segmentation scheme.

1. Step A1 Targeted tumor region in 2D slice i at the intermediate part of the tumor
is first segmented out by supervised learning-based voxel classification. In this
procedure, tumor samples and non-tumor tissue (healthy liver tissue and other
non-liver tissue) samples are manually selected to train a two-class SVMs-based
classifier. Then the trained SVM classifier is imposed to a ROI in slice i for voxel
classification such that tumor region in the ROI is extracted [9, 10].

2. Step A2 Let Ci be the contour of extracted tumor region from slice i, CD
i and

CE
i be the contours after morphological dilation and erosion operations are per-

formed on Ci, respectively. As slice thickness of 1-3 mm was employed for these
data, it can be assumed with a high confidence level that the targeted tumor con-
tours and image features vary slightly among neighboring slices. Hence both CD

i
and CE

i are projected to slices i-1 and i+1. In slices i-1 and i+1, voxels enclosed
by CE

i are used as the new tumor samples for heuristic learning to train the SVM
classifier, then the updated SVMs classifier is imposed to the area enclosed by
CD

i for tumor region extraction in the two propagating slices. This step is the first
propagation procedure.
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3. Step A3 Similarly the propagation procedure including contour projection, SVMs
classifier training and voxel classification is further applied to upper and lower
slices for tumor region extraction till all tumor-bearing slices are processed.

3.3 Implementation

In the implementation, the liver segmentation was initialized by a 3D spherical mesh
totally inside the target liver (Fig. 5(a)). Voxels inside the sphere are used to build a
Gaussian mixture model (GMM) of the density probability distribution of the target
liver (foreground). Voxels with low probability are regarded as background feature
voxels. Transitions from consecutive foreground voxels to consecutive non-liver
voxels along searching directions suggest the presence of boundary points of the
target organ. After liver segmentation, the segmented liver contour (Fig. 5(b)) was
treated as the ROI for further tumor segmentation. During the SVMs-based voxel
classification in tumor segmentation, voxel density and the median of the densities
of the voxel’s eight-neighbors in the same slice were used as input features. They
represent the information for the voxel and its neighborhood, respectively. In addi-

tion, a Gaussian radius basis function (RBF) K(x,y) = exp(−‖x−y‖2

σ ) was adopted
as the learning kernel in the SVM classifier used, where σ was set by the varia-
tions of tumor samples. In the first step of tumor segmentation, tumor samples were
picked by mouse click while non-tumor samples were selected by a rectangular
box (Fig. 5(c)). If the amount of non-tumor samples is more than twice of tumor
samples, a random re-sampling would be performed on non-tumor samples to bal-
ance sample populations, which is important in the training of SVM classifier. After
voxel classification for tumor region extraction, the whole propagation procedure
including contour projection, SVM classifier training and voxel classification was
further applied to upper and lower slices till all tumor-bearing slices were processed.
Fig. 5(d) shows the segmented tumor.

dcba

Fig. 5 (a) A 2D slice of a 3D spherical mesh for the initialization of liver segmentation; (b)
the contour of the segmented liver in one slice; (c) the selected tumor samples (blue dots) and
non-tumor samples (green rectangular box) and (d) the segmented liver tumor (blue contour).
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3.4 Experiments and Evaluation Metrics

Twenty sets of multi-detector CT data for abdominal scan (slice thickness, 1-3 mm;
image matrix, 512× 512 pixels; and in-plane resolution, 0.6-0.9 mm) were used to
test the algorithms. The liver boundaries were manually traced out by an experi-
enced body radiologist. For the 20 data sets, 12 are with healthy livers (no focal le-
sion found) and 11 isolated focal lesions are found in the remaining 8 data sets. The
outlines of the 11 tumors identified were also manually traced out by the same radi-
ologist. They will be used as the reference standard (RS) for the comparison with the
computerized segmentation results. In this study, three quantitative measures cover-
ing both volume and voxel levels were used to evaluate the algorithms’ performance,
with the comparison to liver and tumor reference segmentation RS [11].

1. Relative absolute volume difference (RAVD, %)

RAVD =

∣∣Volseg −VolRS
∣∣

VolRS
× 100%, (2)

where Volseg denotes segmented liver/tumor volume, VolRS denotes the volume
of RS. Note that the perfect value of 0 can also be obtained for a non-perfect
segmentation, if the volume of that segmentation is equal to the volume of RS.

2. Volumetric overlap error (VoE, %)

VoE = (1− Volseg
⋂

VolRS

Volseg
⋃

VolRS
)× 100%, (3)

where Volseg
⋂

VolRS is the number of voxels in the overlap or intersection of the
two volumes, Volseg

⋃
VolRS is the number of voxels in the union. This value is 0

for a perfect segmentation and the value of 100 means that there is no overlap at
all between segmentation and RS.

3. Average symmetric surface distance (ASSD, mm)

ASSD =
∑a∈A[minb∈B{dist(a,b)}]+∑b∈B[mina∈A{dist(b,a)}]

NA +NB
, (4)

where A and B denote the surfaces of segmented and RS volumes respectively,
a and b are mesh points on A and B respectively, dist(a, b) denotes the distance
between a and b. NA and NB are the number of points on A and B. For each
voxel along the border of a surface, the closest voxel along the border of another
surface is determined and the distance between the two voxels is computed. All
these distances are stored, for border voxels from both RS and segmentation. The
average of all these distances gives the ASSD which tells us how much on average
the two surfaces differ. This value is 0 for a perfect segmentation.
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4 Probabilistic Liver Atlas Modeling

Existing liver probabilistic atlases are built based on registrations of landmarks [12,
13, 14], which are sensitive to the choice, the accurate localization and the place-
ments of the landmarks. As the liver shape is highly variable and the texture is
almost homogeneous in CT images, automatic localization of the landmarks inside
the liver is difficult. Recent developments in constructing statistical atlases of shape
variation, and non-rigid registration focus on building models of diffeomorphic de-
formation fields with a dense voxel correspondence [15, 16]. This can avoid the
difficulties of sparse correspondence of landmarks. Hence we build an atlas based
on all liver voxels. Registration involves wrapping moving subjects to the space of
a target image. Bias may be introduced into the registration results towards to the
chosen target image if it is arbitrarily chosen [15]. Minimizing or even removing
such bias is thus highly desirable. Here we build unbiased atlases by using the clas-
sical pairwise deformation approach to construct a linear unbiased diffeomorphic
probabilistic atlas of liver. For each pair of registrations, an efficient non-parametric
image registration method, called diffeomorphic demons [16] is adopted. A more
detailed description of this algorithm was presented in [17] and we outline it here
for completeness.

The construction of a probabilistic atlas comprises two phases: find the optimal
representative of group of images and statistically summarize the spatial and inten-
sity variations. The first phase is to estimate a template image that is the best repre-
sentative for the population on the infinite dimensional space of diffeomorphisms.
Generally this can be considered as a registration optimization problem involving
multiple images. Formally, given N image intensity images {xi}N

i=1 defined in a very
large Euclidian vector space Rq (with q being the maximum number of voxels), we
want to find μ̂ such that

μ̂ = argmin
x∈Rq

N

∑
i=1

d(x,xi)
2, (5)

where d is a distance metric. If we choose the simple Euclidean distance, then the
unbiased estimation is the algebraic mean of the population, i.e.,

μ =
1
N

N

∑
i=1

xi. (6)

Now considering the possible deformation hi for each image xi with respect to the
target, we have, at each iteration j,

μ ( j) =
1
N

N

∑
i=1

I( j)
i =

1
N

N

∑
i=1

Ii(h
( j)
i (xi)). (7)

Here for the original training images, j = 0. Further, we use

ω(h( j)
i (x),μ ( j))→ h( j+1)

i (x) (8)
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to denote the ith image x deformed by hi for each iteration j to the space of μ ( j)and

result in a new warped image h( j+1)
i (x), derived from x. The algorithm initializes by

setting j = 0, followed by the following three steps.

1. Step B1: Compute μ ( j) using the Procrustes method, i.e., superposition of all
sets of points. If j = 0, use Eq. (6), else use Eq. (7).

2. Step B2: For each image I( j)
i = Ii(h

( j)
i (xi)), find the optimal diffeomorphic de-

formation h̃( j)
i to warp I( j)

i to μ ( j): ω(h̃( j)
i (x),μ ( j))→ h̃( j+1)

i (x).
3. Step B3: Let j = j+1; go to Step B2 until convergence or the maximum number

of iterations is achieved.

Having found the optimal representative group mean image, we check whether
there is a liver point instance at each voxel of the registered image space. If there
is, the number of instances is incremented by one. After scanning all the space, the
higher the number of liver instances found, the higher the probability. In this way
we construct the liver probabilistic atlas.

5 Experiments and Results

5.1 Liver and Tumor Segmentation Results

The algorithm segmented out 19 liver volumes while it failed in one data set with
health liver. Among the 19 segmented liver volumes, some are with minor errors
at the border of the liver while some have considerable errors. Fig. 6 shows slices
from one data set with good liver segmentation result that minor errors of under-
segmentation occur at the marginal part. Fig. 7 shows results from another data set
with moderate errors. Besides the under-segmentation errors at the marginal places
with high curvatures, the algorithm could not well separate liver from the abdominal
wall or the neighboring organs when they have similar density values and are in
close contact to each other. Some examples of liver tumor segmentation results are
also shown in Figs. 6 and 7. Overall computerized segmentation results are close
to the interpretation from radiologist, but large errors occur where blurry transition
exists between tumor and normal liver parenchyma. As shown in Table 1, for the
19 livers segmented, the mean RAVD, VOE and ASSD are 7.1%, 12.3%, and 2.5
mm, respectively. For the segmentation of 11 liver tumors, as shown in Table 2, the
median RAVD, VOE and ASSD achieved are 7.3%, 18.4%, and 1.7 mm, respectively.

It is observed that the major errors in liver segmentation come from two types:
The under-segmentation at some marginal part of the liver where the shape is with
high curvatures and the over-segmentation that the liver contour leaks to the abdom-
inal wall and other neighboring organs. The first type is due to the strong shape
constraints from the global 3D mesh to keep the shape smoothness. Therefore it is
difficult for the contour to deform to some places with high curvature, though there
is strong image feature as the object boundary. On the other hand, the second type
comes from the weak image feature as the object boundary. The leakage of the liver
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Fig. 6 (a)-(g) Slices from a well segmented liver volume (red contours), with outlines of the
segmented liver tumor (green) in the left lobe and the tumor RS (blue); (h) 3D view (coronal)
of the segmented liver with the tumor.
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Fig. 7 (a)-(g) Slices from another segmented liver volume (red contours), with outlines of
the segmented liver tumor (green) in the right lobe and the tumor RS (blue); (h) 3D view
(coronal) of the segmented liver with the tumor.
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Table 1 Quantitative evaluation of liver segmentation results.

Min. Max. Mean STD. Median

RAV D (%) 0.0 30.8 7.1 8.7 3.5
VOE (%) 6.6 36.3 12.3 7.1 9.9

ASSD (mm) 1.1 10.5 2.5 2.1 1.8

Table 2 Quantitative evaluation of liver tumor segmentation results.

Tumor Subject 1 2 3 4 5 6 7 8 9 10 11 Median
RAV D (%) 2.8 19.6 8.4 6.7 14.2 8.9 6.5 5.9 7.3 5.8 16.1 7.3
VOE (%) 12.8 30.4 20.0 16.3 20.5 24.7 16.7 17.5 11.1 18.4 24.2 18.4

ASSD (mm) 1.0 2.5 1.7 1.3 2.1 2.2 0.8 1.2 0.7 1.1 2.1 1.7

contour to the abdominal wall and other neighboring organ does not cause a signif-
icant change of the property of the GMM which was previously learned. Hence it
will be very interesting to study the combination of this method with a probabilistic
liver atlas, which is able to give a strong shape prior to guide the mesh deformation.

5.2 Probabilistic Liver Atlas Modeling Results

We use N = 25 CT liver datasets of varying spacings and sizes. They are first nor-
malized to give a common size of 441× 441× 48 voxels with voxel size 1× 1× 5
mm3. Registration performance is measured by using the mean square metric and
the mutual information between the registered image and the fixed image. The mean
square metric between the intensity difference of two images A and B is given by
MSE(A,B) = 1

q ∑q
i=1(ai − bi)

2, where ai, bi is the intensity of the ith pixel of A
and B, respectively, and q is the total number of pixels considered. We denote the
marginal probability density functions of the intensities of A and B by p1 and p2,
respectively, and their joint probability density function by pAB. The entropy of an
image is defined by Hi = −∑k pi(k) log2(pi(k)), i = 1,2. Similarly, we can define
the joint entropy H1,2 by using pAB. Now the mutual information MI can be defined
by MI = H1 +H2 −H1,2.

We have implemented our method using liver expert-labeled CT image datasets in
10 iterations. For each cycle of iterations j, j = 1, ..,10, we record the performance

indexes (MSE and MI) between each registered image h̃( j)
i (x) and the mean μ ( j).

The respective averages of the MSE and MI measures of all datasets for this itera-
tion are also computed as performance indexes. We have used N = 5,10,15,20,25
datasets to construct 5 respective probabilistic atlases. Of all the datasets involved,
their average of MSEs and that of MIs for N = 10 are denoted by MSE10 and MI10,
respectively. Similarly, we can define the measures for other cases, say, MSE25 and
MI25 are for N = 25.
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Fig. 8 Performance index curves against the number of iterations: When iterating more times
MSEs decrease while MIs increase.

Fig. 8 presents these performance indexes against the number of iterations. As we
iterate more times for the optimization, the MSEs decrease monotonically while MIs
increase monotonically. Hence, given enough cycles, the iterations will converge. In
particular, for MSE5, MSE10 and MSE15, their curves tend to be horizontal for
cycles 7 to 10, i.e., already converged. Furthermore, the more datasets we use, the
higher their MIs are. Hence with more and more datasets for training, we can obtain
more information and more representative liver atlases.

Fig. 9 illustrates the mean images μ ( j), j = 1,5,10, for N = 25, and the cor-
responding probabilistic atlases in upper, middle and lower rows, respectively. In
each of the figures, the left three columns are the mean images and the right three
columns are their respective probabilistic atlases in order. Each column is for a

Fig. 9 The mean images (left three columns) and respective probabilistic atlases (right three
columns) of the liver using 25 datasets for iteration 1 (upper row), 5 (middle row) and 10
(lower row) iterations. Three views are shown in different columns.
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particular view of observations. When visualizing the atlases, we render the im-
age with brightness proportional to the probability of each voxel at which it might
be a liver point so that the higher the probability the brighter it appears. We notice
that, with more iterations, the fine parts of the liver become more apparent.

6 Conclusions

We have described methods in an ongoing project Liver Workbench which aims
at providing tools for segmentation and measuring the liver, its tumor and vessels
from CT images. They are liver and liver tumor segmentation and unbiased prob-
abilistic liver modeling. Liver segmentation is based on the iterative flipping-free
mesh deformations to register the mesh model to image features in 3D volumes. In
most situations, it works well, though there are errors in handling liver boundaries
with high curvatures. Based on liver ROI obtained, a semi-automatic SVMs-based
classification method is introduced to delineate liver tumor contours with an accept-
able accuracy. A probabilistic liver atlas is built to confine the shape and intensity
variation. The integrations of the techniques are still being investigated.
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A Bag-of-Words Model for Cellular Image
Segmentation

Li Cheng, Ning Ye, Weimiao Yu, and Andre Cheah

Abstract. Cellular segmentation in microscopy images is an important step in mod-
ern biological research. Microscopy image segmentation is known to be a difficult
problem, as illustrated in the paper, in many scenarios the microscopic images be-
come a real challenge for existing methods to accurately segment these cellular
objects of interest. In this paper we propose a learning based approach using a
bag-of-words model and dedicated feature design to deal with this problem. By
introducing the recent machine learning and computer vision techniques including
sparse coding, superpixel representation, our approach is shown to achieve good
performance in practice.

1 Introduction

Cellular segmentation in microscopy images is an indispensable step for modern
biological research, and this is greatly facilitated by the recent development of fluo-
rescence dyes. It is highly desirable to automate this process in order to enable many
follow-up applications such as high-throughput screening in drug discovery [16] and
automated tracking of cell population in time-lapse microscopy [19]. Microscopy
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image segmentation is known to be a difficult problem [27,2], partly due to the vari-
ations of specimen types, staining techniques, and imaging hardware. As examples,
some of the image data used during experiments are displayed in Figure 1.

Fig. 1 Example images of the three datasets. From Left to Right: Hand, Breast cancer, Serous
datasets.

A number of unsupervised segmentation methods, such as thresholding, region
growing, watershed methods, as well as edge-based methods, have been widely
used in microscopic image segmentation where the foreground objects and back-
ground regions have distinct statistical properties. Recently, an increased number of
learning-based algorithms are developed to accommodate more difficult cases, in-
cluding supervised levelset [26], support vector machines (SVMs) [22], as well as
conditional random fields and variants [6,25,39]. However, there are many scenarios
where it remains difficult to segment out cellular objects from the microscopic im-
ages, such as the examples presented in Figure 1. Moreover, it is a challenging task
to devise a general purpose segmentation system that performs well with different
type of cellular images.

In this paper we propose a systematic learning-based approach to examine the
problem of segmenting cellular objects from images. The proposed framework is
able to segment cellular foreground objects by nicely integrating information from
both local and global contexts from pixel as well as superpixel representations along
the process pipeline, as illustrated in e.g. Figure 2, where a novel superpixel-based
coding scheme is presented to incorporate higher-order scene context. In addition,
we analyze the effect of sparse coding schemes of [21, 43]. Concerning feature de-
sign, Beside color feature, a new detection score feature is devised to exploit the
strength of object detection developed over the years in computer vision and ma-
chine learning communities to deal with the cellular image segmentation problems.

Finally, two evaluation criteria are proposed, one is for measuring the pixel-level
performance, and the other is for the object-level performance.
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2 Our Approach

The flowchart of our approach is visually depicted in Figure 2, as well as sum-
marized below. We follow an often used assumption that an image object can be
sufficiently characterized by features describing its complementary aspects, includ-
ing e.g. its shape and appearance. As a result, each pixel of an object is represented
by a set of such features. Previous research work such as [18, 26] directly supply
these features to classifiers. Inspired by the work of [31], we advocate in this pa-
per the usage of coding or vector quantization scheme, where a codebook with a
number of codewords is applied to turn a feature into a code representation. This
procedure is further extended by pooling the set of codes from local pixels inside
one superpixel [28] together to form a superpixel code. By passing through a learned
classifier, a prediction of image segmentation is then delivered providing a combina-
tion of the features. In addition, an object-level segmentation can also be produced
via a dedicated postprocessing procedure.

visual codewords

clustering codefeature supxl-based code

max-pooling

Fig. 2 Flowchart of the proposed approach. From an input image, a set of features is ex-
tracted to characterize its various aspects at pixel level: e.g. appearance, shape, contexture
information. This is followed by a coding or vector quantization process using e.g. k-means
clustering method, then each feature is mapped to a code representation. A superpixel (or
over-segmentation) coding scheme is devised here to provide a more compact signature of
local visual information, as well as to incorporate higher-order scene context. Then they are
passed to a learned predictor to produce labeling prediction.

2.1 Features

In general, the features in our framework can be any set of domain-specific features
that capture complementary aspects of the observed image. In this paper, we choose
to utilize the color feature to capture the appearance aspect and a newly devised
detection score feature to capture the context of the pixel of interest.

Color Feature

For a pixel in color images, its RGB color values is used together with its YUV color
space values, which give a 6 dimensional feature. For grayscale images, 1D intensity
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feature is used directly. Meanwhile the detection score feature, as described below,
aims to capture local shape and context information.

Detection Score Feature

Object detection [10] is usually regarded as a separate problem from image seg-
mentation, and is thus dealt with by substantially different techniques. Nevertheless,
detection outputs possess important information about the location and size of the
foreground objects that can be utilized to help segmentation. In addition, as gener-
ated through top-down scheme the detection scores carry context information over
to pixel level. We construct a novel detection score feature that takes as input the
detection location, bounding box size, and score – the commonly used triplet output
of many object detectors. As shown in Figure 3(b), these bounding box detections
are overlaid onto a two dimensional space with each assigning its score. This gives
our context feature. By feeding through our multiple superpixel-based quantization
pipeline with local models, the corresponding pixel probability maps are obtained
as e.g. displayed in Figure 3(c).

(a) (b) (c) (d) (e)

Fig. 3 (a) The input image of Figure 2. (b) Its detection score feature. (c) The resulting
prediction map of this feature. Similar, the prediction map of the color features (d) is also
displayed. (e) Final segmentation result.

2.2 A Bag-of-Words Model: Code, Superpixel-Based Code

Vector Quantization and Sparse Coding

Vector quantization (i.e., Bag-of-words) has been a popular method to obtain a
succinct representation of local information for object recognition problems [33].
Moreover, sparse coding is recently proposed in e.g. [21, 12] to obtain an over-
complete basis set for image classification, which resembles the receptive fields of
neurons in the visual cortex [24]. In this paper, we adopt a variant [43, 12] that pre-
serves the locality property and the induced optimization problem can be solved
analytically.
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From this coding process, a pixel feature is mapped to a code describing its pro-
jection onto the bases. In what follows, we propose an extension of this process
using superpixels.

Superpixel-Based Coding Scheme: Incorporating Higher-Order Scene
Context

An image is usually represented as a two-dimensional lattice graph where each node
corresponds to a pixel. However a pixel by itself contains very limited amount of
information. Alternatively, an image can be expressed as a general planar graph, and
each node is now a superpixel or oversegmentation [28] containing a set of nearby
pixels, usually obtained using an unsupervised segmentation. In particular, the un-
supervised method of [17] is adopted in this paper to partition an image into super-
pixels. Although the superpixel representation naturally incorporates higher-order
scene context (e.g. [1]), it heavily relies on the quality of the initial unsupervised
segmentation, which may result in dramatic labeling errors.

In our approach, after sparse coding, the codes in a superpixel that each represents
a pixel are pooled spatially to form a higher-level code that describes the superpixel.
Specifically we adopt the max-pooling strategy as it has been shown as being more
robust and biologically plausible [29, 41].

The Classifier

In fact, the learning model can be any existing classifiers. In this paper we use the
LIBSVM library [5] with RBF kernels. As individual feature can be turned into a
prediction map by means of learned classifier, as illustrated in Figure 3(c) and (d),
we use a combination of color and detection score features, which is able to produce
a visually appealing final prediction result in Figure 3(e).

Postprocessing

Our postprocessing step involves separating touching objects and forming object-
level segments from pixel-level segmentation. The process starts with seed find-
ing [45,46,44] to obtain the object centers. This is obtained by a distance transform
based on the pixel segmentation result. Then object centers are detected as the lo-
cal maximum locations in both spatial and scale domains. Two loops of iteration
are therefore applied: The outer loop is to gradually reduce the thresholding on the
distance function and to encourage the segments growing. The inner loop is the
Evolving Generalized Voronoi Diagrams algorithm [44] to preserve topological de-
pendence and to avoid unnecessary under/over segmentations.
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3 Datasets and Performance Evaluation

3.1 The Datasets

The proposed framework is evaluated on three microscopic datasets with some
example images presented in Figure 1. Below we examine in more detail these
datasets.

Hand Dataset

This is a dataset of nerve ending specimen images harvested from fresh frozen adult
human cadavers, which are preserved in gluteradehyde and refrigerated. The spec-
imen are processed the next day starting with dehydration of the specimen with
increasing concentrations of alcohol and finally infusion with xylene. They then are
stained with methylene blue and photographed using a light microscope to facilitate
the process of histomorphometry, and are further partitioned into 24 smaller images
of similar size.

Breast Cancer Dataset

This breast cancer dataset is prepared by [11]. There are 58 stained histopathol-
ogy images (with binary ground truth masks) containing breast cancer cells, where
routine histology uses the stain combination of hematoxylin and eosin, commonly
referred to as H&E. These images are stained since most cells are essentially trans-
parent, with little or no intrinsic pigment. Certain special stains, which bind selec-
tively to particular components, are used to identify biological structures such as
cells.

Serous Dataset

This database [18] contains 10 color microscopic images from serous cytology. The
ground truth is prepared by [18] that contains two classes of pixels: nucleus pixels
and others. The overall class distributions are 7% for the nuclei pixels and 93% for
the other pixels. As emphasized in [18], the spatial configuration varies significantly,
and similarly for the color of cells, which ranges from very dark to very pale blue.
This observation suggests the need of a robust supervised segmentation system.
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3.2 Performance Evaluation

The performance of a cellular segmentation method are usually quantitatively as-
sessed by two types of metrics: those of pixel based and those of object-level based.
We follow the PASCAL VOC evaluation criteria of image segmentation task [9] for
pixel-based evaluation. The metric for object-level evaluation is an adaptation of the
criteria used in the object segmentation task [9] of PASCAL VOC challenges.

Pixel-Based Evaluation

A common pixel-based evaluation scheme is the percentage of pixels being correctly
classified. This metric however can be misleading when class distribution is unbal-
anced, e.g. when the dataset contains fewer foreground object pixels and a larger
percentage of background pixels. To rectify this issue, in PASCAL VOC image seg-
mentation challenge the results of competing methods are instead compared by the
following criteria (Eq.(4) of [9]):

pxl. score =
true pos.

true pos.+ false neg.+ false pos.
. (1)

Object-Level Evaluation

In object detection, a bounding box is utilized to delineate the location and scale of a
foreground object. Object-based image segmentation can be considered as a closely
related task, where in addition to location and scale, it also demands the detailed
shape of a foreground object.

Following the scheme adopted by the object detection challenge of PASCAL [9],
we also use an intersection/union ratio to determine a true correct object level match.
Given a pair of objects consisting of a prediction Op and a ground-truth Ogt, there
exists a match if the overlap ratio,

ro =
area(Op ∩Ogt)

area(Op ∪Ogt)
, (2)

exceeds a threshold t. In the equation above, ∩ denotes the intersection, and ∪ the
union. t is also set to 0.5 as in [9]. Similar to Eq.(1), we can also define object-level
accuracy as

obj. score =
true pos.

true pos.+ false neg.+ false pos.
. (3)
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4 Experiments

For all datasets, half are retained for training the model, and the rest are used for
testing and final evaluation. Besides, the unsupervised method of [17] is used to
partition an image into superpixels.

A series of experiments are conducted on each of the datasets, where different
components are intentionally turning on or off to examine their importance. One
observation is that at different scenarios, color features turns to be more salient
than detection features. As they are very complementary features, the combination
of both appears to give better performance. Meanwhile the design of superpixel-
based code improves the performance. Throughout all datasets, we observe that the
proposed method, denoted as M6, have demonstrated to perform the best, as hight-
lighted in the last row of Tables 1,2, and 3. Some of the results of the hand, serous,
and breast cancer datasets are displayed in Figures 4, 5, and 6, respectively.

Table 1 Comparisons of pixel classification rate on hand dataset.

Method Brief Description Pixel Score Obj. Score

M1 color feature, pixel-based 74.33% 71.10%
M2 color feature, superpixel-based 77.08% 80.93%
M3 detection score feature, pixel-based 70.88% 81.06%
M4 detection score feature, superpixel-based 71.89% 82.49%
M5 color & det. score features, pixel-based 76.23% 81.82%
M6 color & det. score features, superpixel-based 81.82% 86.68%

Table 2 Comparisons using pixel classification rate on Breast Cancer dataset.

Method Brief Description Pixel Score Obj. Score

M1 color feature, pixel-based 65.17% 39.15%
M2 color feature, superpixel-based 68.01% 40.31%
M3 detection score feature, pixel-based 53.79% 37.22%
M4 detection score feature, superpixel-based 55.42% 39.83%
M5 color & det. score features, pixel-based 66.46% 40.59%
M6 color & det. score features, superpixel-based 69.64% 42.23%

5 Outlook and Discussion

In this paper, we propose to study cellular image segmentation problem from a su-
pervised learning viewpoint. In particular, a novel segmentation framework is de-
vised that utilizes a bag-of-words model, and incorporates complementary feature
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Image Ground truth Result

Fig. 4 Exemplar results for the hand dataset. First column: inputs. Second column: ground
truths. Third column: object-level segmentation results using color & det. score features, and
superpixel-based code.
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Image Ground truth Result

Fig. 5 Exemplar results for the Serous dataset. First column: inputs. Second column: ground
truths. Third column: object-level segmentation results using color & det. score features, and
superpixel-based code.

Table 3 Comparisons of pixel classification rate on Serous dataset.

Method Brief Description Pixel Score Obj. Score

M1 color feature, pixel-based 80.79% 74.29%
M2 color feature, superpixel-based 81.14% 75.47%
M3 detection score feature, pixel-based 59.37% 48.32%
M4 detection score feature, superpixel-based 62.42% 48.95%
M5 color & det. score features, pixel-based 81.49% 77.10%
M6 color & det. score features, superpixel-based 82.71% 78.99%

patterns, as well as considers a superpixel representation with sparse coding. Exten-
sive experiments are conducted on three difficult microscopic image datasets, where
our approach is shown to achieve good performance.
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Image Ground truth Result

Fig. 6 Exemplar results for the Breast cancer dataset. First column: inputs. Second column:
ground truths. Third column: object-level segmentation results using color & det. score fea-
tures, and superpixel-based code.
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Knowledge Based and Statistical Based
Approaches in Biomedical Image Analysis

Florence Cloppet and Thomas Hurtut

Abstract. Biomedical Imaging has grown significantly for the past twenty years,
as it is considered as a unique method for visualizing biological processes within
living organisms in a non-invasive manner. Although works in biomedical image
analysis rely on underlying biological problems, scientists are just beginning to
embrace the idea that these works will benefit from multidisciplinary interactions.
Moreover, within the computer vision community, time has come for a more holis-
tic and integrated approach in order to articulate statistical/machine learning and
knowledge-based approaches. In this paper we present studies based on these two
classic approaches and show how their complementarity may benefit biomedical
imaging.

1 Introduction

Over the past twenty years, the field of biomedical imaging has been developing
rapidly with the advent of new physical imaging systems, a wide range of new
probes or contrast agents , and image analysis. The challenge of this field cannot boil
down to taking pretty images, but lie in extracting information from them, in order to
understand the complex relationships between genes, proteins, cellular components,
organs and physiological systems, and finally whole organisms.

As biomedical imaging methods develop, their effectiveness and impact rely
more and more on scientists who have specific skills in physics, biochemistry,
biology-medicine and mathematics-computer sciences. Therefore there is a grow-
ing interest for interdisciplinary curricula1 that will help scientists to effectively
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collaborate with experts of these different domains, and the quality of this relation-
ship will undoubtedly accelerate and benefit biomedical research and development.

Biomedical image analysis has to address many difficult challenges, both in terms
of developing image analysis software dedicated to biomedical scientists, and of de-
veloping theoretical advances in computer vision. Although works in biomedical
image analysis rely on underlying biological problems (analysis of normal structure
or function, abnormal/pathological states), scientists are just beginning to embrace
the idea that these works will benefit from multidisciplinary interactions. What has
been observed for the last two decades is that bio-imaging software are more and
more powerful, but are not plug and play. Often, they must be adapted for specific
experimental conditions and that is why it is so important to have an effective col-
laboration between computer scientists and biomedical scientists.

However, the role of the computer scientist is not only to tune or adapt existing
programs for the biomedical community, but also to find new methods to solve prob-
lems that are particularly difficult to address. Within the computer scientist commu-
nity, works using biomedical images used to be considered as works of applications,
which was somewhat derogatory. Times are changing and the community is begin-
ning to embrace the idea that interesting and fundamental algorithmic strategies,
proved useful to tackle more general computer vision problems, have come out of
the biomedical image analysis field.

From the biomedical point of view, computer-based image analysis provides
methods of scoring visual content in a way that yields both quantitative and ob-
jective data, while being potentially more sensitive, more consistent, and more ac-
curate. These automatic techniques are of considerable interest to help biomedical
scientists understanding and quantifying the phenomena they observe, as the in-
creasing quantity and complexity of images render manual analysis unreasonably
time consuming.

From the computer vision point of view, biomedical images involve problems that
are quite difficult to address due to the complexity and variability of the observed
objects. We have chosen to work on three kinds of problems:

• Segmentation, which refers to the task of detecting boundary objects;
• Characterization of morphometric changes;
• Search of patterns or interactions between elements.
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In computer vision the developed methodologies to tackle these problems are based
on two classic approaches: the statistical/learning machine-based approach, and the
knowledge-based approach. Our works have been mostly oriented towards object
detection/segmentation, and to higher-level processing that can deal with the esti-
mation of specific parameters about the extracted objects (shape parameters, rela-
tionships between objects), pattern recognition (classification of a detected object or
pattern into different categories), image registration (comparing and/or combining
different views of the same object/pattern). The latter topic involves studies about
integrating different forms of image-derived information. Images can be acquired
from the same imaging modality but at two different points in time, which is the
case for the developed methodology [2] to register soft tissues, or from disparate
imaging modalities (functional/anatomical) (see p. 67, infra [7]). These studies
about registration will not be discussed in this paper, as we decided to focus on bio-
logical images where both knowledge-based and statistical-based approaches were
developed. The paper is organized as follows: Section 2 highlights the challenges of
the BioImaging field. Section 3 will show the interest of introducing experts’ knowl-
edge, while Section 4 will describe studies that explore the power of statistical-based
or learning machine methods. In the last section, we will discuss how making these
two approaches interact may be even more effective.

2 Challenges

The major challenges that we have to face are related to the variability of observed
biological structures. They can be stained (see Figure 1) or not (see Figure2). If they
are unstained, the separation between background and biological structures is quite
difficult. Furthermore, the separation of the biological structures may be hampered
by the fuzziness of their contours due to

• the similarity of the observed tissue radiometry,
• a low signal-to-noise ratio due to the dynamic of the observation.

These problems can be encountered even if the biological structure are stained, as
the staining may be non-uniform throughout the image. The density of the observed
structures can also be very high, so they may be involved in complex configurations
such as networks, aggregating or overlapping structures.

There is no universal methodology to deal with biological images. The methodol-
ogy depends on the type of images (2D, 2D+Time, 3D, 3D+Time, stained/unstained
cells or biological structures), and on the type of structures that need to be extracted
and measured. In BioImaging, one way of taking such variability into account
would be to rely on statistics or on expert knowledge . Thus redundancies could
be used, models could be learned in order to help the system dealing with complex
configurations.
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Fig. 1 Stained biological structures

Fig. 2 Unstained biological structures

3 Knowledge-Based Approaches for Cell Extraction

Cell morphology is a pressing research issue in biology. The development of large
scale quantitative biological research or high throughput drug screens can lead to
greater understanding of the mechanisms that underlie cell or nuclear morphomet-
ric changes and thus might help to find a treatment. To deal with such large screening
tests, it is important to develop methods of segmentation that allow highly reliable
shape description and characterization [5, 4]. To do so, efficient solutions in com-
puter vision have to be found especially for extracting the contour of each cell or
nucleus in a highly precise way, even if the nuclei are aggregated or overlapping, or
if the cells involved in a cell network. The two following sub-sections are dedicated
to segmentation methods, using prior information or expert knowledge at different
levels. The first segmentation method is developed for nucleus segmentation, where
prior information based on nucleus shape is used at the lower level of the method,
in order to begin the segmentation process with the right information. In the sec-
ond segmentation method, the objects to be extracted are much more complicated,
as they are cells with neurites embedded in a network. In that case, the developed
method is a two-step segmentation method. The first one deals with the extraction
of cells from the background. In the second one, information from extracted shapes
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at the previous level and rules modeled from expert knowledge help to separate each
neural cell of the network.

3.1 Segmentation of Complex Nucleus Configurations

Biological object segmenting methods are mainly divided into two categories:
energy-driven segmentation [12,21,3,15] and watershed-based segmentation [18,1].
In the first category, the segmentation is obtained as a result of the minimization of
an energy function, composed of a data driven term and a regularization term. They
have proved efficient to segment objects, especially when the boundaries are weak.
Some recent advances were proposed to deal with object of complex topologies
[15], or to prevent the contours that are in contact from merging [22, 20]. These
methods are very useful in applications related to isolated cells tracking. The major
drawbacks of these methods are the parameter value evaluation, and the computa-
tion time that is quite high. These drawbacks are a handicap for high throughput
drug screens.

In the second category, the image is processed as a height function that describes
a landscape. The watersheds are the lines that separate the catchment basins when
rain is falling on the relief represented by the height function. It has shown many
interesting properties among which simplicity, speed and complete partition of the
image, and has proven useful especially on blurred gray level images with low con-
trast and weak boundaries. However there are some drawbacks too, such as over-
segmentation or great sensitivity to noise. Some recent works [8, 14] have shown
that the segmentation result can be highly improved by selecting good region mark-
ers from which the flooding will be done. The former one uses a statistical anatom-
ical atlas, the latter one needs a rough manual initialisation and a supervised pixel
classification from which the knowledge used to select the best markers is built.

The method developed in [4] to segment overlapping or aggregated nuclei2 is
a watershed- based method where prior information based on geometrical proper-
ties via configuration nucleus templates and gray level criterion yields a semantic
understanding of these configurations. (see Figure 3 ).

Once these different nuclei configurations are identified, marker regions, from
which the flooding will be done, are selected and positioned approximately at the
middle of each region located on both sides of the validated segment of separa-
tion in case of aggregating nuclei. In case of overlapping nuclei, one more marker
is positioned in the overlapping area along the validated separating segment(see
Figure 4).

The results show that 88.76% of the aggregated nuclei and 77.14% of the overlap-
ping nuclei are well segmented with this method. The global rate of well-segmented
nuclei in terms of number of nuclei is 97.47%. The selection of good markers from
which the flooding is done yields a very low rate of over segmentation (0.28%). This

2 This project is developed in collaboration with N. Levy, P. Cau, C. Navarro, S. Perreira of
the Unity Inserm U910 - Génétique Médicale et Développement - Faculté de Médecine de
La Timone - Marseille (France)
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Fig. 3 Use of templates and gray level criterion along the potential separating segment, to
give a semantic understanding of nucleus configuration with high concavity points

Fig. 4 Selection of good markers from which the flooding is done during the watershed
process in case of overlapping or aggregated nucleus configurations

shows that it is pertinent to introduce prior information in watershed-based segmen-
tation, a powerful and fast technique for contour extraction. To improve these results
we think that it would be interesting to introduce a learning step in order to extract
information useful to build the templates in a less empirical way (even if this step is
based on expert knowledge).
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3.2 Extraction of Neurons Embedded in a Network

Unstained neuronal cells are very difficult to segment because of their intersecting
neurites3. The cells cannot be individualized using only gray level intensity as they
have approximately the same mean gray level. Even if edge information is combined
with gray level intensity, the obtained results are shapes that contain several cells
(see Figure 5A). Therefore, this first step of segmentation has to be completed in
order to extract each cell (see Figure 5B ). At this step, using information based on a
shape descriptor has proved to be efficient. The designed shape descriptor [5] shares
some properties with the Generalized Voronoi Diagram (GVD). It is a partition of
a polygonal space, which reflects the topology and the general morphology of the
shape (skeleton features), and it is a planar graph with linear algebraic complexity.
From this shape descriptor called the angular bisector network, some typical points
can be extracted, namely

• extremal points, which reflect end points of a shape;
• branching points, which reflect bifurcations (fork, odd or even branching areas)

in a shape;
• gem points, which represent the center of body cells;

The extraction of these typical points allows shape characterization and, when com-
bined with the use of splitting rules driven by experts’ knowledge, it yields 83.6%
of processed branching areas (100% for synthesized neuron shapes, see Figure 7).
Among them 72.3% are well-processed branching areas. The non-valid connections
and/or the non-processing of some branching areas are due to two major factors:
artefacts of segmentation (consequently the method of splitting is not questioned),
or a lack of non-ambiguous information in the neighborhood of branching areas. De-
veloping more rules and integrating more global information, that is to say informa-
tion that is farther away from the processed branching area, thus appear interesting
to get rid of ambiguous local information.

Fig. 5 Extracting five cellular entities whose neurites cross over from polygonal shape

3 This project was developed in collaboration with biologists of the INSERM-Unit 339,
directed by W. Rostène
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Fig. 6 Typical points of Angular Bisector Network

Fig. 7 Example of results on a synthetised shape

4 Statistical Modeling and Synthesis of Element-Based
Biomedical textures

Expert knowledge or diagnosis habits may sometimes be very challenging. Sets
of rules that may be fuzzy or unformalized and strongly based on both intuition
and a high level of experience and expertise, are often at stake in biomedical is-
sues dealing with diagnosis or complex recognition tasks. In these situations, purely
knowledge-based approaches such as the one presented in the previous section may
be too limited and unable to fully model rules that cannot be made clearly explicit
or disambiguated. This is why, such research topics in biomedical images should
be studied from a purely mathematical point of view. In fact, several methods are
based on statistics, optimization or geometry, and aim to model information from
images. This information may be used for medical diagnosis tasks, characterization
or comprehension of biological phenomena. In this section, we focus on the issues
of having to decide whether two patterns are similar or different and to quantify this
difference. The patterns may be a spatial arrangement of medical elements, such as
cells or vascular vessels over a rather homogeneous background. When the observa-
tion window is much larger than the element’s scale, and when these arrangements
are somehow stationary, the images may be considered as textures (see Figure 9c
for instance). This type of texture occurs in various types of images such as flu-
oroscopic, retinal OCT, histological, or hematology images. In these contexts, the
modeling of images strongly overlaps with the texture modeling research area, a
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key fundamental research problem in computer vision and computer graphics. The
goal of this section is to show how some statistical models that we previously stud-
ied in a hand-drawing context [10] are able to capture and synthesize the spatial
arrangement of elements in this type of stationary textures.

Recently, several approaches have investigated the use of stochastic models to
extract elements in element-based images. These approaches are grounded in the
spatial statistics active domain [11] where methods implement spatial relationship
models. Basically, these approaches let a dynamic population of simple geomet-
ric shapes (rectangles, circles, etc.) evolve and converge through a Monte-Carlo
Markov-Chain sampling procedure until the population sticks to the underlying el-
ements, see e.g. [9, 6, 19, 13]. The optimization constraint is based first on a priori
interaction constraints (repulsive, thus forbidding overlaps). Secondly, a data-driven
term forces the geometric elements to converge on the elements in the input image.
Such approaches are quite robust for detection or counting tasks.

Considering the spatial distribution of elements (once they have been detected) as
a sample of some specific statistical model is an alternative solution. For instance,
Strauss hard-core models which are able to represent a population of similar ele-
ments have been studied in the same medical context as the one we target in this
section [16, 17]. We studied in an artistic texture synthesis context a sophisticated
version of this model, called multitype Strauss hard core models [10]. These models
make it possible to describe and sample populations of different kind of elements
that may interact one with the others. We propose to show here how it performs on
biomedical element-based textures.

Strauss Hard-Core Model

We make use of a spatial marked point process relying on a Hard Core Strauss
pairwise interaction model. It models first-order statistics (element appearance like-
lihood) and second-order statistics of the distances between elements. Let ||xi − x j||
be the Euclidean distance between two elements xi and x j. In the Hard Core Strauss
model, the interaction probability of two elements at a relative distance ||xi − x j|| is
given by a three-step piecewise function. A first zero-valued piece indicates an in-
terval [0,h] of relative distances that cannot be observed between elements. In other
words, two elements cannot be closer than h. A second interval [h,r] delimits the
relative distance space where the occurrence probability value is γ . In order to be
mathematically sound, the interaction model ends up almost surely in a third inter-
val [h,+∞[. Two elements can be considered as randomly arranged when distant to
more than r. This simple model enables to synthesize spatial arrangements of ele-
ments that goes from rather regularly spaced to strongly random. This model can
be refined into a multitype Strauss hard-core model, embedding different types of
elements (different categories of cells for instance).

This pairwise interaction distance is combined with a first-order probability den-
sity under a Gibbs probability density function (PDF). Such Gibbs models offer
a big advantage for the texture synthesis context. Indeed, a Monte Carlo Markov
Chain sampling strategy is able to easily and surely resample the model at any
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given scale. It is also able to sample unstationary textures by fixing any first-
order mapping. The third section in [10] gives all the technical details according
to this methodology, the estimation of the model’s parameters and the resampling
procedure.

We focus on the illustration of how such statistical synthesis approach is able
to capture the spatial relationships in element-based textures. For the sake of sim-
plicity, we thus rely here on a manual segmentation and annotation of the elements.
Some automatic methods could be investigated here, for instance based on the tech-
niques presented in Section 3. Figure 8 presents the partial histological section we
used4. On the lower left corner, sane cells (nuclei and cytoplasm) are visible whereas
a tumor region dominates the right half of the image. This tumor region is recog-
nizable because of the dense accumulation of cell nuclei and of some chemically
marked dark cells that are sparsely arranged. We manually annotated these three
types of elements on two windows (Figure 8b).

a) b)

Fig. 8 a) The original plate on which several spatial arrangements of cells are visible. The
lower left corner exhibits some sane cells whereas a partial tumor is visible on the right of
the image. This tumor contains two kind of elements: small dense nuclei, darker and bigger
nuclei. b) On two small observation windows, we manually annotated these three types of
elements. Our model parameters are then learned on these two annotated windows.

Once our model is learned on these annotations, we can resample it at any given
scale and shape. Let us stress that both the learning and sampling of the model
are based on a (xi,yi,ci) triplet population where (xi,yi) is the location of the ith

element and ci indicates its category. On the first observation window (sane cells)
of Figure 8, all elements belong to the same category. Two categories are used on
the second window (small blue nuclei and darker nuclei). During re-synthesis, for
the sake of illustration, we make use of a small dictionary of segmented element
thumbnails. It contains around 10 examples per category. During the synthesis loop,
we simply paste a random ci element of this dictionary on a (xi,yi) position.

4 This project is developed in collaboration with biologists of the INSERM-Unit 1022 di-
rected by Daniel Scherman.
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a) b)

c) d)

Fig. 9 The left column shows two sub-images cropped from Figure 8a. The right column
shows 1:1 scale re-synthesis using the presented method. Our model only produces a list of
(x,y) positions. Therefore, for the sake of illustration, a few segmented elements are pasted
at these locations over a synthetic noisy background. On the top row, a unique category of
elements has been learnt whereas on the bottom row, two categories are used (small blue
nuclei, bigger and darker nuclei).

Figure 9 shows two comparative results. Both these examples illustrate how our
model is able to capture the spatial relationships of the elements at stake. Sane cells
tend to be sparsely and randomly arranged with very few overlaps. Conversely, tu-
moral cells tend to aggregate with strong overlapping. Considering the tumor cells,
the two different types of spatial arrangement are also well captured. Small blue
nuclei are very dense whereas dark marked cells are much more random and sparse.
Figure 10 illustrates how efficient our model is to synthesize larger scales, for in-
stance by simulating larger tumor regions. These synthesis results suggest that such
statistical models are efficient to capture spatial relationships involving several types
of elements.
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Fig. 10 A 1:8 scale synthesis illustrating our model at a larger scale.

5 Conclusion

Interdisciplinary exchanges between the biomedical field and computer vision have
proved fruitful for both fields. Biomedical image analysis plays a major role in
biomedical research as it yields objective and quantitative data useful for computer-
aided diagnosis or biomedical mechanism understanding.

Besides fundamental advances in computer vision are necessary to obtain
efficient solutions in order to process biomedical images. In the past, the clas-
sic approaches were subdivided in two categories: knowledge-based and statisti-
cal/learning machine approaches. We think that time has come for a more holistic
and integrated approach. In fact, what counts is that knowledge is important to build
methods that can deal with such complex images, no matter how this knowledge
is obtained: information extracted by using statistics or thanks to learning machine
methods, or even modeled from the expert knowledge domain. The presented works
show how complementary these approaches are, and how much they would bene-
fit from being articulated in the same methodology. In the next decade, ontology
will probably provide a good methodological framework to develop systems where
knowledge-management is articulated with low-level image analysis methods in or-
der to make systems perform better.
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8. Grau, V., Mewes, A., Alcañiz, M., Kkinis, R., Warfield, S.: Improved watershed trans-
form for medical image segmentation using prior information. IEEE Transactions on
Medical Imaging 23(4), 447–458 (2004)

9. Guo, C.E., Zhu, S.C., Wu, Y.N.: Modeling visual patterns by integrating descriptive and
generative methods. Int. Journal of Computer Vision 53(1), 5–29 (2003)

10. Hurtut, T., Landes, P.-E., Thollot, J., Gousseau, Y., Drouilhet, R., Coeurjolly, J.-F.:
Appearance-guided Synthesis of Element Arrangements by Example. In: NPAR: Proc.
of the 7th International Symposium on Non-photorealistic Animation and Rendering
(2009)

11. Illian, J., Penttinen, A., Stoyan, H.: Statistical analysis and modelling of spatial point
patterns. Wiley Interscience (2008)

12. Kass, M., Witkins, A., Terzopoulos, D.: Snakes: active contours models. International
Journal of Computer Vision 4(1), 321–331 (1997)

13. Lafarge, F., Gimel’farb, G., Descombes, X.: Geometric Feature Extraction by a Multi-
Marked Point Process. IEEE Trans. on Pattern Analysis and Machine Intelligence 32(9),
1597–1609 (2010)
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2-photon microscopy Also known as multiphoton microscopy. A relatively new
imaging technique, whereby fluorescence is emitted after the simultaneous absorp-
tion of two photons (or more) by a fluorophore. This is achieved by using a high-
powered femtosecond pulsed laser that is focused through the objective lens to
concentrate photons temporally and spatially, respectively. The major advantage of
this technique is that excitation is confined to around the focal point, thereby mini-
mizing photobleaching/phototoxicity and enabling a greater depth of penetration.

Acoustic cavitations are small bubbles or voids in a medium, created by the prop-
agation of an acoustic wave through a medium. Often the cavities are formed when
the pressure in the medium drops so low that the elastic limit of the medium is
surpassed and the material pulls apart.

Adrenergic/noradrenergic system Part of the autonomic nervous system that uses
adrenaline (epinephrine) and noradrenaline (norepinephrine) as neurotransmitters.
One of its most well-known effects is the fight-or-flight response.

Amino-PLNP Persistent luminescence nanoparticles displaying amine functions
on their surface.

Biomarker In medicine, a biomarker is a term often used to refer to a protein mea-
sured in blood whose concentration reflects the severity or presence of some disease
state. More generally, a biomarker is anything that can be used as an indicator of a
particular disease state or some other physiological state of an organism.

Brightfield microscopy The simplest microscopy technique, in which a sample is
illuminated using white light from below and then observed from above. Darker
regions are observed where light has been absorbed by structures in the sample.

CD11c-YFP mouse A mouse that has been genetically engineered to express yel-
low fluorescent protein (YFP) in dendritic cells (CD11c+ cells).
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Colloidal stability Physico-chemical state in which nanoparticle are well dispersed
in the solvent, stable in time (ergo without any trend toward aggregation, or sedi-
mentation).

Confocal laser scanning microscopy: An imaging technique that enables the op-
tical sectioning of a sample. This is achieved by using a pinhole to capture fluores-
cence that is emitted only from the focal plane i.e. light is focused onto the sample,
emitted fluorescence is focused back through the objective lens and fluorescence
emitted from the focal plane is allowed to pass through the pinhole for detection.
The pinhole also excludes any light emitted from the focal plane that has scattered
on its way back through the sample.

Contrast agent: Substance used to enhance the contrast of a region of interest in
acquired images. The term is not related to any specific imaging modality, but refers
more generally to a way to improve contrast.

Darkfield imaging: is an early method of observing objects with low contrast by
observing light that is scattered from them whilst carefully blocking out the incident
light that illuminates them.

Dark states: are states of a molecule that do not emit light.

Dendritic epidermal T cells: Specialized immune cells, also known as innate T
cells, located in the outermost layer of the skin (the epidermis), which play an im-
portant role in regulating skin homeostasis.

Distal location: A located further away from the centre of the body.

Electronically excited state/ vibrationally excited state: An electronically ex-
cited state is the state of a molecule in which the electron cloud in its, normally un-
occupied molecular orbitals, are occupied by electrons. In other words it is the state
of a molecule where excess energy has lead to the redistribution of the electrons in
the highest energy (newly) occupied molecular orbital. A vibrationally excited state
is the sate of a molecule which is vibrating at higher energy than the lowest possible
vibrational energy level of that molecule.

Epidermal Langerhans cells: Specialized immune cells found in the outermost
layer of the skin, which defend against pathogens that try to enter the skin

Epidermis: The outermost layer of the skin.

Epifluorescence microscopy: A commonly used imaging technique, whereby a
sample is illuminated using light from above that is focused through an objective
lens. Emitted fluorescence is then focused back through the same objective for de-
tection.

Formation/deactivation pathways: are the chemical and photophysical steps that
result in an excited state of a molecule forming and then decaying back to the ground
state of the molecule.
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fMRI (functional MRI): MRI methods used to detect neural activity. These meth-
ods are based on the hemodynamic changes, including cerebral blood flow, cerebral
blood volume, blood oxygenation, etc, induced by neural activation. The most com-
mon technique is based on the BOLD.

fcMRI (functional connectivity MRI): An MRI technique that detects the syn-
chrony in fMRI signals across the brain when the subject does not perform a specific
task, i.e., during the resting state. It has been suggested it reflects the intrinsic brain
network or functional connectivity in the brain.

Heterodyne detection: is a method of detecting radiation by non-linear mixing
with radiation of a reference frequency.

Homeostasis: Balanced resting conditions.

Immune cells: Specialized cells that defend the body against invading pathogens.
These cells are located within tissues of the body and also circulate in the blood.

Internal conversion: is the iso-energetic conversion of the excitation energy of a
higher electronic state in its lower vibrational state into vibrational energy in the
next lowest electronic state.

Keratinocyte: The predominant cell type that is present in the outermost layer of
the skin.

Laser coupling: is the absorption of laser light into a material.

Laser fluence: The energy of a laser, in J/cm2 or Joules per unit area. In the case
of a pulsed laser this is often stated per pulse. I the case of a CW laser it may be
expressed per second or as Watts per unit area.

Laser plasma interactions: The way in which the electromagnetic field of incident
light affects, or is absorbed by a plasma or expanding cloud of electrons and/or ions.

Laser T-jump: is an increase in the temperature of a medium upon the absorption
of laser light.

Light scattering: is a general physical process where some forms of radiation,
such as light, sound, or moving particles, are forced to deviate from a straight tra-
jectory by one or more localized non-uniformities in the medium through which
they pass.

Luminescent nanocrystal: could be used to describe any crystalline material with
luminescence properties and distribution in the nanometer range.

Luminescent silicate Near-synonym of the luminescent nanocrystal.

Model system: An animal model of human disease. (e.g. With reference to the
’intravital skin imaging model’; a set-up that allows the real-time visualization of
cells within the skin of a living animal).
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Morris water maze: A kind of maze invented by an UK scientist, Richard Morris,
to study the place learning and memory in animals.

Neutrophil: One of the first immune cells recruited to an injured or infected tissue.
Once recruited, neutrophils help defend against pathogens and amplify the immune
response.

Optical sectioning: The aim of the microscopic approaches that allow to visualize
a tissue at a well defined depth is to be able to provide the doctor with an image (a
virtual slice) that mimics the real histopathologic slice.

PEG chain; PEG chain length: PEG refers to polyethylene glycol, a hydrophilic
polymer usually grafted on nanoparticles to ensure colloidal stability and mask
residual charges on their surface. Depending on the number of oxyethylene motifs,
the PEG chain length is longer or shorter.

Perception gap: The degree of difference between the image-focused researcher
and other conventional researchers in the acceptance of the biological relevance of
image-based data.

Phosphorescence: is the emission of light from a state of a molecule of one mul-
tiplicity accompanied by its conversion to the at ground state with a different multi-
plicity.

Phase contrast microscopy: is a microscopy illumination technique in which the
phase shifts in the light passing through a transparent medium are converted into
amplitude or contrast changes in the image.

Photoacoustics: is the generation of a sound wave in a medium caused by the rapid
thermal expansion of that medium.

Photochemistry: Any chemistry which is initiated or influenced by the absorption
of light.

Photochemically excited state: is any state of a molecule that is electronically
excited due to the absorption of a photon.

Photostability: refers to the ability of an optical signal to go on, without significant
fainting, for several hours.

Photomechanical effect: Any effects of light that lead to morphological change in
a medium or movement of the medium.

Photothermal microscopy: is microscopy where the observation of transmitted or
scattered light is attenuated by the presence of a refractive index gradient that results
from absorption of light leading to localized heating.

Plasmon resonance: is the resonant interaction of light of a certain frequency with
the electron cloud surrounding a metal particle or surface.
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Polydisperse sample: Sample that comprises several size distributions, in opposi-
tion to monodisperse sample characterized by a size almost narrowed to one unique
diameter value.

Pulsed-x-ray laser: A laser which produces pulses of light in the x-ray region of
the spectrum.

Pump-probe spectroscopy: is a laser based spectroscopy technique in which one
laser generates a change in a sample and a second time synchronized laser probes
that change optically or spectroscopically.

Pump-probe Raman spectroscopy: Raman spectroscopy based on the pump-
probe spectroscopy technique in which one laser generates a change in a sample
and a second time synchronized laser probes that change optically, in this case us-
ing Raman spectra.

Quantum yield: Defined as the ratio of the emitted energy on the absorbed energy.

Second harmonic generation (SHG) / third harmonic generation THG: A non-
linear optical process whereby two photons (or three, in the case of THG) combine
together to produce a photon with double the energy i.e. the emitted light has double
the frequency and therefore half the wavelength of the incoming light. SHG occurs
during multiphoton imaging of biological tissues when the femtosecond pulsed laser
hits repetitive symmetrical biological structures such collagen fibres. THG is much
weaker than SHG, but can be used to detect lipid bodies. SHG and THG imaging can
be used at the same time as multiphoton imaging of fluorescence, thereby enabling
the co-visualization of native, unstained structures within tissues.

Segmentation: With reference to imaging, the process of identifying and separat-
ing structures within an image.

Silicate phosphor Material from silicate host displaying persistent luminescence
properties.

Singlet state/triplet state These describe the multiplicity of a molecule - M =
2|S|+ 1 where S is the sum of the spins of the electrons in the molecular orbitals
of a molecule which can have values of +1/2 or -1/2 depending on whether the
electrons spin is up or down. Singlets have one electron up and one down so |S|= 0
and M = 1, whereas triplets have two electrons up or two electrons down, so for
triplets |S|= 1 and M = 3.

Sparse coding Sparse coding refers to these coding schemes that favors sparse
code representations from a given codeword basis.

Stoichiometrically functionalized is the functionalization of a particle or molecule
with an exact and controlled ratio of function number / particle.

Stratum lucidum A layer of hippocampus area CA3 lying superficial to the pyra-
midal cell layer that contains mossy fiber axons projecting from the dentate gyrus.

Stratum oriens A region in CA3 deep to the CA3 pyramidal cell layer.
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Superpixel code A code provides a compact representation of an object, based on
a finite set of codewords. A superpixel refers to a segment after oversegmentating
an image. A superpixel code is an representation of an entire superpixel from the
given codeword basis.

Surface functionalization Chemical modification of the surface of the particle.

Thermal lens is a lensing effect caused by gradients of refractive index due to local
thermal expansion of a medium.

Thiolated ligand is a molecule with an S-H group on it. The S-H group assists the
bonding or liganding to a surface.

Time-lapse imaging Imaging that is performed with a predefined time delay be-
tween each acquisition.

Transient grating Is a grating generated in a material caused by refractive index
changes that result from transient states of a molecule or from transient events.

Vibrational cascade Is the loss of vibrational energy of a molecule through se-
quentially lower energy excited vibrational levels within an electronic state of the
molecule

Vibrational level A molecule can vibrate at various discrete quantized frequencies,
with the atoms acting as small masses and the bonds vibrating like springs. Each
level is quantized the energy of each successive level is higher than the last.

Zeta potential Potential value, calculated from the electrophoretic mobility of the
particle, representative of the global surface charge of the probe.
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