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Abstract. The paper presents analysis of the possibilities to use voice 
technologies for the partial integration of people with disabilities. The particular 
interest has been expressed to the motor-handicapped people. The special 
wheelchair with the voice command recognition capabilities has been designed. 
Evaluation of command‘s recognition accuracy shows high dependency on the 
proper detection of the utterance boundaries. The acoustic boundaries detection 
algorithm has been proposed. This algorithm allowed achieve high accuracy of 
the detection of acoustic events boundaries such as words or phrases even in the 
presense of high noise. The proper detection leads to the increased accuracy of 
voice commands recognition and the overall satisfaction of users. 
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1   Introduction 

People with disabilities meet barriers of all types. However, technology can help to 
lower many of them. Using computing technology tasks such as reading and writing 
documents, communicating with others, searching information on the internet, and 
controlling or even adapting the surrounding environment people with disabilities are 
capable of handling a wider range of activities independently. However typical input 
modes used in modern control and communication devices – keyboard input and 
visual output – are often not well suited for the disabled people. Voice technology is 
often the most preferable way for such people – to use speech recognition for 
recognizing commands as a substitute for keyboard or mouse based control and to use 
speech synthesis to read the content of computer screen as a substitute of typical 
screen reading by eyes. The ability to control the home is an essential aspect of 
independence and e-inclusion. 

The implicit richness of human speech communication gives the user many 
degrees of freedom for control and input of various devices [1]. The speed of speech 
recognition also gives it a potential advantage over other input or control methods. 
Applications of speech technology can be grouped in the areas of access, control, 
communication and rehabilitation\therapy. For people with different impairments 
different types of speech technologies are more important: for people with visual 
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impairments speech synthesis is essential as a way to access information, for people 
with hearing impairments perceptual speech processing and amplification are crucial, 
for other disabilities other areas of speech technology can be more important. But it is 
really difficult to find people with some sort of impairment that can not benefit from 
one or another aspect of voice technology.  

The barriers arising for the people with disabilities may be well shown on the 
example of the GUI development. One of the major advances of the human-machine 
interfaces in the recent decades was the advent of the graphical-user interfaces (GUI). 
It is hard to predict how much GUI was the reason of the massive computerization of 
the society but it is undoubtedly that GUI had significant impact. GUI popularized 
icons and the use of mouse for computer navigation which is generally extremely 
comfortable way to communicate with the computer for the majority of people. GUI 
is wonderful for the WYSIWIG (what you see is what you get) world, but is 
inconvenient for the people with various impairments such as visual, hearing loss or 
motor-handicapped persons. It is noted that prior to the GUI era [2] it was easier for 
impaired people to work with the computer using a Braille reader to assist them. In 
those days mainframes with character-based user interfaces were mainly used. System 
navigation was done using menus, tabbing, and function keys – all of which could be 
learned on a keyboard by the blind people. If the situation for the hearing impaired or 
the motor-handicapped people might look different in fact it is not a far better. And 
everyone can see the obvious reason for that: impaired or disabled people can’t use 
one or more modalities that conforms the foundation of modern human-machine 
interfaces – monitor, keyboard or mouse. Other modalities are necessary in such 
situations. Well known fact is that speech is the preferable modality for the majority 
of the disabled people. If the person is mobility impaired, and cannot use their hands 
to move a mouse or type, issuing a voice commands is the natural solution. If people 
can’t see, then applying text-to-speech technique to read the content is the most 
convenient solution. Voice technologies are the key element in the devices that are 
developed to satisfy the needs of many impaired people.  

The success of the development of specialized tools for impaired people mainly 
relies on two factors: development of the voice technology being used as well as the 
knowledge of the special requirements of the disabled people. It should be 
emphasized that disabled people are especially valuable users from the point of view 
of voice technologists since due to the physical limitations they are ready to use even 
technologically restricted applications and not very well developed technologies that 
normal people often simply refuse to do.  

The main group of interest which needs is addressed in this study is the motor-
handicapped people. The characteristic property of such category of people is that 
they often simply can’t use traditional keypad based control systems independently or 
the use of such systems is significantly restricted.  Environmental Control Systems 
(ECS) or Smart home control interfaces are available which address many elements of 
home management for disabled people, such as control of audio-visual equipment, 
telephones, household appliances, doors and curtains as well as the ability to summon 
assistance. Most ECSs utilize switch-scanning or keypad interfaces for control. More 
recently, ECSs with speech recognition have been introduced and a number of such 
systems are available on the market. Their success depends on a number o factors  
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most important of them being maturity of voice processing technology used. Even 
better results could be achieved implementing multimodal approach – combining 
several different modalities to work in parallel or supplementing each other. In 
example, a multi-modal interaction framework using speech recognition and 
computer vision to model a new generation of interfaces in the residential 
environment was developed in [3]. The design is based on the use of simple visual 
clues and speech interaction. The latter system incorporates video information 
processing block which moves this system to the class of multimodal systems. 
Experience shows that motor-handicapped people are keen to use voice technology. 
This is especially true for people with hand movement restraints were the use of voice 
recognition is the only mode to transfer a computer control commands.  

Very important characteristic of voice based interfaces is the dependability of the 
phonetic, syntactic and lexical properties of the language spoken by the user. This 
means that it is impossible to move technologies developed for the recognition of one 
language for the recognition of another automatically. Some sort of adaptation would 
be necessary. Since major developers of speech technologies aren't particularly 
interested in less spoken languages such as Lithuanian the need for adaptation in such 
cases is even more important. One of the possible solutions for some class of 
applications is the adaptation of foreign language based speech engines via the 
selection of proper phonetic transcriptions. In our previous studies the advantages of 
such method and its possible uses were established [4, 5]. But the success of voice 
based interfaces significantly depends on the proper detection of speech in long 
recordings: such devices typically work in the continuous recording mode while only 
very small part of recording contains useful information. At the same time often users 
need to operate in the noisy environments what makes the problem of detection of the 
speech boundaries not trivial. 

Further the paper is organized as follows: the second part presents voice controlled 
wheelchair with the possibilities to implement multimodal control opportunities. The 
third part presents acoustic events detection algorithm and it’s evaluation in different 
acoustic environments. And finally achieved results and further prospects are 
summarized. 

2   Wheelchair with Multimodal Control Possibilities 

Wheelchair is one of the main assistive tools used by the motor-handicapped people 
in their daily lives. Wheelchair provides the opportunity to overcome the main 
limitation of this type of people – the inability to move independently. There were 
many different types of wheelchairs proposed and used in practice. The simplest type 
is manually controlled and relies on the assistance provided by the third person: the 
supporting person moves the wheelchair to the place were disabled person wish to be. 
Such wheelchairs has obvious disadvantage: they need the assistant person to be in a 
close proximity to the disabled person to be called when necessary. Often the need to 
ask for an external help arouses psychological problems to the disabled person since 
the necessity to ask for a help each time emphasizes dependency from other people. 
The reliance on own hands and the possibility to use own force to move such type of  
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wheelchairs isn’t possible for all people with motoric system disabilities. Another 
type of wheelchairs uses the electric motor and battery to move the wheelchair. The 
user typically controls the equipment with the small keyboard or even some kind of 
joystick type device. Being significantly more convenient than pushcart wheelchairs 
such kind of tools has also several drawbacks. One of them is the dependency from 
battery: the more it is used the more likely it will require loading. The loading means 
that wheelchair will be unavailable for the disabled person for a while. Another 
drawback is that it is difficult and inconvenient to use it in the small spaces such as 
living rooms, corridors, etc. This means that it would be highly desirable to free the 
person from the necessity to move when doing such tasks as switching on/off lights, 
turning on/off radio, etc. And for some types of diseases even the using of keyboard 
or joystick to control the wheelchair is problematic.  

There were successful attempts to do wheelchairs using voice commands as the 
mode for the control. Such wheelchairs typically has embedded voice command 
recognition and control unit designed to recognize and process pre-specified set of 
commands. From a Lithuanian speaker perspective it is very important that such 
wheelchairs recognizes only English (or some other language) commands and it is 
difficult to embed the recognition of Lithuanian commands.  

These considerations suggested us to propose client-server based architecture for 
wheelchair control: the user is provided with the PDA type device which serves as the 
recorder and does some initial processing of speech signal and transmits it to the 
server. Server runs speech recognition engine, receives voice commands, recognizes 
them and makes appropriate turns. The PDA client and server are linked using 
Bluetooth or wireless connection. Such approach enables to expand human-computer 
interaction with the additional modes easier and in a more flexible way in the future.  
The Fig. 1 shows the principal schema of client-server structure of wheelchair voice 
command based control system: 

SERVER

WHEELCHAIR

EXTERNAL DEVICES

PDA CLIENT

 

Fig. 1. Client-server architecture of voice command based control system for wheelchair and 
additional devices 
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The Fig. 2 shows the wheelchair equipped with the voice commands recording 
and processing equipment. 

 

 

Fig. 2. Wheelchair with equipment for the recognition of voice commands 

The main advantage of such approach is it flexibility: since nowadays houses are 
equipped with a set of household appliances ranging from simple lights to feature-rich 
hi-fi systems, DVD players and TV sets then it is possible to use voice command 
recognition system to control this big variety of home appliances not only the 
wheelchair. In this case speech server has controller with executive unit connected with 
selected appliances. Another advantage is the possibility to implement other than voice 
commands control possibilities or to use them as the additional channel for the 
commands. In this case it is possible to organize multimodal wheelchair control system. 

From the developer’s point of view the main advantage is the possibility to 
implement wide range of voice commands recognition algorithms. It also includes the 
possibility to use third party or foreign language speech recognition engines and to 
implement the experience gathered adapting foreign language speech recognition 
engines for the recognition of Lithuanian voice commands. It has been shown earlier 
that such adaptation enables to achieve voice command recognition accuracy 
necessary for the commercial applications (95% and above) while applying only 
limited resources. To achieve this goal in open and noisy room conditions some 
additional requirements should be met. One of them is the proper detection of 
acoustic boundaries in the noisy recordings: since it is more convenient for user to 
record audio signal continuously and to recognize command just after the utterance 
was finished rather than to press a key and begin to talk we need to detect reliably the 
boundaries of acoustic events (words, phrases, utterances). The reliability should be 
maintained even if the environment is noisy. The next chapter describes proposed 
method for the detection of the acoustic events in long or continuous recordings. 

3   Detection of Acoustic Events in Long Utterances 

The detection of the boundaries of acoustic events such as utterances in the long 
recordings, utterances in the noisy environment or the phoneme boundaries within a 
word is one of the most fundamental problems in the area of speech processing. It is 
not surprisingly that a lot of activities were devoted to solve this problem. Various 
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algorithms proposed for the detection of speech and segmentation of spoken 
utterances are presented in [6-9] and others sources. Most of the algorithms exploit 
such spoken signal properties such as the articulatory movement’s features or the 
differences between the actual signal spectrum and the spectrum prediction using its 
first or second order regression. The selection of those features are based on the 
analysis of the physical properties of speech signal, e.g. articulatory movements 
features describe the particular structure of the speech signal spectrum which is 
typical only for the transitions between various. 

Many methods also are based on the signal energy changes as one of the factors, 
which reflect best the acoustic changes in a speech signal. 

In this study detection of acoustic boundaries is important as a template approach 
for the detection of phoneme boundaries using visual features: the quality of the 
detection using visual features should be compared with the results achieved using the 
detection based on articulatory features. Of course it could be possible to use manual 
segmentation of spoken signal but in this case the complexity of the study will grow 
enormously. The combined use of the acoustic and visual segmentation (e.g. for the 
improved recognition of speech or the detection who from a group of people is 
speaking) is still the future goal and isn‘t covered by this study. But we need to use 
robust algorithm to segment the spoken signal to use automatically generated 
boundaries of acoustic events as a templates for visual features.  In this study we used 
proper algorithm for acoustic events detection which showed to be accurate and 
robust enough for the segmentation of spoken speech in previous study [10]. 

In this study we used slightly modified algorithm. The essence and the background 
could be explained as follows. It is well known that the speech is non-stationary 
process over longer time spans. At the same time speech could be considered as a 
quasi-stationary process over shorter time periods (a time frame is no longer than 30 
ms though the exact duration of the stationarity depends on the phonetic content of a 
signal). Most algorithms count on the periods, where the statistical properties of 
stochastic process change moderately. Since speech signal could be described as a 
process with time varying frequency, the properties of a speech signal in the 
frequency (or spectral) domain is rather informative. 

At the initial stage the logarithmic spectrum was derived using 8-10 msec step. 
Experimental evidence proved that the spectrum based on the recursive IIR filter bank 
is more robust to fluctuations of the spectrum properties on the adjacent speech 
frames. These vectors were used to construct the likelihood function of the changes in 
spoken speech. The changes in the likelihood function values enables to capture such 
highly indicative acoustic event features as the articulatory movements. Comparing 
with the method described in [10] we used shorter period for the integration of the 
likelihood function. The integration is necessary since it allows obtaining smoother 
likelihood function and helps to avoid the random type of fluctuations which are 
characteristic for the changes in spectral properties of many phonetic units.  The 
function fSR was used to perform smoothing by converting the sequences of the 
likelihood function parameters rt to smoothed sequence of the parameters ρt: 

 

                           ),,( ντρ t
SRSR

t rf=                                                       (1),  

were the parameters τ and v defines the smoothing duration and the smoothing type. 
The sequence ρt is used for the detection of the boundaries of acoustic events and it is 
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called an acoustic events response (AER). The examples of AER are presented in the 
Figure 1, which consists of the oscilogram of the original and the differentiated 
syllable, the spectrogram of the same syllable and the AER curve. It is expected that 
the changes in the acoustical content of a signal will occur on the places where the 
AER curve reaches the local maximum. The higher is a peak of the AER the higher is 
the likelihood value of the boundary between the different acoustic units.  

 

Fig. 3. The acoustic events likelihood function within an isolated word 

The efficiency of basic algorithm for the detection of endpoints of spoken utterance 
in noisy recordings has been investigated in [10]. Then was showed that the algorithm 
allows detect the boundaries of words in noisy recordings with high accuracy even 
when the SNR ratio falls down to -30 dB. In this study we analyzed the efficiency of 
the modified algorithm for fixing the boundaries of phonemes in diphones composed 
of the nasals (m,n) and six vowels (a,o,e,ee,u,i). The noise has been added by carrying 
out the analysis with different SNR levels. An expert labeler analyzed diphone 
recordings and checked the starting and ending positions of the diphone as well as the 
boundary between a nasal and a vowel. Those labels were considered as the 
references for the automatic algorithm. In case the boundary detected by the algorithm 
felt into the range x ± 20 msec of the manually detected boundary, the result was 
considered as correct. Otherwise an error was fixed. Two types of errors were 
analyzed: false alarm Pfa and false rejection Pfr.   Table 1 presents the averaged errors 
per speaker for different SNR values.  

Table 1. Average number of false alarm and false rejection errors detecting the boundaries of 
phonemes in diphones nasal-vowel 

SNR, dB Average number of errors per speaker 
Pfa Pfr 

12 1.5 0 
6 2.2 0 
0 8.3 4.9 
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It could be concluded that the algorithm based only on audio information reliably 
detects the boundaries of phonemes in diphones when the noise level is low or 
moderate. When the noise level substantially increases the algorithm produces 
relatively great number of errors (8.5 false alarms and 5.4 false rejections per speaker; 
having in mind that each speaker pronounced 24 diphones). In the presence of a noise 
the information of lip movements should form a complementary source for improving 
the detection of acoustic event boundaries. 

4   Conclusions 

The wheelchair with voice command based control was developed. The wheelchair 
control interface has embedded capabilities to be expanded to the multimodal 
interface implementing several modes of human-computer interaction.  

The recognition of voice commands is performed using client-service architecture: 
the recognition engine is implemented at the server side while client serves only as 
speech recorder and transmitter to the server. Such approach enables to achieve higher 
recognition accuracy exploiting higher resources of the server side computer and 
consequently more sophisticated algorithms. This approach enables to expand the 
human-computer interaction mode with more modalities in the future. 

The user’s satisfaction is affected by the commands recognition accuracy. The 
recognition accuracy is affected by many factors. One of affecting factors is the 
proper detection of the spoken utterance boundaries. The algorithm for the detection 
of acoustic events boundaries in long and noisy recordings has been proposed. The 
algorithm enables to detect the boundaries of acoustic events even when SNR level 
goes down to 3-6 dB. The proper detection of boundaries should lead to the overall 
increase in the voice commands recognition accuracy.  
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