


Lecture Notes in Computer Science 7058
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Madhu Sudan
Microsoft Research, Cambridge, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbruecken, Germany



Andreas Holzinger Klaus-Martin Simonic (Eds.)

Information Quality
in e-Health
7th Conference of the Workgroup
Human-Computer Interaction and Usability Engineering
of the Austrian Computer Society, USAB 2011
Graz, Austria, November 25-26, 2011
Proceedings

13



Volume Editors

Andreas Holzinger
Klaus-Martin Simonic

Medical University of Graz (MUG)
Institute of Medical Informatics, Statistics and Documentation (IMI)
Research Unit Human–Computer Interaction
Auenbruggerplatz 2/V, 8036 Graz, Austria
E-mail: {andreas.holzinger, klaus.simonic}@medunigraz.at

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-25363-8 e-ISBN 978-3-642-25364-5
DOI 10.1007/978-3-642-25364-5
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2011941083

CR Subject Classification (1998): H.4-5, D.2, C.2, I.2, J.3, K.4.2

LNCS Sublibrary: SL 2 – Programming and Software Engineering

© Springer-Verlag Berlin Heidelberg 2011
This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The topic of the USAB 2011 conference is of tremendous importance: informa-
tion quality in healthcare. We envision this as the means to bridge the hiatus
theoreticus, and as a means to bring technology and medicine closer together.
While some aspects of human factors of technology have already been incorpo-
rated into medical informatics, information quality combines aspects understood
by both fields.

Medical information systems are already highly sophisticated; however, while
computer performance has increased exponentially, human cognitive evolution
cannot advance at the same speed. Consequently, the focus on interaction and
communication between humans and computers is of increasing importance in
medicine and healthcare. The daily actions of medical professionals must be
the central concern of any innovation. Simply surrounding and supporting them
with new and emerging technologies is not sufficient if these increase rather than
decrease the workload. Information systems are a central component of mod-
ern knowledge-based medicine and health services; therefore, it is necessary for
knowledge management to continually be adapted to the needs and demands
of medical professionals within this environment of steadily increasing high-tech
medicine. Information processing, in particular its potential effectiveness in mod-
ern health services and the optimization of processes and operational sequences,
is also of increasing interest.

It is particularly important for medical information systems (e.g., hospital
information systems and decision support systems) to be designed with the daily
schedules, responsibilities and exigencies of the medical professionals in mind.
Within the context of this symposium our end users are medical professionals and
justifiably expect the software technology to provide a clear benefit: to support
them efficiently and effectively in their daily activities.

In biomedicine, healthcare, clinical medicine and the life sciences, profes-
sional end users are confronted with an increased mass of data. Research in
human-computer interaction (HCI) and information retrieval (IR) or knowledge
discovery in databases and data mining (KDD) has long been working to develop
methods that help users to identify, extract, visualize and understand useful in-
formation from these masses of high-dimensional and mostly weakly structured
data. HCI and IR/KDD, however, take very different perspectives in tackling
this challenge; and historically, they have had little collaboration. Our goal is
to combine these efforts to support professionals in interactively analyzing in-
formation properties and visualizing the relevant information without becoming
overwhelmed. The challenge is to bring HCI and IR/KDD researchers to work
together and hence reap the benefits that computer science/informatics can pro-
vide to the areas of medicine, healthcare and the life sciences.



VI Preface

Working in an interdisciplinary area requires the ability to communicate with
professionals in other disciplines and the willingness to accept and incorporate
their points of view.

USAB 2011 was organized in order to promote a close collaboration between
software engineers, biomedical engineers, psychology researchers and medical
professionals.

USAB 2011 received a total of 103 submissions. We followed a careful and
rigorous two-level, double-blind review, assigning each paper to a minimum of
three and maximum of six reviewers from our international scientific board.
On the basis of the reviewers’ results only 18 full papers were accepted (an
acceptance rate of approx. 18%). Additionally, 29 short papers and 2 posters
were accepted; resulting in a total of 49 regular papers plus 2 keynote papers (51
contributions) from 21 different countries: USA, UK, Japan, India, Iran, Korea,
Finland, Italy, Cyprus, Germany, Austria, Portugal, Switzerland, Poland, The
Netherlands, Belgium, Slovenia, Croatia, Greece, Turkey, and Slovakia.

The organizers saw USAB 2011 as a bridge within the scientific community,
between technology and medicine. The people who gathered together to work
for this conference showed great enthusiasm and dedication.

We cordially thank each and every person who contributed towards making
USAB 2011 a success, for their participation and commitment: the authors,
reviewers, partners, organizations, supporters, the team of the Research Unit
Human–Computer Interaction for Medicine and Health Care (HCI4MED) of the
Institute of Medical Informatics, Statistics and Documentation of the Medical
University Graz and all the volunteers. Without their help, this bridge would
never have been built.

November 2011 Andreas Holzinger
Klaus-Martin Simonic
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Cognitive Approaches to Clinical Data Management  
for Decision Support: Is It Old Wine in New Bottle? 

Vimla L. Patel1 and Thomas G. Kannampallil2 

1 Center for Cognitive Studies in Medicine and Public Health  
New York Academy of Medicine 

1216 Fifth Avenue 
New York, New York 10029 

2 Center for Cognitive Informatics and Decision Making 
School of Biomedical Informatics 

University of Texas Health Science Center 
1941 East Road, Houston, TX 77054 

Vimla.Patel@shortliffe.net, Thomas.Kannampallil@uth.tmc.edu 

Abstract. Most current health information technology (HIT) is not designed to 
support the cognitive aspects of clinicians decision-making task. We propose a 
case for cognitive support systems (CSS), a class of support systems whose 
design rationale is based on aligning the decision making process closely with 
the empirical results on clinicians organization of knowledge structures. Using 
examples drawn from our current and past studies, we explain an 
epistemological framework of medical knowledge and how experts’ 
representations could be better visualized within CSS for efficient and safe 
decision making. We discuss the state of the current research as well as the 
challenges for the development of patient-centered decision support, and the 
cognitive support for other members of the healthcare team, all within the 
constraints of clinical workflow. 

Keywords: cognitive support systems, clinical decision making, intermediate 
constructs, knowledge elicitation, knowledge representation, cognitive science. 

1 Introduction 

Current Health Information Technology (HIT), such as Electronic Health Record 
systems is not designed to support the cognitive aspects of healthcare providers’ 
decision-making tasks. EHRs often serve as a medium for information storage and are 
often not aligned with the mental processes underlying clinical decisions. Theory of 
comprehension suggests that the way information is stored at the time of input 
dictates the success one has at the time of retrieval [1].   

In the clinical environment relevant patient-related information has to be retrieved 
just in time in the right context for it to be useful in providing support for healthcare 
providers in making clinical decisions. Thus, comprehensive understanding of the 
mental processes that underlie clinical tasks for making decisions are critical for 
decision support [2].  
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Unlike the traditional decision support systems (DSS), cognitively based decision 
support, integrates cognitive aspects of the decision making including memory (help 
in reduction of information overload), perception (management of multiple data 
streams through current channels), comprehension (filtering out of irrelevant 
information), problem solving (use of relevant strategies for problem solutions) [3]. 

Clinicians’ attention is a precious resource, which in the current health care practice is 
consumed by the cognitive demands of information overload, time pressure, multi-tasking 
and the need to aggregate and synthesize information from disparate sources.  

The use of information processing theories from cognitive science provides a 
holistic framework for considering cognitive support. Comprehension of information 
is driven by what is perceived from the environment (e.g., reading a patient note). 
Comprehension also involves a complex process of perceiving the representations, 
matching it to existing knowledge schemas and interpreting these within the context 
of perceived information. The traditional mechanism of decision support is to provide 
support at the point of making decisions (e.g., after reading a narrative, the clinician 
decides to write some orders). In contrast, we propose a cognitively driven approach 
of supporting the comprehension of the user. In other words, cognitive support is 
aimed at better problem comprehension, eventually leading to better decisions and 
actions (see Figure 1).  

Perception

Comprehension
Representation     Interpretation

Decision

Actions

! Cognitive 
Support

 

Fig. 1. Theoretical framework showing the relationship between comprehension, decision-
making and the role of cognitive support.  Arrows depict directionality of information flow. 

2 Memory, Comprehension and Expertise 

Studies on cognitive aspects of decision making has shown that as one develops 
expertise in a domain (e.g., chess, sports, dance, music, physics), the   knowledge of 
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the task domain is organized in such a way that facilitates the decision making 
process [4].  

Similarly, studies of clinical decision-making using theories and methods from 
cognitive science have shown that expert healthcare providers mentally organize 
information in task-specific ways for efficient, effective and safe diagnostic or 
therapeutic decisions [3].   

We also know that novice clinicians frequently organize information haphazardly, 
according to the order in which information in entered, rather than performing any 
restructuring of information (like the experts).  

A series of studies from late 1980s to early 1990 showed the relationship between 
comprehension of medical information and problem solving [3, 5-7]. Ability to 
separate relevant and critical information from irrelevant information was one of the 
major factors that identified an expert in medical domains. Development of an 
adequate schema was found to be necessary for this, since comprehension of 
information involves the development of schemata, which serve to filter relevant 
information selectively, thereby circumventing limitations of memory [1]. 

Prior research has also shown that comprehension or understanding of a clinical 
situation is a necessary prerequisite for accurate problem solving and decision 
making, and that expert clinicians are distinguished by their ability to organize 
information in ways (i.e., problem-specific mental representations) that facilitate rapid 
generation of effective and accurate solutions. A well-developed knowledge structure, 
as seen in the case of experts, facilitates development of better problem solving and 
decision making strategies [5, 6, 8]. 

3 Organization of Medical Knowledge  

Medical knowledge can be organized as a hierarchy of concepts formed by 
observations at the lowest level, followed by findings, facets, and, diagnoses, as 
illustrated in Figure 2 [9].  This structure provides the medical domain epistemology 
based on the INTERNIST model [10]. Observations are units of information that are 
recognized as potentially relevant in the problem-solving context.  

However, they do not constitute clinically useful facts. For example, a patient 
reporting dry skin, knee joint pain as well concentrated urine constitute as 
observations.  

Findings include only the observations that have potential clinical significance, since 
not all observations are relevant to the patient problem under investigation. Establishing 
a finding reflects a decision made by a doctor that an array of data contains a significant 
cue or cues that need to be taken into account. In the above problem, only the dry skin 
and concentrated urine may be relevant. Facets consist of clusters of findings that 
indicate an underlying medical problem or class of problems, such as concept of 
dehydration (the above case). They reflect general descriptions of pathologic conditions, 
and these concepts can be generated for different clusters of findings.  

For example, children with Malaria also show signs of dehydration. Facets 
resemble constructs used by researchers in medical artificial intelligence to describe 
the partitioning of a problem space [7].  

Diagnosis is the level of classification that subsumes and explains all levels 
beneath it. Finally, the systems level consists of information that serves to 
contextualize a particular problem, such as the cardiovascular or endocrinology 
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problem.  An empirically tested epistemological framework such as this allows us to 
characterize differential organization of information in a range of tasks, from writing 
clinical case summaries to reasoning for diagnostic or therapeutic decisions [11]. 

We illustrate the various levels of the framework with an example. Consider a 
patient presenting to the emergency department with chest pain, shortness of breath, 
leg swelling, excessive sweating and a weak pulse.  As described earlier, chest pain, 
leg swelling and excessive sweating would be considered as observations in the 
framework.  

The presence of a deep vein thrombosis (DVT) through a Doppler scan is finding 
that is evolved from the preliminary observation regarding a leg swelling. These 
deductions (along with other evidence) can lead the physician to reach an 
intermediary conclusion regarding the presence of embolic phenomena in the patient. 
The embolic phenomena can be considered as facets, narrowing the problem space of 
the clinicians’ possible diagnoses.  They are interim hypotheses that serve to divide 
the information in the problem into sets of manageable sub-problems and to suggest 
possible solutions. Facets also vary in terms of their levels of abstraction. The 
conclusion in this case could be a diagnosis of pulmonary embolism (a condition 
where one or more arteries in the lungs become blocked).  

IC 1 IC 2 IC 3 IC 4 IC 5

SL 1 SL 2

DL 1 DL 2 DL 3

BC 1 BC 2 BC 3 BC 4 BC 5 BC 6 BC 7 BC 8 BC 9

FL 1 FL 2 FL 3 FL 4 FL 5 FL 6 FL 7
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Fig. 2. Epistemological framework representing the structure of medical knowledge for clinical 
problem solving. The lowest or the basic concept level [10] represents the observations; FL 
represents the findings level; IC represents the intermediate constructs; DL represents the 
diagnostic hypothesis level and SL represents the systems level.  Arrows represent the direction 
of information processing. 
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The framework also represents two other important characteristics: first, paper-
based records support a bottom-up (i.e., from the observations to diagnosis) model of 
clinical diagnosis leading to a tedious, and lengthy process. Such a process is 
inefficient and can often affect the effectiveness of the clinicians. Second, in contrast, 
electronic records cater to a top-down processing of information, where clinicians 
first encounter system-level information. This is due to nature of organization of 
information in electronic health record systems, such as a clinical support filter (e.g., 
from the drop down menus). In effect, this leads to a few observations that narrow the 
search options for the clinicians. 

 This framework has been used as a basis for building reference models for medical 
knowledge [5], for coding inferences in studies of medical text comprehension [1-3, 
12, 13] for characterizing clinical reasoning [5, 6] and doctor–patient interactions [8]. 
These reference models, which are idealizations or benchmarks of accurate reasoning, 
can then be mapped to clinicians’ representations of clinical information.  

Research results have shown that physicians understand and reason about clinical 
information at different levels, depending on their level of expertise. Knowledge of 
these differences can be useful for the design of decision-support or training systems 
in which information (e.g., reminders, help) could be presented at multiple levels of 
the aggregation. In this way, information can be matched to the level of medical 
knowledge a user is more likely to understand. 

4 Intermediate Constructs for Cognitive Support 

Characterizing the knowledge structures that underlie specific decisions can be an 
effective component for supporting the decision making process. To this end, utilizing 
the specific configurations of knowledge structures that are utilized by experts across 
various domains would be important. Intermediate constructs (IC’s in Figure 2) 
facilitate effective and accurate representations of the intermediate solutions that can 
potentially lead to a final solution (or diagnosis). For example, in the medical domain, 
experts often develop such intermediate findings that are not in themselves diagnosis 
but help the physicians in narrowing the diagnostic search space.  

Examples of the utilization of intermediate constructs can be found across several 
domains of problem solving. For example, expert chess players recognize higher-level 
patterns and perceive them as units (e.g., a queen side castle is recognized as a unit 
consisting of a number of chess pieces as opposed to the individual pieces) [14].  Similar 
constructs have been reported in the domains of sports, music as well as art [4]. 

Numerous similar examples are also encountered in the medical domain. Below we 
provide a detailed example (using a common condition, development of Sepsis, in the 
critical care context), on the identification of intermediate constructs through a 
knowledge elicitation process with clinicians. Sepsis is a bacterial infection that can 
affect one or more body systems and is accompanied by multiple symptoms including 
altered mental status, fever, hyperventilation, increased heart rate and decreased urine 
output. Diagnosis of sepsis involves identification of the infection and its source  
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(e.g., kidneys). Multiple tests including blood gases, kidney functions, white blood 
cell (WBC) and platelet counts are used to identify the infection and its source.  

In order to capture the structure of the clinical knowledge of experts regarding 
sepsis, we conducted interviews with pairs of clinicians where they discussed the 
diagnostic and/or therapeutic conditions. One key element of developing appropriate 
knowledge models is the use of appropriate empirical methods. We used the 
technique of knowledge acquisition (KA) --the process of identifying and eliciting 
knowledge from domain experts-- and subsequently encoding that knowledge for use. 
We used knowledge acquisition from two experts, through a consensus-development 
process. The field of cognitive science offers several methods for understanding the 
reasoning processes and knowledge used by experts when they solve problems.  

The entire effort to capture and utilize knowledge in building a knowledge 
representation model in computerized form is predicated on the recognition that 
knowledge has a central role to play in providing tailored guidance through decision 
support systems [15]. In order to gain insight into their mental processes, the experts 
are asked to talk aloud about what they are doing and thinking while they are 
performing the task. In the world of cognitive science, such responses generated 
during problem solving are known as think-aloud protocols [16]. 

Participants were encouraged to discuss the condition and generate a visual 
representation of the organization of their knowledge on a white-board, which was 
captured for further analysis.  The clinicians were also steered toward discussing 
meaningful clusters of information that they would utilize for their decisions. These 
sessions were audio-recorded and transcribed, and key sets of concepts were captured 
as Concept Maps [17, 18] using the CMapTools software [19].  

From our knowledge elicitation sessions, we found that physicians organize their 
knowledge regarding the diagnosis and treatment of sepsis in specific ways. We 
present one of the examples from our knowledge elicitation sessions on how 
physicians utilized SIRS (Systemic Inflammatory Response Syndrome) as an 
intermediary step during the diagnosis and management of sepsis.  

One of the initial stages in the diagnosis (and treatment) of sepsis is the 
identification of the inflammatory condition, SIRS. In other words, SIRS is a 
 

WBC <4 or >12 Heart Rate 
>90

Resp. Rate 
>20

Temp. <36C 
or >38C

SIRS

Criteria for

Post Surgery Trauma

Pancreatitis
Burns

Causes

 

Fig. 3. An extract of the concept map showing the SIRS criteria. When two of the four relevant 
criteria match, the patient is considered to have SIRS.  
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preliminary finding of potential infection and the physician has to further explore to 
find the source and cause of such infection. Conditions for the manifestation of SIRS 
include (but not limited to) body temperature less than 36 degrees or greater than 38 
degrees, heart rate greater than 90 beats per minute, tachypnea (or respiratory rate 
greater than 20 per minute) and white blood cell count less than 4000 cells/mm3 or 
greater than 12,000 cells/mm3 (Society of Critical Care Medicine). SIRS is diagnosed 
when two or more of these symptoms are present. An excerpt from a concept map that 
captures concepts relevant to decision making in SIRS is shown in Figure 3 (within 
the box the four criteria are depicted). Encapsulated in the figure are the diagnostic 
criteria for SIRS, which include a set of reference ranges for WBC, Heart Rate, 
Respiratory Rate and Temperature.   

It was evident from our knowledge elicitation sessions that the physicians utilized 
SIRS as an intermediate stage, where they explicitly aggregated information from 
multiple sources, towards the diagnosis of the sources of infection and sepsis. The 
decision as to whether a patient exhibits SIRS as a sub-component of a larger decision 
process, which includes an assessment of the probability of underlying infection, and 
an exploratory search for likely causes of this infection. However, we focus on the 
physicians’ ability to identify “is this SIRS?” as an illustrative example of how 
experts organize their knowledge during the diagnosis and management of complex 
medical conditions. 

In the above-mentioned example of intermediate constructs of SIRS, there are 
several purposes that are served: first, the intermediate constructs act as a starting 
point for further investigation and diagnosis. By abstracting the problem space and 
narrowing the available choices to a limited number of options, the expert clinician is 
able to quickly reduce an open-ended, ill-structured [20, 21] diagnostic problem in to 
manageable proportions. Second, the intermediate constructs allow for the flexible 
investigation of a diagnostic case. For example, by quickly identifying the 
intermediate constructs (SIRS), the clinician can further investigate key aspects of the 
parameters that led to SIRS (e.g., temp, heart rate or respiratory rate) or go on to the 
specific case diagnosis. This flexibility early on in the diagnostic process provides 
clinicians ability to better comprehend the problem at a granular level (e.g., from 
observational values) or from a global level (disease or hypothesis level).  

Additionally, the nature and properties of the intermediate constructs also make it 
amenable for its incorporation into clinical decision support systems. Next, we discuss 
how intermediate constructs can be incorporated into clinical systems for providing 
better real-time cognitive support.   

5 Utilizing Intermediate Constructs for Clinical Decision 
Support  

Utilizing theories and concepts from human reasoning and decision-making can 
provide a foundation for the design of better systems to support healthcare practice. 
Knowledge elicitation techniques, methods and theories from cognitive science can be 
used to effectively characterize the processes that underlie human interaction with 
information technology.  
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Such characterization and understanding provides a basis for the development of 
support tools that can aid physicians for making clinical decisions. These support 
tools, which we refer to as cognitive support systems, aim to support human behavior 
by closely aligning the decision-making process with the cognitive processes of 
human decision making.  

The need for cognitive support systems is also driven by the fact that physicians 
attention is consumed by cognitive demands from information overload, time 
pressure, distributed information and complex patient conditions [11]. In order to 
make efficient and appropriate clinical decisions, the physician must be supported 
with tools that align with and aid their medical reasoning and decision-making [7].  

Our approach towards the design of cognitive support systems is derived from over 
two decades of research on medical cognition and decision-making. Prior research has 
shown that experts develop significant abilities to organize information in a manner 
that facilitates quick and efficient diagnostic solutions. We proposed a case for 
cognitive support systems bridging the cognitive theories of medical cognition, 
medical knowledge organization and reasoning, based on intermediate constructs that 
play a significant role in expert decision making [6]. As suggested in the previous 
section, intermediate constructs afford several potential advantages for clinical 
decision-making.  

One of the aspects of an effective decision support system is to support the 
analytical reasoning process of decision-maker. Complex patient conditions present 
significantly challenging, ill-structured problems for the physician. The problem is 
compounded by the multitude of information about the patient that is available in 
multiple formats (e.g., images, graphs, text). The different sources of information 
include lab results, flow sheets, medications, prior medical history and x-rays. Prior 
research [6] has shown that expert physicians selectively attend to the available 
information based on their prior knowledge and the context of the problem.  

Use of intermediate constructs gives the physicians the added ability to flexibly 
move between the levels of knowledge (see Figure 2) depending on their 
understanding of the patient condition. For example, in the case of the SIRS example, 
the physician can choose to examine the specific components of the SIRS hypothesis 
(e.g., temperature, HR) or proceed to investigate the inherent sources and causes of 
the infection by looking into further test results. Additionally, such a process allows 
designers of cognitive support systems to provide mechanisms for supporting such 
flexible investigation through appropriate visualization techniques.  

One of the insights that we gained from our knowledge elicitation session was that 
physicians utilized certain operators to describe the nature of information that they 
would need to further explore their available data.  

We call these, conceptual operators [22], which allow for the categorical evaluation 
of the parameters that are involved in making decisions regarding an intermediate 
construct. In other words, these conceptual operators were the analytical mechanism 
by which physicians evaluated various criteria when arriving at atomic decisions (e.g., 
an intermediate decision regarding the presence of SIRS in a patient). A detailed 
description and coding of conceptual operators can be found elsewhere (See [23]), but 
for the purposes of clarity and explanation we provide a summary with a few 
examples (See Table 1).  
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Table 1.  Example of the various operators that were derived from our analysis (adapted from 
[23])  

Operator Example 
Compare to norm Physician 1: “And white count is greater than 12 but less than 4” 

Physician 2: “right” 
Physician 1:  “and fever is greater than 38 or less than 36” 

Compare to expected Physician 2: “ it would, so there’s variations where obviously if
you have heart condition, you may not get to a heart rate of 90,
um, if you are on sedative drugs” 

Compare over time Physician 2: “ over the course of 2-3 days if it goes up you start 
worrying about it” 

  

 
We describe three conceptual operators: (a) compare-to-norm involves the 

comparison of an observed parameter to a specific known reference ranges (e.g., a 
WBC count of less than 4 or greater than 12), (b) compare-to-expected is the 
comparison under mitigating circumstances to the reference ranges (e.g., when the 
patient is sedated, the reference values for heart rate can be different) and (c) 
compare-over-time involves a time-variant evaluation of the changes in a considered 
variable (e.g., how temperature changed over the last 24 hours). The use of conceptual 
operators to investigate variables provides an opportunity to embed visualization tools 
for that support specific cognitive requirements of the physicians. For example, one 
can consider conceptual operators as a basis for designing the visual elements that can 
provide analytical evaluation mechanisms for the clinicians. While further research, 
especially on empirical evaluation of such operators, still needs to be done, our 
current data provides potential avenues for improving the state of the art of decision 
support.  

Another related potential benefit in integrating intermediate constructs into clinical 
decision support systems is its ability to provide contextual focus for the clinician. In 
other words, experts’ utilization of intermediate constructs during their diagnostic 
decision making process helps in situating a problem within a specific focus (e.g., 
SIRS within the larger context of sepsis) while allowing for a higher-level 
perspectives. Such focus + context approaches [24] are utilized in information 
visualization to allow users to get a clear idea of the primary interest presented in full 
detail along with the perspective of the larger problem as a whole. Such visualization 
approaches (e.g., see the hyperbolic browser) allow the user to focus on the specific 
data point of interest and easily within the larger context of the whole data set. 
Navigating to new data points put that point in focus within the context of the entire 
data set. Similarly, the utilization of intermediate constructs allows for focusing on 
specific atomic decision points within the context of the overall diagnostic problem.  

The utilization of intermediate constructs also helps in breaking down a complex 
diagnostic problem into simpler categories and related concepts that can be more 
easily understood and resolved. As argued elsewhere (e.g., [6]), breaking down 
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complex problems into more manageable proportions helps in quicker, and more 
appropriate solutions.  

A cognitive support system that has intermediate constructs included will allow for 
such problem decomposition and is more likely to make diagnostic problem solving 
more efficient.  

Theoretically, the role of intermediate constructs for clinical decision-making 
makes a great deal of common sense, However, there is limited empirical evidence on 
the utility and efficacy of these constructs as mechanism for cognitive support in 
clinical settings. Currently, we are running simulated laboratory-based experiments to 
test the use of intermediate constructs. We also have planned evaluations of a 
cognitive support system in clinical settings that use intermediate constructs as the 
underlying mechanism for cognitive support.  

  Based on this expert knowledge, new technological support can be created to help 
clinicians to make better decisions. In addition, this support system, properly 
implemented, must include the concepts, principles, and procedures of the work 
domain, together with cognitive nature of the task performed by the clinicians in their 
natural clinical environment. So, our next natural step was to collect field data from 
the critical care environment. We investigated physicians’ information needs during 
clinical rounds in the medical intensive care unit [25] and found significant sub-
optimal patterns in the manner and mode of information seeking and organization. 
Most of the current decision support is provided through EHRs and the current use of 
the electronic and paper records together adds another set of complicating factor in 
real time decision making. These results on clinical workflow together with how 
experts elicit and use knowledge in their natural setting and will help us understand 
the nature of their information needs, which will provide reality check on our 
cognitive support design for EHR.  

6 Future Directions and Challenges 

We presented a case for using intermediate constructs as a basis for the development 
of cognitive support systems for medical decision-making. Drawing from over two 
decades of research in cognitive science and medicine, we have argued for 
incorporation of these intermediate level constructs into cognitively driven clinical 
decision support systems and how the new representation can potentially improve the 
efficiency and effectiveness of clinical decisions for patient care. In spite of its several 
suggestive advantages, further research is necessary before we can truly utilize 
intermediate constructs into real world applications. Below we describe some of the 
challenges (and opportunities) for incorporating intermediate constructs into cognitive 
support systems.  

We have addressed the issues surrounding expert cognitive decision support, but 
the task becomes more complex once we start discussing cognitive approaches to 
patient data management for patient-centered decision making and cognitive support. 
Patient centered decision-making is relevant to patients as well as to the clinicians 
during their interaction. Patient-centered decision support (PCDS), although not a 
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new phenomenon, has recently attracted renewed attention [26]. In the health care 
environments, clinicians work as teams, and so knowledge representations of the 
clinical team that support team decisions need to be considered.  

For example, how can intermediate constructs be used to provide a unified 
perspective regarding a patient case in a team setting where there are clinicians of 
different expertise (e.g., attending physicians, nurses, residents, and fellows)? In 
addition, various clinical personnel who are not clinical experts also use decision 
support systems. Embellishing the decision model for these less-than-experts will also 
be necessary. 

It is clear from the empirical studies of support system that implementation and 
recommendations for their design that integration with workflow is key to success 
[26]. How to integrate the new representations into patient centered decision support 
and then introduce within clinicians’ workflow, remains a challenge, in part because 
there are no current standards for clinical workflow [27]. In addition to integration 
with the workflow, the success of such implementation or intervention is determined 
by the policies, norms, constraints, and tasks of the organization in which they are 
being used [27, 28]. Although many of the challenges and barriers experienced during 
the design stage of any HIT can be overcome, additional ones (intended and 
unintended) may arise during the implementation phase [28, 29].  

In this paper, we argued that decision models based on the underlying human 
decision-making process could form the basis for a cognitive support system. Our 
notion differs radically from the conventional notions of a decision support system, 
partly in that we attempt to support human cognition at the level of perception, 
synthesis and comprehension of information rather than unilaterally make diagnostic 
or therapeutic decisions, although we consider the latter to be important.  

Clinicians have appropriately been unwilling to entrust their diagnostic and 
therapeutic decision-making to machinery.  To do so would deprive the patient of a 
set of expertise that is uniquely human. However, at the proximal point of these 
decisions, where information must be selected, organized and synthesized, 
opportunity exists for a computerized system to play a pivotal, collaborative role in 
the decision-making process. 
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Abstract. As the cost of genome-wide profiling is decreasing, the possibility 
for using such technologies for routine diagnostics as well as for classification 
and stratification of patients in clinical settings is increasing. However, the high 
dimensionality of such data makes it challenging to interpret and visualize for 
comparing and contrasting patient samples. Here we propose two visualization 
methods that display unsupervised clustering of genome-wide profiling of 
mRNA from breast cancer tumors from patients as images that can quickly 
show clusters of patients based on their expression profiles with perspective of 
their clinical outcome. The first visualization method converts expression 
profiles into a sparse network, whereas the second method visualizes patient 
samples on a hexagonal grid. Both visualization methods use the first three 
coordinates from principle component analysis (PCA) applied to reduce the 
dimensionality of the data. Colors of nodes in the network or hexagons are 
based on clinical outcome or tumor estrogen receptor (ER) status. Such 
visualization methods could be useful for grouping patients in an unsupervised 
manner to predict outcome and tailor personalized therapeutics.  

Keywords: Microarrays, Graph Theory, Hexagonal Grid, Principle Component 
Analysis, Dimensionality Reduction, Data Visualization. 

1 Introduction 

Efforts are abound to reduce the dimensionality of high-dimensional objects for the 
purpose of visualizing the similarity between these objects in two-dimensional space. 
The most popular method for achieving such visualization is Principle Component 
Analysis (PCA) scatter plot, but there are other alternative approaches. For example, 
some relevant prior work developed the methods Locally Linear Embedding (LLE) 
[1], Isometric Feature Mapping (IFM) [2], and Mapper [3] to visualize multivariate 
non-linear objects into low-dimensional space. LLE attempts to find non-linear 
functions that can be mapped onto the Euclidean space of the objects with 
neighborhood-preserving embedding of the high-dimensionality of the objects. IFM 
combines classical Multidimensional Scaling (MDS) with estimation of geodesic 
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distances between pairs of objects of high-dimensional space by computing pair-wise 
shortest paths between objects. The basic idea behind Mapper is to preserve the 
nearness distances between high-dimensional objects while distorting the larger 
distances through various distance functions. Later, Nicolau et al. [4] applied Mapper 
to analyze gene expression samples from breast cancer patients. Indeed, there is a 
growing need to develop computational methods for visualizing high-dimensional 
genome-wide expression datasets collected from patients for stratifying patients for 
disease sub-classification and personalized medicine. Existing methods are 
complicated and produce displays that are not showing clearly and directly the 
relationships between patient samples. Here we introduce two dimensionality 
reduction unsupervised clustering visualization methods that combine Principle 
Component Analysis (PCA) with graph-based or self-organizing-map-based 
visualizations of genome-wide expression data from breast cancer tumors combined 
with clinical outcome data. 

2 Methods 

The patients samples used are from a genome-wide mRNA expression microarray 
dataset collected from 310 patients (GEO accession GSE25055) with newly 
diagnosed HER2-negative breast cancer, treated with taxane-anthracycline 
chemotherapy pre-operatively and endocrine therapy if ER-positive, as reported in 
reference [5]. In [5] the response of patients was assessed at the end of neoadjuvant 
treatment and distant-relapse-free survival was followed for at least three years post-
surgery. Probesets from the microarray dataset were mapped to genes. For genes with 
multiple probesets average expression was calculated.  

Principle Component Analysis (PCA) and construction of patient-patient similarity 

matrix was then performed as follows: Coefficient of variation VC was used to 

measure the variability of gene expression across all samples. For each gene, VC was 

calculated as follows: 

)(

)(
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i
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iV gmean

gstddev
gC =  . (1) 

Genes were then sorted based on VC and PCA was performed on the top 1000 genes. 

Distance between pairwise patients was then calculated as the Euclidean distance 
between two patients in the principal component space in respect to their loading 
scores of the first three principal components. Specifically, for two patients 

),,( 321 xxxX = and ),,( 321 yyyY = , where kx  and ky was the score of X and Y to 

the thk  principal component, respectively, the distance between patient X and Y is: 
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All analyses were performed using the statistic toolbox of MATLAB (Natick, MA). 
The patient-patient similarity network was then constructed based on this distance 
matrix where nodes represent patients and edges represent patient-patient similarities. 
To minimize connectivity for clear visualization, each node was connected to its two 
closest neighbors based on the Euclidean distance matrix. Network layout was 
automatically determined by the yEd software using the organic layout settings.  

The hexagonal visualization of patient samples was done as follows: The data 
described above was reorganized into a MN × data matrix D where rows represent 
tumor samples and columns are the top three loading scores from the principal 
component analysis. Using simulated annealing, the patient samples were rearranged 
on the hexagonal grid based on correlations between sample loading scores using the 
same technique implemented to develop the software GATE [6]. Specifically, the data 
matrix D was rearranged on the hexagonal array H by a mapping function HDf →)( . 

In order to find the mapping )(Df that captures a high quality clustering result, we 

assigned the fitness function )](Fit[ Df to each mapping: 
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where ijC is the Pearson correlation coefficient between two variables and iN are the 

six neighbors of hexagon ih . This way we identify a mapping )(* Df with near-

optimal fitness using a standard simulated annealing algorithm.  
 
Finally, we replace nodes and hexagons with silhouettes of a person colored based 

on the clinical outcome or ER status. 

3 Results and Conclusions 

Our goal is to summarize and compare in a neat display individual patients based on their 
molecular profiles and clinical outcomes. As an example, here we applied our methods to 
published invasive breast cancer genome-wide mRNA expression data where clinical 
outcome was available [5]. Currently the molecular stratifying of breast cancer patients is 
mainly achieved through their estrogen-receptor (ER) status. If the ER gene is over-
expressed the tumor is deemed ER positive. ER positive patients are more likely to have 
a better outcome, mostly because current drugs can target the ER pathway by 
antagonizing it with drugs that inhibit ER activity. However, the ER status only shows a  
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Fig. 1. Histograms of distance to recurrence for ER positive and negative patients. Distribution 
of the distance to recurrence in years for (A) ER-positive and (B) ER-negative patients.  
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Fig. 2. Unsupervised network visualization of gene expression microarrays of breast cancer 
patients. In the network, nodes represent profiled tumors from patients, (A) color-coded based 
on ER status, or (B) distance to recurrence in years. Each patient sample is connected to the two 
closest neighbors based on pairwise Euclidean distance extracted from the first three principal 
components. ER status: P-positive; N-negative; and U-undetermined. 
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Fig. 3. Hexagonal grid visualization of patients. Each human icon represents a profiled tumor 
biopsy from individual patients and is color-coded based on (A) ER status or (B) distance to 
recurrence in years. The hexagonal grid folds on itself to form a torus such that hexagons at the 
edges are close to hexagon from the opposite side. Patients are arranged based on correlation of 
their first three principal component loading scores. 
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trend in recurrence outcome, making stratification of patients by this one variable alone 
very fuzzy, as seen when plotting a histogram of the recurrence distribution of the ER 
positive and negative patients from reference [5] (Fig. 1). To better visually 
explore the relationship between ER status and recurrence outcome, we visualized 
patient-patient similarity based on the mRNA expression profiling data collected 
from the 310 breast cancer patients [5]. To visualize this data we first identified 
the most variable genes, then applied PCA on the matrix of variable genes and 
patient samples, then applied Euclidian geometry using the top three principle 
components from the principal component space for each sample to construct a 
network (Fig. 2), or to display the data on a hexagonal grid (Fig. 3). In each of the 
visualization displays, nodes in the networks or hexagons on the grid are drawn as 
human-shaped silhouette icons colors based on the ER status or distance to 
recurrence outcome. The resultant networks (Fig. 2) and hexagonal grids (Fig. 3) 
are highly consistent with the ER status of the patients. This means that the global 
expression profiles of the patients can be mostly divided into two groups based on 
ER status. In other words, ER status has a strong effect on the entire global 
expression state of the tumors. However, as seen from the histogram in Fig. 1, 
distance to recurrence is only trending with ER status, suggesting that there are 
other confounding factors that affect distance to recurrence that could be unrelated 
to the initial gene expression profiling. The visualization of the network or 
hexagonal grid color-coded with the distance to recurrence outcome, right next to 
the same plot showing the ER status identifies, to some extent, subgroups of 
patients in the ER positive and negative groupings that have either favorable or 
unfavorable outcomes. Such refined clustering intuitively helps in understanding 
the dataset better. Therefore, our visualization methods may be helpful for placing 
newly profiled patients within their respective clusters for outcome prediction and 
potentially can help physicians to make appropriate and better decisions about 
treatment options in clinical settings. These visualization methods can be applied 
to other diseases profiled with other types of genome-wide profiling technologies 
in other clinical settings. 
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Abstract. To overcome the “one size fits all” behavior of most search engines, 
in recent years a great deal of research has addressed the problem of defining 
techniques aimed at tailoring the search outcome to the user context to the aim 
of improving the quality of search. The main idea is to produce context-
dependent and user-tailored search results. Search tasks are subjective, and 
often complex; the user-system interaction based on keyword-based querying 
and on the presentation of search results as a list of web pages ordered 
according to their estimated relevance is often unsatisfactory. In this paper a 
short overview of the main issues related to contextual search are outlined.  

Keywords: Information Retrieval, Context modeling, User Modelling, Search 
Personalisation. 

1 Introduction 

The advent of the Internet and the birth of the World Wide Web have caused a strong 
resurgence of interest in Information Retrieval [1]. With the diffusion of the World 
Wide Web the amount of information available on-line has increased to a point to 
generate great demand for effective systems that allow easy and flexible access to 
information relevant to some specific needs. By flexibility it is meant the capability of 
the system to both manage imperfect (vague and/or uncertain) information, and to 
adapt its behaviour to the search and user context [1,2]. Moreover, more recently, the 
increasing interest in defining the so called Semantic Web requires the definition of a 
more powerful and flexible basic infrastructure than the existing one to organise, link, 
and give meaning to the huge amount of available data/information, and to allow for 
better (more natural) communication between humans and machines. 

Search engines constitute the tip of the iceberg of Information Retrieval. However, 
despite the above mentioned needs most search engines apply the “one size fits all” 
search paradigm, by which distinct users formulating the same query obtain the same 
retrieval results in spite of the fact that their preferences could be defined by different 
criteria and with different aims. In textual information retrieval (i.e. the automatic 
process of retrieving texts relevant to specific users’ needs) the terms extracted from 
or associated with the texts (called the index terms) constitute the information 
granules on which the IR systems work.  

The central, but ill-defined, concept in IR is the concept of relevance; the main 
objective of Search Engines is to estimate the relevance of Web pages to the 
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information needs expressed in the user’s query. However, only the user can 
determine the true relevance of a document, i.e., the usefulness, pertinence, 
appropriateness, or utility of that document with respect to the user search intents 
formally sketched in a query. Relevance is time, situation, and user specific.  
Moreover, in assessing the utility of a document, users are influenced by many factors 
that go beyond topical relevance, i.e. whether or not a given document is about the 
topics covered in the users’ queries. Relevance is in fact a multi-dimensional notion 
that depends on many complex factors related to the user, to her/his context, and to 
the document and search context too. An effective automatic estimate of the relevance 
of documents to a query should attempt, in some way, to take into account a context 
model, and to asses document relevance based on several dimensions, related to 
document usefulness and quality.  

An important objective in contextualizing search is not to burden the user-system 
interaction with the need of explicitly specifying contextual information; on the 
contrary, a good context aware system should be able to identify the useful context 
information by making the user unaware of this. Moreover a good system should be 
able to detect the often complex and dynamic characteristics of users search tasks. 
Users often employ a search engine to the aim of undertaking a complex search, or, 
on the contrary, an exploratory search [3]. In a complex search what the user is 
looking for is clear, but it is the result of a complex task she/he has in mind, while in 
exploratory search the user does not have a precise idea of what she/is is looking for 
[3]. An effective system should be reactive in the case of a complex search; it should 
understand that a search mission is ongoing, and offer a user a high level interaction, 
by giving her/him suggestions and help, by also keeping track of the user’s actions 
and the collected information (context) and using it. On the contrary, in the case of 
exploratory search, the system should avoid to interfere with the user's search. The 
identification of the kind of search the user is willing to undertake is a difficult task, 
which deserves research efforts [2]. 

This paper addresses the problem of modeling and using context to improve 
search; it shortly presents and reviews a few main issues and problems related to 
contextualizing search, by trying to outline both the research challenges and the user 
role and involvement in the various identified tasks. 

2 Contextualizing Search 

In recent years there has been increasing research interest in the problem of 
contextualizing search in order to overcome the limitations of the “one size fits all” 
search paradigm, which is generally applied by Search Engines. By this paradigm the 
keyword-based query is considered as the only carrier of the users’ information needs. 
As a consequence, the document relevance estimate is system-centered, as the user 
context is not taken into account. Instead, a contextual Search Engine relies on a user-
centered approach since it involves processes, techniques and algorithms that exploit 
as much contextual factors as possible in order to tailor the search results to users 
[4],[5],[6],[7],[8],[9],[10]. 
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A context aware search system should be able to produce answers to a specific 
query, by also taking into account the contextual knowledge formally expressed in a 
context model. The key notion of context has multiple interpretations in Information 
Retrieval [11]; it may be related to the characteristics and topical preferences of a 
specific user or group of users (in this case contextualization is referred to as 
personalization), or it may be related to spatio-temporal  coordinates, it may refer to 
the information that qualifies the content of a given document/web page (for example 
its author, its creation date, its format etc.), or it may refer to a social or socio-
economic context. 

The development and increasing use of tools which either help users to express or 
to automatically learn their preferences, along with the availability of devices and 
technologies that can detect users’ location (such as GPSs) and monitor users’ actions, 
allow to capture the user’s context. Moreover, the Internet of Things and the Web of 
Things will increasingly offer means and opportunities to model context as well as to 
exploit context for improving and tailoring several applications to specific user needs 
[12],[13],[14].  

To model new paradigms for contextualized search, a significant amount of 
research has addressed two main problems:  

 

1) How to learn and model context, and  
2) How to exploit it in the retrieval process in order to provide context-aware 

results. 
 

In recent years several research works have offered possible solutions to the above 
problems related to the considered interpretation of context, leading to the creation of  
specific IR sectors such as personalized IR, mobile IR, social IR. Although the 
contextual models proposed within these branches of research vary (due to the 
different aspects of context that need to be modelled), their common issue is to 
improve the quality of search by proposing to the user results tailored to the 
considered context. The majority of the proposed approaches are related to 
personalization, i.e. enhancing the search outcome based on knowledge and 
consideration, in the retrieval process, of a user model (also called user profile) that 
explicitly represent the information characterizing a person or group of persons 
(personal information) and his-her/their preferences.  

An important and difficult problem that should be addressed by the research aimed 
at search personalization is that users often switch from a search interest to another, 
and they alternate search related to long term interests with search related to 
temporary interests. In the case of a query that is unrelated to the user’s topical 
interest, the consideration of the user topical preferences not useful, and could be even 
noisy and unproductive to enhance search. Therefore a big research challenge is to 
make systems able to capture user’s interest shifts (especially temporary ones).   

In the following sub-sections some main issues related to contextualizing search 
are shortly addressed. 
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2.1 The Context Modeling Issue 

In a context dependent IR strategy, the definition of the context model encompasses 
three main activities: identification/extraction of the basic knowledge which 
characterizes the context, choice of a formal language in which to represent this 
knowledge, and a strategy to update this knowledge (to adapt the representation to 
context variations).  A large amount of research has addressed the first problem, i.e. 
identifying information useful to characterize the context; in order to capture 
contextual information related to the user, two main techniques are currently 
employed: explicit and implicit [15],[16],[17],[18],[19]. The former requires an 
explicit user-system interaction, while the latter does not force the user to play an 
active role for communicating to the system his/her contextual information.  By the 
explicit approach in fact the user is asked to be proactive and to directly communicate 
his/her personal data and preferences to the system. By the implicit approach several 
techniques have been proposed to automatically capture the user’s interests, by 
monitoring the user’s actions, and by implicitly inferring from them the user’s 
preferences [20]. The proposed techniques range from click-through data analysis, 
query log analysis, desktop information analysis, etc.  

As a subsequent step, the process of organization and representation of the 
information obtained by the context acquisition phase implies the selection of an 
appropriate formal language to define the user context model. In the literature several 
representations for the user model have been proposed, ranging from bag of words 
and vector representations, to graph-based representations [21], and, more recently, to 
ontology based representations [22],[23],[24],[25]. The more structured and 
expressive the formal language is, the more accurate the user model can be.  

The approaches more widely employed to define user profiles are based on words 
or concept features; with the objective of also representing the relations between 
words/concepts, usually an external knowledge resource, such as the ODP (Open 
Directory Project [26]), Wordnet [27], and more recently Wikipedia is required. 

As previously outlined, a problem that can raise by making use of user profiles in 
search sessions is that they are representative of long term topical interests. In the case 
of random session (i.e. sessions unrelated with usual interests) it is not meaningful to 
make an association of the query with the topical user interests. An important research 
issue is then related to making the system able to identify positive and negative 
associations of the user context with the queries formulated by the users so as to 
define correct contextual processes. 

2.2 Definition of Methods and Models for Search in Context 

The second key point of contextual search is related to the problem of effectively 
exploiting the context knowledge to improve the outcome of the search. This is 
usually done by defining specific algorithms, which make explicit use of the 
information in the context representation to produce the search results related to a 
specific query.  

The main approaches proposed in the literature can be categorized in three main 
classes [9]: 

 

- Approaches that concur to relevance assessment  
- Approaches that modify/reformulate the user query to enrich it with the 

context information 
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- Approaches for result re-ranking; these approaches are aimed at modifying the 
relevance assessments computed by a traditional search engine, based on the 
information represented in the context model. 
 

Among the approaches belonging to the first category we cite the PageRank based 
methods, based on modifications of the PageRank algorithm that include user 
modelling into rank computation, to create personal views of the Web [28],[29].  

The more numerous approaches are re-ranking techniques that may differ both in 
the adopted context  model and in the re-ranking strategy [17],[23],[30]. Query 
modification techniques are aimed at exploiting the user profile as a knowledge 
support to select information that is useful for defining more accurate queries via a 
query expansion or modification technique [19],[31],[32]. 

A challenging research direction to implement contextual search is related to 
exploiting the user social context. As outlined in [2], using collective behavior is 
particularly important when the user undertakes  a complex search activity.  A first 
way to do this is to gather data about the actions undertaken by a large group of 
individuals (especially related to Web usage) to the aim of assisting the user; this is 
one of the fundamental ideas behind the so-called wisdom of crowds [33]. The limits 
behind this idea are related to the fact that the information collected may be biased 
due to the presence of spam and low quality data. Some measure of trust or reliability 
of users may alleviate this problem; but in general this is only worth if the user shares 
the crowd’s values [2]. A second way to use social information is related to the so-
called collaborative search approach, where like-minded people actions are 
considered to leverage the search undertaken by an individual of the considered 
community [34].  

2.3 Aggregation in Context 

An interesting aspect which emerges when addressing the problem of contextual 
search is that the availability of a multi-dimensional model of context makes it 
possible to consider several new dimensions in the relevance assessment process. The 
birth of Web Search Engines as well as the evolution of IR techniques have implied a 
shift from topical relevance assessment (which was the only dimension to assess 
relevance in the first IRSs) to a multi-dimensional relevance assessment, where the 
considered relevance dimensions encompass topical relevance, page popularity (based 
on link analysis in web search engines), geographic and temporal dimensions, etc. 
The availability of a user model (and more generally the availability of more 
structured context models), make the dimensions which are available to concur in the 
process of relevance assessment still more numerous. As a consequence, there is the 
need for combining the relevance assessments related to the considered dimensions. 
The consideration and representation of a context model makes the multi-
dimensionality of the information available to assess relevance still more evident. 

This problem has been generally faced so far by adopting simple linear 
combination schemes applied independently of the user’s preferences over the 
relevance dimensions. An interesting research direction that has been recently 
addressed is to explicitly consider the user preferences in determining such an 
aggregation scheme: this can be simply done by  making the aggregation dependent 
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on the user’s preferences over the single relevance dimensions. In this way, for a 
same query and a same context-model, different document rankings can be obtained 
based on the user’s preference over the relevance dimensions. To this aim priority 
based aggregation operators have been defined and applied in the IR context 
[35],[36]. With the proposed approach user-dependent aggregation schemes are 
defined as linear combinations where weights of relevance dimensions are 
automatically computed by a user preference-based priority order over the 
dimensions.  

2.4 The User-System Interaction Issue 

An important issue related to the use of search engines concerns the user-system  
interaction paradigm; with the increasing need for complex and exploratory search 
paradigms the question which arises is if search engines will offer more expressive 
interactions that go beyond keyword-based search. As outlined in [2], an important 
issue is to maintain the interaction simple; query suggestion is a form of improvement 
of the user-system interaction, which does not require any explicit user action. 
However,  as discussed in [2] the position of search companies seems to be 
conservative. 

Another important aspect of the user-system interaction is related to the 
visualization of search results: one of the main problems when using search engines is 
that, although the information relevant to the user’s needs expressed in a query could 
be probably found in the long ordered list of results, it is quite difficult to locate them. 
It is in fact well know that users seldom go beyond an analysis of the first two/three 
pages of search results. So the definition of alternative visualization paradigms is an 
important research direction (cluster based organization of search results is an 
example of alternative organization and presentation of the search outcome). To 
enhance results visualization through the knowledge of the user’s context and 
preferences is an interesting topic; recently, an approach aimed to help users to 
visually identify bad and good results through two or three-dimensional presentations 
of search results, by also taking into account the user’s preferences [37]. 

An important issue of context-aware systems is privacy. To apply personalization 
search engines need data from the user as well as explicit consent. Google 
personalized search offers an example of centralized solution to the “one size fits all” 
approach. To avoid the privacy concern client-side applications can be developed. In 
[38] an interesting analysis of the privacy issue is presented. 

3 Conclusions 

To overcome the “one size fits all” behavior of most search engines and Information 
Retrieval Systems, in recent years a great deal of research has addressed the problem 
of defining techniques aimed at tailoring the search outcome to the user context. This 
paper has briefly outlined a few main issues related to the two basic problems beyond 
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these approaches: context representation and definition of processes which exploit the 
context knowledge to improve the quality of the search outcome.  
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Abstract. The Web is being increasingly used by health consumers to
search for health information. In this domain, the quality of the retrieved
contents is crucial to avoid healthcare hazards. To address this problem
and help the user identify reliable and credible contents, initiatives have
appeared that certify the compliance of health websites to quality stan-
dards. In this work we explore the impact of medical certification on sev-
eral aspects of health information retrieval performance. Moreover, we
analyze the usefulness of certification categories to the personalization
of the search experience. Our findings suggest that medical certification
might be incorporated as a ranking criterion. We conclude that the medi-
cal accuracy of the resulting knowledge is enhanced by the use of certified
information and depends on the users’ comprehension of the document.
In general, we also conclude that there is space for personalization in
search by health consumers.

Keywords: Medical Certification, Health Information Retrieval,
Context, Health Consumers, User Study.

1 Introduction

The use of the Web to search for health information is gaining popularity among
patients, their family and friends. A Harris Interactive poll reported, in 2010,
that 88% of the US online population has searched for health information on the
Web, the highest percentage and year-over-year increase since the first study of
this type [6]. The characteristics of the Web make it a medium where publish-
ing is easy and accessible to everyone. This, allied with the impact that online
health resources have on people’s life and well-being, emphasize the importance
of mechanisms that help identify the quality of online health information. A
2009’s Pew Internet report [4] found that “about one in ten online health in-
quiries have a major impact on someone’s health care or the way they cared for
someone else”.

The problem of finding quality information exists since the first developments
on information retrieval. Health domain specificities have triggered research
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initiatives parallel to the general ones. A systematic review of studies that assess
the quality of health information for consumers on the Web has been done by
Eysenbach et al. [2]. To address the problem of health information quality, ini-
tiatives like the Health on the Net Foundation Code of Conduct (HONcode) cer-
tification or the URAC’s Health Web Site Accreditation Program have emerged.
They both intend to help the user identify reliable and credible content through
a seal that identifies the sites that satisfy their code of conduct or quality stan-
dards. HONcode certification is considered the most successful initiative [1].

Typically, a search session starts in a generalist search engine instead of health-
specific websites [3] and Google is commonly the chosen search engine [8]. Studies
that compare the performance of generalist and health-specific search engines
mostly conclude that the former outperform the latter. Regarding the quality
of information, some studies report that health-specific search engines provide
higher quality contents while fewer conclude that quality is the same in both
types of search engines [5].

With this context in mind, we conducted a user study to analyze the impact of
limiting the collection of a search engine to certified health documents, having the
HONcode certification as a base. This impact is measured in terms of precision,
medical accuracy, documents’ comprehension by users, documents’ readability
and users’ motivational relevance. In the end, our findings may indicate how
medical certification can help generalist search engines provide a better service
to their users in consumer health retrieval. A second goal of our study is to
evaluate how useful are the HONcode categories for personalizing the search
experience in a generalist engine. For example, we want to know if sites “for
patients” are preferred to sites “for professionals” or if sites “for women” are
actually more valued by women.

This paper is structured as follows. After briefly explaining health information
certification in Section 2, we describe the user study in Section 3. Results are
presented in Sections 4 and 5. The studys ndings, along with their implications,
are discussed in Section 6 and the conclusions follow in Section 7.

2 Health Information Certification

As previously said, health websites may be certified by external entities that
assure that every site that has a certification seal respects a certain code of
conduct. There are two widely known certification programs, one promoted by
the Health on the Net Foundation (HON) and the other promoted by URAC.
They are both non-profit organizations and they differ in scope. URAC intends
to promote health quality in a global way, not only through the quality of online
information as is the case with HON.

The URAC Health Web Site Accreditation Program evaluates websites
against 48 quality standards1. A search of URAC accredited companies on their

1 Available at http://www.urac.org/docs/programs/URACHW2.1factsheet.pdf

http://www.urac.org/docs/programs/URACHW2.1factsheet.pdf
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web site returns only 19 records. This confirms the greater popularity of the
HONcode certification program that has 7,200 HONcode certified websites [1].

Details about the HONcode certification system can be found on their web-
site2. Briefly, any health site can request the certification, free of charge, whether
or not it has a health focus. Requests are then examined by a committee that in-
cludes health professionals and verifies if all the HONcode ethical principles are
respected. The ethical principles are: authority, complementarity, confidential-
ity, attribution, justifiability, transparency, financial disclosure and advertising.
A certified website is subjected to regular monitoring.

3 Case Study

Our user study involved 40 undergraduate students (25 females, 15 males) of
a programme in Information Science. Users are medically lay people and have
a mean age of 22.25 years (sd = 6.42). We defined 8 information needs3 based
on questions submitted to the health category of the Yahoo! Answers service.
Each information need requires finding a treatment for a particular disease or
condition and is associated with 4 different queries formulated by the researchers.
We have used Google as a black-box search engine with two collections, Google’s
entire collection and Google’s indexed webpages with HONcode certification. We
filtered the collection through Google custom search, a tool provided by Google
in which it is possible to create custom search engines that work with specific
sets of websites or webpages. Henceforward, we will call WebSys to the system
working with the first collection and HONSys to the system working with the
HONcode certified collection.

For each query and system, we collected the top-30 results. To reduce the risk
of Google learning from the previous submitted queries, we ensured that returned
links were never clicked. Further, to prevent changes in the search engine or in
the HON collection, we submitted all queries within a very short time span.

A query run on one of the retrieval systems leads to a task that a user can
execute. Each user was assigned a set of 8 different tasks in which he had to
assess, in a 3-value scale, the relevance and comprehension of the top-30 docu-
ments and to answer a post-search questionnaire. A Latin-square like procedure
was adopted during task assignment to guarantee that each user assessed the
relevance of every information need and was exposed to each retrieval system the
same number of times. We have also guaranteed that each system is associated
with each information need the same number of times. To prevent possible bias
owing to human behavior, we have also permuted the order of tasks and forced
users to complete them in the prescribed order. Additionally, to preempt users’
fatigue, each task had to be performed in different days, that is, tasks had to be
separated by an interval of, at least, 24 hours. Users did not have time limits to
perform each task.

2 Available at http://www.hon.ch/HONcode/Patients/Visitor/visitor.html
3 Available at http://www.carlalopes.com/research/userstudy3.html

http://www.hon.ch/HONcode/Patients/Visitor/visitor.html
http://www.carlalopes.com/research/userstudy3.html


34 C.T. Lopes and C. Ribeiro

4 Impact Analysis

Our analysis will focus on three aspects: comparison of search systems, com-
parison of certified and non-certified documents and comparison of shared and
non-shared documents. A shared document is a document that is retrieved by
both systems.

Henceforward, we will use * and ** to sign significant results at the lev-
els of significance (α) of 0.05 and 0.01, respectively. Additionally the follow-
ing nomenclature will be used to identify information about hypothesis tests:
χ2(df) corresponds to the chi-square distribution with df degrees of freedom;
W is the statistic calculated for the Wilcoxon rank-sum test, a non-parametric
test for assessing whether two independent samples of observations have equally
large values; t(df) is the Student’s t distribution with df degrees of freedom;
F (df) is the F-distribution with df degrees of freedom used in the ANOVA test
to compare the means of several distributions; TukeyHSD is presented before
the confidence limits of the Tukey’s Honestly Significance Difference test, used
in multiple comparisons after the ANOVA test; and p is the abbreviation of
p-value.

4.1 Precision

To analyze precision we use the Graded Average Precision (GAP) and Graded
Precision (gP) measures recently proposed by Robertson et al. [7]. These mea-
sures are based on a probabilistic model that, assuming the user always has a
binary view of relevance, generalizes precision and average precision to the case
of multi-graded relevance.

As can be seen in Figure 1, in terms of precision, the HONSys had a worse per-
formance in every measure: GAP, gP@5 and gP@10. As expected, the statistical
dispersion is lower with GAP, since this is an average measure that considers the
top-30 results. Differences between systems are significant in every measure at
α = 0.01 which means that users prefer the WebSys even including non-certified
documents.

In the WebSys, we computed the correlation between each measure and the
proportion of certified documents in each session (for GAP), in each top-5’s
session (for gP5) and in each top-10’s session (for gP10). In GAP and gP10, the
correlation is approximately 0.18 and is significantly higher than 0 at α = 0.05.
The almost null correlation in gP5 and the low correlation values in gP10 and
GAP make us believe that the HONCode certification is not a major factor
influencing relevance assessments, mainly in the top-ranked results.

Since GAP, gP5 and gP10 are measures that evaluate the performance of a
set of documents, we cannot use them to compare certified with non-certified
documents. For that reason, we will compare these two sets of documents using
documents’ individual relevance assessments. In the WebSys, the non-certified
documents (column No in Figure 2) are almost equally distributed in terms of
relevance assessments, having each level of the relevance scale about 33% of
the non-certified documents. Since the number of documents in each category
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Fig. 1. GAP, gP5 and gP10 boxplots on both systems

presented in the x-axis of Figure 2 is variable, in the y-axis we plotted the pro-
portion of not-relevant, partially relevant and totally relevant documents instead
of the documents’ counting. On the other hand, in certified documents, the pro-
portion of non-relevant documents is much lower (27%) and significantly lower
than partially relevant (χ2(1) = 11.89, p=0.0003**) and totally relevant docu-
ments (χ2(1) = 19.1, p=6.24e-06**). In WebSys certified documents, the most
likely is to find a totally relevant document (38%). We also conclude that, in
WebSys, certified documents are associated with higher relevance scores than
non-certified ones. In fact, the proportion of not relevant documents is higher
in WebSys non-certified documents (χ2(1) = 13.54, p=0.0001**) and the pro-
portion of totally relevant documents is higher in WebSys certified documents
(χ2(1) = 6.47, p=0.005**).
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Fig. 2. Proportion of documents by search system, share status and relevance
assessment

In the HONSys, all documents are certified but we can distinguish two groups
of documents, the ones that are also retrieved by the WebSys and the ones
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that are not. As can be seen in Figure 2, these two groups of documents have
an opposite behavior in terms of relevance. When both groups are compared,
shared documents are associated with a significantly higher relevance, expressed
by a lower proportion of not relevant documents (χ2(1) = 283.37, p<2.2e-16**)
and a higher proportion of partially relevant (χ2(1) = 28.77, p=4.07e-08**) and
totally relevant (χ2(1) = 203.78, p<2.2e-16**) documents.

It is also interesting to note that, although having a similar pattern, shared
documents are assessed with a higher relevance on HONSys than on WebSys, per-
haps influenced by the relative comparison to the other results. Comparing rank
positions of shared documents in both systems we notice that, as expected, these
documents appear first in HONSys ranks (rank median of 4) than in WebSys’
ranks (rank median of 11). This difference is statistically significant (W=304150,
p<2.2e-16**). Certified documents appearing in the top-30 in the WebSys have
characteristics beyond certification that distinguish them from the other certi-
fied documents that do not appear on these top-30 and appear on the HONSys
top-30 ranks. These characteristics are intimately related with Google’s crite-
ria for ranking. Comparing the results of certified and non-certified documents
on WebSys, we can conclude that the certification is a criterion that should be
integrated in the set of criteria used by search engines.

4.2 Medical Accuracy

After each task, users were asked to write the treatment(s) they found for the
condition mentioned in the information need. Each answer was evaluated by a
medical doctor regarding their correct and incorrect contents. The combination
of these two measures leads to a variable which we named medical accuracy
that varies between 0 (lowest accuracy) and 4 (highest accuracy). The median
of the medical accuracy on the HONSys is significantly higher than the one
on the WebSys (W = 11326, p=0.03*). An analysis by answers’ correctness
and incorrectness shows that, in terms of correct contents, both systems have a
similar behavior. Both systems have a median of 1 (answer with some value) and
have no significant proportion differences in each level of the correctness scale.
In terms of incorrect contents, the WebSys leads to more incorrect answers than
the HONSys (W = 10815.5, p = 0.004**). The proportion of answers classified
with some incorrect content is significantly higher in the WebSys (39% against
28% - χ2(1) = 3.59, p=0.03*) and the proportion of answers with no incorrect
content is significantly higher in the HONSys (57.5% against 42% - χ2(1) = 7.2,
p=0.004**).

Based on the previous finding, we investigated if, on the WebSys, the medical
accuracy, correctness and incorrectness of contents increase with the number of
certified pages. In terms of medical accuracy and correct contents, we detected
no significant differences and no pattern inline with our hypothesis. In terms
of incorrect contents, we found significant differences in the mean number of
certified pages between levels of the incorrectness scale (F(2)=3.63, p=0.03*).
Surprisingly, a pairwise comparison showed that sessions of answers with no
incorrect content have less certified pages than sessions of answers with some
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incorrect content (TukeyHSD: (-2.61; -0.04), p=0.04*). This is the opposite of
what we expected and, assuming there are no incorrect contents in certified
documents, we conclude there are several non-certified documents that have no
incorrect contents and suspect that a few documents with incorrect contents have
the power to damage the knowledge acquired in the overall search session. This
strengthens our previous conclusion that certification must occupy a prominent
place in the set of criteria used by search engines.

4.3 Readability

Documents readability was automatically evaluated using the Simple Measure
of Gobbledygook (SMOG) metric. A higher SMOG means the document con-
tains more polysyllables and is, therefore, more difficult to read. We found that
documents retrieved by HONSys (mean SMOG of 7.55) are more complex (W =
9287206, p=0.001**) than WebSys documents (mean SMOG of 7.38). However,
if we make this comparison by certification status, we find that non-certified
documents have a higher SMOG mean (7.46 against 7.4). Although this last
difference is not significant, these two results show a contradictory trend. We
also compared the SMOG mean according to the system and the URL share sta-
tus (Table 1). In the WebSys, the non-certified documents have a mean SMOG
higher than the one in certified documents, a difference that is statistically sig-
nificant (W=1413680, p=8.88e-16**). In the HONSys, documents that are also
retrieved by the WebSys have a lower SMOG when compared to non-shared ones,
a significant difference (t(911.76)=6.0029, p=1.4e-09**) that evidences that doc-
ument’s readability may be used by Google to rank documents. Since the median
rank of shared documents on the HONSys is significantly lower than the one in
the WebSys, we conclude this criterion predominates in smaller collections where
other criteria may probably not be met.

Table 1. Mean SMOG by system and share status

URL WebSys HONSys

Shared 6.9 6.84

Not shared 7.46 7.59

4.4 Comprehension

The comprehension of the documents was assessed by the users during the
search task using a 3-value scale: 0 - I did not understand, 1 - I partially un-
derstood and 2 - I totally understood. We found that users understand better
the documents retrieved by the WebSys than the HONSys documents. In fact,
the former system has a significantly lower proportion of not understood URL
(χ2(1) = 15.07, p=5.18e-05**) and a significantly higher proportion of totally
understood URL (χ2(1) = 10.98, p=0.0005**). Although the complexity of the



38 C.T. Lopes and C. Ribeiro

text is not the only factor affecting the comprehension of a document, this is in
agreement with the readability results reported in the previous section. An anal-
ysis by documents’ certification status revealed that non-certified documents
are better understood by users when compared to certified ones. The former
have a significantly lower proportion not understood assessments (χ2(1) = 7.16,
p=0.004**) and a significantly higher proportion of totally understood assess-
ments (χ2(1) = 4.78, p=0.01*). Specifically in the WebSys, we detected no sig-
nificant differences between certified and non-certified documents comprehen-
sion. In the HONSys, shared documents have a significantly lower proportion
of not understood classifications when compared with non-shared documents
(χ2(1) = 10.89, p=0.0005**). This is a sign that shared documents are better
understood by users and is inline with the readability results.

4.5 Motivational Relevance

After the search task, users evaluated their degree of satisfaction according to the
provided information need in a scale of 1 (I did not succeed in this task) to 5 (The
information need is completely satisfied). We compared both retrieval systems
and found that the WebSys is associated with a higher degree of satisfaction
(W=14265, p= 0.03*). In the WebSys, we did not find significant differences on
the mean number of certified pages between the 5 levels of satisfaction.

5 Contextual Analysis

During the HON certification process, websites are classified according to their
purposes. Some of the categories are: “for health professionals”, “for patients”,
“for women” and “for men”. In this section we compare users’ relevance and
comprehension assessments in the four categories mentioned above. In the two
last categories, we also consider the users’ characteristics. Additionally, in the
first two categories, we compare documents’ readability.

The categories “for health professionals” and “for patients” are not mutually
exclusive, with some documents being classified for both audiences. There are
also documents that do not belong to any of these categories. In our sample there
are 118 URL for health professionals and 456 directed for consumers. We have
applied several proportion tests to verify if these documents differ in terms of
comprehension and relevance scores. In Table 2, for each level of comprehension
and relevance, we present the proportion difference found (< or >) along with
its significance and test value. For example, regarding comprehension, in level
0 we found that “nP<P”, i.e., documents “for health professionals” (P) have a
higher proportion of documents “not understood” (level 0) than documents that
are not in the “health professionals” group (nP).

Through the results presented in Table 2, we conclude that documents that
are not in the “for health professionals” category are better understood by users
than the ones that do. The former category has a smaller proportion of docu-
ments that are not or are partially understood and a larger proportion of totally
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Table 2. Proportion tests performed by level of comprehension, relevance and HON
Categories. n= not, P = Professional, C = Consumer. χ2(1) value in parenthesis.

Level Comprehension Relevance

0 nP<P** (11.28) nP>P** (8.92)

nC>C** (56.6) nC>C** (22.93)

1 nP<P** (86.46) nP<P** (21.94)

nC>C** (34.78) nC<C* (3.43)

2 nP>P** (115.38) nP>P (1.74)

nC<C** (88.89) nC<C** (12.85)

understood documents. On the other hand, documents that belong in the “for
patients” (C) category are better understood than the ones that do not (nC).
The behavior of the “for patients” category is similar to the one presented above
for the documents that do not belong in the “for health professionals” category.

Regarding readability, we found significant differences between SMOG means
that are in accordance with the previous results. We found that documents
“for health professionals” are more complex (W=1338060, p=2.55e-07**) than
documents that do not belong to this group just like documents that are not
“for patients” (t(3116.6)=5.9, p=1.86e-09**) in comparison with documents in
the “for patients” group.

In terms of relevance, the “for patients” documents are more relevant than the
documents that are not linked to this category. On the “for health professionals”
category the behavior is opposite but less clear. The professional documents seem
to be more relevant than the documents that do not belong to this category.

In our sample there are 60 assessments of 8 documents “for women” and 50
assessments of 6 documents “for men”. In these categories we do an analysis
similar to the previous one but we also consider the gender of the user. In terms
of comprehension we found that documents “for women” are better understood
by the general user and, more specifically, by the women. In fact they have a
lower proportion of documents classified with 1 (χ2(1) = 4.54, p=0.02* in the
general user and χ2(1) = 3.71, p=0.03* in the women) and a higher proportion
of documents assessed with 2 (χ2(1) = 7.75, p=0.003** in the general user
and χ2(1) = 5.94, p=0.007** in the women). In terms of relevance, the only
significant result we have found is that men assess documents “for men” as not
relevant more frequently than they do in documents not classified as “for men”
(χ2(1) = 5.56, p=0.009**).

6 Discussion

In the comparisonbetween retrieval systems, the system that had the Web as a col-
lection, including certified and non-certified documents, has a better performance
in all aspects but medical accuracy. Users assess relevance higher in this system,
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understand better its documents, feel more satisfied after the search sessions and
their documents are less difficult to read. However, this system is associated with
more incorrect contents than the one that only includes certified documents. In
this matter, we found that this difference is not due to the higher number of non-
certified pages in this system because the proportion of certified documents in ses-
sions with some incorrect content is significantly higher than sessions with no in-
correct contents. Assuming there are no incorrect contents in certified documents,
either the problem is on the comprehension of certain documents or in a few non-
certified documents that may have the power to damage the knowledge acquired
in the overall search session. We found that non-certified documents are better
understood by users than certified ones. Since readability is not significantly dif-
ferent between both types of documents, the comprehension differences may be
related with the existence of medical concepts that are not apprehended. We also
found that certification does not affect relevance assessments, mainly in the top-
rank results. This may be justified by a conclusion of a previous study [3] that
found that “three-quarters of health seekers do not consistently check the source
and date of the health information they find online”.

A more profound analysis was done in three groups of documents: non-certified
documents (WebSys non-shared documents), certified documents retrieved by
both WebSys and HONSys (shared documents) and certified documents re-
trieved only by HONSys (HONSys non-shared documents). We found that shared
documents are the ones with better performance in terms of relevance and read-
ability. This is not strange since this set of documents meets the general criteria
of Google search engine and have all the quality standards defined in the HON-
Code. In terms of comprehension, these documents are better understood than
HONSys non-shared ones but have no significant differences when compared
with WebSys non-shared ones. As expected, these documents rank higher in
the HONSys than in the WebSys. After this set of documents, the ones with
better performance in relevance, readability and comprehension are the WebSys
non-shared documents.

In the contextual analysis we also considered the HONCode categories. We
found that documents “for patients” and documents that are not “for health pro-
fessionals” are easier to read and understand. The readability of a document can
be a good evidence of its adjustment to health consumers. In terms of relevance,
users find documents “for patients” and “for health professionals” more relevant.
Although users understand worse the latter type of documents, we believe these
documents convey a professionalism and confidence that makes users rate their
relevance higher. In addition, documents “for women” are better understood by
the general user and, more specifically, by the women.

7 Conclusion

In this work we analyze the impact of medical certification on several aspects
of health information retrieval performance. We conclude that users value the
diversity provided by generalist search engines even if this means including non-
certified documents. Yet, we found that the medical accuracy of generalist search
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engines may be in risk if users do not understand documents or if the session
has a few documents with unreliable information. As we have seen, to assure the
comprehension of the documents, besides their readability, engines must also
guarantee that document terminology is adjusted to the users’ knowledge. To
improve the performance of generalist search engines on health tasks and to as-
sure the credibility of the top results, the ones that receive more attention, it is
advisable to incorporate the medical certification in the set of criteria currently
in use by the search engine. As we have shown, the documents retrieved by
the WebSys with HON certification are the ones with best overall performance.
Supported by findings of previous studies and the fact that certification has no
impact on users’ relevance judgments, we have reasons to believe that health
consumers do not consistently check if the health information they find is certi-
fied. Since users’ unawareness of information reliability may be associated with
some dangers, the inclusion of medical certification in the set of search engines’
criteria becomes even more important.

We also concluded that the classification of documents as “for patients” and
“for health professionals” may be useful to personalize the search experience. In
this sense, it would be important to explore as future work which page charac-
teristics may be used to automatically classify documents. On the other hand,
there is also the need to predict if the user is a lay person or a professional
and his level of expertise on the topic. Since documents’ readability is tightly
connected with the HONCode categorization and it proved to be discriminating
in several comparisons, it may be a good indicator of documents that are valued
and understood by users.
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Abstract. In this paper, we highlight the importance of osteoporosis disease in 
terms of medical research and healthcare and we consider a knowledge 
discovery approach regarding the diagnostic procedures of osteoporosis from a 
historical perspective. Osteoporosis is characterized by low bone mass, micro-
architectural deterioration of bone tissue, and increased bone fragility and 
susceptibility to fracture. Osteoporosis affects an estimated 75 million people in 
Europe, the USA and Japan, with 10 million people suffering from osteoporosis 
in the United States alone. Osteoporosis may significantly affect life expectancy 
and quality of life and is a component of the frailty syndrome. We use a freely 
available biomedical search engine based on text-mining technology to extract 
the diagnostic procedures used in osteoporosis from MEDLINE articles. We 
conclude that there are some changes in diagnostic procesures  in the last four 
decades and Dual energy x-ray absorptiometry is the most commonly used 
technique today. 

Keywords: Biomedical Text Mining, Osteoporosis, Information Extraction, 
Diagnostic Procedure. 

1 Introduction 

The scientific literature in biomedicine contains rich knowledge resources for 
biomedical research. MEDLINE is one of the most popular database and its abstracts 
and full-text documents include a database of over 20 million citations (abstracts) of 
biomedical articles dating back to the 1960s [1].  The database is currently growing at 
the rate of 500,000 new citations each year. With such explosive growth, it is 
extremely challenging to keep up to date with all of the new discoveries and theories 
even within one’s own field of biomedical research. Text mining is one of the major 
approaches to aid researchers to deal with information overload, which makes it 
possible to discover patterns and trends from huge collections of unstructured text. It 
consists of many different techniques such as natural language processing, 
information retrieval, information extraction and data mining [1].  

There are many web-based tools to explore and analyze the biomedical literature. 
These tools provide many opportunities for the analysis of co-occurrences between 
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biomedical entities such as disease, drugs, genes, proteins and symptoms [2]. Some 
text mining systems which are mostly used include: 

 

• Textpresso: uses a custom ontology to query a collection of documents for 
information on specific classes of biological concepts (e.g. gene, cell) and their 
relations (e.g. association and/or regulation)1. 

• iHOP: visualizes the interactions between genes2. 
• EBIMed: retrieves sentences based on detecting co-occurrences between biological 

entities3. 
• PolySearch: uses heuristic weighting of different co-occurrence measures and 

includes a detailed guide to implementation and vocabularies 4. 
• NovoSeek: leverages the Web 3.0 and text mining technology to identify 

biomedical relevant concepts within life sciences text5. 

 

Osteoporosis is widely recognised as an important public health problem because of 
the significant morbidity, mortality and costs associated with its complications, 
namely fractures of the hip, spine, forearm and other skeletal sites [3]. Across the 
whole of Europe, an estimated 3.1million fragility fractures occur each year in men 
and women age 50 years or over, including 620,000 cases of hip fracture, 490,000 
clinical vertebral fractures and 574,000 forearm fractures. The incidence of fractures 
is highest amongst elderly white women, with one in every two women suffering an 
osteoporosis related fracture in their lifetime. Attention is often focussed on hip 
fractures because they incur the greatest morbidity and medical costs for health 
services. However, fractures at other sites are also associated with significant 
morbidity and costs , and both hip and vertebral fractures are associated with an 
increased risk of death, and increased dependence on nursing homes and private and 
public care services for the basic activities of daily living. In the European Union the 
combined annual costs of all osteoporotic fractures exceeds 20 billion. Because of the 
ageing population the prevention of fractures will assume increasing importance. 
Although for many years there was awareness of the morbidity and mortality 
associated with fragility fractures, real progress only came with the ability to diagnose 
osteoporosis before fractures occur, and with the development of effective treatments. 
Bone density scanning played an important role in both these developments. Until the 
mid-1980s measurements of bone mineral density (BMD) were used mainly in 
research, and it was only with the introduction of dual-energy X-ray absorptiometry 
(DXA) scanners in 1987 that they entered routine clinical practice. Further significant 
developments included the first publication showing that bisphosphonate treatment 
can prevent bone loss [10], the publication of the World Health Organisation (WHO) 
report defining osteoporosis in postmenopausal white women as a BMD T-score at 
the spine, hip or forearm of −2.5 or less, and the Fracture Intervention Trial 
confirming that bisphosphonate treatment can prevent fractures [4,5,6,7]. 
                                                           
1 http://www.textpresso.org/ 
2 http://www.ihop-net.org/UniPub/HOP/ 
3 http://www.ebi.ac.uk/Rebholz-srv/ebimed/index.jsp 
4 http://wishart.biology.ualberta.ca/polysearch/ 
5 http://www.novoseek.com 
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All osteoporosis fractures are associated with significant morbidity and mortality, 
but hip fractures are particularly traumatic. Twenty percent of women who suffer a 
hip fracture die within the first year. Because of the ageing population, it is estimated 
that the number of hip fractures could double or even triple in the U.S.A. by 2020 [6]. 

In this paper, we present knowledge discovery on the diagnostic procedures of 
osteoporosis in a historical perspective. We use a web-based biomedical text-mining 
tool to search and analyze MEDLINE articles in different periods of time. 
Considering the point of view of physicians, it allows them to get hidden knowledge 
in medical articles and to interpret them. From the perspective of healthcare 
initiatives, they can evaluate the diagnostic techniques over the time periods (1970-
2010) and develop new effective strategies that provide better diagnostic procedures.  

2 Diagnosing of Osteoporosis 

An examination to diagnose osteoporosis can involve several steps that predict 
fractures, diagnose osteoporosis, or both. It might include: 

• An initial physical exam  
• Various x rays that detect skeletal problems  
• Laboratory tests that reveal important information about the metabolic process of 

bone breakdown and formation  
• A bone density test to detect low bone density[8-9]. 

Measurement of bone mineral density (BMD) is the basis of the diagnosis of 
osteoporosis. The risk of fracture increases with decreasing bone mineral density, 
which can be measured using several different techniques. Common bone mineral 
density (BMD) tests Include: 

• DEXA (Dual Energy X-ray Absorptiometry)  
• pDXA (Peripheral Dual Energy X-ray Absorptiometry)  
• SXA (Single Energy X-ray Absorptiometry)  
• pQCT (Peripheral Quantitative Computed Tomography)  
• RA (Radiographic Absorptiometry)  
• QCT (Quantitative Computed Tomography)  
• QUS (Quantitative Ultrasound) 

In these techniques, DEXA is is considered the gold standard for the diagnosis of 
osteoporosis. 

Screening 
The U.S. Preventive Services Task Force (USPSTF) recommended in 2011 that all 
women 65 years of age or older should be screened with bone densitometry. They 
recommend screening women of any age with increased risk factors that puts them at 
risk equivalent to a 65 year old without additional risk factors. The most significant 
risk factors is lower body weight (weight < 70 kg), with less evidence for history of 
smoking or family history. There was insufficient evidence to make recommendations 
about the optimal intervals for repeated screening and the appropriate age to stop 
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screening. Clinical prediction rules are available to guide selection of women ages 
60–64 for screening. The Osteoporosis Risk Assessment Instrument (ORAI) may be 
the most sensitive.  

The USPSTF concludes that the harm versus benefit of screening for osteoporosis 
in men of any age is unknown. Others have however claimed that screening may be 
cost effective in those 80 to 85 years of age [10].  

3 Method 

The following steps are applied to extract information about the diagnostic procedures 
for osteoporosis: 
 
STEP 1: Select a Search Engine 
Kleio text mining tool is used to diagnostic procedures from the relevant articles. 
Kleio is an advanced information retrieval (IR) system developed at the UK National 
Centre for Text Mining (NaCTeM). The system offers textual and metadata searches 
across MEDLINE and provides enhanced searching functionality by leveraging 
terminology management Technologies [11].   

Kleio draws upon one of the technologies from the NaCTeM text mining tool kit to 
enhance automated detection and mark-up of biologically important terms appearing 
in text, such as gene/protein names. One of these tools is AcroMine, which 
disambiguates acronyms based upon the context in which they appear.  This 
functionality plays a key role in searching large document collections by allowing 
users to expand their queries and to include synonymous acronyms without losing the 
specificity of the original query. 

The rich variety of term variants is a stumbling block for information retrieval as 
these many forms have to be recognised, indexed, linked and mapped from text to 
existing databases. Typically, most of the currently available information retrieval 
systems for the biomedical domain fail to deal with the problems of term ambiguity 
and variability. Kleio addresses this problem for reducing the diversity of term 
variation.  Another key innovation of Kleio is dealing with the variety of names 
(terms) for denoting the same concept. To map these forms (e.g. IL2, IL-2 and 
Interleukin-2) to biological databases we use machine learning based term 
normalisation techniques which reduce term variation (e.g. il2).  An advantage of 
applying term normalisation is to permit efficient look-up and to discover ambiguous 
and variant terms in the resources. The novelty of this work lies in using existing 
resources to automatically learn term variation patterns [11]. 

 
STEP 2: Enter Search Criteria 
Kleio offers some search options for users. For example, in order to find and analyze 
articles published in the period of 1970-1980 and relevant to osteoporosis, a 
researcher can use the time range option by setting a “1970-1980” date range with the 
query “osteoporosis”. Figure 1 shows the query results for the last date range. 
 
STEP 3: Get Search Results 
Diagnostic procedures section in the query results has been expanded and the results 
have been copied to a spreadsheet table. This query has been modified for other time 
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periods to collect time specific articles and extract diagnostic procedures. Table 1 
shows the total number of articles obtained for osteoporosis during the considered 
time periods. 

Table 1. The number of articles found for the keyword osteoporosis 

Time Period Number of Articles 
1970-1980 1345 

1980-1990 3441 

1990-2000 9808 

2000-2010 20486 

 

 

Fig. 1. The query results from Kleio for osteoporosis from 2000 to 2010 

 
STEP 4: Interpret Results 
In this step the changes in the diagnostic procedures, changes in time and rank are 
analyzed. More details about why some diagnostic procedures are emerged or 
abandoned are investigated using the related articles. 
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Table 2 shows extracted and ranked list of diagnostic procedures in four 
consecutive time periods. The Table 2 also provides a time-based comparison for the 
diagnostic procedures of osteoporosis. In addition, the ranking list can show the 
popularities of the diagnostic procedures over a certain time period. For example, 
some procedures can be more preferred in a certain period than others or new 
techniques emerge in some other time periods.  

4 Results and Discussion 

According to Table 2, some techniques such as autopsies, xeroradiography, 
arthrography are only seen in 1970-1980 time period. In addition, other techniques 
such as breast examination, endometrial biopsy, pap smear, skinfold thickness and 
angiography which are not specific diagnostic techniques used for osteoporosis are 
also seen in this period. 

Today, bone biopsies are rarely used to diagnose or manage patients with 
osteoporosis due to the procedure’s invasiveness, lack of technical training among 
clinicians, pain, cost, lack of specialized centers to interpret bone samples, time 
delays between biopsy and pathology report, and limited understanding of histological 
results. These real or perceived limitations have prompted an ongoing search to 
develop noninvasive bone markers to predict bone turnover, mineralization status, 
bone volume, cellular abnormalities, and potential accumulation of toxic elements, 
such as aluminum[12]. 

A large variety of different modalities from conventional X-rays and DEXA to CT 
and MRI have been developed to assess bone structure at the macro- and microlevels. 
As it is seen in Table 2, DEXA is the most commonly used technique today. This scan 
is a simple, quick test similar to having a low-energy x-ray. Since the test is non-
invasive, it is painless and produces no known side effects [13]. While only DEXA 
can be used for diagnostic classification according to criteria established by the World 
Health Organization, DEXA and some other Technologies may predict fracture risk 
and be used to monitor skeletal changes over time.[14] These technologies such as 
Computed Quantitative Computer Tomography (QCT) are capable of measuring the 
bone's volume, and are, therefore, not susceptible to the confounding effect of bone-
size in the way that DEXA results are susceptible.[15]. The ionising radiation dose of 
spinal QCT is higher than for DEXA, but the dose compares favorably with those of 
other radiographic procedures (spinal radiographs) performed in patients suspected of 
having osteoporosis [16]. Compared with other modalities CT-based techniques have 
also some advantages. In contrast to DEXA, volumetric quantitative CT (vQCT) 
offers three-dimensional (3D) information and cortical and trabecular bone can be 
separately analysed. In contrast to MRI, vQCT acquisition is much quicker and 
technically less demanding. Also standard whole body clinical CT scanners can be 
used for acquisition. These are more widely available and easier to operate than MRI 
equipment. Dedicated peripheral CT scanners are available for assessing BMD in the 
radius and tibia as well as for measuring trabecular structure of the forearm. The 
imaging of specimen, bone biopsies and small animals for the investigation of bone  
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Table 2. The extracted and ranked diagnostic procedures in time periods from 1970 to 2010 

 

 
structure currently is almost exclusively done with microCT (μCT) scanners. Over the 
past decade, several commercial companies have been offering an increasing variety 
of μCT scanners for different applications. In addition, active research in μCT is 
going on at several academic institutions [17]. 

Quantitative ultrasound (QUS) techniques are also capable of assessing fracture 
risk. QUS cannot be used as the sole measurement for the diagnosis of osteoporosis. 
The main field of application is in the prediction of future fractures since QUS 
measurements have been shown to predict fracture risk in the older population.  
However, QUS has many advantages in assessing osteoporosis. The modality is safe, 
small, portable and no ionizing radiation is involved, measurements can be made 
quickly and easily, and the cost of the device is low compared with DEXA and QCT 
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devices. The calcaneus is the most common skeletal site for quantitative ultrasound 
assessment because it has a high percentage of trabecular bone that is replaced more 
often than cortical bone, providing early evidence of metabolic change. Also, the 
calcaneus is fairly flat and parallel, reducing repositioning errors. The method can be 
applied to children, neonates, and preterm infants, just as well as to adults. Once 
microimaging tools to examine specific aspects of bone quality are developed, it is 
expected that quantitative ultrasound will be increasingly used in clinical practice  
[18, 19]. 

A further facility of the new bone densitometry technology is the option for 
vertebral morphometry. There are errors of accuracy in all bone densitometry 
techniques and also in the interpretation of the data they provide. Biochemistry is 
widely used in the differential diagnosis of secondary osteoporosis. Suspicions of 
osteomalacia or invasive processes in the bone marrow are the most common 
indications for bone biopsy. Finally, although history and physical examination are 
insufficient in diagnosing primary osteoporosis, they are important in targeting other 
investigations to exclude secondary forms of osteoporosis [20]. Conventional X-rays 
are available for the diagnosis of osteoporosis. In the first instance, conventional X-
rays serve to document osteoporotic fractures, but alone are not suitable for 
establishing an early diagnosis of osteoporosis [21].  

Magnetic resonance imaging(MRI) is currently used to predict osteoporosis. 
Significant progress has been made in the development of MR methods for assessing 
the skeletal status during the last few years. Insufficiency fractures can be detected 
early with MR imaging. Advances in basic MR hardware may significantly improve 
the impact of HR-MRI, diffusion MR imaging and MR spectroscopy for the study of 
trabecular bone [19]. 

5 Conclusion 

Osteoporosis is a major health problem in the world. Given the impact of osteoporosis 
on individuals, families, and society, there is a great interest in diagnosis and 
prevention of this disease. 

A decision on which technique to use for the assessment of osteoporosis is not 
easy. The clinicians should select the appropriate technique based on the age of the 
patient and the clinical context. Dual energy X-ray absorptiometry (DEXA) 
measurements of bone mineral density (BMD) have an important role in the 
evaluation of individuals at risk of osteoporosis, and in helping clinicians advise 
patients about the appropriate use of anti-fracture treatment. 

We consider the importance of osteoporosis disease in terms of medical research 
and healthcare initiatives and carry out a study based on disease-diagnostic 
procedures relationships in MEDLINE articles. The MEDLINE contains huge number 
of articles thus biomedical search engines working on text mining techniques make 
important contributions in extracting useful information within published articles. We 
use a free biomedical text mining tool to extract diagnostic procedures in the articles 
and search general issues in the diagnosis of osteoporosis. Our results show that some 
techniques such as bone biopsy is rarely used today and Dual energy X-ray 
absorptiometry (DEXA) is the dominating technique  in the last two decades. 
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Abstract. The scientific achievements coming from molecular biology depend 
greatly on the capability of computational applications to manage and explore 
laboratorial results. One component that is commonly underrated is the need for 
proper user interfaces that allow researchers to visually explore the results and 
extract biological evidences. 

In this paper, we review the main challenges of dealing with complex 
biomedical datasets, namely regarding data storing, communicating, 
representing and visualizing biomedical experimental data.  We emphasize the 
need for proper human computer interaction paradigms and underlying data 
management architectures in order to achieve a correct interpretation of the 
experimental results.  

Keywords: Biomedical Data, Data Integration, Data Mining, Data 
Representation. 

1 Introduction 

Advances in biomedical research have created a data deluge whose analysis requires 
proper methods and computer infrastructures. One major challenge consists in the 
creation of data structures that store relevant information in a form that is easy for 
computer programs to manipulate and that is accessible for human interpretation.  

The comprehensive analysis of an experiment commonly requires combining and 
studying the locally obtained results with third-party biological data [1, 2]. This need 
arises from the inherent complexity of both living organisms and the biological 
structures that define them; for instance, a single phenotype may be the result of 
interactions involving genetic elements. Other reason is associated with function 
conservation, because prior information about the biological function of a gene in one 
organism can be used to evaluate its function in others. Therefore, in order to fully 
understand the role of a gene, a scientist usually needs its nucleotide sequence, 
metabolic pathways and known drug interactions amongst a myriad of other equally 
important factors and concepts that need to be placed in context in order to facilitate 
knowledge extraction. Such a need becomes especially important when high 
throughput techniques, such as microarrays, produce results that only become 
meaningful after being matched with additional, previously known data residing at 
public databases [3, 4]. Thus, providing a unified view of multiple kinds and often 
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large sets of data confers a catalyzing effect on the investigation process and, as such, 
its importance cannot be stressed enough. 

In this paper, we present a review of the main challenges for storing, communicating, 
representing and visualizing biomedical experimental data. The results and discussion 
presented outline the main difficulties and envisage the opportunities and directions of a 
still emerging field where the paradigms for human computer interaction will play a 
critical role. Furthermore, both the issues found in dealing with biomedical data are 
detailed, and two representative examples introduced, where the visual representation of 
biomedical data is crucial for the correct interpretation of the experimental results. 

2 Challenges for Biomedical Data Management 

Like in many other areas, the growing number of biomedical resources has drastically 
increased the level of heterogeneity in the biomedical field. As the “omics” revolution 
unfolds, new software and hardware are created to meet clinicians and researchers’ 
demands. Consequently, end users are overwhelmed with the amount and diversity of 
available tools and information. 

Managing biomedical data has been the subject of various research projects 
tackling two great challenges in the field: the integration and interoperability from 
and amongst distributed resources [5-7]. Whereas the former played a key role in 
bioinformatics evolution over the last couple of decades [8, 9], the latter is a modern 
topic, allowing for continuous improvements. Whilst these challenges cannot be 
approached independently, we can benefit from using similar service composition 
strategies in their resolution. 

2.1 Integration 

The main goal of integration architectures is to provide support for a unified set of 
features, working over disparate and heterogeneous applications, and presenting a holistic 
view to end-users. Along with technical restrictions such as software/hardware platforms, 
model disparities or content locations, there are also other hindrances to the integration 
tasks, such as enterprise/academic boundaries or political/ethical issues [10]. Whether we 
are simply dealing with the integration of a set of files resulting from microarray 
experiments or with distributed database instances containing reference genomics data, 
integration relies on service composition and coordination methods to centralize 
distributed information or to give the idea that data are centralized. 

Strategies for data integration revolve around three key structures, differing mostly on 
the amount and kind of data that are merged in the central system and, respectively, on 
the it’s final performance and efficacy (Fig. 1). Warehouse solutions (Fig. 1 A) consist on 
the creation of warehouses collecting data gathered from several resources. Integrated 
datasets are entirely replicated in the warehouses, raising issues regarding data model 
mappings and data updates, among others [11-13]. In bioinformatics, Bio2RDF [14] is 
the edge-of-breed solution. Mediator-based solutions require the implementation of  
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Fig. 1. Data integration models categorized according to their relation with the integration 
application and the integrated external resources 

software wrappers, connecting the central application to the external resources (Fig. 1 B). 
The result is a virtual warehouse, with a dynamic middleware layer extending the access 
scope to distributed resources [15, 16]. The third widely used approach is link-based 
resource integration (Fig 1. C). This strategy consists in the aggregation of pointers to 
relevant distributed resources, without explicitly importing their data [17]. WAVe uses 
this strategy for the integration and enrichment of genetics datasets, presenting them 
using augmented browsing techniques [18]. 

Despite the fact that these approaches cover almost all possible solutions for data 
integration, most bioinformatics developers craft ad-hoc hybrid solutions, mixing direct 
warehousing integration for some resources with wrappers and pointers to others.  

2.2 Interoperability 

Interoperability is a feature to facilitate integration and collaboration between distinct 
software. Interoperable systems can access and use parts of other systems, exchange 
content with other systems and communicate using predefined protocols that are 
common to both systems. Software interoperability is defined as the level where multiple 
software components can interact regardless of their implementation programming 
language or software/hardware platform. Syntactic software interoperability may be 
achieved with data type and specification level interoperability. Data type interoperability 
consists in distributed and distinct programs supporting structured content exchanges 
whether through indirect methods, such as writing in the same file, or direct methods, 
like Application Programming Interfaces (APIs), invoked inside a computer or through a 
network. Specification level interoperability encapsulates knowledge representation 
differences when dealing with abstract data types, thus, enabling programs to 
communicate at higher levels of abstraction – web service level for instance. 

In modern biomedical data management, interoperability plays a key role in scenarios 
where several hardware/software tools must exchange data. Whether developers are 
dealing with Picture Archival and Communication Systems (PACS) or Electronic Health 
Records systems (EHRs), service composition and coordination strategies are 
implemented for enhanced performance [20, 21]. For example, the underlying challenges 
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for establishing intelligent data connections in breast cancer diagnosis, treatment and 
monitoring, involve the design of shared data models and interoperable services, which 
ultimately result in improved patient care. These are required for a coherent data flow 
from radiology departments to a genetic diagnostics lab and to patient digital records 
available for clinicians, leveraging the need for highly expertise regarding the software 
interoperability domain. 

2.3 Service Composition 

The development of hybrid integration and interoperability approaches has gained 
momentum in recent years, especially through the introduction of novel web-based 
data access techniques and workflow enactment applications [22]. This trend consists 
in making resources, data or tools, available as web services, allowing dynamic and 
real-time communication and data exchanges.  

Web services are the most widely used technology for the development of 
distributed web applications. The World Wide Web Consortium (W3C) defines web 
services “as software system designed to support interoperable machine-to-machine 
interaction over a network”. This broad definition allows us to consider a web service 
as any kind of online-available resource, as long as it enables machine-to-machine 
integration and interoperability. Despite this all-embracing definition, we can divide 
existing web services in two main groups: web services following W3C’s standards 
and application-specific REST services. 

Standardised web services have the main purpose of providing a unified data 
access interface and a constant data model of the data sources. Simple Object Access 
Protocol (SOAP), Universal Description, Discovery and Integration (UDDI) and Web 
Services Description Language (WSDL) are the currently used standards and they 
define exchanges at all software interoperability levels, ranging from the data 
transport protocol to the query languages used [24]. REST web services usage is 
growing as they are emerging as a viable alternative to standardised web services. 
REST services consist in simple web applications that respond to HTTP requests. 
HTML, XML, JSON, CSV or, most simply, free text, are used in replies, leaving the 
data handling tasks to the original application [25].  

As a whole, web service composition [26] defines the collection of protocols, 
messages and strategies that have to be applied in order to coordinate a heterogeneous 
set of web services to reach a given goal. Biomedical data integration and 
interoperability scenarios involve the adoption of service composition strategies, 
requiring the development of a composition infrastructure that is able to control the 
workflow’s coordinated execution, communicate with the distinct web services and 
organize the information flow between the web services. 

2.4 Beyond Integration and Interoperability 

In the healthcare domain, integration and interoperability are directly intertwined. We can 
only extract the full added value from our software if we use these concepts within the 
same strategy. We argue in accordance with Slater [27] and colleagues, whose research 
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underlines drawbacks intrinsic to current techniques, recognizing the need for novel 
approaches based on distinct skills and ideals. For this, Semantic Web methodologies 
arise as the desired resolution in spite of their projected slow adoption [29].  

Tim Berners-Lee, the self-proclaimed inventor of the modern Internet and director of 
W3C, promoted semantic Web developments in 2001. The W3C Semantic Web Activity 
group has already launched a series of standards to promote the developments in this 
area, such as URI, RDF, OWL and SPARQL [30]. A URI is a simple and generic 
identifier that is built on a sequence of characters and that enables the uniform and unique 
identification of any resource. RDF was designed as a standard to enable the description 
of web resources in a simple fashion [31]. The syntax neutral data model is based on the 
representation of predicates and their values. A resource can be anything that is correctly 
referenced by an URI. In RDF we can represent concepts, relations and taxonomies of 
concepts. This triplet characteristic results in a simple and flexible system: relationships 
are established through subject-predicate-object formalizations. SPARQL is an SQL-like 
query language that acts as a friendly interface to RDF information. Ontology consists on 
the collection of consensual and shared models in an executable form of concepts, 
relations and their constraints tied to a scaffold of taxonomies. In practical terms, we use 
ontologies to assert facts about resources described in RDF and referenced by an URI. 

Combining these technologies will enable integration and interoperability between 
distributed and heterogeneous resources, resulting in the possibility of data in one source 
to be transparently and intelligently connected with data in a distinct source [34]. In a 
long-term perspective, adopting these technologies will result in vast improvements over 
current systems. By establishing more meaningful relationships amongst data in our 
repositories, we will be able to obtain deeper insights from the collected knowledge. It is 
clear that the innate complexity of the life sciences domain, amplified in biomedical data 
management software, requires large efforts and expertise to be overcome. With the 
Semantic Web, a truly integrative and interoperable knowledge network will cover the 
entire life sciences domain. 

3 Challenges Representing Biomedical Data 

While biomedical data management triggers complex computer science challenges, 
this area is of crucial importance to the development of improved human interaction 
methods to analyze clinical and experimental data. Next we explore two scenarios 
where the combination of resource integration with rich user interfaces is essential to 
the interpretation of experimental results. 

3.1 Microarray Study 

Microarray analysis is, currently, a very important technique for the study of gene 
expression patterns. The principle supporting this technique is the ability of a given 
nucleic acid sequence binding specifically to, or hybridizing to, another nucleic acid 
of complementary base composition. Therefore, this technology provides a global, 
simultaneous view on the transcription levels of many or all genes of an organism 
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under a range of conditions or processes. The information obtained by monitoring 
gene expression levels in different developmental stages, tissue types, clinical 
conditions and different organisms can help in understanding gene function and gene 
networks, assist in the diagnostic of disease conditions and reveal the effects of 
medical treatments. 

A key step in the analysis of gene expression data is the identification of groups of 
genes that manifest similar expression patterns that is equivalent to the algorithmic 
problem of clustering genes based on their expression data. The data used for 
clustering consists of a vector for each gene with the expression values for each 
individual condition under study. Because we usually have thousands of genes the 
typical results is a matrix of expression levels. This vector is indeed complemented 
with the annotations from the external databases resulting in a cube. It is the analysis 
of this cube that holds the key to the interpretation of the experiment. Is therefore of 
critical importance the need for intuitive interfaces to explore this data aggregation. 

A common approach consists in the use of cluster analysis is usually 
complemented with related biomedical data, in order to understand the active process 
under the conditions under study. The goal is to partition the elements into subsets, 
which are called clusters, so that two criteria are satisfied: homogeneity, elements in 
the same cluster are highly similar to each other; and separation, elements from 
different clusters have low similarity to each other. 

Fig. 2 outlines the challenges representing the sum of data from a microarray 
experiment, namely the multiple dimensionalities of the data as the high number of 
biomedical terms associated with each term. 

3.2 Network Representation of Gene-Disease Association Studies 

The identification of genes responsible for the cause or prevention of diseases is 
critical knowledge in the development of new diagnostics and therapies. Over the past 
few years, several computational methods have been used to obtain candidate genes 
for a disease and although the results require experimental validation, they provide 
important clues for selecting the best targets. 

A group of computational methods that have been successfully applied are based 
on biomedical networks. This networks is obtained by integrating data from disparate 
data sources including Gene Ontology (GO) (http://www.geneontology.org), pathway 
annotations (KEGG), Online Mendelian Inheritance in Man (OMIM), and multiple 
literature and ontology databases (Fig. 3). 

Regarding the web interface, we envisage an ontology-driven semantic search 
system, which should provide all the functionalities of the system in a simple to use 
interface. We will focus mostly in investigating visualization techniques to map the 
query result structure, so that a user can easily see how concepts relate to each other, 
allowing the assessment of the explicit relations among the searched terms. The 
application interface should be intuitive, providing links to the original documents in 
PubMed, and to the pages describing the concepts identified in each document. 
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Fig. 2. Data cube representing the functional interpretation of a microarray experiment 

 

Fig. 3. Example that demonstrates the usage of GeNS to obtain the network of concepts related 
with Breast Cancer disease 
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Besides exploiting web interfaces for the semantic network representation, the use 
of innovative interaction paradigms, based on a 2D/3D scanner and gesture tracking, 
and its impact on user acceptance and productivity. The visual abstractions that we 
will follow provide another major challenge. Many approaches to network 
visualization use graphs or trees, representing nodes and links through different sizes, 
shapes and colors. This approach has the benefit of allowing a wide variety of layout 
algorithms, contributing to the overall flexibility of the visualization system. 
However, other approaches can provide more useful results, such as abstract 
geometrical shapes, city abstractions, landscapes, tree maps, relative neighborhood 
graphs, correlation plots, heat maps and many others. The user will be able to 
navigate along the network representation, modify visualization attributes such as the 
perspective, lighting, camera position and zoom, either in static or animated mode. 

4 Conclusion 

The integration and interoperability among heterogeneous resources is a classic 
problem in biomedical software, where the ability to provide a unified view of 
conceptually different sets of data offers scientists a much broader view of a given 
subject, thus making it much easier to extract conclusions that may not have been 
visible otherwise. In this paper we review the main challenges for the storage, 
interoperability, representation and visualization of biomedical clinical and 
experimental data.  

Furthermore, results and discussion presented in this manuscript are used as a seed 
for the awareness of the opportunities and directions in a still emerging field, where 
the paradigms for human computer interaction are sustained by advanced data 
management strategies to fulfill their critical role. 
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Abstract. We present an architecture aimed at semantic search and
synthesis of information acquired from the document repositories. The
proposed framework is expected to provide domain knowledge interfaces
enabling the internally implemented algorithms to identify relationships
between documents, researchers, institutions, as well as concepts ex-
tracted from various types of knowledge bases. The framework should
be scalable with respect to data volumes, diversity of analytic processes,
and the speed of search. In this paper, we investigate these requirements
for the case of medical publications gathered in PubMed.
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1 Introduction

Rapid development of freely available biomedical databases, such as PubMed
[21], allows users to search for documents containing highly specialized biomed-
ical knowledge. This article outlines the SONCA (Search based on ONtologies
and Compound Analytics) [6] framework, whose aim is to extend the function-
ality of such databases not only by more efficient search of relevant documents,
but also by more intelligent extraction and synthesis of information, as well as
more advanced interaction between users and knowledge sources.
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Although development of SONCA is still at its relatively preliminary stages,
our ambition is to construct the engine enabling to formulate decision support
types of queries in a simplified, domain-specific language, and assembly the an-
swers basing on a chain of operations on semantic indexes cyclically recomputed
over a repository of documents and other information sources, stored in both
structural and relational fashion. In this paper, we discuss this vision with respect
to potential expectations of biomedical experts, using the contents of PubMed
and one of the corresponding domain ontologies as a case study.

The paper is organized as follows. In Section 2, we outline SONCA’s architec-
ture. In Section 3, we elaborate on RDBMS model supporting analytic processes.
In Section 4, we show some examples of basic functionalities and the correspond-
ing experiments. In Section 5, we discuss future steps.

2 Requirements and Components

SONCA is aimed at the analysis of documents of different origin and format. It
should be also able to utilize domain ontologies or specialized databases. Knowl-
edge bases, such as, e.g., MeSH1 [26], can be employed as the source of domain
knowledge, as well as the means for communicating with the users or the basis
for discovering meaningful patterns in data. SONCA is characterized by abil-
ity to represent various types of entities, such as documents, authors, concepts,
results, images, data sets. It also uses available knowledge bases to produce se-
mantic indexes that facilitate search and information synthesis [23].

SONCA needs to be scalable with respect to the volumes of data and a variety
of usage patterns. It should be characterized by a modern database architecture,
as well as support for various approximate and hierarchical reasoning algorithms
[5,19]. There might be no single methodology addressing all scalability expecta-
tions. For example, document stores seem to be the best for gathering and man-
aging original files and metadata. On the other hand, analytic-oriented RDBMS
engines are a better choice for managing information about documents and other
related entities in order to build more useful semantic indexes.

Figure 1 outlines the main SONCA’s modules: the repository of documents,
the analytic index server, the search index server, and the user interfaces. The
repository stores original documents or links to some external sources. The an-
alytic index server computes intermediate tables and final semantic indexes.
The search index server provides scalable external access to the results of an-
alytic processes. The interfaces parse and decompose user requests basing on
domain-knowledge-driven hierarchical modeling [5,14]. Requests can be usually
addressed by the search index server, in combination with links to original doc-
uments. However, some parts of more advanced requests may be redirected to
intermediate analytic structures or generic tables described in Section 3.

1 MeSH is a medical ontology created by United States National Library of Medicine.
It contains over 26 thousands of concept records (also called subject headings), most
of which consist of a definition, a list of synonyms, and links to related entries.
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Fig. 1. The architecture of SONCA along with some of software components

Figure 1 also shows software solutions that we applied at the prototype stage
in order to meet the outlined requirements. We use MongoDB [8], Infobright
[22], and, among the others, Lucene [17] to represent information in three forms:
repository-oriented, analytics-oriented, and search-oriented. The choice of tools
for building the user interfaces is still under investigation.

3 RDBMS Model

SONCA’s analytic index server is based on the relational database schema aimed
at efficient storing and querying documents, as well as entities corresponding to
researchers, institutions, scientific areas, and others. We adapted some types of
relations from the CERIF project [15]. We also store detailed information about
parsed documents in order to conduct analytics in combination with domain
knowledge about scientific topics, by means of standard SQL and RDBMS man-
agement. Of course not all documents are available in their full form. For exam-
ple, we treat as documents also the items parsed from bibliographies of available
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Fig. 2. General schema for assigning properties to entities and relations to entity pairs
(left). There are three types of entity semantics: instances, objects, and concepts (right).

publications. This leads to a need of applying analytic and search methods ca-
pable to work with incomplete, often uncertain information.

We store information about all properties of entities and all relations between
entities in two kinds of tables: ENTITY_ENTITY and ENTITY_PROPERTY (see Figure
2). This way, we avoid an uncontrolled amount of tables. We utilize this universal
layout in the three major areas of our model described below.

The first area, referred as generic, contains table INSTANCE, which stores in-
formation about instances – entities distinguishable while parsing input files. It
follows a general ENTITY layout. It also reflects decomposition of each of docu-
ments onto parts, such as abstract, section, or bibliography, with their hierarchy
levels encoded by column instance_type (see Figure 3). Each decomposed part
is treated as a separate instance. It enables us to operate with the parts of doc-
uments when creating semantic indexes and conducting ad-hoc analytics. For
example, investigation of current trends in the field of genetic research may be
enriched by the analysis of changes in occurrences of related concepts in the
concluding sections of articles published in several consecutive years.

All metadata enclosed in input files or gained from other sources are stored
in two tables: INSTANCE_PROPERTY and INSTANCE_INSTANCE. The latter one in-
cludes connections between persons and organizations, which should be revealed
during analyzing publication (e.g.: affiliations), between organizations and pub-
lications (e.g.: editors of documents from references), between persons and pub-
lications (e.g.: relation of being an author of publication) and so on.

We assume temporality of properties and relations. We address it by adding
columns defining validation time windows. This allows us to model various
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Fig. 3. A part of a file from PubMed and its corresponding RDBMS representation

situations more realistically. For example, in order to express information about
researchers in medicine, we need such temporal properties and relations as, e.g.,
’MedicalSpeciality’ and ’PlaceOfMedicalPractice’.

In order to verify whether it is realistic to put such a huge volume of data
into a relational database schema, we conducted a simple experiment with Info-
bright’s software [22], optimized for data compression and SQL-based analytics.
We parsed 235,000 documents from the PubMed Central Open Subset [21]. The
size of this text corpus was about 385 GB. We measured compression ratios for
data stored in RDBMS. Physical size of table INSTANCE turned out to be almost
40 times smaller than the corresponding tabular data obtained from the parsing
algorithm. The sizes of tables INSTANCE_INSTANCE, INSTANCE_PROPERTY, and
PROPERTY_VALUE were, respectively, 30, 20, and 5.5 times smaller.

The second area, referred as analytic, is analogous to the generic area of the
schema. The difference is that now we work with objects corresponding to classes
of instances grouped together by matching algorithms, executed cyclically over
the content of generic tables. Relationships between identifiers of instances and
objects are stored in table OBJECT_MATCH, which is the bridge between generic
and analytic layers. The corresponding attributes in tables describing objects
are synthesized by algorithms basing on OBJECT_MATCH and INSTANCE. Such
synthesis may significantly increase information completeness. For example, the
same article can occur in bibliographies of many documents, with different parts
of information provided. After matching multiple article’s instances together, we
can operate with merged information about the corresponding object. Surely,
such matching and synthesizing techniques can work on heuristic basis.

The third area refers to ontologies, which can be regarded as models of knowl-
edge with distinguished entities, their properties and relations between them. We
call such ontology-based entities as concepts (see Figure 2, on the right). Pre-
cisely, by a concept we treat every entity that can be retrieved from a source
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provided by an expert (and using algorithms accepted by an expert). A technical
challenge in this area is to provide fairly universal framework for storing infor-
mation about concepts acquired from different sources, such as, e.g., Wikipedia
or MeSH [26]. Such information is contained in table CONCEPT. We also need
representation of concepts as texts. As one can represent a concept by different
text descriptions, we introduce column concept_part_type. There is, however,
a difference between this column and instance_type in the table INSTANCE as
we did not find a reason for introducing a hierarchy for concept descriptions. For
example, in MeSH each subject heading, apart from its short definition, may
be described by an annotation, a historical note, and a list of synonyms. Table
CONCEPT_PART allows storing this information in a unified way.

Table CONCEPT_OBJECT consists of relations between ontological concepts and
analytic objects. An important relation that we can derive, store and use is la-
beling documents or scientists with topics from ontologies (e.g.: from MeSH).
Going further, we can do it not only for the whole documents but also for their
particular parts, which can lead to some interesting document structure-aware
analytics. One example may be to reason about the most promising areas of sci-
ence, e.g., by means a query formulated by a student who searches for potential
topics of future thesis, where SQL-based heuristics may extract topics occurring
frequently in the concluding parts of documents but with no significant represen-
tation in bibliographies and major parts of documents. Table CONCEPT_OBJECT is
built analogously to ENTITY_ENTITY in Figure 2, where the first entity becomes
analytic object and the second entity becomes ontological concept.

To conclude this section let us discuss how to extend SONCA by adding new
types of entities. Consider an example of microarray experiments [3,12]. In this
case, we need two new types of objects – an experiment and a gene. Additionally,
one may consider a collection of microarray experiments as an entity itself. In-
formation about all experiments may be stored within the previously-described
tables or, optionally, in a separate table comprising of columns experiment_id,
collection_id, gene_id, and gene_expression_value. New entities may have
unique properties and unique types of relations with other objects. Genes may
be labeled by a symbol, synonyms in various ontologies, a type, a taxon, and a
sequence. They can be in relation with, e.g., collections of experiments, in which
they were examined. Moreover, all the above-discussed new entities may be re-
lated to some documents. For example, a microarray data set can be used in a
study described by a document, which draws a conclusion regarding a role of a
specific gene. Such relations, if discovered, can be used to enrich analytic results.
Further types of entities may origin from log files, upper ontologies, annotated
medical images, patent databases, patient histories, and so on.

4 Basic Functionalities

By the support for the methods of semantic indexing and user interaction with
data sources, SONCA is intended to become a problem-solving tool. Our ul-
timate goal is to allow querying the system in a semi-natural language, e.g.,
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with a use of a controlled vocabulary. Such queries would be mapped into our
data model using domain knowledge and translated into the corresponding SQL
statements. Their intermediate results would be then post-processed by dedi-
cated information synthesis modules and finally presented to the users.

Consider the following query as an example: “Provide a summary of the cur-
rent state of knowledge about X”, where “X” may refer to a condition, a chemical
compound, or a patient’s history. In this case, the system would have to iden-
tify the concept “X”, find the most related pieces of information, and construct a
summary that could be returned in a variety of formats, including figures, tables,
links to original sources, and so on. Other useful queries may look like: “Give me
a definition of X”; “What are the most related research problems?”; “When was it
first used in the literature?”; “Which academic units work on a given problem?”;
“Which workshops and conferences discuss the topic?”. Ability to answer such
queries would doubtlessly benefit the community.

Let us now briefly describe three examples of basic computational blocks that
can eventually lead towards hierarchical execution of the above types of queries in
SONCA. It is interesting to look at them as a chain of information transmission
that can be scheduled in order to provide user interfaces with the most efficient
indexes. In particular, structural and semantic information extracted by the first
two of the following modules will be used in the third one.

Source unification. Given the requirement of handling document content from
various data sources, it is crucial to unify the underlying documents’ structure.
While choosing a suitable data format, we were inspired by the NLM Archiving
and Interchange DTD used within PubMed [21]. We refer to this data format as
NXML, after the filename suffix of the PubMed documents. Actually, Figure 3
contains a fragment of text in the NXML format (on the left).

Converting the source documents to the NXML files is prone to errors. The
corresponding modules require appropriate measures of validity. The PubMed
documents provide a natural benchmark data, as they are available both in
digital PDF and NXML formats. Thus, we could test our algorithms by con-
verting those PDFs to the (simplified) NXML files. For each input document,
(partial) comparison was related to the tree structures and the NXML file con-
tent. One may take into account multi-column texts, hyphenations, detection of
titles, authors and bibliographic entries, as well as such structural entities as ta-
bles, figures or footnotes. In theory, such comparisons can be implemented both
within the local document repository and the analytic index server. However, it
is more intuitive and efficient to run them at the repository level.

Semantic indexing. Medical document databases use external knowledge bases
to facilitate the searching process. For example, documents in PubMed are semi-
manually tagged with concepts from MeSH. Queries sent to the database are then
automatically extended by the corresponding MeSH headings. One of possible
usages of SONCA is to extend such tagging process. Indeed, the ontological
part of our data model supports storage of information from different external
knowledge bases, such as MeSH or DBpedia. Therefore, we may implement some
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universal methods for detecting associations between documents and concepts.
We can automatically tag documents with the notions from their domain of origin
and store the outcomes in table CONCEPT_OBJECT, ready to facilitate search and
retrieval. The obtained tags can be then utilized in various processes, such as
grouping of search results or topical classification (e.g.: automatic classification
of documents into MeSH’s topical qualifiers).

The extracted semantic information can also serve as a way of extending the
commonly used bag-of-words representation of text documents [7]. The key con-
cepts assigned to a document form representation that we call a bag-of-concepts.
As a step toward this direction, we implemented within SONCA the Explicit Se-
mantic Analysis (ESA) technique [10], where natural language definitions of con-
cepts from an encyclopedia or an ontology are matched against texts to find the
best associations. Let us recall that we keep processed text descriptions of con-
cepts in table CONCEPT_PART. Thus, we can easily construct an inverted semantic
index that maps words occurring in such descriptions into related concepts. For
each new document, concepts that correspond to its words basing on such in-
verted index are retrieved and aggregated to form an extended bag-of-concepts.
For a larger set of documents it is worth implementing the whole operation in
the analytic index server and gather all bag-of-concepts representations within
a single intermediate analytic structure ready for further usage.

We applied the above method in combination with MeSH and DBpedia to in-
dex PubMed documents. We verified effectiveness of our approach in two ways.
First, we clustered small subsets of documents represented by bag-of-words and
bag-of-concepts using a simple k-means algorithm and found out that the se-
mantic representation frequently yields better results [23]. We also compared
the key MeSH concepts assigned to selected documents with the corresponding
tags assigned by the PubMed experts. Preliminary results of this analysis reveal
that the ESA method produces quite reasonable tags (see Table 1).

Online document grouping. Online grouping methods utilize content of usu-
ally up to several hundreds snippets (contexts for the searched term occurrences)
returned by the Web search engines. The output is a list of labeled groups as-
signed with some objects (typically Web pages). The goal of grouping is then to
provide a navigational rather than a summary interface [20]. On the other hand,
a document retrieval system can usually access higher quality information about
documents, which sets up expectations at a different level. In such a case, the
groups based merely on snippets’ content may not be informative enough to pro-
vide a meaningful overview of documents returned by the query. This suggests
that enriching snippets may lead to a higher quality clustering.

We conducted experiments which utilized document representations based on
inbound and outbound citations (i.e.: the lists of documents that are referenced
by and that reference each given paper), semantic indexes described earlier in
this section, as well as snippets extended by document abstracts. MeSH terms
assigned by the PubMed domain experts to documents provided natural means
of validation for each of clustering methods, as ideally the system would group
documents in a similar way that the experts would do it [20,23]. Table 2 shows an
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Table 1. Exemplary tags assigned to documents by PubMed experts and SONCA.
The “∗” in the “MeSH tags by PubMed” column indicates the primary headings.

Document title MeSH tags by PubMed MeSH tags by SONCA
Cockroaches (Ectobius
vittientris) in an intensive
care unit, Switzerland.

Cockroaches*, Insect Control*, In-
tensive Care Units*, Cross Infection,
Insect Vectors

Cockroaches, Intensive Care
Units, Klebsiella Infections, Pest
Control, Cross Infection

Serotonin transporter ge-
notype, morning cortisol
and subsequent depression
in adolescents.

Depressive Disorder*, Genetic Pre-
disposition to Disease*, Serotonin
Plasma Membrane Transport Prote-
ins*, Genotype, Multilevel Analysis

Depressive Disorder, Genome-Wi-
de Association Study, Multilevel
Analysis, Cohort Studies, Adoles-
cent Psychiatry

Capacity of Thailand to
contain an emerging influ-
enza pandemic.

Disaster Planning*, Health Policy*,
Disease Outbreaks, Health Resour-
ces, Influenza Human

Health Care Rationing, Health Re-
sources, Epidemics, Evidence-Ba-
sed Medicine, Influenza B virus

Table 2. A cluster labeled “Body Weight” discovered after a baseline document rep-
resentation was extended with citation information. Column “Grouping (abstract)”
shows original (baseline) groups assigned to each document (two of them were previ-
ously unassigned to any group). The third column lists MeSH terms associated with
each document (these terms were unavailable for the fourth document). We emphasized
concepts that seem (subjectively) to be similar to the group label.

Title Grouping
(abstracts)

MeSH keywords

Effects of antenatal dexametha-
sone treatment on glucocorticoid
receptor and calcyon gene ex-
pression in the prefrontal cortex
of neonatal and adult common
marmoset monkeys.

Molecular;
Dexam-
ethasone

Age Factors; Animals; Animals, Newborn; Body
Size; Body Weight; Callithrix; Dexamethasone;
Female; Glucocorticoids; Male; Membrane Proteins;
Prefrontal Cortex; Pregnancy; Prenatal Exposure
Delayed Effects; Receptors, Glucocorticoid; Recep-
tors, Mineralocorticoid; RNA, Messenger

The body politic: the relation-
ship between stigma and obesity-
associated disease

Adiposity; Age Factors; Body Mass Index; Electric
Impedance; Female; Humans; Male; Obesity; Preju-
dice; Risk Factors; Sex Factors; Stress, Psychological

Prenatal Stress or High-Fat Diet
Increases Susceptibility to Diet-
Induced Obesity in Rat Off-
spring.

High-fat
Diet

Animals; Child; Diabetes Mellitus, Type 2; Dietary
Fats; Energy Intake; Female; Genetic Predispo-
sition to Disease; Humans; Infant; Male; Obesity;
Pregnancy; Prenatal Exposure Delayed Effects; Rats;
Rats, Sprague-Dawley

The TNF-α System: Functional
Aspects in Depression, Nar-
colepsy and Psychopharmacol-
ogy.

example of cluster that was discovered after extending document representations
by information about citations. We expect that extraction of more meaningful
snippets can further improve our results in the nearest future.

In our experiments (single server setup, documents from PubMed), SONCA
performed comparably to other information retrieval engines with respect to exe-
cution time of simple queries. Moreover, expressiveness of the relational database
model allowed us to construct queries using joins or filters on structural and se-
mantic relations between objects (e.g: “return documents published in the given
journal, whose primary MeSH headings match any document written by the
given author”). While the user interface modules responsible for query genera-
tion are still under investigation, the computational overhead can be minimized
by materializing indexes that substitute or approximate implicit joins in queries.
For example, in order to facilitate online grouping, we constructed an auxiliary
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table joining every term from our corpus with snippets. Such a table, contain-
ing over 4.6 billion rows, dramatically speeded up the document representation
enhancement process. On the other hand, given characteristics of the applied
software (see Figure 1), both the size and the speed of cyclic reconstruction of
that table are fully acceptable in terms of SONCA requirements.

5 Further Perspectives

Our primary motivation to develop SONCA is to extend functionality of the
currently available search engines towards document based decision support and
problem solving, via enhanced search and information synthesis capabilities, as
well as richer user interfaces. For this purpose, we have been seeking for inspi-
ration in many projects and approaches, related to such fields as, e.g., semantic
web [2], social networks [18], or hybrid information networks [13]. Surely, there
are plenty of aspects to be further investigated, in particular, in what form the
results should be transmitted between modules and eventually reported to users.
With this respect, we can refer to some research on, e.g., enriching original con-
tents [1] and linguistic summaries of query results [16].

Another challenge is how to manage a hierarchy of computational tasks in
order to assembly the answers to compound queries. Basing on initial observa-
tions in Section 4, we can see that the framework for specifying intermediate
components of search and reasoning processes is crucial for both performance
and extendability of the system [4,27]. The chain of computational specifications
may follow a way human beings interact with standard search engines in order
to summarize knowledge they are truly interested in. Thus, it is crucial to know
how to represent and learn behavioral patterns followed by domain experts while
solving problems [28]. Some hints in this area may come out from our previous
research related to ontology-based approximations of compound concepts and
identifying behavioral patterns in biomedical applications [5,11].

We also need to work on completion of the list of query types that should
be supported. Besides examples mentioned in the previous sections, one may be
interested in questions such as: “Who specializes in the treatment of a given con-
dition (countries, states, hospitals)?”; “What are the current and past methods of
diagnosis and treatment (e.g.: links to patient histories and medical images)?”;
“What is their effectiveness (which could be depicted on a timeline)?”; “What
are the most typical and least typical cases of a given condition?”; “What are
morphological, molecular, genetic, functional or other aspects relevant in a given
context?”; “Which pharmaceutical patents are relevant to treatment of the con-
dition?”; “Which drugs are registered or approved in different regions?”; “What
are typical interactions or complications after treatment?”.

Furthermore, the user-system dialog may go beyond answering to queries (see
e.g. [24]). The system may be actually more active by means of proposing so-
lutions, suggesting additional pieces of information that should be completed,
or even identifying the existing pieces that might need to be reexamined. For
example, let us imagine a SONCA-based diagnostic support system based on a
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repository of medical documents and clinical data sets, where a medical doctor
should be able to enter information about a patient’s history and, within a con-
text of specific queries, expect some guidelines with regards to further medical
treatment and, if necessary, further data acquisition and verification.

The above use cases additionally illustrate the importance of establishing
clear but powerful language of communication. The challenge is actually related
not only to a syntax that the users are supposed to follow while formulating
their queries (although this is a huge research topic by itself; see e.g. [9]). It
is related also to all other layers of SONCA’s architecture, wherein interfaces
should parse the input queries, identify their components that may be addressed
by the existing indexes or computational blocks, and, if possible, dynamically
resolve the missing parts of the information flow by analogy to some previously
applied strategies. From this perspective, we may refer, e.g., to such fundamental
issues of mathematics as understanding of the concepts of proof, similarity of
proofs, analogies between theorems, analogies between strategies of proofs used
in different domains, and so on [25]. We may also refer to our own experience
with evolution of languages applied to constructing and describing information
granules [14] that, in the framework of SONCA, correspond to the hierarchy of
intermediate tables and structures required to achieve the final goal.
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Abstract. Every data compression method assumes a certain model of
the information source that produces the data. When we improve a data
compression method, we are also improving the model of the source.
This happens because, when the probability distribution of the assumed
source model is closer to the true probability distribution of the source, a
smaller relative entropy results and, therefore, fewer redundancy bits are
required. This is why the importance of data compression goes beyond
the usual goal of reducing the storage space or the transmission time of
the information. In fact, in some situations, seeking better models is the
main aim. In our view, this is the case for DNA sequence data. In this
paper, we give hints on how finite-context (Markov) modeling may be
used for DNA sequence analysis, through the construction of complexity
profiles of the sequences. These profiles are able to unveil structures of
the DNA, some of them with potential biological relevance.

1 Introduction

Modeling plays a key role in data compression. With the invention of the first
practical algorithm for arithmetic coding [1], the problem of finding out an effi-
cient representation for a certain information source could be restated as a data
modeling problem. For our purposes, a model is a mathematical description of
the information source, providing a probability estimate of the next outcome.
The entropy of this model sets a lower bound on the compression performance
of the arithmetic encoder. This bound is tight, meaning that it is possible to
generate a bitstream with average entropy as close as desired to the entropy of
the model, suggesting that the effort should be made to find good models of the
information sources.

For about the last ten years, we have been addressing the problem of data
compression using arithmetic coding. Initially in the context of image coding
and, more recently, in the context of DNA coding, we have been relying on
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finite-context (Markov) models for describing the data in an efficient way. Finite-
context models assume that the source has Markovian properties, i.e., that the
probability of the next outcome of the information source depends only on some
finite number of (recent) past outcomes. This past is normally referred to as the
“context”, hence the name “finite-context model”.

In the context of DNA data compression, these models have been usually
associated with the task of providing compression when the main method fails.
However, they have also been used as the main method, both for representing
protein-coding regions of DNA [2] and for representing unrestricted DNA, i.e.,
DNA with coding and non-coding regions [3,4,5,6,7]. In this paper, we present and
discuss the problem of computing complexity profiles (or information sequences)
using finite-context models. Basically, a complexity profile indicates how many
bits are required to represent each symbol (DNA base). These complexity profiles
are of interest because they reveal structures inside the chromosomes, structures
that are often associated with regulatory functions of DNA [8].

2 Finite-Context Models

Consider an information source that generates symbols, s, from an alphabet A,
and denote by xn = x1x2 . . . xn the sequence of symbols generated by the source
after n outcomes. A finite-context model of an information source (see Fig. 1 for
an example where A = {0, 1}) assigns probability estimates to the symbols of the
alphabet, according to a conditioning context computed over a finite and fixed
number, k, of past outcomes (order-k finite-context model) [9,10,11]. At instant
n, we represent these conditioning outcomes by cn = xn−k+1, . . . , xn−1, xn.
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Fig. 1. Example of a finite-context model for the binary alphabet, i.e., for A = {0, 1}.
The probability of the next outcome, Xn+1, is conditioned by the k last outcomes. In
this example, k = 5.

In practice, the probability that the next outcome, Xn+1, is s ∈ A, is obtained
using the estimator
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P (Xn+1 = s|cn) =
Nn

s + α∑
a∈A

Nn
a + |A|α

, (1)

where |A| denotes the size of the alphabet, and Nn
s represents the number of

times that, in the past, the information source generated symbol s having cn

as the conditioning context. The parameter α controls how much probability
is assigned to unseen (but possible) events, and plays a key role in the case of
high-order models. In fact, when k is large, the number of conditioning states,
|A|k, is high, implying that statistics have to be estimated using only a few
observations. This estimator reduces to Laplace’s estimator for α = 1 [12] and
to the frequently used Jeffreys/Krichevsky estimator when α = 1/2 [13,14].

Initially, when all counters are zero, the symbols have probability 1/|A|, i.e.,
they are assumed equally probable. The counters are updated each time a symbol
is encoded. Since the context is causal, the decoder is able to reproduce the same
probability estimates without needing additional information.

The block denoted “Encoder” in Fig. 1 is an arithmetic encoder. It is well
known that practical arithmetic coding generates output bitstreams with average
bitrates almost identical to the entropy of the model [9,10,11]. The number of
bits that are required to represent symbol xn+1 is given by − log2 P (Xn+1 =
xn+1|cn). Therefore, the average bitrate (entropy) of the finite-context model
after encoding N symbols is given by

HN = − 1
N

N−1∑
n=0

log2 P (Xn+1 = xn+1|cn) bps, (2)

where “bps” stands for “bits per symbol”.

3 Applications to DNA Data

DNA sequences are sequences of symbols (bases) from a 4-symbol alphabet: ade-
nine (A), cytosine (C), guanine (G), and thymine (T). Several specific coding
methods have been proposed for compressing these sequences (see, for exam-
ple, [15,16,17,18,19,20,21,2,22,23,3,4,6,7]). Most of these methods are based on
searching procedures for finding exact or approximate repeats, both directly and
in their reversed complemented versions (A ↔ T, C ↔ G). Although this ap-
proach has been quite effective in terms of compression rates, it also requires
a significant computational effort. Low-order finite-context models are typically
used in those methods as a secondary, fall back mechanism. Our goal has been
to investigate DNA compression methods based only on finite-context models.

Modeling DNA data using only finite-context models has advantages over
the typical DNA compression approaches that mix purely statistical (for ex-
ample, finite-context models) with substitutional models (such as Lempel-Ziv
based algorithms): (1) finite-context models lead to much faster performance, a
characteristic of paramount importance for long sequences (for example, some
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human chromosomes have more than 200 million bases); (2) the overall model
may be easier to interpret, because it is made of sub-models of the same type.

Initially, we proposed a three-state finite-context model for DNA protein-
coding regions, i.e., for the parts of the DNA that carry information regarding
how proteins are synthesized [2]. This three-state model proved to be better
than a single-state model, giving additional evidence of a phenomenon that is
common in these protein-coding regions, the periodicity of period three.

More recently [3,4,6,7], we investigated the performance of finite-context mod-
els for unrestricted DNA, i.e., DNA including coding and non-coding parts. In
that work, we have shown that a characteristic usually found in DNA sequences,
the occurrence of inverted repeats, which is used by most of the DNA coding
methods (see, for example, [18,19,20]), can also be successfully integrated in
finite-context models. Inverted repeats are copies of DNA sub-sequences that
appear reversed and complemented in some parts of the DNA.

GCAGATA C T ...... G T G A G CT A

xn−10

����

����

P (Xn+1 = s|cn
2)

P (Xn+1 = s|cn
1)

xn−4 xn+1

cn
2

cn
1

������

��	
�

Fig. 2. Example of the use of multiple finite-context models for encoding DNA data.
In this case, two models are used, one with a depth-5 context and the other using an
order-11 context.

DNA is non-stationary, with regions of low information content (low entropy)
alternating with regions with average entropy close to two bits per base. This al-
ternation is modeled by most DNA compression algorithms by using a low-order
finite-context model for the high entropy regions and a Lempel-Ziv dictionary-
based approach for the repetitive, low entropy regions. We have been studying
approaches relying only on finite-context models for representing both regions,
leading us to conclude that DNA can be much better represented by Markov
models than what it was previously believed.

Moreover, our studies have shown that multiple finite-context models can
be more effective in capturing the statistical information along the sequence
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[4,6,7]. Figure 2 gives an example of these multiple models, that can operate in
a competitive or cooperative way. When in competitive mode, the best of the
models is chosen for encoding each DNA block, i.e., the one that requires less
bits is used for representing the current block [7]. When in cooperative mode of
operation, the probability estimates of the several models are combined using
an adaptive mixture model [6].

4 Complexity Profiles of DNA

The work of researchers such as Solomonoff, Kolmogorov, Chaitin and others
[24,25,26,27,28,29], related to the problem of defining a complexity measure of a
string, has been of paramount importance for several areas of knowledge. How-
ever, because it is not computable, the Kolmogorov complexity of a string A,
K(A), is usually approximated by some computable measure, such as Lempel-Ziv
complexity measures [30], linguistic complexity measures [31] or compression-
based complexity measures [32].

One of the important problems that can be formulated using the Kolmogorov
theory is the definition of similarity. Following this line, Li et al. [33] proposed a
similarity metric based on an information distance [34], defined as the length of
the shortest binary program that is needed to transform strings A and B into
each other. This distance depends not only on the Kolmogorov complexity of
A and B, respectively K(A) and K(B), but also on conditional complexities,
for example K(A|B), that indicates how complex string A is when string B
is known. Because this distance is based on the Kolmogorov complexity (not
computable), they proposed a practical analog based on standard compressors,
which they call the normalized compression distance [33].

According to [33], a compression method needs to be “normal” in order to be
used in the normalized compression distance. One of the conditions for a com-
pression method to be normal is that compressing string AA (the concatenation
of A with A) should generate essentially the same number of bits as compress-
ing A alone [35]. This characteristic holds, for example, in Lempel-Ziv based
compressors, making them a frequent choice in this kind of applications.

The construction and analysis of DNA complexity profiles has been an im-
portant topic of research, due to its applicability in the study of regulatory
functions of DNA, comparative analysis of organisms, genomic evolution and
others [36,37]. For example, it has been observed that low complexity regions of
DNA are often associated with important regulatory functions [38].

Several measures have also been proposed for evaluating the complexity of
DNA sequences. Among those, we find the compression-based approaches the
most promising and natural, because compression efficiency is clearly defined (it
can be measured by the number of bits generated by the encoder).

One of the key advantages of DNA compression based on finite-context models
is that the encoders are fast and have O(n) time complexity. As we mentioned
already, most of the effort spent by previous DNA compressors is in the task
of finding exact or approximate repeats of sub-sequences or of their inverted
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Fig. 3. Complexity profile of chromosome 1 of the Cyanidioschyzon merolae organism,
obtained with a multiple finite-context modeling approach. We can see several regions
where the complexity value goes well below the baseline level that, for an entropy-based
complexity profile of DNA, can be set at two bits per DNA nucleotide. The two regions
which we have marked with letters A and B correspond to telomeric inverted repeated
sequences.

complements. No doubt, this approach has proved to give good returns in terms
of compression gains, but normally at the cost of long compression times. Al-
though slow encoders could be tolerated for storage purposes (compression could
be ran in batch mode), for interactive applications they are certainly not appro-
priate. For example, the currently best performing DNA compression techniques,
such as NML-1 [22] or XM [23], could take hours for compressing a single hu-
man chromosome. Compressing one of the largest human chromosomes with the
techniques based on finite-context models takes less than ten minutes in a 1.66
GHz laptop computer. These DNA sequences have about 240 million bases.

Figure 3 shows an example of one of those complexity profiles (corresponding
to chromosome 1 of the Cyanidioschyzon merolae) as generated by a multiple
finite-context model DNA encoder. We can observe several regions where the
complexity is very small, meaning that a reduced number of bits was required
for compression those regions. Of particular interest are the two regions which we
have marked with letters A and B, corresponding to telomeric inverted repeated
sequences.

5 Conclusion

It has been shown that finite-context models are a powerful tool for representing
DNA sequences, as demonstrated by the good compression results that they
are able to provide [6,7]. However, they may also be useful in other tasks, such
as in data analysis. The construction of complexity profiles is an obvious case.
These information sequences allow a quick analysis of long sequences, unveiling
locations of low information content, which are usually associated with DNA
regions of potential biological interest. This seems to be a very promising line of
research, clearly deserving further investigation.
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35. Cilibrasi, R., Vitányi, P.M.B.: Clustering by compression. IEEE Trans. on Infor-
mation Theory 51(4), 1523–1545 (2005)

36. Nan, F., Adjeroh, D.: On the complexity measures for biological sequences. In:
Proc. of the IEEE Computational Systems Bioinformatics Conference, CSB 2004,
Stanford, CA (August 2004)

37. Pirhaji, L., Kargar, M., Sheari, A., Poormohammadi, H., Sadeghi, M., Pezeshk, H.,
Eslahchi, C.: The performances of the chi-square test and complexity measures for
signal recognition in biological sequences. Journal of Theoretical Biology 251(2),
380–387 (2008)

38. Gusev, V.D., Nemytikova, L.A., Chuzhanova, N.A.: On the complexity measures
of genetic sequences. Bioinformatics 15(12), 994–999 (1999)



Representing and Visualizing Mined Artful

Processes in MailOfMine�

Claudio Di Ciccio, Massimo Mecella, and Tiziana Catarci

Sapienza – Università di Roma
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Abstract. Artful processes are informal processes typically carried out
by those people whose work is mental rather than physical (managers,
professors, researchers, engineers, etc.), the so called “knowledge work-
ers”. MailOfMine is a tool, the aim of which is to automatically build,
on top of a collection of e-mail messages, a set of workflow models that
represent the artful processes laying behind the knowledge workers ac-
tivities. This paper presents its innovative graphical syntax proposal and
the interface for representing and showing such mined processes to users.

Keywords: process mining, process visualization, artful process.

1 Introduction

For a long time, formal business processes (e.g., the ones of public adminis-
trations, of insurance/financial institutions, etc.) have been the main subject
of workflow related research. Informal processes, a.k.a. “artful processes”, are
conversely carried out by those people whose work is mental rather than physi-
cal (managers, professors, researchers, engineers, etc.), the so called “knowledge
workers” [18]. With their skills, experience and knowledge, they are used to
perform difficult tasks, which require complex, rapid decisions among multiple
possible strategies, in order to fulfill specific goals. In contrast to business pro-
cesses that are formal and standardized, often informal processes are not even
written down, let alone defined formally, and can vary from person to person
even when those involved are pursuing the same objective. Knowledge workers
create informal processes “on the fly” to cope with many of the situations that
arise in their daily work. Though informal processes are frequently repeated,
they are not exactly reproducible even by their originators – since they are not
written down – and can not be easily shared either. Their outcomes and their in-
formation exchanges are done very often by means of e-mail conversations, which
are a fast, reliable, permanent way of keeping track of the activities that they
fulfill. Understanding artful processes involving knowledge workers is becoming
crucial in many scenarios. Here we mention some of them:
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– personal information management (PIM), i.e., how to organize one’s own
activities, contacts, etc. through the use of software on laptops and smart
devices (iPhones/iPads, smartphones, tablets). Here, inferring artful pro-
cesses in which a person is involved allows the system to be proactive and
thus drive the user through its own tasks (on the basis of the past) [9,18];

– information warfare, especially in supporting anti-crime intelligence agen-
cies: let us suppose that a government bureau is able to access the e-mail
account of a suspected person. People planning a crime or an act out of law
are used to speak a language of their own to express duties and next moves,
where meanings may not match with the common sense. Though, a system
should build the processes that lay behind their communications anyway,
exposing the activities and the role of the actors. At that point, translating
the sense of misused words becomes an easier task for investigators, and
allows inferring the criminal activities of the suspected person(s);

– enterprise engineering: in design and engineering, it is important to preserve
more than just the actual documents making up the product data. Preserving
the “soft knowledge” of the overall process (the so-called product life-cycle)
is of critical importance for knowledge-heavy industries. Hence, the idea here
is to take to the future not only the designs, but also the knowledge about
processes, decision making, and people involved [1,2,14].

The objective of the MailOfMine approach, proposed in [12], which this paper
is based upon, is to automatically build, on top of a collection of e-mail messages,
a set of workflow models that represent the artful processes laying behind the
knowledge workers activities. Here, we discuss how we addressed the challenge
of showing artful processes to users, i.e., knowledge workers, through a graphical
interface which is flexible, functional and easy to understand. It is designed to
be validated and further improved in collaboration with them. A user-centered
methodology is going to be applied, not only to the development of the graph-
ical interface, but also to the specification of the visual notation symbols that
describe processes.

The work here presented is related to the so called process mining, a.k.a.
workflow mining [4], that is the set of techniques allowing the extraction of
structured process descriptions, stemmed from a set of recorded real executions
(stored in the event logs). ProM [5] is one of the most used plug-in based software
environment for implementing workflow mining techniques.

Most of the mainstream process mining tools model processes as Workflow
Nets (WFNs – see [3]), explicitly designed to represent the control-flow dimen-
sion of a workflow, and visualizes processes in various graphical notations, all
of them basically graph-based. Also, the most of standard graphical notations
for processes, such as UML Activity Diagrams and BPMN – Business Process
Modeling Notation, basically visualize an entire process as a graph, in order to
provide the users with a one-shot view of the process.

The need for flexibility in the definition of processes leads to an alternative
to the classical “imperative”: the “declarative” approach. Rather than using
a procedural language for expressing the allowed sequences of activities, it is
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based on the description of workflows through the usage of constraints: the idea
is that every task can be performed, except what does not respect them. Such
constraints, in [15] (Chapter 6) are formulations of Linear Temporal Logic ([11]
– Chapter 3). DecSerFlow [6] and ConDec [16] provide graphical representations
for processes described through the declarative approach.

Nonetheless, we believe that the declaration of collaborative workflows con-
straints can be expressed by means of regular expressions, rather than LTL
formulae: regular expressions express finite languages (i.e., processes with finite
traces, where the number of enacted tasks is limited). LTL formulae are thought
to be used for verifying properties over semi-infinite runs instead. On the con-
trary, human processes have an end, other than a starting point. We envision the
process schemes like grammars describing the language spoken by collaborative
organisms in terms of activities, thus being more related to formal languages
rather than temporal logic. In this paper we propose a novel graphical notation
for such languages.

2 The MailOfMine Approach

The MailOfMine approach (and the tool we are currently developing) adopts a
modular architecture, the components of which allow to incrementally refine the
mining process. The architecture is shown in Figure 1; before briefly presenting
it, we need to introduce some basic concepts needed in the following. The details
of the architecture, as well as the formal definitions of concepts, are presented
in [12].

Fig. 1. The MailOfMine approach [12]
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An actor is the subject directly or indirectly taking part in the progress of
a work. A task is an elementary unit of work. Each task is connected to (i) its
expected duration, (ii) zero or more outcomes, (iii) one or more actors. An ac-
tivity is a collection of tasks or (recursively) other activities. A key part is each
unique piece of text belonging to the e-mail messages exchanged in a communi-
cation trace. Thus, given a collection of duplicated pieces of text (coming from
the same or different e-mail messages in the trace), just a single representative
is selected as key part. For instance, HTML signatures used by the sender of
the e-mail, quotations of previous e-mail messages used in replies, etc., are all
examples of redundant information that may appear in a communication trace,
but is filtered out by means of the key part concept. On the other hand, any
piece of text not appearing in any other e-mail message in the discussion thread
is interpreted as a key part. An indicium is any communication trace, or part of
it, attesting the execution of a task, an activity, or a process instance.

A process scheme (or process for short) is a semi-structured set of activities,
where the semi-structuring connective tissue is represented by the set of con-
straints stating the interleaving rules among activities or tasks. Constraints do
not force the process instance to follow a tight sequence, but rather leave it
the flexibility to follow different paths, while performing the execution, though
respecting a set of rules that avoid illegal or non-consistent states.

In [12], we argued that each constraint is expressible through regular gram-
mars. Regular grammars are recognizable through Finite State Automata (FSA)
[10] (either deterministic or non-deterministic [17]). The FSA recognizing the
correct traces for processes (i.e., accepting the valid strings) is the intersection
of all the FSAs composing the set of constraints. This is the theoretical basis
for the reasoning core that internally manages the process scheme to be finally
shown to the user.

Initially, we need to extract e-mail messages from the given archive(s). The
outcome is the population of a database, on the basis of which all the subsequent
steps are carried out. The first of them is the clustering of retrieved messages
into extended communication threads, i.e., flows of messages which are related
to each other. Once the communication threads are recognized, we can assume
them all as activity indicia candidates. Afterwards, messages are analyzed in
order to identify key parts. Key parts are gathered by combining the technique
for the removal of quoted material, presented in [8], with an iterative approach
over the e-mail messages in the thread. MailOfMine can thus build the activity
indicia as the concatenation of all the key parts belonging to the messages of a
communication thread. Then, the clustering algorithm is used again, this time
to identify the matches between activity indicia. By taking into account the
activities set and the key parts (task indicia candidates), the clustering algorithm
checks for matching key parts: those are considered tasks.

Taking as input all of the preceding outcomes, MailOfMine starts searching
for execution constraints between tasks within the activities they belong to. To
this intent, we exploit and extend the SPIRIT techniques for regular patterns
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mining ([13]). Specifically, on the basis of all the possible constraints, a selection
of those that are valid over most of the activity indicia is made.

Once activities and tasks are recognized, a supervised learning process takes
place, in order to cluster activities into processes. Once processes are identi-
fied, MailOfMine performs the second step for the construction of the process
scheme, i.e., the mining of production rules among activities inside the same
process, by using the SPIRIT techniques for regular pattern mining again.

3 Process Visualization

The literature dealing with the representation of processes typically aims at vi-
sualizing the processes all at once, by means of diagrams that show the complete
grid of interconnections among activities. Here we propose a change in the view-
point. As stated before, we want to model artful processes as a collection of
constraints, through the declarative approach. Being highly flexible, this kind
of representation does not necessarily impose a pre-defined order on activities,
neither explicit nor implicit. For instance, it is not mandatory to specify which
the initial activity is, and the following step depends on the previous choices.
In other words, the process schema itself can change according to the things
that may have happened before. This is why we do not consider as the best
suitable solution adopting a static graph-based global representation alone, on
one hand: a local view should work better in conjunction with it. On the other
hand, no knowledge worker is expected to be able to read and understand the
process by reading the list of regular-expression based constraints: a graphical
representation, easy to understand at a first glimpse, must be used.

The process schema and the running processes are respectively modeled
through (i) a set of diagrams, representing constraints on workflows (static view:
Section 3.1) and (ii) an interactive evolutionary graphical representation for the
visualization of running instances (dynamic view: Section 3.2). Furthermore, we
propose two complementary views on constraints: (i) a local view focusing on
one activity at a time and (ii) a global view providing a bird-eye sketch of the
whole process schema.

As activities are basically collections of tasks (thus, they can be single tasks
too), which have to be compliant with the same constraints as tasks, in the
following we will consider tasks only, for sake of simplicity. The same statements
remain valid for activities, though.

3.1 Process Schema

The local view. It is very hard to show a process schema all at once and keep
it easily readable, due to the high flexibility of the declarative representation.
Thus, given that the declarative approach is based on constraints, we collect
all of those related to every single task, i.e., where the task (e.g., t) is either
(i) directly implied (e.g., if s is done, then t must be done), or (ii) directly
implying (e.g., if t is done, no matter when, u was done before or must be done
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Fig. 2. The tasks static view rationale

in the future). The directly adverb is used due to the need not to make things
too much complicated and to follow the rationale of having a local view only. For
instance, if r was a task implying that s could not be done further (and if s is
done, then t must be done), such a chain of constraints is not taken into account,
unless we are looking at the constraints regarding t. This avoids the confusion of
too many cross-implications to consider at a time (for sake of readability) and
respects the principle of declarative approaches: you can not do s if r was done;
though, if r was not done, no constraint on s must hold, then we do not care it
as a side-effect on t.

The representation of relation constraints is based on three main degrees
of freedom, namely (i) time, (ii) implication, (iii) repeatability. The time is
considered here as a discrete ordered set of steps the tasks can take place in. We
ideally consider each task as spending a single unit in this conception of time.
The implication is a binary set (implying, implied). The repeatability is a space
of four values, standing for the number of times a task can be consequently
fulfilled: (i) zero, one or more times; (ii) zero or one time; (iii) exactly once;
(iv) zero times.

Our graphical notation represents time and implication as the coordinates of a
bidimensional drawing, where time is on the ordinates. This ideal y axis divides
the plane space into two separate regions: one for each value of the implication
dimension (implying, implied), on the abscissae. The x axis divides the plane
space into two regions: upwards, what can (or can not) happen before the task
is executed, and, downwards, what can (or can not) happen after. Indeed, on
the origin of this chart, inspired to the cartesian coordinate system, we put the
task under examination. See Figure 2 for a sketch of the rationale.

Differently from the classical orientation, we consider the y axis oriented to-
wards the bottom. This for following the reading directionality. For the same
reason, the implication relation order flows from the left to the right. Of course,
this detail can change according to the localization of the software running:
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e.g., users from Arabic countries might prefer a mirrored version, where the
implied tasks are on the left, the implying on the right.

The repeatability is expressed by the thickness of the boundaries round the
boxes representing tasks: dashed for tasks that can be done zero, one or more
times, bold for zero or one times, double-line for exactly one time. The task box
turns into a cross shape when repeatability is zero. The repeatability is referred
to the quadrant the box appears in. For instance, u must appear once either
before or after t took place. We recall here that the scope of repeatability, as all
of the other degrees of freedom, is not extended to the whole process instance
existence, but only for what concerns the time surrounding of the single task in
analysis.

For sake of readability, we do not explicitly mention every possible task the
process can be composed of, on the graph. Instead, we render only such tasks
which are interested in focused constraints. Though, visualizing the tasks in-
volved in constraints only, might look like a way to force the actor to execute
nothing else than the ones that are shown. On the contrary, declarative models
allow to do more: roughly speaking, what is not mentioned, is possible. Thus,
we make use of a wildcard (∗) not intended as “every task” in the usual all-
comprehensive form, but in the typical human conception: “any task”, where it
is understood that the other rules remain valid (e.g., if it is stated that s can
not be executed before t, a ∗ before t means “any task, except s). Examples of
the diagrams are in Figure 3.

(a) {chainSuccession(r, t)} (b) {respondedExistence(t,u), negationResponse(t, q)}

(c) {alternateResponse(s, t)} (d) {respondedAbsence(u, v)}

Fig. 3. The MailOfMine local static constraint diagrams
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The graphical notation is enforced by arrows, easing the user to go across
the flow of tasks, from the implying before to the implied afterwards. Colors are
used for sake of readability and comprehensibility, as additional arrows making a
loop on zero-one-more-repeatable tasks, though the overall rationale is the same:
such diagrams must be easy to be sketched by a pen, as well.

The local view can focus on a possible sub-trace of executed tasks, as in
Figure 4.

Fig. 4. The < u, t > tasks subtrace constraints diagram

The global view. The aim of the global view (Figure 5) is to show the rela-
tions between tasks, namely (i) whether the presence of one implies a further
constraint (on the graph, a dot on the tail of an arrow, starting from the imply-
ing task and ending on the implied), (ii) which task must be performed after,
between the implying and the implied, if known (on the graph, an arrow, put
on the head or the tail), (iii) whether the presence of one implies the absence of
another (a cross in the middle of the arrow), or not (no cross put upon). All of
the previous information bits are independent of each other, hence all the possi-
ble combinations are allowed. This is the restricted basic graphical syntax used
in Figure 5a. Indeed, it is not explicitly expressed how strong the constraint
is (e.g., whether other tasks can be performed between the implying and the
implied), in order to tidy the diagram up and provide a fast view of the overall
process, without entering in details that are likely better explained through the
local views: they can rely, in fact, on dimensions spread on axes the cartesian
way, not as in graphs.

(a) Basic (b) Extended

Fig. 5. The MailOfMine global static constraints diagram
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Nonetheless, skilled usersmightwant to have a complete vision of the constraints
involved, even though it might result in a reduced readability, due to the unavoid-
able increase of graphical symbols to draw in the diagram. Thus, a richer graphical
syntax is needed. Its design rationale is to extend the basic, though keeping co-
herence with (i) the visual language terms used and (ii) the graph structure. This
allows the user to be required of a minimal cognitive effort in order to learn its se-
mantics, on one hand, and lets her toggle between the basic and the extended view.
Indeed, only arcs are loaded with new symbols, as depicted on Figure 5b: no addi-
tional shape nor any change in the graph topology are required.

The global view is inspired to the graphical syntax of [7]; only a minimal
subset of the DecSerFlow constraints are represented: this makes it easier for
future developers to introduce new constraints, that inherit the basic relations
(before/after, implying/implied, existence/absence), without introducing new
graphical notations, but only modifying the local view graphical patterns.

Coupling this diagram with the local view is useful for avoiding the misunder-
standing that could arise by the usage of oriented graphs. Indeed, Finite State Au-
tomata,PetriNets, StateTransitionNetworks,UMLActivityDiagrams,Flowcharts,
and so forth, all use the same semantics: roughly speaking, nodes are places to tra-
verse one by one, following a path that respects the direction given by arrows along
the arcs. Here, it is not the case: e.g., considering Figure 5, one could intuitively
suppose that, done t, the next task is u. It is not true: after t, s or t itself could be
performed, even many times, and only after a while, u.

A GUI sketch. Figure 6 draws a prototype of the window showing a local
view, on the t task. The additional information regarding the cardinality of the
task, the actors involved and so forth is located on the bottom of the window.
The global view, put on the right, is used as a navigation tool on the process
schema. Conversely, it will be possible at any point in time to activate the local
view of a task selected on the global view screen, in order to freely switch from
one to another.

3.2 Running Instances

A dynamic view is associated to the static process scheme, for the management
of running instances. Such a view is designed to be interactive, i.e., to let the
user play with the model, so to control the evolution of the running process.
Moreover, she can better learn the constraints mechanism by looking at the
process evolving. Indeed, it is based on the same visual notation provided for
the traces constraints visualization (see Figure 4), based in turn on local view
diagrams. This choice is made in order to remark the user that global views do
not explicitly express the evolution of the system over time, whereas local views
do. Figure 7 depicts a sample evolution of a process instance.

From a starting task onwards, the user is asked to specify which the next task
to perform is. At each step, the following tasks that can be enacted are shown,
by means of the same visual language used for static views. After one of them
is fired, all the possible and mandatory following tasks are shown. And so forth.
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Fig. 6. The task details screen

(a) (b) (c) (d)

Fig. 7. The MailOfMine dynamic process view

We recall here that the recognition of the possible initial tasks, as far as the
evolution which follows, is a view on the current state of the FSA obtained as
the intersection of all the FSA’s expressing the constraints in the process scheme.
We are currently implementing such process scheme viewer.

A GUI prototype sketch. Figure 8 is a prototype sketch. It remarks two
main features. The first is that users can adapt the timing in two different
ways: either (i) as if every task lasts a time unit only, ignoring pauses between
the preceding and the following, or (ii) showing the actual time consumption for
both tasks completion and pauses in between. The former is useful for a compact
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Fig. 8. The process execution management window

representation, the latter for a realistic snapshot of the time the running process
is taking, with the evidence of delays. The second remarked feature is that users
may even violate constraints: artful processes are subject to frequent changes,
thus imposing a strict respect of constraints could be frustrating for the user
who would like to do something else. This, on the other hand, can be a useful
information for the process miner, since it can in turn refine the evolution of
the process scheme itself, if a sufficient quantity of deviations from the expected
paths are detected. For the next tasks to take over, the user will be asked to
choose whether she wants to (i) delete the violated constraint from the overall
process scheme, or (ii) proceed as if it was a point deviation only, namely keeping
the constraints untouched. The former option is manageable thanks to the fact
that each constraint is an FSA: this allows to immediately identify the violated
constraint, on one hand, and recalculate the updated process scheme, on the
other hand. During the execution of the process instance, in fact, not only the
validity of the path on the global intersection FSA is considered: every step is
monitored by the evolution of the individual constraint FSA components as well.
So, when one or more of them are violated, they can be deleted from the set,
on top of which the intersection FSA is computed. Once removed, the FSA is
recalculated. Finally, the same history, up to the deviation, is enacted back on
the new FSA. The next possible tasks to perform are shown accordingly.

4 Conclusions

In this paper we outlined the MailOfMine approach for mining artful processes
from e-mail messages collections, focusing on the visualization aspects, i.e., the
graphical syntax, the diagrams drawn and its GUI. We are currently in the
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process of realizing the various techniques into a working prototype. Then, we
are going to validate it over a large e-mail messages collection. At the same time,
we are testing the validity of our user interface with knowledge workers. The idea
is to propose a graphical language for expressing artful processes, tailored to the
users who will actually interact with it the most. Thus, symbols, connectors
and all the other graphical details for modeling processes will be validated with
them, rather then decided a priori by a team of experts in the business process
management domain. In other words, we will exploit a user centered design for
developing not the application only, but its core graphical language too.

References

1. Shaman. FP7 IP Project, http://shaman-ip.eu/shaman/
2. Smart Vortex. FP7 IP Project, http://www.smartvortex.eu/
3. van der Aalst, W.M.P.: Verification of Workflow Nets. In: Azéma, P., Balbo, G.
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Abstract. We propose a constructive procedure for building a distribut-
ed cognition model of a system out of contextual / ethnographic data.
We then show how such a model can be conveniently used for study-
ing, in a repeatable and justifiable way, if a system correctly implements
selected user-centred design principles. Our approach thus complements
user studies in that it enables reasoning about the situated use of a team-
work system even before direct user involvement. We have applied our
procedure to a healthcare case study. In particular, we have re-analysed
a well-known adverse incident that led to a fatality and for which a
comprehensive investigation report is in the public domain. By reason-
ing about the distributed cognition model, we identified several issues
that were not addressed in the incident report nor in other subsequent
analyses.

1 Introduction and Motivation

Information technologies are improving healthcare systems by enabling greater
control in drug delivery and enhanced patient monitoring. However, there is also
evidence that the use of information technologies is causing serious problems
to care givers and patients: not only delay and emotional distress [22], but also
severe injury or death [19,12,10,17]. In 2010, the Food and Drug Administration
(FDA) agency of the United States Department of Health and Human Services
logged more than eight hundred thousands reports on incidents where medical
devices may have caused death or serious injury to patients — almost a fifty
percent increase from 2009 [20]. Although FDA advises that “the number [of
logged adverse events] is not intended to be used either to evaluate rates of ad-
verse events or to compare adverse event occurrence rates across devices”, such a
number provides evidence that we are facing a serious and widespread problem.

An important consideration is that healthcare systems are teamwork sys-
tems relying on work-flows and protocols that have been finely tuned over long
periods of time. Disrupting any work-flow or protocol is a potential source of
unintended consequences [21]. Therefore, it is important to understand how the
system works before introducing any modification. Contextual studies such as
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ethnographic studies represent a suitable means for understanding how a sys-
tem works in practice. They involve collecting information from people actually
working in the system, including observing activities as they are carried out in
the real workplace. This contrasts with studies based on experimental or simu-
lated settings. A common difficulty in ethnographic studies is that ethnographers
need to know what to look for and when. Distributed cognition [14] is a concep-
tual framework that can help ethnographers address those issues. The idea of
distributed cognition is that cognition is not confined to the mind of humans,
but it spans across humans and artefacts. As such, cognition is a property of the
whole system, and can be described in terms of transformations of the represen-
tational state of information.

To date, ethnographic data and distributed cognition models have been used
for gaining a better understanding of how a range of systems work, highlight-
ing strengths and weaknesses – see for instance [3]. However, the possibility of
using the same data and related models for checking if the system adheres to
known user-centred design principles has been largely overlooked in favour of
experimental studies. In this paper, we explore the utility of using distributed
cognition models for checking user-centred design principles in teamwork systems
concerned with situation awareness.

Our contributions are (i) the definition of our constructive procedure for build-
ing, out of contextual study data, a distributed cognition model of the system
that can be mechanically checked against properties of interest; (ii) a demonstra-
tion of how a distributed cognition model can be conveniently used for studying,
without direct user involvement and in a repeatable and justifiable way, if a sys-
tem correctly implements selected user-centred design principles. Our approach
thus complements user studies. We consider a case study in the healthcare do-
main. The case study is based on contextual data collected by others during the
investigation of an adverse incident in outpatient care [10].

The paper is organised as follows. In Section 2, we briefly introduce the con-
cept of distributed cognition, and then present a constructive procedure for
building a distributed cognition model that can be mechanically checked against
properties of interest. In Section 3, we describe a healthcare case study, sum-
marising the contextual data collected by others during an incident investigation.
In this case it was primarily based on interview data. We then describe how we
mechanically build a distributed cognition model of the system out of such data.
In Section 4, we introduce the concept of situation awareness, and then we use
the distributed cognition model of the system for checking selected situation
awareness design principles. In Section 5, we discuss the utility of the presented
approach. In Section 6, we summarise related work and draw the conclusions.

2 Distributed Cognition Models

Distributed cognition [14] is a conceptual framework proposed by Hutchins in
the mid 1980s. The framework has gained attention in the research community
because of its capacity to capture the key mechanisms that form the basis of
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complex teamwork systems. The idea behind the framework is that cognition
is a property of the whole system rather than something confined to the heads
of individuals. In other words, the cognitive activities of an individual are not
self-contained in the mind of the individual, and external artifacts and other
people constitute part of it. Based on this view, Hutchins argues that it is pos-
sible to deduce important information on the cognitive activities of the users of
the systems by reasoning about the observable representational states of infor-
mation. Hutchins, indeed, observes that even if the cognitive activities of users
remain hidden, in many cases the representational state of information and the
kind of errors made by users impose constraints that are tight enough to en-
able an accurate identification of the plausible mental models (i.e., the internal
representations and processes) that the users must be adopting. An important
implication is that the design of artifacts and technologies can be used not only
for understanding plausible mental models, but also for shaping them to ones
that are “syntactically correct”, in the sense that they can provide guidance to
the person that has to perform a task, thus making the path to the solution ap-
parent. In our work, we aim to study if the overall system design supports such
a correct shaping of mental models. To do this, we build a distributed cognition
model of the system out of contextual / ethnographic data, and we check if such
a model consistently implements user-centred design principles.

2.1 Procedure for Building a Distributed Cognition Model

A distributed cognition model describes the behaviour of the system in terms of
transformations of the observable representational states of information [14]. To
date, the construction of a distributed cognition model has been a prerogative
of analysts holding a deep knowledge of the domain. One of the reasons behind
this is that Hutchins’ distributed cognition framework [14] provides a set of
abstract principles for modelling the system, but it does not actually provide an
explicit constructive procedure for building the model. Other works, such as [3],
have defined various distributed cognition models for studying the system in
a structured way, but they also lack a constructive procedure for building the
model. In this work, we aim to fill this gap.

We aim to identify a heuristic procedure that can help any analyst to me-
chanically build a distributed cognition model that reasonably resembles how
the system works. The proposed heuristic procedure is based on the identifica-
tion of recurrent reasoning strategies deducible from the narrative descriptions
of different distributed cognition models built by different authors in various
studies, such as [15,14,3,11,1,13,7].

In order to build such a model from ethnographic or other contextual data,
we need to answer the following questions: (i) what are the relevant informa-
tion items for the system? (ii) what level of detail is needed for specifying the
representational state? (iii) what are the relevant transformations needed for
modelling the behaviour of the system? In the following, we define a three-step
constructive procedure for answering the above questions.



98 P. Masci and P. Curzon

Step 1: define the relevant information items. Two good starting points
for deriving the relevant information items are the specification of the aim of
the system, which gives a bird’s eye view on the intended functionalities of the
system, and the specification of the system requirements, which provides insights
on what parameters matter for the system. Any information item included in
such specifications can be considered relevant for describing how the system
works. For example, for a healthcare system, a specification of the aim might
be that patients receive the correct medication; a requirement can be that a
medication can be given to a patient only after his or her blood samples have been
tested by the laboratory and checked by a medic. In this case, the information
items relevant for the system would be: patients, medics, laboratory, medications,
and blood samples.

Step 2: define the observable representations. Given the relevant infor-
mation items, the second step is to define which media hold their observable
representations within the system. Intuitively, we need to answer the follow-
ing question: how does the system remember the relevant information items?
To answer this question, we need to “follow” the information items within the
work-flows of the system, and identify the elements (humans, artefacts, tech-
nologies) whose observable features hold characteristics of the information item.
For example, if we follow a medication in a healthcare system, the observable
representations can be given by the medication itself, fields of electronic records,
paperwork (including labels), data stored in medical devices, and utterances.

Step 3: define the behaviour of the system. The behaviour of the system
is specified in terms of transformations of observable representations. In this
context, a transformation corresponds to an activity carried out by a system
element. Given an information item, the relevant activities for such an item are
those modifying the representational state of the item. As with Step 2, activities
and relations between activities can be identified by “following” the observable
representations of an information item within the work-flows of the system. For
example, if we consider a prescription, which is an observable representation of
a medication in a healthcare system, an activity can be defined by a physician
entering the prescription into an electronic order.

The obtained specification of the behaviour of the system is compatible with
Hutchins’ view of tasks and work-flows as distributed computations — they
create, transform and propagate the representational state of information across
a series of heterogeneous “representational media”. Note that the specification of
the behaviour of the system obtained from the above procedure may include more
details than a typical procedural description. Indeed, rather than identifying
only the type of activities and the dependency relations among activities, the
procedure points out also the role of the different elements in the system and, as
such, it provides a description of the cognitive tasks faced by individual members
of the team [14].



Checking User-Centred Design Principles in Distributed Cognition Models 99

3 Case study

To illustrate the utility of our approach, we consider contextual data reported in
the fluorouracil incident root cause analysis report [10] by the Institute of Safe
Medication Practices (ISMP) Canada. The data was collected by a team of five
healthcare professionals for the investigation of an adverse incident in outpatient
care. A young woman, Denise Melanson, received by mistake an infusion of a
chemotherapy drug (fluorouracil) over 4 hours instead of 4 days. Due to the
toxicity of the drug, the overdose caused her death.

For the purpose of our study, we consider the data relative to the preparation
of the drug doses in the hospital. In the following, we report the integral text
of an introductory paragraph of the report, which summarises the contextual
data collected, and we summarise some additional information contained in the
report about the preparation of the doses. The complete report can be found
in [10].

“The patient had previously been treated with chemotherapy and radia-
tion from May 10 to June 22 and was to start three cycles of adjuvant
chemotherapy with cisplatin and fluorouracil. At this clinic visit [on Fri-
day, July 28], the clinic nurse reviewed the orders, the results of lab
work, and the patient’s height and weight to ensure all was in order for
chemotherapy administration on Monday, July 31. The bay pharmacist
also reviewed the order and completed the calculations required for phar-
macy staff to enter the drug order into the pharmacy information system
and prepare the dose.”

The bay pharmacist used a computerised physician order entry system (page 35,
fluorouracil incident root cause analysis report [10]). A computerised physician
order entry is a computer-based system for entering and storing medication or-
ders electronically. The fluorouracil incident report does not provide details of
the user interface of the computerised physician order entry. However, it high-
lights that such a system is not networked with the pharmacy information system
— the pharmacy staff, hence, had to manually enter the order in the pharmacy
information system.

The prepared doses are accompanied by a printed copy of the electronic order
and a printed label. The printed label is attached to the bag containing the solu-
tion. Figure 1 reproduces the layout of the printed order and label — snapshots
of the real-world originals can be found in the fluorouracil report [10] (pages 62
and 72).

3.1 Distributed Cognition Model

Following the constructive procedure described in Section 2.1, we construct step-
by-step the distributed cognition model of the system from the contextual data
in the report.
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Fig. 1. A reproduction of the printed copy of the electronic order and of the bag label
of the fluorouracil incident [10]

Relevant information items. The system under study is a medical day care
clinic. Since drugs administration is the main theme of the case study, we consider
the “five rights” of drugs administration — administer the right dose, of the
right medication, for the right amount of time, to the right patient, via the
right route. Such an aim defines five relevant information items: patient identity,
administration route, administration dose, administration time, drug type.

Observable representations. According to the work-flow described in the
report, the following system elements appear to hold one or more observable
representations of the five rights: the patient itself (holds patient identity), the
printed copy of the electronic order (holds administration route and drug type),
and the drug label (holds administration route, dose, time, and drug type). De-
tails on the items used by the bay pharmacist to perform a calculation are not
specified in the data available. For the illustrative purpose of this study, we
assume that a calculator has been used — hence, the calculator holds a repre-
sentation of dose and time. Similarly, the details on the electronic order of the
computerised physician order entry and the pharmacy system are not reported.
We assume that they contain information about all five rights.
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Fig. 2. A distributed cognition model that describes “how the system prepares the
doses”. Gray boxes represent activities that are not directly mentioned in the ethno-
graphic data of the fluorouracil report.

System behaviour. A diagram showing the system behaviour derived from
the contextual data is shown in Figure 2. The diagram uses the syntax of DiCoT
information flow models [3]. We use this kind of model because it provides an
intuitive semi-formal representation of the distributed cognition model. Briefly,
each labelled box in the diagram represents an activity carried out by a system
element. Each activity specifies how a system element creates, transforms and
propagates the observable representations of information. For instance, the ac-
tivity “Patient enters hospital” models a change of the representational state of
the patient (i.e., his or her physical location). Some activities leave all repre-
sentational states unchanged, e.g., “Nurse reviews orders” and “Nurse reviews
lab results”. Arrows between activities represent explicit dependency relations.
In the model, an activity can be performed when all directly connected activi-
ties have already been performed, e.g., “Bay pharmacist reviews the order” can
be performed only when the three activities “Nurse reviews order”, “Nurse re-
views lab results”, and “Nurse reviews patient’s height and weight” have been
performed (in any order). A more complete presentation of the syntax and se-
mantics of the diagram can be found in [18].

In the diagram shown in Figure 2, we use grey boxes to highlight some ac-
tivities that are not directly mentioned in the fluorouracil report [10]. Such
additional information is needed to specify the transformations of the represen-
tational state due to the activities carried out by the bay pharmacist. Although
this information may be slightly different from that of the system considered in
the original study, those we have used are compatible with typical procedures
of healthcare systems. Therefore, the diagram represents a plausible description
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of a real-world system, and it is acceptable for the purpose of our study, which
is purely demonstrative. We note that a useful aspect of conducting an analysis
such as this is that it could highlight steps that are missing but ought to be
described in such an incident report.

4 Analysis

We now use the distributed cognition model for checking selected user-centred
design principles related to situation awareness. Situation awareness (defined
more fully below) is the ability of a user to understand “what is going on”, and
it is a recognised essential non-technical skill needed by users for operating any
critical system in a safe and effective way. Originally identified in the aviation
domain, the importance of situation awareness has become evident also in other
safety-critical domains, including healthcare [7,13,4,8].

In the following, we first describe in more detail the concept of situation
awareness in order to provide a ground basis for understanding the design prin-
ciples. Then, we use the distributed cognition model constructed in Section 3.1
for checking selected situation awareness design principles.

4.1 Situation Awareness

Situation awareness has been defined by Endsley as “the perception of the ele-
ments in the environment within a volume of time and space, the comprehension
of their meaning, and the projection of their status in the near future” [5].

We consider this definition, which relates situation awareness to a three-stage
cognitive process: the ability to identify the critical factors in the environment
(stage 1); the ability to deduce the significance of such factors (stage 2); and
the ability to anticipate future events on the basis of the identified factors and
significance (stage 3). Complete situation awareness is achieved when the user
completes all three stages. Partial situation awareness is reached when only
some stages are completed: the completion of stage 1 leads to “level 1 situation
awareness”, whilst the completion of stages 1 and 2 leads to “level 2 situation
awareness”.

Accurate and complete situation awareness is a necessary pre-condition for
consistently correct decision making [5,9]: without accurate or complete situation
awareness, even the best trained users can make the wrong decision — though,
users with perfect situation awareness can still make the wrong decision.

In [5], Endsley discusses the meaning of situation awareness in teamwork
systems. She argues that situation awareness for a team member is based on
a specific set of elements that are relevant for the member’s responsibilities in
the team. The set of elements are partially overlapping, and the overlapping set
identifies what is relevant for team co-ordination.

Measurement techniques for assessing situation awareness are typically ex-
perimental. The techniques rely on structured questionnaires proposed to users
during or after their performance in a simulated scenario. The questions aim
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to collect information about the level of knowledge and understanding of the
situation. A discussion of the measurement techniques is beyond the scope of
this paper. Readers interested are directed to [6] for an overview of the various
approaches and a discussion of the advantages and disadvantages of each.

4.2 Checking Design Principles in Distributed Cognition Systems

Endsley et.al. [6] have shown that a system design can support situation aware-
ness by giving users the right cues at the right moment, and they have identified
a series of situation awareness design principles on the basis of a theoretical
model of human cognition.

Here, we consider the following two basic design principles: “provide struc-
tured information”, and “remove extraneous information”. Our approach also
extends to other design principles. We focus on these in particular here because
the contextual data available to us for these rules is sufficient to highlight po-
tential issues not already identified in the original report or in other research
concerning the incident.

In the following, for each selected design principle, we briefly introduce its
importance in situation awareness, and then check if the principle is satisfied for
the activities involving humans in our case study. To this end, we recall that,
in our distributed cognition models, the representational state of information is
essentially the system state. Hence, assessing the validity of the design principle
corresponds to checking specific constraints on the structure and value of the
system state.

Principle: provide structured information. Situation awareness can be
facilitated by presenting users with structured information that integrates the
meaning of low level cues. Structured information, indeed, can off-load users from
juggling (possibly several) different cues from the environment, and therefore
enables them to focus on the comprehension of events and the projection of
future system states. Also, structured information helps humans to overcome
their short-term memory limits. Short term memory can contain only a very
limited number of chunks of information, and such a memory is likely to have a
central role in situation awareness because it can be used as a cache for storing
the information needed for creating a picture of the current situation [6].

Assessment. We need to check that the observable representational state avail-
able to the different users contains structured information reporting the patient
identity, the administration route, dose, time, and the drug type. The level of
detail of the available contextual data allows us to point out two main issues
with the representational state used by the bay pharmacist and the pharmacy
staff.

One issue is on the representational state used by the bay pharmacist. The
bay pharmacist propagates the representational state from a printed order to a
computerised physician order entry and a paper artefact for the pharmacy. We
do not have enough details for making a direct comparison between the structure
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of information contained in those items, but from the report we know that the
structured information contained in the order does not match the information
needed for the pharmacy. As a consequence of this mismatch, the physician
needs to use a calculator. The calculator does not correctly represent either the
patient weight and height, or administration doses and time — the calculator
knows only numbers, and numbers are not linked to any dimensional unit (Kg,
mL, mg, mg/h, ...). Any slip or mistake in typing a number gives a different
result, without reporting any error [23]. Also, the calculator helps only with the
“easy” part of the calculation problem. The complicated part is that of deciding
the calculation sequence [14], and the bay pharmacist is evidently in charge of
it. By (unfortunate) chance, there is evidence that the bay pharmacist made a
miscalculation in the fluorouracil incident:

“In reviewing this case, it was learned that a miscalculation occurred
when the pharmacist initially reviewed the order in the clinic. [....] The
miscalculation was detected by the pharmacy technician when the volume
of fluorouracil to be added to the infusion bag calculated by the pharmacist
did not match the volume calculated by the computer system.” (page 35,
fluorouracil incident root cause analysis report [10]).

Another issue is on the representational state used by the pharmacy staff. The
pharmacy staff prepares the solutions according to the information stored in
the pharmacy information system. Preparing the solutions includes measur-
ing/mixing drugs, selecting a proper container (e.g., a bag), producing a label
and attaching it to the container. The pharmacy information system is used
for producing the label. Such a label will be the representational media used to
transfer information from the pharmacy to the nurse. Such a label, hence, must
contain information for deducing the patient identity, the intended route, the
dose, the drug, and the amount of administration time. The label used in the
fluorouracil incident does not contain the patient identity. Thimbleby, in [23],
provides an interesting analysis of the fluorouracil incident report, and he high-
lights the same omission in the label.

Principle: remove extraneous information. Information that does not
contribute to situation awareness should not be presented to users. There is ex-
perimental evidence that humans have numerous bottlenecks in performing a
simultaneous processing of several pieces of information, especially if the infor-
mation is gathered from a single channel, e.g., only from the auditive or from the
visual channel. A typical failure due to these bottlenecks is known as attentional
tunnelling, i.e., the user “locks in” on specific information and inadvertently
drops other (possibly relevant) information [6].

Assessment. We need to check that the observable representational state con-
tains only the necessary information needed by the user. The level of detail of
the contextual data allows to point out one main issue with the representa-
tional state generated by the pharmacy staff. The problem lies in the paperwork
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generated by the computerised physician order system and by the pharmacy
information system. Both printed copies of the order and the label contain un-
necessary repetitions. For instance, in the printed copy of the order, the name
of the drug is reported twice and in two different forms (“5-Fluorouracil” on
the first line, and “5FU” on the second line). Similarly, in the printed label,
dose and rate are reported twice, and in two different formats (the dose is re-
ported as “5250mg/4days” and “1312.5mg/24h”, and the rate is “28.8mL/24h”
and “1.2mL/h”). According to the root cause analysis [10] of the incident, this
seems to be a real issue: “the medication label contained unnecessary informa-
tion” (pages 18, 30, and 37), and “a number of dangerous abbreviations and sym-
bols [...], e.g., 5FU for fluorouracil” (page 34). The information ideally should
be given once and in the representational form needed by the nurses.

5 Discussion

A key lesson that emerged from building and analysing the distributed cognition
models is that their main utility is actually not to provide answers, but to raise
questions in a systematic way about design choices. This is important not only
for understanding how a system works or during investigations of adverse events,
but also, for example, for reasoning about system re-design and when making
procurement decisions. We give concrete examples below where we report some
of the questions that were raised while building and analysing the distributed
cognition model of Section 3.1. The last question we report is particularly inter-
esting because it uncovers plausible concerns about a potential issue that was
overlooked by the incident report and by other studies.

– What is the actual procedure if the lab results are not available when the bay
pharmacist reviews the order?
Laboratory results may take time to be performed, and there are cases in
which they are not available when the patient has to start a treatment.
A question about the consequences of lab results being unavailable would
have uncovered, in this case, that a treatment could start even without lab
results. According to the incident report, this seems to be a real issue of the
considered system:

“Pharmacists routinely monitor patient laboratory results and will
intervene if such results indicate that a patient should not receive
chemotherapy, this monitoring is done only if laboratory results are
available when the medication order is being reviewed. If laboratory
work is pending, the results are not routinely followed up by pharmacy
staff.” (page 34, fluorouracil incident report [10]).

– Why do medication orders have to be manually entered in the information
system?
This question could trigger a discussion on a simple and inexpensive design
change that could help avoid potential number entry errors due to slips and
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mistakes (e.g., the use of a visual tag for including a machine-readable repre-
sentation of the medication order on the paperwork — a similar solution has
also been proposed by Thimbleby in [23]). We note that the investigation
of the incident revealed at least two documented number entry errors: the
bay pharmacist entered the wrong data in the computerised physician order
entry system (page 35 of the fluorouracil report [10]), and the nurse entered
the wrong rate in the infusion pump (page 18 of the fluorouracil report [10]).

– What is the actual procedure if the printed version of the electronic order
reports different data to the label?.
Mismatching pieces of paperwork is a plausible event in the system, since the
two pieces of paperwork seem to be generated by two different systems (the
computerised physician order entry system and the pharmacy information
system). Also, as evidenced during the analysis of the situation awareness de-
sign principle on structured information, neither the printed electronic order
nor the label report the patient identity. Hence, there is also the possibility
that, by mistake, a label is coupled with a wrong printed electronic order.
We do not have evidence of such a specific adverse events, but we argue that
it is plausible, as other reports have evidenced that misinterpretation of drug
labels and confusion between packages are common causes of medication er-
rors [16]. It is therefore worth looking for ways to avoid it happening. This
potential issue was not identified in the original report or in other research
studies on the incident.

6 Related Work and Conclusions

Previously, distributed cognition models have generally been used for under-
standing how the system modelled works, and are normally presented in the
form of a mixture of narrative descriptions and ad hoc semi-formal diagrams. In
the healthcare domain, which is our main concern, Blandford and Furniss [3] have
developed various distributed cognition models within their structured method-
ology (DiCoT) which aims to help ethnographers in the process of understanding
the key aspects of a teamwork system. They used DiCoT when studying the Lon-
don ambulance service [3,11]. Hazlehurst et.al. [13] have used distributed cog-
nition for studying the importance of verbal communications in co-ordinating
the teamwork in a heart room. In particular, they investigated how verbal com-
munications support situation awareness. Similarly, Fioratou et. al. [7], used
distributed cognition for understanding how anaesthetists gain situation aware-
ness during surgical interventions. Through their analysis, they identified various
factors influencing anaesthetists’ situation awareness, and they used such factors
for explaining the causes of an adverse event.

Our work builds on this earlier work in that we define a constructive proce-
dure for building structured distributed cognition models out of contextual and
ethnographic data. Such models can be checked against properties of interest, ei-
ther manually or within automated reasoning tools. In our previous work [18,2],
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we demonstrated how such models can be analysed within automated reasoning
tools, focusing on completeness and consistency of information flows. In this pa-
per, we have shown the utility of such models for analysing, in a justifiable and
we believe repeatable way, if a teamwork system satisfies selected user-centred
design principles. In this sense, our work complements experimental user stud-
ies, in that it enables reasoning about the situated use of re-designed teamwork
system even prior to direct user involvement.

In particular we have applied our procedure to a healthcare case study. We
have re-analysed a well-known adverse incident that led to a fatality and for
which a comprehensive investigation report is in the public domain. By following
our procedure with respect to two situation awareness design rules, we identified
an issue that was not addressed in the incident report nor in other subsequent
analyses. We have thus demonstrated the potential of the approach.

Although in this study we have used contextual data collected after an adverse
event, we argue that the approach extends also to other kinds of studies with
different aims. For instance, the analysis can be conveniently used during ethno-
graphic studies for uncovering relevant situations that should be investigated,
or in situations involving reasoning about design changes, e.g., during procure-
ment decisions. The investigation of such possibilities is on our research agenda.
Further work is required to apply our method to further case studies and also
to evaluate our belief that the method really does deliver repeatability. We also
intend in future to provide mechanised support for performing the analyses
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Abstract. This paper investigates to what extend the findings and so-
lutions of information analysis in intelligence analysis can be applied and
transferred into the medical diagnosis domains. Interactive visualization
is proposed to address some of the problems faced by both domain. Its
design issues related to selected common problems are then discussed
in details. Finally, a visual sense making system INVISQUE is used as
an example to illustrate how the interactive visualization can be used to
support information analysis and medical diagnosis.

Keywords: Visualization, Visual Analytics, Medical Diagnosis.

1 Introduction

In this paper we will briefly compare the similarities between information anal-
ysis in intelligence analysis and the medical diagnosis domains, and hence to
draw from our work in intelligence and then examine how it might be applied to
the medical domain. Our understanding of the cognitive processes in informa-
tion analysis suggest that it is more than just the process of information search
and retrieval, but incorporates a number of other features that is now charac-
terized as sense-making. The more frequently cited Pirolli and Card model [15]
of intelligence analysis while useful in helping us see the different cycles (i.e.,
foraging, hypothesis formulation and testing), can be complemented by Klein
et al.’s Data-Frame model [11] which describes the process of creating plausible
explanations for observed data. This similarity allows us to consider our work
in the intelligence, legal investigation and e-discovery domains, in the context
of medical diagnostic analysis, particularly in the area of reviewing a patient’s
medical history for the purpose of developing treatment plans. From our work
in designing interactive visualizations for information analysis, we documented a
list of 20 design problems [19], and will discuss five problems that we believe have
a bearing in designing medical diagnostic displays that can assist in improving
the review of a patient’s medical history. We will then discuss the design issues
and a number of possible designs currently under consideration in the context
of a visual sense making system INVISQUE [20].
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2 Information Analysis in Intelligence and Medical
Domains

In trying to assess the level of maturity of intelligence analysis as a discipline,
Fisher and Johnston [1] provide a brief account of the similarities between the
process of medical decision-making and clinical judgement, with intelligence
analysis. In their review they also reported on the beginnings of evidence-based
medicine (EBM) and how EBM, with the use of statistical information, help
make clinical judgement and treatment more systematic and able to draw on ev-
idence of past cases, rather than on limited experience or anecdotal information.

But are they really similar? Let’s take a look at what makes intelligence
analysis difficult. There are many problems, but we’ll briefly discuss those that
are more relevant to the medical community (e.g. we will not focus on data that
has been created for deception and to mislead an analyst).

Fig. 1 is a basic illustration of the information challenges facing intelligence
analysts. Analysts often work alone, and are required to make sense out of large
data sets that come from different sources and in different formats, and are
often of varying quality and reliability. The information may be incomplete,
out of sequence, changing as the situation changes, and misleading. For the
analyst peering through the tiny viewport of his or her computer display to this
very large data space, is like a person peering through the keyhole of a door
to an enormous hall. To gain a sense of what the hall is like, the analyst must
piece together his or her different views from memory, which can lead to many
problems associated with memory and cognitive limitations, attention, and bias.
This can lead to errors of re-construction or simply forgetting what was seen
previously.

Fig. 1. Illustration of the problems faced by an information analyst
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In addition, the data that analysts are often presented with, is akin to a
jig-saw puzzle, where the pieces have been emptied onto the table top, and the
analyst has to find, organize and join the relevant pieces together. To complicate
the problem, the box tops of the jig-saw puzzle, which provides the big picture
of the puzzle, are almost always not available, i.e. there is no context in which
to view the pieces of information. The analyst instead has to build the picture
as he or she carries out the analysis. To further aggravate this already difficult
situation, an analyst is often presented with not one jig-saw puzzle, but several
at the same time, and each without its box top, where the puzzles may be related
or may have absolutely nothing to do with one another.

Then, guided by their training, expectations, beliefs, goals, socio-cultural fac-
tors and other background factors, they will create frames that help piece to-
gether the information to create explanations or narratives that is able to account
for what they have observed [11]. In the process of creating these data-frame re-
lationships that help them make sense of the data, the analysts are looking
for patterns, underlying relationships, and triggers in the data, that help them
collate evidence to support possible explanations (or ‘hypotheses’, in the social
science, and sometimes in the scientific sense of the word), in order to come to
a conclusion.

In a public health context, there is probably a large similarity in trying to
identify the source of an outbreak of an infectious disease in a populated area,
and depending on various conditions, the situation could evolve very rapidly.
Evidence will be collated from different sources such as news items, hospital and
doctors reports, laboratory results, and so forth. In order to diagnose a patient’s
medical situation, it may be necessary for the doctor, or in more complex cases,
the medical team to collate and review the patient’s medical history, which can
be long and complicated, e.g. a geriatric patient with a history of acute glaucoma,
hypertension, arthritis and joint pains, liver sclerosis, may require treatment for
breathing difficulties. Each of these areas may have been treated separately with
records held in different specialist clinics.

3 Sense-Making and the Data-Frame Model

Pirolli and Card [15], based on a cognitive task analysis of intelligence analysts,
explains the intelligence process as one primarily of search: searching for infor-
mation, relationships, evidence to formulate or support a hypothesis; and in the
process of searching, the analyst carries out a number of other processing actions
as well, such as reading and extracting relevant or meaningful information, in-
dexing and filing away data, creating schema by organizing and re-organizing the
data in order to create understanding and insight that can lead further actions
for building the case for the formulated hypothesis, and to then subsequently
create a narrative that tells a story.

This model has been used and referred to considerably by analysts and re-
searchers. It can however be usefully complemented by Kleins et al. [9] Data-
Frame Model of Sense-making. The Data-Frame model basically explains that
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Fig. 2. Sense-making loop for intelligence analysis [15]

an analyst upon observing a set of data, will attempt to create an explanation
for this data that they refer to a frame. The creation of this frame is contingent
upon the analysts background such as, training and experience, goals and ex-
pectancies. Together with the data, this frame will determine how the data is
combined and used to explain what has been observed. The frame also deter-
mines what the analyst will attend to, what data should be related, or filtered.
Klein et al. [9] then describes additional strategies used to help the analyst to
gain a deeper understanding by elaborating and filling in gaps or seeking more
information, to query one’s own assumptions and beliefs and in particular how
earlier data has been used to generate the explanations, judging the plausibility
of the arguments or narratives, and the quality of the data at the same time.
There may be times when the data and the frame are so badly mis-matched
that it requires the analyst to re-evaluate his frames, and to possibly revamp
these frames or even seek a new frame. There is no real sequence in the process.
Instead, it shows the variety of strategies that may be invoked to make sense of
the data and one’s frame and to assess the plausibility of the offered accounts.

In addition, Klein et al. [10] also explains that people are also engaged in
another form of reasoning which they have also observed occurring in naturalistic
environments - causal reasoning. While causal reasoning is characterized by the
determination of causes for observed effects, this causality can sometimes be
confused with correlation as events can co-occur, while not being the cause of
the observed effects. Also, another characteristic of causality is mutability, or the
ability to engage in a reasoning strategy that allows one to investigate or imagine
what might have happened if one or all of the causal factors did not occur or
could be reversed, and this can also be used as a test for causality. Josephson and
Tanner [8] explain another form of reasoning that is useful: abductive reasoning.
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Fig. 3. The Data-Frame Model of Sense-making [11]

Such methods of reasoning is akin to the strategies used by archaeologists, where
based on fragments of evidence dug up from the ground, together with other
known facts and history, enables them to piece together convincing accounts
about life and civilization. This abductive inferencing method is also used in
information analysis and medical diagnosis, e.g. given signs and symptoms of a
disease, doctors are expected to infer the type of illness and therefore treat it.

4 Interactive Visual Sense-Making Design

In the course of our work in developing visual representations with which to
represent datasets, to carry out and to report on analysis carried out on them,
and to reason with the data, we have identified a list of 20 user problems that
require new or better techniques for their visual representation.

These areas, though described as problems, represent areas where Information
Analysts can benefit from more advanced science and technology [19]. The prob-
lems have been gathered and condensed from across several studies, and a series
of interviews and focus group discussions with researchers and students interact-
ing with library electronic resource systems, legal investigators, and information
analysts.

1. The problem of seeing a large data set and reasoning space through a small
keyhole.

2. The problem of handling missing data.
3. The problem of handling deceptive / misleading data.
4. The problem of handling contradictory data.
5. The problem of aggregating and reconciling multiple points of view or pre-

dictions.
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6. The problem of evidence collation and evidential reasoning.
7. The problem of provenance and tracing analytic reasoning.
8. The problem of integrating data space, analytic space and hypothesis spaces.
9. The problem of handling strength of evidence (including subjective and ob-

jective measures of strength) + contribution of different pieces of evidence
to a conclusion.

10. The problem of handling uncertainty in data and / or information.
11. The problem of representing and handling evidence over time and space.
12. The problem of annotating, remembering, re-visiting, and setting aside.
13. The problem of developing a sense of what is in the data exploring what is

there.
14. The problem of predicting and representing emergent behaviour.
15. The problem of Identifying and representing trends.
16. The problem of recognising and representing anomalous changes.
17. The problem of finding the needle in the haystack (or knowing what is chaff

i.e. info of no or low value)
18. The problem of predicting the path of cascading failures or effects.
19. The problem or representing the static and dynamic relationship between

the data / information.
20. The problem of scalability and reusability.

In the following sections, we hope to explain some of these problems in the
context of medical domain.

4.1 Aggregating and Reconciling Multiple Views or Predictions

This problem occurs particularly when analysts have to work together, and where
their efforts need to be coordinated, while valuing independent inputs from the
respective analysts. Some points of view may be very divergent. What is crucial
in representing these differences in opinions or predictions, is not the differences
in themselves, but rather the trace of the analytic reasoning process, i.e. how did
one get to this conclusion? It should show or reveal how the different analysts
have used the data and how the way they used the data contributed to the
conclusions. In this way, it then becomes possible for a reviewer to seek out area
of potential errors or errors of judgement with the given data.

4.2 Handling Evidence Strength and Contribution to a Conclusion

Unlike intelligence analysis, doctors have access to statistical indicators showing
adverse reactions to particular medications or the susceptibility of, say, different
types of people to certain diseases. In Evidence Based Medicine, such information
is sought to provide a base-line from which to evaluate the likelihood of observed
signs and symptoms relating to particular diseases. What is needed in intelligence
analysis are schemata (ways in which data may be structured and represented
for further analysis) which help make obvious the reliability, quality or likelihood
of occurrence in a given context, and their ability to show how their usage can
lead them to various logic traps and other flaws such as false positives.
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4.3 Annotating, Remembering, Re-visiting and Setting Aside

We are often not able to remember the myriad of small decisions we made
along the process of a complicated analysis. There are also times where we use
storytelling techniques to fill in missing data in the collection. Analysts as well as
doctors (who see many patients often in short period of time), need to annotate
for their own remembering purposes, as well as for a trace for other doctors or
medical personnel to follow-up on the treatment. Sometimes the data is non-
conclusive, or sometimes, data may have some use later, but the analyst or
doctor may not want to re-create the search for that piece or collection of data
and would like to set it aside, possibly with an annotation, for later use.

Complexity is the main problem in the medical domain, because most of
the medical data is weakly structured or even unstructured and there is always
the danger of modelling artefacts, which can then lead to wrong decisions. Let
us look at standard medical documents for example: The broad application of
enterprise hospital information systems amasses large amounts of medical doc-
uments, which must be reviewed, observed and analysed by human experts [3]
(Kreuzthaler et al., 2011). All essential documents of the patient records contain
at least a certain portion of data which has been entered in non-standardized
format (wrongly called ‘free-text’) and has long been in the focus of research.
Although such text can be created simply by the end-users, the support of au-
tomatic analysis is extremely difficult [2,5,13].

So, it is very likely that some interesting and relevant relationships remain
completely undiscovered, due to the fact that the relevant data are scattered and
no investigator is able to link them together manually [16,4]. Consequently, there
are a lot of relevant open research issues at the intersection of HCI and IR/KDD
to help (medical) professionals to identify and extract useful information from
data.

4.4 Developing a Sense of What Is in the Data

One problem at the start of any investigation or review occurs when the analyst
or doctor is presented with a large set of data, and he or she has to make sense of
it. How does one know where to start if one does not know what is in the data set?
Or at least, what are the main categories or methods of organization of the data?
Tools are needed to summarise the data set in various ways that lend themselves
to rapid exploration. Various forms of semantic maps of information clusters have
been used to show groups, group densities, group peaks, and relationships be-
tween and within groups (e.g. IN-SPIRE, http://in-spire.pnnl.gov/), with
software tools that facilitate drill-downs as well as other methods of analysis.

A good example of a data intensive and highly complex microscopic structure
is a yeast protein network. Yeasts are eukaryotic micro-organisms (fungi) with
1,500 currently known species, estimated to be only 1% of all yeast species.
Yeasts are unicellular, typically measuring 4 μm in diameter. The first protein
interaction network was published by [6]. The problem with such structures is
that they are very big and that there are so many. A great challenge is to find
unknown structures (structural homologies, see e.g. [7]) amongst the enormous

http://in-spire.pnnl.gov/
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set of uncharacterised data. Let us illustrate this process with a typical example
from the life sciences: X-ray crystallography is a standard method to analyse the
arrangement of objects (atoms, molecules) within a crystal structure. This data
contains the mean positions of the entities within the substance, their chemical
relationship, and various others and the data is stored in a Protein Data Base
(PDB, http://www.rcsb.org/pdb/). This database contains vast amounts of
data. If a medical professional looks at the data, he or she sees only lengthy
tables of numbers.

However, by application of a special visualization method, such structures can
be made graphically visible and the medical professionals can understand these
data more easily and most of all they can gain knowledge—for instance, it may
lead to the discovery of new, unknown structures in order to modify drugs, and
consequently to contribute to enhancing human health. The transformation of
such information into knowledge is vital for the prevention and treatment of
diseases [17,18].

To demonstrate that not only natural processes have such structures there is a
nice example ( http://datamining.typepad.com/data mining/2007/01/the
blogosphere.html ) which shows a visualization of the blogosphere (cf. also
with [12]): The larger, denser part of the blogosphere is characterized by socio-
political discussion the periphery contains some topical groupings. By showing
only the links in the graph, we can get a far better look at the structure than if
we include all the nodes.

4.5 The Problem of Identifying and Representing Trends

The final problem is that of identifying and representing patterns in data as well
as key trends over time, and whether there are correlating effects of those trends.
While it is possible to show trends and patterns in quantitative data relatively
easily, how do we reveal patterns in visual forms about qualitative data that the
human perceptual system can readily discern?

Maimon & Rokach state in their book [14]: “Knowledge Discovery demon-
strates intelligent computing at its best, and is the most desirable and interesting
end-product of Information Technology”. Whereas this is true, using intelligent
computing is necessary but not sufficient: Computers are (still) Von-Neumann
machines and not endowed with any insight, and possess little knowledge of the
real-world on which to check whether and to what extent the concepts they are
examining are worthwhile or useful. Consequently, the challenge is to enable ef-
fective human control over powerful intelligent machine services and to integrate
statistical methods and information visualization, so as to support human in-
sight, breakthrough discoveries, and bold decisions primary research objectives
in the field of Human-Computer Interaction.

A further challenge is based on the fact that only a small percentage of data
is structured most of the data is semi-structured, weakly structured or even
unstructured. A common misconception is to confuse structure with standard-
ization. While the closely related fields of IR/KDD have developed wonderful
intelligent (semi)automatic processes and algorithms to extract useful knowledge

http://www.rcsb.org/pdb/
http://datamining.typepad.com/data_mining/2007/01/the_blogosphere.html
http://datamining.typepad.com/data_mining/2007/01/the_blogosphere.html
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Fig. 4. INVISQUE showing library database search results

from rapidly growing amounts of data, these methods fail when data are weakly
structured. The problem is that we are faced with the danger of modelling arti-
fices without being aware of it and this may lead to wrong decisions. One solution
is to raise the quality of information, while at the same time make the medical
professionals aware of the value of information quality; a possible solution is in
a systematic documentation. That means that all treatment relevant data are
collected in a quality process oriented manner. Most of all it must be possible
to condense the data into information as a function of time to visualize it as
longitudinal data; the visible patterns and trends can be used to make decisions
and to meet predefined treatment goals e.g. in order to provide individualized
treatment.

5 INVISQUE

INVISQUE [20] is an interactive visualization system designed to visual sense-
making. It aims to address the challenges discussed earlier. Presented here are
some preliminary results and future features. It is domain independent and can
be transferred easily to biomedical domain.

INVISQUE is designed around a metaphor of physical index cards on a two-
dimensional infinite canvas workspace. This is a departure from the traditional
1-dimensional list-style interfaces (such as Google), and the cards present basic
information about each result. Rather than relying on static text boxes for input,
INVIQSUE allows the user to start a new search anywhere on the canvas. This
is done simply by clicking on the white space and typing in the search term.
Each set of search results are grouped into a cluster. Fig 4 shows an example
of INVISQUE working with a library database and displaying the result of two
searches: “energy” and “heating”.
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Fig. 5. Marking index cards

By default, the index cards are ordered in both the x and y axes. The ordering
attributes are domain dependent and can be set by the user. In the example of
searching for journal articles, the y axis can represent the number of citations
and the x axis can represent the date of publication. This provides the capability
to interactively identify the trend within the data on the selected dimensions.
By clicking on an index card, users are able drill down to find more information.
In the case of a document search, users can view the content of the document.

The infinite canvas allows users to visualize multiple searches (or clusters)
simultaneously (see Fig. 4). This is a step away from traditional tabbed-browsing,
and allows users to make visual comparisons between multiple search results.
This capability will be further developed to facilitate visually aggregating and
reconciling multiple points of view or predictions. Although we are only in a 2D
space, the use of transparency creates a series of layers (see Fig. 4). The active
search (i.e., ‘heating’) is opaque, giving it the impression of the closest layer and,
therefore, the main focus. Remaining clusters are semi-transparent, giving the
impression they are in the background, providing context to the active search.

INVISQUE has a few features to support ‘annotating, remembering, re-visiting,
and setting aside’. Users can save an index card for later use or mark one as im-
portant. These are achieved by dragging the index card to the specific circles in
the corners (dashed circles in Fig. 5). Its colour will then change to indicate it
is saved (yellow) or marked (green). Users can easily invoke Boolean operations
by dragging and dropping. For example, two clusters can be merged by dragging
one cluster title on top of the other.
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Currently text analysis functions are being integrated into INVISQUES. Once
completed, INVISQUE will be able to extract significant phrases (i.e., popular
topics) from a collection of documents. This will address the problem of ‘devel-
oping a sense of what is in the data’ by visually presenting the significant topics
and their relationships. Another new feature being added to INVISQUE is prove-
nance, which is the conclusion pathway that records the information about the
reasoning process from the raw data to final conclusion. Part of the provenance
is the information of the strength of evidences and how they contribute to a
conclusion, which is another problem discussed earlier.

6 Conclusions

In this paper we demonstrated the similarity between the information analysis
during intelligence analysis and medical diagnosis. Based on the Sense-Making
Loop and Data-Frame model, we discussed the key issues that need to be ad-
dressed when designing an interactive visualization system to support such in-
formation analysis. A visual analytics system INVISQUE is used to demonstrate
the application of some of these design principles.
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Abstract. User identity validation is particularly relevant for
applications where data privacy is critical, such as Healthcare Informa-
tion Systems (HIS), where patient records protection and medical acts
traceability is extremely important. Current approaches to the problem
include biometric solutions, however, traditional modalities only allow
momentary verification; readers are generally fixed to a static location,
and direct contact or proximity is required. State-of-the-art work has
been focusing solutions for continuous, or more frequent assessment in
an unobtrusive way. In this paper we present a framework for continuous
identity verification, based on knowledge discovery from ECG signals
for security enhancement in the HIS context. ECG signals are partic-
ularly convenient, as they are frequently already measured in patients,
and can also be easily obtained from caregivers interacting with the in-
formation system. Experimental results were performed in a population
of 32 healthy individuals, and the system attained a 2.75% ± 0.29 EER
for the task of identity verification.

Keywords: Healthcare Information Systems, User Authentication, ECG
Biometrics, Data Privacy, Human-Computer Interaction.

1 Introduction

Digital information systems have greatly evolved from elementary computational
blocks targeted at electronic data processing, to large scale and fully-integrated
systems for knowledge management across organizations [20]. This change has
had a deep impact in multiple activity sectors, and a special emphasis has been
given to the healthcare field. With the advent of Healthcare Information Sys-
tems (HIS), caregivers and patients were able to store, access and share clinical
information electronically, in an easier and more efficient manner [1].
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Due both to the specificity and sensitivity of clinical data managed by current
Healthcare Information Systems (HIS), security has always been a major and
growing concern [33]. In the context of HIS, two main aspects are particularly
important in terms of security, namely: a) Data Privacy: ensuring the proper
and controlled disclosure of clinical data to authorized individuals; and b) Iden-
tity Verification: ensuring that a given subject interacting with the system is
genuine. A common denominator to both aspects is the authenticity of subjects
performing, or intending to perform, some kind of interaction with the HIS.

User authentication is extremely important not only for controlling the access
to the clinical data, but also to improve the traceability and quality of care in
medical acts, by correctly linking the caregivers to their identity [13,34]. More-
over, in a Human-Computer Interaction (HCI) perspective, enabling the access
to the identity of caregivers in a more pervasive manner allows a higher degree of
adaptability and customization of the HIS to the role and specific requirements
of each subject, leading to more efficient and dedicated processes and services.

Current authentication approaches, as in most systems, are still based on to-
kens either memorized, or carried by the subject (e.g. passwords, PINs, keys,
ID cards), in which transmissibility represents a major security issue. More re-
cently, biometric techniques, such as facial or fingerprint recognition started to
be adopted [16]; however, these bind the subject to a specific physical space,
and require direct contact or proximity between the subject and the sensing
device. Existing biometric recognition techniques may therefore be limiting for
continuous and mobile applications [14].

In this paper we present a biometrics framework based on Electrocardio-
graphic (ECG) signals, with the potential to extend current data privacy pro-
tection and identity verification systems in the context of HIS. Our approach
is especially useful for mobile and continuous biometrics applications [32], as it
takes advantage of a signal source that is continuously available, and either al-
ready measured on the subject (as the ECG is a commonly measured parameter
in patients [26,8]), or easily accessible with minimal intrusiveness for the subject,
due to recent advances in biosignal acquisition hardware [11,7].

The remainder of the paper is organized as follows. In Section 2 an overview of
state-of-the art and commercial solutions currently in use is presented, together
with future trends. In Section 3 we provide an introduction to ECG signals and
their application as a biometric trait. In Section 4 a description of the proposed
approach is provided. Finally, we outline the main results and conclusions, in
Sections 5 and 6, respectively.

2 Subject Authentication Landscape

2.1 Non-biometric Systems

Nowadays, the most common approaches for subject authentication are still
mostly based on things that the user memorizes, or objects that the user has,
which constitutes potential security threats. To date, the most common tech-
nique of personal authentication still consists in the use of an identity card.
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Identity cards can have a photo of the owner, name and identity number. They
can also have a smart chip, providing space for information storage, and an ad-
ditional bar code for registration. This kind of identification may be prone to
identity theft. Moreover it may represent a security flaw in the access to medical
records, since after positive identification all the information becomes available.

Bar codes and radio frequency identification (RFID) solutions are becoming
the standard techniques in healthcare applications. Hospitals are using bar cod-
ing and RFID to protect the accuracy of critical patient-care processes, including
the dispensing and administration of medications and blood products [4], the col-
lection and tracking of specimen tests and x-rays, and the verification of surgical
specifications. In [17] RFID technology is used to facilitate automatic stream-
lining of patient identification processes in health centers, and assist medical
practitioners in the quick and accurate diagnosis and treatments.

Patient identification with hospital wristbands is one of the standard tech-
niques for helping hospitals to improve patient identification, providing an auto-
matic, and convenient way to collect and access patient information, attempting
to eliminate manual data entry, and the associated opportunity for error. Nev-
ertheless, the scanning of wristband barcodes can lead to misidentification [31],
due to operation errors. These types of authentication mechanisms allow the
transmissibility of the identification token, resulting in identity fraud or im-
personation, in order to access resources or obtain credit and other benefits in
another person’s name.

2.2 Biometric Systems

Biometric authentication is based on physical or behavioral features, which
uniquely characterize humans. Commonly used modalities can be categorized
into two main classes: Physiological and Behavioral. Examples of the first in-
clude, but are not limited to: fingerprint, palm print, hand geometry, DNA,
and iris recognition. The later class is related to the behavior of a person, and
examples include voice, gait, keystroke dynamics, and ECG.

Biometric systems are being deployed in several civilian applications, includ-
ing the context of HIS. With the adoption of electronic medical records in the
health care sector, it is becoming more and more common for a health profes-
sional to edit and view a patients record digitally [18]. In the United States,
governmental regulations require a secure authentication system to access pa-
tient records, in order to protect the patients privacy.

The current landscape of biometric systems in the healthcare industry is
mainly based on physiological characteristics, and multi-biometrics systems. In
[18], a biometric system composed of an on-line signature and voice modali-
ties was tested and seemed convenient for the users, because a tablet PC was
equipped with the associated sensing hardware. In [21], a system is proposed
based on fingerprint, iris, retina scan, and DNA, to uniquely associate patient
biometric characteristics to their medical data. In [5] fingerprint verification is
used to ensure that access to the hospital Picture Archiving and Communication
System (PACS) is only guaranteed to certified parties.
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2.3 Current Biometric Trends

For low security applications, one-time verification systems, which perform au-
thentication before the access to a protected resource, are adequate. However,
this type of methods can lead to session ”hijacking”, in which a different user
takes possession of a session in the post-authentication period. Together with the
transmissibility and appropriation problems already described, these issues have
led the biometrics research community towards developing methods capable of
improving current approaches.

A recent trend in the field is continuous biometrics [32,30]; in this approach,
the identity of a subject is verified in a periodic way, allowing the system to verify
the authenticity of the subject more frequently. A fingerprint verifier, integrated
in a mouse and combined with a face verifier is presented in [35], which allows
the continuous validation of the presence or participation of a logged-in user.

Another system based on bi-modal Continuous Biometrics Authentication
System (CBAS) is devised in [19], combining also fingerprint and facial biomet-
rics to authenticate users, showing that continuous biometric systems are viable
in practical scenarios. In [25,24] a new method is proposed for continuous user
authentication based on a Webcam, that monitors the face and color of clothing
of a logged-in user.

So far, state-of-the-art work in this topic has mostly focused on the combina-
tion of more tradicional modalities, such as fingerprint and image recognition.
Recent research work has also started to look into the biometric potential of
modalities based in biosignals. In a continuous approach, these modalities are
quite appealing, as they are accessible and readily available without interfering
or limiting the regular tasks performed by the subject. Furthermore, in clinical
settings several biosignals are already assessed as part of the patient follow-up
process.

3 Identity Verification Using ECG Signals

3.1 Cardiac Activity as a Biometric Modality

The heart possesses a natural pacemaker known as the sinoatrial node (SA),
which generates periodic electrical impulses, that trigger the depolarization of
the heart muscle fibres. The reaction to those impulses is a repolarization and
return to the rest state [6]. What the ECG records is then the propagation of
these action potentials throughout the different cardiac muscle fibers. Figure 1
depicts a prototypical waveform, labeled with the corresponding complexes. The
informative content of ECG recordings is already widely used for clinical appli-
cations, traditionally in the assessment and diagnosis of the cardiac function.

Morphologically, the collected signals are directly dependent on multiple phys-
iological properties of the subject, such as tissue conductivity, genetic singular-
ities, a heart condition, constitution of the cardiac muscle and cavity, among
others. The fact that there are subject dependent variations enhances its appli-
cability for identity verification. Recent research work has been devoted to the



Clinical Data Privacy and Customization via Biometrics 125

P

Q

R

S

T
ST

SegmentPR
Segment

PR Interval

QT Interval

QRS
 Complex

Fig. 1. Prototypical ECG waveform labeled with the corresponding complexes. The
P wave corresponds to the SA node triggering impulse, the QRS complex is associ-
ated with the depolarization process, and finally the T wave reflects the repolarization
process.

characterization of ECG features for human identification, and although further
evaluation is necessary, experimental results have highlighted the discriminating
capacity of such features [15,28]. Figure 2 illustrates the ECG signal acquired
on two different subjects from the PTB-BIH [12] control subjects database. The
signals were plotted using the same scale and, as it is easily observed, both
waveforms are morphologically quite distinct.

The ECG is quite appealing for biometric applications in terms of desir-
able properties [16], since nowadays, these signals: a) are continuously available;
b) can be easily acquired; c) can only be collected in live subjects; d) are highly
correlated with the physical state and condition of the subject; and e) due to
their specificity, are not easily spoofed or masqueraded. For identity verification
in a clinical setting, an ECG biometric system is particularly advantageous.

3.2 Data Acquisition

The ECG, is a representation of the electrical activity of the heart measured
over time, and captured externally through electrodes directly applied on the
body surface or on its vicinity. These electrical changes can be detected using
different principles; the most common measurement principle is based on the
voltage potential between electrodes placed on different parts of the body. Other
measurement principles include capacitive [23] and mechanical methods [27].

Conventional clinical grade ECGs are acquired using 12 or more leads mounted
on the chest and limbs, using conductive paste or gel to improve the conductivity
with the skin. Although this setup has proven to perform accurately for iden-
tification purposes [2], one lead has been shown to suffice [29,28]. As pre-gelled
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(a) Subject A (b) Subject B

Fig. 2. ECG readings from two different subjects from the PTB-BIH control subjects
database. Both figures have the same vertical scale. The black and gray lines correspond
respectively to the mean wave and standard deviation computed from the database.

electrodes mounted at the chest may be limiting in some real world scenarios,
state-of-the-art work has been focusing on determining the biometric potential
at alternative acquisition points with promising results, namely at the finger
level [22,3].

4 Proposed Approach

4.1 System Architecture and Overview

We propose a biometric identity verification framework based on knowledge
discovery from ECG signals, which takes as input a raw sensor data from an
ECG sensor, and outputs a control signal to a target system validating the sub-
jects identity as a genuine or, as an impostor. Such system is targeted at clini-
cal settings, as a way of guaranteeing data privacy protection through identity
verification.

Figure 3 depicts the architecture of the proposed system, which comprises two
phases: enrollment and authentication. As depicted in Figure 3(a), in the enroll-
ment phase, the raw signal is acquired, processed using appropriate algorithms,
and if the quality of the signal is acceptable, a set of representative templates is
stored in a database for future reference. For user authentication, as presented
in Figure 3(b), the acquired ECG signal is processed and checked against the
templates stored in the database, a decision threshold is then used to accept or
reject the user, and the result is sent to the target system as a control signal.

4.2 Sensors for Data Acquisition

In previous work we have shown the validity of a single chest mounted lead
from a standard 12-lead electrode placement, for biometric purposes [29]. For
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(a) Enrolment

(b) Authentication

Fig. 3. Architecture of the proposed system: user enrolment phase and user authenti-
cation phase

the caregivers, we herein propose a setup that integrates an accessory, depicted
in Figure 4, that is fitted to a regular computer keyboard or to a tablet PC, over
which the user rests his/her hand palms. This apparatus is able to continuously
measure the pseudo-V1 ECG at the hand palms, through a pair of dry Ag/AgCl
electrodes. In the scope of our proposed approach for security enhancement in
HIS, we will focus on authentication of caregivers through this apparatus.

(a) Experimental apparatus (b) Data acquisition

Fig. 4. Experimental setup for data acquisition
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4.3 Signal Processing and Decision Making

After the biosignal data acquisition unit acquires the raw sensor data, they are
fed into our system through a secure channel. The raw data, is then band-pass
filtered to the 1-30Hz bandwidth, and passed through a R-spike detection block
based on the commonly used Englese and Zeelenberg algorithm [9]. Heartbeat
waveforms are then segmented, and the mean waves computed in order to obtain
a representative wave template pattern of the subjects ECG.

Fig. 5. Signal processing steps block diagram

The classification is performed computing the dissimilarity between wave tem-
plates computed in the authentication phase, a[t], with the ones computed on
the enrolment phase and stored in a secured database, e[n]. The decision on
a genuine/impostor is determined verifying if the computed distance, d(e, a) is
bellow a given threshold, and the result is sent to the target system as a control
signal. This dissimilarity is computed using the Euclidean distance:

d(e, a) =
√∑

i

(e[i] − a[i])2. (1)

5 Experimental Setup and Results

Tests were performed on 32 healthy individuals (25 males and 7 females); the
average age was 31.1±9.46 years. Subjects were asked to rest their left/right
hands over the Ag/AgCl electrodes, and data was acquired during a period
of approximately 1m30s, during which the experiment supervisor explained the
purpose of the study. An ECG sensor with gain 1000 and passing band of 1-30Hz
was used for raw data acquisition. To guarantee electrical isolation from other
sources, a wireless Bluetooth bioPLUX research acquisition system was used to
transmit the data to a base station.

For experimental evaluation purposes, raw signals were processed according
to the proposed approach, and two exclusive datasets were created; a training
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(a) EER (b) ROC

Fig. 6. Identity verification performance: (a) Equal Error Rate (EER); (b) ROC curve
for the m = 5 best case scenario. m denotes the number of patterns used to compute
the mean wave.

set with 30% of the total collected patterns as the templates database, and
a test set with the remaining 70% of the patterns. We evaluated the identity
verification potential of ECG signals collected at the hand palms using individual
heartbeat waveforms directly, and also mean waves. The template matching
technique is extremely lightweight in terms of real-time processing, and the mean
waves reduce the pattern variability, establishing the framework for a real-time,
continuous biometric system based on ECG signals.

Figure 6(a) shows the Equal Error Rate (EER) for authentication varying the
number of patterns m, used on the computation of the mean wave. As summa-
rized in Table 1, if individual heartbeat waveforms are used, a mean EER of
9.39% ± 0.19 is attained, which decreases to 2.75% ± 0.29 when averages of 5
heartbeat waveforms are considered as representative pattern. These correspond
respectively to 1s and 5s of acquired signals approximately. The Receiver Oper-
ating Characteristics (ROC) curve for the m = 5 best case scenario, is presented
in Figure 6(b).

Table 2, outlines the user authentication results typically found in literature
for other biosignal based modalities (see [10] and references therein). As we can
observe, our results holds comparable performance levels when matched to other
modalities; even when compared to previous ECG based approaches. Although
the tradicional lead V2 ECG approaches report higher accuracy levels, our results

Table 1. Equal Error Rate for the proposed approach

m 1 2 3 4 5

EER 9.39% ± 0.19 6.05% ± 0.36 4.55% ± 0.41 3.13% ± 0.41 2.75% ± 0.29
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Table 2. Equal Error Rate for other biosignal based approaches

Method Key
Stroke

Mouse
Pointer

Voice Gait
Analysis

Eye
Gaze

EEG ECG
V2

ECG
Fingers

EER ∼ 4% ∼ 10% ∼ 10% ∼ 5% ∼ 5% ∼ 10% ∼ 5% ∼ 12%

improve on the previously reported finger ECG performance levels [22]. Further-
more, our experimental setup enables signal acquisition in a highly convenient
way, which does not impact with the users normal activities, potentiating its use
in a continuous biometrics framework.

6 Conclusions

In Healthcare Information Systems (HIS), reliable authentication of both pa-
tients and caregivers is currently a problem which introduces inefficiencies and
reduces the quality of care due to errors resulting from mis-identification. Gov-
ernment agencies and institutions worldwide, have started to recur to biometric
modalities as a way of improving current practices; however tradicional biomet-
ric systems still present some limitations. Existing systems require the subjects
either to be in direct or in close contact with the biometric readers (e.g. finger-
print scanner, webcam or other), which are placed in static positions. A recent
trend in biometric research is searching for systems capable of providing con-
tinuous biometric methods, that allow periodic validation of the users identity;
hence usability in terms of Human-Computer Interaction is a major concern.

In this sense, the research community is starting to turn to biosignals based
systems, as these are continuously available and easily accessible. Recently, re-
search has focused on biometric techniques based on ECG signals. In this paper
we describe a method and apparatus for identity verification, using ECG signals.
We build upon prior work from our group, which validated the biometric poten-
tial of ECG signals collected at the chest for identification, and evaluated the
authentication performance the ECG signals collected at the hands level for in-
creased usability. Experimental results have revealed that an EER of 2.75%±0.29
is achievable with merely 5s of acquired signal, validating the potential of the
proposed approach to increase the security of HIS. Future work will focus on
field validation in a real-world scenario, and implementation of a pilot system.
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Abstract. This paper introduces a usability study of digital dictation procedure 
in which a task-originating modelling method, called interaction sequence 
illustration (ISI), was used for analysing interaction steps and stages. The 
analysis was conducted from the physician’s viewpoint in a real-life clinical 
environment. Study results showed that the observed process of digital dictation 
is inefficient and unnecessarily lengthy. The analysis also revealed a number of 
interaction design failures and complex interaction sequences. In the study the 
ISI approach is suitable for providing concrete and detailed information about 
the steps and stages of interaction, the usability of user interfaces, and the 
success of interaction design. 

Keywords: Usability, interaction sequence illustration analysis, digital 
dictation, evaluation. 

1 Introduction 

Empirical results regarding the use of current healthcare information technology (IT) 
systems have pointed out serious challenges to clinicians’ abilities to effectively and 
satisfactory utilise these applications in their everyday work. Recent literature reviews 
have indicated numerous barriers concerning the uptake of healthcare IT 
interventions, and few of their results indicate any benefit from the systems [1,2]. 
Several researchers have reported numerous usability flaws [e.g. 3-6]. Specifically, 
time taken up by clinical documentation seems to be one of the most challenging 
bottlenecks of information system use and adaptation [7-10]. These findings raise the 
question of what makes the design of interactive systems for healthcare purposes 
especially challenging and vulnerable to shortcomings compared to other domains in 
which software applications are widely deployed. They also inquire as to what kind of 
enhancements to methodology approaches have been suggested by researchers in 
order to overcome these challenges. 

This paper focuses on the research of usability and user interfaces of dictation 
solutions and related IT systems at the level of interaction analysis from the viewpoint 
of physicians in clinical contexts. Earlier studies have explored the use of 
documentation systems from other perspectives. For example, Poissant et al. [7] 
conducted a systematic literature review, whereas Holden [8] and Reuss et al. [9] 
applied a qualitative approach and interview methods to study physicians’ beliefs and 
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experiences pertaining to electronic documentation. Braun et al. [10] investigated how 
physicians’ information needs can be modelled on a general level. Holzinger et al. 
[11] explored the use of speech recognition in daily hospital practise from human-
computer interaction (HCI) perspective. All these studies provide important findings 
about the documentation practices and needs of physicians’ regarding future 
applications. However, little information can be found that pertains to judging the 
success of digital dictation from the viewpoint of physicians in a detailed and 
practical level. This kind of approach would be beneficial in order to increase the 
understanding of the current challenges and problems in electronic documentation as 
experienced by end-users. 

2 Background: Usability Evaluation in Health Informatics 
Field 

In HCI field methods for conducting user-centred evaluations fall into two categories: 
inspection-based evaluation using usability and accessibility guidelines and user-
based testing [12].  

The advantages of inspection methods relate to their abilities to take into account 
of a wide range of users and tasks and to emphasise obvious usability problems [12]. 
In contrast to user-based testing methods, these methods are often simpler and quicker 
to carry out and for these reasons also more cost effective. On the other hand, 
inspection methods have several weaknesses, which is why they should compliment 
user-based methods. Results from the inspections tend to be highly influenced by the 
knowledge and skills of the expert reviewers. Additionally, findings have indicated 
that the inspection methods might not scale well for complex or novel interfaces [12]. 
Therefore, they are suggested to be carried out in conjunction with application domain 
experts [12]. 

A user-centred evaluation is said to be useful at all stages in the project, from the 
early concept of the design to its long-term usage, which can then provide input for 
future versions of the system [12]. Variations of user testing involve field validations, 
i.e. testing design concepts and prototypes in real environments as well as techniques 
that are more interview- and observation-based [12]. One such technique is contextual 
inquiry, which is an often-used method for gathering data to support the design of 
products, systems, and services [13]. In contextual inquiry, a researcher typically 
conducts field interviews with four to eight users, one at a time, in the working 
environment and, while observing the user at work, asks about the user’s actions in 
order to understand his or her motivation and strategy [13].  

The significance of evaluation studies has grown during the past decade in the 
health informatics field as a consequence of IT adoption and use-related problems and 
contradictory findings. As an illustration of this, several papers have focused on 
methodology aspects and described how to evaluate the usability of healthcare IT 
systems. These include approaches and methodologies such as: cognitive and 
usability engineering methods (e.g. [14,15,16,17,18]), the introduction of formative 
versus summative evaluation methods [19] remote usability testing [20], cooperative 
usability testing [21], qualitative usability testing enhanced with data mining 
techniques [22], and evaluation of mobile in healthcare settings [20,23]. Alongside, 
several researchers have reported challenges in applying these evaluation methods. 
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According to Jaspers [16], each of the widely known usability evaluation methods 
(heuristic evaluation, cognitive walkthrough, and think-aloud or usability testing) has 
its own disadvantages and advantages. This is illustrated by Edwards et al. [4], who 
stated that several challenges with heuristic walkthrough resulted from the complex 
nature of the clinical work domain and the limitations of the predictive evaluation 
method. Therefore, special attention should be paid to reflecting on the realism and 
concreteness of healthcare contexts [24] and evaluating system usability in 
collaborative tasks [4]. These findings and experiences from empirical studies have 
caused researchers to suggest that field study methods are more suitable for informing 
conceptual problems and developing an understanding of the wider context in which 
clinical ICT systems are used [23,25]. 

3 Aim of the Study 

This paper has two objectives. First, we investigate the process of conducting digital 
dictation from a physician’s viewpoint. This includes comparing the interaction stages 
with other dictation techniques and processes: cassette dictation and speech 
recognition dictation. In addition, we apply task-oriented approach in evaluating the 
usability of digital dictation procedure and related user interfaces.  

Second, this paper aims at contributing to the discussions of usability methods in 
healthcare. We report an experimental employment of the interaction sequence 
illustration (ISI) method using the digital dictation study as an example. The 
motivation for this objective derives from the following observations. Usability 
evaluation studies in the health informatics field seem to share several characteristics: 
they focus on a single healthcare information system, apply traditional evaluation 
methods (user testing, heuristic evaluation, or cognitive walkthrough), are conducted 
in one specified context, and involve one end-user group perspective. However, 
challenges in the field as well as worrying findings about the usability of currently 
used systems demonstrate the need for developing new approaches to evaluating 
usability and for supporting the redesign and user-centred development of healthcare 
IT systems. 

4 Introduction of Interaction Sequence Illustration (ISI) 
Method 

The widely known methods for conducting inspections in HCI field are cognitive 
walkthrough [26] and heuristic evaluation [27]. Variations of these methods include, 
among others, low-level interaction walkthrough, introduced by Ryu and Monk [28], 
and interaction walkthrough for the evaluation of safety-critical interactive systems, 
described by Thimbleby [29].  

Typically, inspection methods emphasise the evaluation of one system or a piece of 
software in isolation from the system’s real-use environment and focus on a selected 
set of user interfaces. In the HCI research field, these methods have often been 
criticised for not sufficiently addressing the interaction issues in a real-use context. 
Additionally, the widely known inspection methods are targeted for designer and 
evaluator use. Little attention has been paid to considering the advantages or 
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limitations of these methods from the viewpoint of collaborative (usability researcher 
– software developer) development activities. How well the results and findings from 
the usability studies can be communicated to developers? Do the study results 
illustrate the findings in a way that (a) increases the shared understanding of the 
reasons behind the problems and (b) describes how failures in the interaction design 
of the user interface design should be improved. 

This paper introduces and discusses and experimental task- and context-originating 
modelling approach, called interaction sequence illustration (ISI), for the analysis of 
interaction steps and stages in the healthcare context. The idea behind the method is to 
document and analyse activities Ӎ those between a user and computer-based systems Ӎ 
that take place during a predetermined sequence of tasks. The modelling of interaction 
stages and interaction steps is conducted from the user’s viewpoint with an objective 
to (a) illustrate how the use of information systems appears from the end-user’s 
perspective, (b) identify and report interaction steps and related insufficiencies in the 
user interface and interaction design, and (c) thereby support the user-centred design 
and development of healthcare applications. The ISI method focuses on user interface 
issues and low-level analysis of human-computer interaction. In this paper, we present 
two types of analysis: analysis of interaction stages and step-by-step illustration of a 
sequence of tasks.  

The approach is different from traditional inspection methods in the following 
ways: 1) the modelling is conducted in a real-life environment, and 2) the analysis 
does not focus on one system but instead of those systems that are used to accomplish 
a set of tasks – in our case to perform digital dictations. 

5 Case Study: Evaluation of Digital Dictation Procedure  
from a Physician’s Viewpoint 

5.1 Objectives of the Study 

The digital dictation study [6] was carried out in the spring of 2008 in a large hospital 
in Finland. At that time, various dictation techniques, procedures, and equipment were 
used in the hospital. Three pilot units had already been using a digital dictation 
solution for several years. From the administration’s viewpoint the digital dictation 
method was seen as the most promising solution for replacing the traditional cassette 
dictation method in the near future. The hospital also had experiences in using the 
speech recognition technology for dictation in radiology unit. This emerging 
technology seemed well suited to the radiology context. 

The digital dictation study had three objectives [6]: (1) To describe the digital 
dictation processes from the physician’s viewpoint; (2) To compare the currently used 
other dictation techniques; (3) To determine physicians’ opinions concerning mobile 
dictation solutions. In our earlier paper [6], we described the process of conducting 
dictations and the context of use at a general level: we presented the identified needs, 
wants, and desires of physicians as well as constrains as user requirements for a 
dictation solution. We also used the described seven requirements as criteria for 
evaluating the currently used techniques, and describe the physicians’ views of future 
dictation solutions [6]. In this paper, we present complementary analysis and findings: 
we compare the currently used dictation techniques in interaction stages level and 
report step-by-step analysis and illustration of digital dictation procedure.  
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5.2 Methods and Data Gathering 

The study incorporated two usability research methods: contextual inquiry enhanced 
with interaction sequence illustration (ISI). The contextual inquiry followed the 
established principles of the method [13]. The contextual inquiry was seen as a 
suitable approach for exploring the currently used dictation techniques in their real 
context of use (clinical work in wards, clinics, and offices) because the flexible 
structure of the semi-structured interview would allow the researcher to generate 
questions during the interview based on what the interviewee had said or done. The 
aim of the inquiries was to gather data about the users’ needs, documenting practices, 
and procedures as well as users’ experiences in using various techniques. 

Contextual inquiries were conducted with seven physicians who were accustomed 
to using a variety of dictating methods and tools in their daily working environments. 
The physicians were asked to perform a dictation sequence as they normally would 
and, while working, describe and give reasoning for their actions. In the inquiries, two 
of the physicians used cassette dictation, three used digital dictation, and two used 
speech recognition dictation technique. An audio recorder and a digital camera were 
used to record interviews for later analysis. 

The ISI analysis focused on interaction steps and stages in digital dictation 
procedure. For the purposes of low-level interaction analysis, inquiry data was 
supplemented by documenting all interaction steps in the digital dictation procedure 
that occurred between a user and the dictating tools. This data was gathered after all 
seven inquiries were conducted with the physicians. Based on the inquiries, the 
researchers developed an understanding of the process and main phases of conducting 
dictations using digital dictation techniques. The collection of data was done in 
collaboration with a chief physician who daily dictated using digital techniques but 
who did not participate in the inquiries. While gathering the data, taking screen 
captures of all the interaction steps that occur in the dictation process, the chief 
physician was asked to slowly conduct a realistic case (with real patient data) from 
the very first stages until the end. Meanwhile, the researcher observed the process and 
captured screenshots after every interaction step. 

5.3 Analysis of the Data 

Research data consisted of two sets of documented information: 1) typed notes and 
photographs from the seven contextual inquiry sessions and 2) a set of screenshots 
from the digital dictation procedure. Based on data from seven inquires, the 
researchers aimed at providing answers to the first two study objectives: to describe 
the dictation processes from the physician’s viewpoint and to compare the three 
currently used dictation techniques with each other. The ISI analysis was conducted to 
outline as well as to describe the stages of interaction specific to each of the three 
dictation techniques: digital, cassette, and speech recognition dictation. 

The interaction analysis of screenshots taken during the digital dictation 
walkthrough with the chief physician included arranging the screenshots in the right 
order and removing duplicates and other extraneous data captured. In this work, the 
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researchers utilised their knowledge of the real-life dictation procedures and practices 
gathered during the seven inquiries. The number of interaction steps in the digital 
dictation process was counted based on the analysis of the screenshots and the 
activities performed by the physicians. The screenshot analysis included organising 
and modifying the pictures as well as highlighting the details of conducted 
interactions in such a way that the transitions between screenshots would be 
understandable and reasonable. Individuals’ private information was removed from 
the pictures in order to guarantee both the patients’ and the physicians’ anonymity. In 
addition, each of the screenshots was marked with consecutive numbers and enhanced 
with short descriptive texts. 

6 Results 

6.1 Comparison of Dictation Techniques: Illustrating Stages of Interaction 

The digital dictation procedure consists of nine stages of interaction, whereas cassette 
dictation process consists of six, and speech recognition consists of four. The stages 
are presented in Table 1.  
 

Digital dictation. The main disparity between the cassette and the digital dictation 
techniques is the format in which the signal is recorded and transmitted. In brief, the 
digital dictation procedure consists of nine stages, which are illustrated in Table 1. 
First, the physician starts up the computer, logs in, and opens the electronic health 
record (EHR) system. Then, he or she finds the right patient and related information 
in the system with the help of a social security number. The third stage closely 
resembles that of cassette dictation: the physician searches for relevant patient 
information using the paper records, the EHR system, and other electronic resources; 
opens those; and becomes familiar with patient’s earlier health records. After the 
preparatory stages, the physician is ready to start the dictation using the software. 
While dictating, the physician mainly operates with the handset and, now and then, 
searches for relevant information from various sources. At the end, he or she saves the 
dictation, and thereafter the audio file is automatically sent to a dictation centre  
(stage 5). After being converted from speech to text by transcriptionists, the dictation 
is usually returned to the physician for approval within several days. The approval 
process includes the following activities: finding the notification about the transcribed 
dictation from the physician’s personal checklist (stage 6); based on the patient 
information in the notification, searching for the dictation in the EHR system (stage 
7); reviewing the text, making possible corrections following the text-editing process; 
saving the approved dictation (stage 8); and marking the notification as having been 
checked (stage 9). 
 

Cassette dictation. Cassette and digital dictation processes resemble each other 
closely: the dictation is first recorded and then converted from speech to text. From 
the physician’s point of view, the cassette dictation process is characterised by 
simplicity and concreteness. The preparatory actions include filling in a dictation 
form (stage 1), sticking a note to a cassette indicating the patient’s social security 
number, and inserting the cassette into a recorder (stage 2).  
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Table 1. Stages of interaction during digital, cassette, and speech recognition dictation 

Stage of 
interaction

Digital dictation Cassette dictation Speech recognition 
dictation (radiology)

1. Start up the computer, 
log in, and open 
electronic health record  
(EHR) system. 

Fill in the dictation paper 
form (patient identification 
information). 

Open the CRIS radiology 
information system. 

2. Find the target patient 
information in the EHR 
system (using his/her 
social security 
number). 

Other preparatory actions 
e.g. stick a note to a 
cassette and insert the 
cassette into a recorder. 

Select the target patient 
from the list ( the 
patient’s pictures will 
open). 

3. Open up and become 
familiar with previous 
documentation using 
electronic health 
records and other 
related systems. 

Become familiar with 
patient documentation 
using papers and electronic 
information systems. 

Dictate (while modifying 
the pictures) using a 
handset. The dictated text 
appears on screen in 
almost real time. 

4. Dictate (including 
identification 
information and 
dictated message) using 
a handset. 

Dictation (including 
identification information 
and dictated message) 
using a handset and a 
recorder. 

Edit (using the keyboard) 
and save the dictation 
(using the handset). 

5. End and save dictation. Put cassette and papers into 
an envelope. (Nurses will 
deliver the envelope from 
the physician’s desk 
further.)

6. Find the notification 
about the transcribed 
dictation. 

Review, and if necessary, 
make revisions with paper 
and pen; deliver paper to 
nurses.  

7. Search for the dictation 
using the EHR system. 

8. Review and, in 
necessary, make 
corrections; save the 
approved dictation. 

9. Mark the notification 
as having been 
checked. 

Dictation is converted from voice to text by 
transcriptionists and is returned to the physician 
within several days. 

 
 
 
Speech recognition dictation. The observed process of speech recognition dictation 
was in use in the radiology unit and consists of five stages (Table 1). First, the 
radiology physician starts the computer, logs in, and opens up the radiology 
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information solution (CRIS system). Then, from a list, the physician selects the 
patient and the related radiological materials to be utilised in dictation. Most often, the 
procedure can be started from the second stage, since performing dictations is a 
continuous process and one of the main activities in radiology work. The dictation 
stage includes looking up and reviewing x-rays as well as dictating with a handset. 
The speech recognition dictation technique enables the dictated text to appear on a 
screen almost in real time and thereby supports the physicians in continuously 
structuring the dictation message. The fourth stage includes making necessary 
changes using text-editing functionalities, and the last stage consists of saving the 
dictation and closing the patient information file and pictures using the handset. 

6.2 Step-by-Step Illustration of the Digital Dictation Procedure 

As described earlier, the low-level analysis of interaction between the user and user 
interfaces concentrated on examining the digital dictation procedure. The total 
number of screenshots taken from the digital dictation process was 58. Furthermore, 
the number of interaction steps was 61. The numbers of screenshots and interaction 
steps are presented in Table 2. As an example, figures 1-4 illustrate the set of 
screenshots and interaction steps relating to stages four “Dictate (including 
identification information and dictated message) using a handset” and five “End and 
save dictation”. 

Table 2. Total number of interaction steps in the digital dictation procedure shown together 
with the stages of interaction and the number of screenshots 

Stage of interaction Number of screenshots Number of interaction 
1 10 13 

2 2 3 

3 3 5 

4 12 11 

5 4 3 

6 4 6 

7 4 4 

8 12 10 

9 5 6 

Total: 56 61 

 
Results from the step-by-step analysis indicate that a high number of steps are 

required to perform the activities after the dictation is returned for approval (stages six 
to nine). Analysis of the screenshots reveals the following reasons for this: the 
notification of a transcribed dictation waiting for confirmation appears in the 
physician’s “personal checklist”. The notification does not include a link to the 
dictation text; instead, the physician needs to copy and paste the patient’s social 
security number when seeking the dictation text from the EHR system. Similarly, 
several interaction steps need to be taken when marking the notification about the 
transcribed dictation as having been checked. 
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Fig. 1. An example of the interaction steps illustration (steps one to four, i.e. stage 4 of the 
digital process in Table 1). First four screenshots and descriptions of action from the digital 
dictation process. 
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Fig. 2. An example of the interaction steps illustration (steps five to eight). Four screenshots 
and descriptions of action from the digital dictation process enhanced with pictures of actions 
performed using a handset. 
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Fig. 3. An example of the interaction steps illustration (steps 9 to 12). Four screenshots and 
descriptions of action from the digital dictation process enhanced with pictures of actions 
performed using a handset. 
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Fig. 4. An example of the interaction steps illustration (steps 13 to 16). Four screenshots and 
descriptions of action from the digital dictation process. 
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7 Discussion 

7.1 On the Results of the Study 

This paper continued the earlier research concerning user-centred evaluation of digital 
dictation solution [6]. The outcomes of the interaction analysis consisted of two sets 
of data and documentation: 1) illustrations of interaction stages in three dictation 
procedures that utilise digital, analogue, and speech recognition recording techniques, 
and 2) step-by-step illustrations of user-computer interaction focusing on the 
sequence of events in the digital dictation process.  

The outcomes of the ISI method and related analysis provide practical and hands-
on data about the interaction stages and steps. The observed process of digital 
dictation consists of nine stages of interaction and involves several complicated steps. 
Compared to both conventional cassette dictation and advanced speech recognition 
techniques, the number of steps and stages is considerably higher. Findings from the 
step-by-step analysis showed that in total, the amount of required interaction steps in 
a simplified digital dictation process was found to be 61. What is more, this does not 
include steps involved in searching for patient information from various resources or 
dictating lengthy messages, during which interruptions are common and considerably 
complicate the continuity of dictation.  

The observed digital dictation software was closely integrated into the EHR system. 
Thus, any problems related to the information system were also attributed to the dictation 
process. The interaction analysis indicated dozens of apparent usability problems, 
including unnecessary codes and verifications, ambiguous terminology, and additional 
but superfluous clicking, to mention only a few examples. The detailed evaluation of the 
user interface characteristics was not the focus of this study; however, these findings 
partly explain the high number of interaction stages and steps.  

Based on the study results, one can easily argue that the problems found in the 
digital dictation process and procedure derive from poor usability and insufficiencies 
in the interaction design. The number of unnecessary clicks required, and thus 
resources wasted, considerably hinder clinical work. Earlier studies have shown 
challenges in documenting and retrieving patient information using electronic systems 
[7-10]. Our findings are consistent with these. In addition, our study provided 
concrete and detailed findings that can be utilised in the further development of digital 
dictation application.  

Dictation is a time-consuming tasks of physicians within modern hospitals, but a 
necessary task. The study findings suggest for choosing speech recognition dictation 
due to the reported benefits, e.g. less interaction stages. However, it should be noted 
that the in the target hospital, the speech recognition solutions had been developed 
and tested for radiology purposes in close collaboration with the physicians and 
software provider for about three years. Experience had indicated that there were 
many challenges to overcome, before similar solution could be utilised in other 
clinical contexts. 

7.2 Experiences with the ISI Analysis 

In the clinical context, the technology environment consists of many IT applications, 
of which several are used simultaneously. From the viewpoint of clinicians, research 
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on the usability of a single system can be claimed as contradictory, perhaps irrelevant, 
when their daily work environment and the nature of their jobs are taken into account. 
Traditional usability inspection methods concentrate on the evaluation of a single 
system with little emphasis on context of use considerations. The introduced task- and 
context-originated analysis aimed at addressing the challenges of evaluating 
healthcare IT systems in clinical contexts and thereby contributing to ongoing 
discussions about methodology challenges in health informatics field. Our work with 
interaction analysis, continued the earlier work and the development of HCI 
inspection methods established by Ruy and Monk [28] and Thimbleby [29]. 

Findings from the experimental study indicated that the analysis approach that was 
introduced and the ISI method that was used are suitable for providing concrete and 
detailed information about the steps of interaction, the usability of user interface, the 
effectiveness of use, and the success of interaction design. Such a remote analysis 
enables thorough walkthroughs that can be conducted not only by usability specialists 
and by developers but also by the users of the system. The possibility for remote 
analysis is especially important in the healthcare domain because: 1) conducting on-
site analyses may be difficult due to sensitive topics being discussed between the 
physicians and the patients, 2) the evaluation of information systems that include real 
patient data is not usually possible, and 3) involving end-users into intensive data 
capturing sessions might be difficult due to the hectic and critical nature of clinical 
work. When working with user interface screenshots, modifications to the visible data 
in screenshots can be made with authorised personnel so that patient privacy will not 
be compromised. 

Based on our experiences, however, determining the criteria for defining stages of 
interaction is not a straightforward or strictly guided process. In our case, stages were 
defined based on the number of user actions and interaction steps between the user 
and the system as well as on time taken up by performing these in a realistic work 
context. Such a methodology approach was seen as useful when comparing dictation 
techniques to each other from the end-user’s viewpoint. When applied for these kinds 
of purposes, it is important throughout the study to follow the agreed-upon principles 
or criteria. It is worth noticing that for the sake of simplicity, issues of complex 
medical details in dictated messages and contents of patient documentation were 
intentionally reduced as being minimal (depending on the patient situation, the 
contents of the dictation may be complex and the physician may use numerous 
information systems and applications during dictation). Often, physicians seek patient 
information from several information systems (e.g. laboratory system) and from 
numerous entries documented in EHR systems. Therefore, the described step-by-step 
process only accounted for those steps that users are required to perform in each and 
every digital dictation process. 

Furthermore, our study pointed out that considering issues of patient privacy is 
essential when applying methods like ISI in healthcare contexts. Access to real 
environments in which clinical systems are used is crucial in order to gather reliable 
and rich data for research and development purposes. Nevertheless, getting access and 
permission to record audio data might not be easy. At the very least pictures and other 
data need to be carefully modified in the analysis phase in such a way that the 
anonymity of both the patient and healthcare professionals is guaranteed. 
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7.3 Future Work 

It seems that healthcare technology failures often derive from misunderstandings and 
poor collaboration between developers, users, administrators, and other stakeholders. 
The approach introduced for analysing human-computer interaction in healthcare may 
provide new opportunities and concrete tools for supporting collaborative activities 
during technology development. Future research should address the questions of how 
this data and these illustrations of stages and steps could be utilised in development 
work and how software developers perceive the usefulness of such a method. In 
addition, more work needs to be conducted to understand and to evaluate the ISI 
method. Such an assessment should describe its advantages and disadvantages when 
employed in usability evaluations, in user interface design, and for interaction design 
purposes. 

8 Conclusion 

This paper introduced an analysis approach, interaction sequence illustration (ISI), for 
documenting and analysing users’ actions with interactive systems – a method thereby 
studying the successfulness and failures of interaction design and user interface 
aspects. The study showed that at present, the process of digital dictation is inefficient 
and unnecessarily lengthy from the physician’s viewpoint. The analysis of digital 
dictation procedure revealed a number of interaction design failures and complex 
interaction sequences, the improvement of which is essential.  
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Abstract. Technology acceptance is a widely acknowledged key player in 
explaining technology adoption. However, there is a notable knowledge gap 
concerning the impact of cultural factors on technology acceptance, especially 
in the medical sector. It is evident though that countries differ greatly regarding 
their technical proneness, development and usage habits what should have 
considerable impact on acceptance. This study compares the openness to accept 
medical technology in Germany, Poland and Turkey. 300 respondents (19-85 
years, 56% women, 38% chronically ill) participated in a survey, in which the 
pros and cons for using medical technologies were examined as well as the 
underlying acceptance motives and utilization barriers. The effects of different 
cultures, but also of age, gender and health status were analyzed regarding their 
impact on acceptance patterns. Results reveal both, culturally insensitive as well 
culturally sensitive acceptance, with strong effects of gender and exercising 
frequency. Overall, the study corroborates the importance of cultural views on 
technology acceptance. 

Keywords: cross-cultural survey, technology acceptance, medical technology, 
cardiac illness, acceptance barriers. 

1 Introduction  

The last decades were characterized by a rapid development of new technical systems, 
accompanied by fast changing technology cycles, area-wide penetrations of 
information and communication technologies (ICT), and their pervasive 
implementation in many fields of social living. The latter development has profound 
socio-technical consequences. Technology use in private spheres is affected by and is 
also affecting societal structures and organizational procedures. Different from former 
times, where only small portions of people were factually working with specific 
technology in a professional context, today, a diverse user group is confronted with 
the use of a myriad of technical devices across all fields of professional and private 
concerns. In the next decennia new generations of technologies, services, and 
products based on computer technologies will have to master fundamental global 
societal and technological challenges: the graying society with an increasingly aged 
work force, the raising need for medical technology for the aged to be continuously 
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integrated in the social environments of persons and an increase in the complexity of 
technologies to be handled by diversely skilled persons. More than ever, usable 
interfaces, a broad understanding of these technologies as well as slick user 
experience will be critical success factors for acceptance, sustainability and 
competitive capacity of any technical system. 

1.1 Technology Acceptance 

Technology acceptance and technology adoption, respectively, describes the approval, 
favorable reception and ongoing use of newly introduced devices and systems. The 
first model of technology acceptance model (TAM) had been formulated and 
empirically validated by Davies et al. [1]. It refers to the ease of using a system (the 
degree to which a person believes that using a particular system would be free of 
effort) and the perceived usefulness (the degree to which a person thinks that a 
technical system increases job performance) as the two main determinants.  

Even though the TAM was confirmed by many studies, one of the main criticisms 
of the TAM was that external factors such as the influence of individual user variables 
on technology acceptance were almost completely disregarded. In later refinements of 
the model (e.g. [2]), social and cognitive processes of users interacting with 
technology were added, which influence technology adoption behaviors (performance 
expectancy, effort expectancy, social influence, and facilitating conditions). Also, 
individual factors received attention to impact the technology acceptance. Although 
the vital importance of ensuring that the technology produced is both usable and 
appropriate for a diverse user group, recognition of the importance of diversity is only 
slowly influencing mainstream acceptance studies [3, 4, 5]. Design approaches thus 
have to undergo a radical change taking current societal trends into account, which 
have considerable impact for the inclusion of a diverse user group. Yet, only few 
studies concentrated on the diversity of users and their acceptance patterns [6, 7, 8, 9, 
43, 44], even though it is clear from daily life experience that people may have 
different adoption behaviors due to individual characteristics.  

1.2 Cultural Impact on Technology Acceptance 

Another blind spot of existing models of technology acceptance is their cultural 
neutrality or, still worse, their ignorance to cultural impacts on acceptance. Still, the 
development of technology seems to be tailored to predominately young, technology 
experienced, Western, middle- and upper class males [5, 10, 11, 12]. Up to now there 
is a notable lack of knowledge on how society and culture affect the technology 
acceptance and the underlying reasons for or against technology usage [13, 14]. 
Comparably few studies have been concerned with the investigation of technology 
acceptance across national boundaries [15, 16, 17, 18]. Undoubtedly, existing 
knowledge about technology acceptance – mostly referring to highly-developed 
western countries – cannot be simply transferred to other cultures, as the cultural 
beliefs and values form a cultural mental model [19], which definitively impacts 
technology acceptance in a differential way [13, 20, 21, 22].  
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Persons do not use a single technology in isolation, but within a social and cultural 
context. These contextual factors are influencing how humans are acting with 
technology; the use of technology modifies the embedding context [5]. Social taboos, 
legal and political constraints as well as ethics, religious traditions and values differ 
across cultures. Thus, users around the world may differ in perception, cognition and 
style of thinking, cultural assumptions and values. This especially applies to 
underdeveloped countries, but also to countries, which experienced a quick 
technology change over the last years, striving for economic welfare and closing the 
technological gap to highly developed countries [23]. 

Culturally informed medical technology acceptance is another prominent issue [24, 
25]. Whether medical technology is accepted in different cultures depends to a large 
extent on cultural mindsets of family caring, as well as on cultural ageing concepts [4]  
and prevailing health-care structures [25], which might imply a different form of 
social and societal responsibility of others. Also, the cultural handling of illness and 
the acceptance of end of life decisions are highly culturally sensitive [26, 27, 28].   

1.3 The Specificity of Acceptance Towards Medical Technology 

In most of the studies, technology acceptance had been examined and validated for 
ICT, predominantly in a job-related context. This is due to the context in which the 
TAM had been developed. In the 1980ies, when personal computers entered the 
offices national wide, there was a considerable need to understand technology 
adoption behaviors in the working context. A transfer of its assumptions on medical 
technology acceptance is highly disputable though [3, 7, 9]. Rather, it is reasonable to 
assume that the acceptance of medical technology distinctly differs from acceptance 
patterns of ICT technologies: First, medical devices are used not just for fun, but out 
of (critical) health states and vital medical reasons. Second, beyond its importance for 
patients’ safety and the feeling of being safe, medical technology touch on “taboo” 
areas associated with disease and illness [4], which has an intricate impact on 
acceptance. Third, recent studies report that medical technical assistance is often 
perceived as breaking into persons’ intimacy and privacy spheres and leads to a 
feeling of being permanently controlled [4, 29]. Recently it had been found that users 
– in case of using a medical device – reported to fear to be continuously controlled, 
while this was not ascribed to a device in the ICT context (mobile phone) [30]. 
Finally, a higher heterogeneity in user groups and an even stronger impact of 
individual factors on acceptance is expected for medical technologies, as 
users/patients might be far older than “typical ICT-users” and they might additionally 
suffer from multiple physical and psychological restraints in comparison to healthy 
user groups. 

1.4 Questions Addressed and Logic of Research Procedure 

If we want to recognize the impact of technology adoption on persons’ social lives, a 
deeper understanding of technology acceptance is needed. Yet, hardly any study so 
far considered cultural factors on the acceptance of medical technologies. This was 
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undertaken in the current study. Users in three different countries (Germany, Poland 
and Turkey) were examined regarding the extent of medical technology acceptance, 
thereby learning the specificity of pro-using arguments as well as usage barriers. The 
intention of the recruitment procedure of respondents was to reach a healthy mix of 
all ages, genders and health conditions, as well as diverse education and income levels 
across the three countries. This was done primarily on a “best-effort” basis, starting 
from face-to-face visits to cardiology departments of several different hospitals with 
the help and/or by selected members of the author’s extended social networks. A 
small handful of younger and middle-aged participants were reached by online 
advertisements in medical forums. Special care was taken to not primarily employ the 
author’s networks to recruit “the usual suspects” of university students for the 
younger aged group, as it is widely known that external validity is low in participants’ 
which do not represent the whole target group [31, 32].  

2 Methodology  

The following section presents the methodology and research model of this study.  

2.1 Research Model 

The acceptance of and intention to use medical technology was measured with 19 
items in total, divided into nine pro items and ten contra items (depicted in Table 1), 
each on a 4-point Likert scale ranging from 4 (“agree”) to 1 (“do not agree”). The 
items were developed and tested in earlier studies [15, 42], based on interviews and 
focus-groups with participants suffering from chronic cardiovascular diseases. 

Table 1. Pro items (Cronbach’s α = .903) and Contra items (α = .864) used in three surveys. 
English translations were done for illustration purposes and did not undergo revision. 

PRO CON 

Yes, I use / would use medical technology, because … No, I do not use / I would not use medical technology ,because 

I would feel safer. I do not want to be ruled by technology. 

I could see the doctor less often. I do not want to be annoyed by technology with bad usability. 

I would be able to live independently at home. I do not need it. 

I would be relieved of my health responsibilities. It is too complicated for me. 

I find it convenient to not have to remember everything 

myself (drugs, doctor appointments, measuring vitals...) 

I think it is unreliable. 

 It can't change my health status. 

I would stay mobile in spite of illness. I cannot stand total supervision. 

I would not be a burden for others. I do not want others to learn of my illness. 

I would stay mentally fit in spite of old age and illness. I do not want to be constantly reminded of my illness. 

My health would improve. I am afraid of false information. 
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Pro arguments, measuring the perceived benefits and motives to use medical 
technology, were summed up to a scale ranging from minimum 4 points to a 
maximum of 36 points (full acceptance and intention to use medical technology). 
Contra arguments, measuring utilization barriers and motives against the use of 
medical technology, were also summed up to a scale from 5 to 40 (40 = full rejection 
and distrust regarding medical technology). Reliability analysis with standardized 
Cronbach’s alpha reached excellent values for Pro (.903) and Con (.864).  

In Figure 1, the research model is illustrated. The Pro and Con scales were the two 
dependent variables in this study, each analyzed according to seven independent 
variables: (1) country, (2) age, (3) gender, (4) heart disease, (5) exercise frequency 
and (6) ICT technology acceptance, measured via 9 items each for (6a) perceived ease 
of use (PEU) and (6b) perceived usefulness (PU) of mobile phones, chosen based on 
previous research for the three countries under study [15]. PEU mobile and PU 
mobile were each measured with 9 items and summed up to a scale with maximum 36 
(easy to use / very useful). Standardized Cronbach’s alpha values for PEU mobile 
(.886) and PU mobile (.860) were also very high. 

To maintain groups of satisfactory sample size during analysis, median-splits had 
to be employed for age (50 years), exercise frequency (once per week), PEU mobile 
(25 out of max 36) and PU mobile (24 out of max. 36). This furthermore kept the 
analysis complexity manageable. “Best guess” tests without median-split (where 
appropriate) showed that loss of power was tolerable.  

 

Fig. 1. Research model: dependent variables Pro and Con surrounded by independent variables 

2.2 Questionnaire  

In order to reach a large number of participants from three different countries and 
with respect to the diversities in culture, age and health status, the questionnaire-
method was employed. The questionnaire was designed to obtain specific data of four 
main categories: (a) demographic data (country, age, gender, education, profession, 
income), (b) health status and related variables (chronic cardiovascular condition, risk 
factors, coping styles, exercise frequency), (c) technology experience (PEU and 
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usability of ICT), and (d) acceptance and intention to use medical technology (pro / 
contra arguments). Whether participants suffer from a chronic cardiovascular 
condition (henceforth “heart disease”) was self-reported and ranged from having 
chronic high blood pressure over coronary heart disease to having a heart transplant. 
The questionnaire was first developed in German during earlier studies [15, 42] and 
revised by a sample of older adults (n = 10) as well as two usability experts with 
respect to issues of comprehensibility and wording of items. After passing this quality 
control step, the questionnaire was translated into Polish and Turkish by professional 
translators. The final version of the questionnaire consisted of closed multiple-choice 
questions, using a four-point Likert scale to help force a choice and reduce 
complexity. The items ranged from “agree” (4) to “do not agree” (1). Every item-
block further had a field for additional remarks. The total time to fill in the 
questionnaire took 20-30 minutes, depending on the health status of the participants. 

2.3 Participants 

The data of N = 300 respondents were analyzed in this study (see Fig. 2). Of these, 72 
(24%) live in Germany, 111 (37%) in Poland and 117 (39%) in Turkey. There were 
114 (38%) participants with heart disease, of which 67 (59%) were female.  

 

 

Fig. 2. Frequency distribution of study participants (N = 300) 

Participant’s age ranged from 19 to 85 (m=50.7; SE=.891). The age distribution is 
depicted in Fig. 3. An age analysis via three-way independent ANOVA (sig. p=.05) 
revealed significant main effects of country (F(2, 288) = 11.608; p < .000), showing 
that Polish participants were the youngest (mPL=44.7), followed by German 
participants (mDE=50.2). Turkish participants were the oldest group (mTR=56.5). 
Participants with heart disease also significantly differed by age across countries (F(1, 
288) = 68.216; p < .000), with participants without heart disease being younger (mno 

heart d.=45.4) than those with heart disease (mheart=59.2). Furthermore, there was an 
interaction of country * gender * heart disease (F(2, 288) = 3.265; p = .040). No 
further interactions were found. 
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Fig. 3. Age distribution by country, gender and heart disease. Error bars show 95% CI 

3 Results 

Results are presented in a top-down fashion, first describing effects in the overall 
study sample, and then analyzing more specific effects, like e.g. effects in-between 
countries. Beforehand, the employed statistical tests are introduced. 

3.1 Employed Statistical Tests 

Results were analyzed by Spearman’s rank correlations, t-tests and analysis of 
variance (ANOVA) with Games-Howell post-hoc tests to control type I error rates. 
Type I error rates were set to α = 5% (two-tailed), i.e. the chance to have a false 
positive result is at most 5%. Type II error rates were set to (1–β) = 80%, i.e. the 
chance to detect a genuine effect (if one exists) is at least 80%. Due to the exploratory 
nature of this study, some results are presented which did not reach the defined error 
rates. For these results, the exact error rates are computed and reported with the help 
of the software G*Power 3.1.3 [33]. 

Games-Howell post-hoc tests for ANOVAs were all re-run and reported via t-tests, 
as long as they yielded the same results. For effect sizes, Cohen’s d was chosen, 
where d =.2 is referred to as a small effect, d =.5 as a medium effect and d =.8 as a 
large effect [34]. Effect sizes for nonparametric tests are reported via Pearson’s r, with 
.1, .3 and .5 referred to as small, medium and large effects respectively. 

If assumptions of the parametric tests were violated, the nonparametric equivalent 
test was run and reported. Overall, t-tests and ANOVAs proved very robust with 
respect to violations of normality, but often parametric tests showed increased effects 
sizes, albeit very small increases. Only very different variances led to poor type II 
errors in parametric tests. In those cases, the appropriate nonparametric results are 
reported. 

3.2 Comparing Overall Pro/Con Totals 

First, the motives for using medical technology, divided into Pro and Con arguments, 
were compared overall and by country. For clarity, results were scaled to percent, 
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with 100% representing the maximum (36 points for pro, 40 points for con) and 
values greater 50% acceptance. Results show that there is a greater tendency towards 
using medical technology, as depicted by the increased pro results compared to con 
(see Fig. 4). The countries differed significantly in their pro scores (Welch’s F(2,170) 
= 3.251; p = .41). On average, polish participants had higher Pro scores than Turkish 
participants (t(226) = 2.459; p = .015), representing a small effect (d = .331; (1-β) = 
.70). Con arguments also differed across countries (Kruskall-Walis: H(2) = 6.037; p = 
.049), showing less Con for Germany than Turkey, but the small effect missed a 
satisfactory type II error rate (t(187) = 2.066; p = .040; d = .300; (1-β) = .50).  

 

 

Fig. 4. Pro and Con for medical technology scores by country, scaled to percent, all participants 
(N = 300). Values >50% equal agreement, 100% is full agreement. Error bars show 95% CI. 

3.3 Correlation Analysis between Variables 

To guide the following analyses, Spearman’s rank correlations were computed (see 
Table 2). While Con only had one small negative correlation with Pro (r = -.209; p < 
.001), Pro had three more small correlations with: females (r =.147; p < .01), exercise 
frequency (r =.177; p < .001) and PU (r = .132; p <. 05). 

Table 2. Intercorrelations (Spearman’s rank, 2 tailed) of research variables with all participants 
(N = 300). Only significant values p< .05 are shown (*p< .01; ***p< .001). 

N = 300  Pro Con age gender heart d. exercise PEU 

Pro              
Contra -.209***            
Age              
gender .147*            
heart disease     .442***        
exercise .177***   -.133   -.150*    
PEU mobile     -.516*** -.175*** -.345*** .192***  
PU mobile .132   -.358*** -.173*** -.294*** .154* .785*** 
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Age has a medium-to-large correlation with heart disease (r = .442; p < .001) and 
medium-to-large negative correlations with the technology dimensions PEU and PU. 
These findings conform to earlier research [3, 4, 6, 35] and show that younger adults 
and males relate to higher technology experience even across countries. 

3.4 Comparing Pro/Con Overall 

Detailed effects of the independent variables on Pro and Con are shown in Fig. 5. 
Overall, when splitting participants into low-Con and high-Con groups via median-
split (mdnCon = 16) and comparing differences in Pro scores, the low-Con group 
(m=29.04; SE=.572) scored higher on Pro than the high-Con group (m=26.72; 
SE=.542), which is a highly significant difference (t(298) = 2.948; p = .003), 
representing a small effect (d = .342). This result was alluded to from earlier 
correlation analysis. For Pro (max 36 points), there was a very significant difference 
for gender (t(298) = 2.751; p = .006), with females scoring higher (m=28.75; 
SE=.491) then men (m=26.57; SE=.640), representing a small effect (d = .319; (1-β) 
= 79%). Also, exercising frequency had a very significant effect on Pro (t(298) = 
3.340; p = .001), with participants exercising once per week or more scoring higher 
(m=28.84; SE=.477) then participants exercising less frequently (m=26.16; SE=.673), 
representing a small-to-medium effect (d = .387; (1-β )= 92%). 

Effects of perceived usability of mobile phones (PU mobile) on Pro missed 
statistical significance (t(298) = 1.810; p = .071) and was of small size (d = .210). 
With N = 300 participants, this small effect can only be detected with (1-β) = 44% 
probability, suggesting a false positive effect of PU on Pro. No statistically significant 
differences were found on Con by independent values.  
 

 

Fig. 5. Pro and Con for medical technology scores, compared by median-splits of independent 
variables, scaled to percent, all participants (N = 300). Error bars show 95% CI. 
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There was a significant interaction effect (see Fig. 6 (left)) between age and 
exercise on Pro scores (F(1, 296) = 10.324; p = .001), indicating that older adults had 
significantly higher Pro scores when exercising at least once per week (m=30.33; 
SE=.506) compared to older participants that do not exercise that often (m=25.43; 
SE=.866). There was no significant effect of exercise frequency on younger adult’s 
Pro scores. The same interaction between age and exercise frequency was also found 
for Con scores (see Fig. 6 (middle)), but missed statistical significance (F(1, 296) = 
3.210; p = .074). A mirror interaction effect of said effect of age and exercise 
frequency on Pro scores was found for heart disease and exercise frequency on Pro, 
but missed statistical significance (F(1, 296) = 2.776; p = .097). 

 

 

Fig. 6. (Left): interaction graph of age * exercise on Pro. (Middle): interaction graph of age * 
exercise on Con. (Right): interaction graph of age * PEU on Con. 

For Con, there was an interaction of age * PEU (F(1, 296) = 4.340; p = .038) (see 
Fig. 6 (right)). While older adult’s Con scores remained unaffected by PEU, younger 
adults with low PEU (m=18.88; SE=1.120) scored higher on Con than younger adults 
with high PEU (m=16.26; SE=.651). 

3.5 Pro/Con in Germany 

The distribution of Pro and Con values in Germany is depicted in Fig. 7. No 
statistically significant effects were found. German participants who exercise less than 
once per week (m=25.80; SE=1.382) scored lower compared to those that exercise at 
least once per week (m=29.03; SE=1.135), but this effect missed statistical 
significance (t(70) = 1.814; p = .074) and was too small to be reliably detected in a 
group of this size (N = 72; d = .434; (1–β) = 44%). 

3.6 Pro/Con in Poland 

The distribution of Pro and Con values in Poland is depicted in Fig. 8. On the Pro scale, 
younger Polish adults (m=27.81; SE=.760) scored significantly lower compared to older 
adults (m=30.93; SE=.697), which was highly significant result (t(109) = 2.792; p = .006) 
of medium size (d = .535;). Polish participants with heart disease (mPro=30.80; 
SEPro=.803; mCon=15.11; SECon=1.207), compared to those without (mPro =28.16;  
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Fig. 7. Pro and Con for medical technology scores in Germany (N = 72), compared by median-
splits of independent variables, scaled to percent. Error bars show 95% CI. 

 

 

Fig. 8. Pro and Con for medical technology scores in Poland (N = 111), compared by median-
splits of independent variables, scaled to percent. Error bars show 95% CI. 
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SEPro=.709; mCon=17.89; SECon=.803), showed higher acceptance of medical technology 
on both Pro (tPro(109) = 2.240; pPro = .027) and Con (tCon(109) = 1.970; pCon = .05) scales. 
The small-to-medium sized Pro effect (N = 111; d = .429; (1–β) = 60%) and Con effect 
(d = .377; (1–β) = 50%) did not fully reach the desired power of 80%, but the higher 
prevalence of heart disease in older adults (see Chapter 3.3) and the significant age effect 
that was found increase the likelihood of a genuine effect. 

 

Fig. 9. Pro and Con for medical technology scores in Turkey (N = 117), compared by median-
splits of independent variables, scaled to percent. Error bars show 95% CI. 

3.7 Pro/Con in Turkey 

The distribution of Pro and Con values in Turkey is depicted in Fig. 9. The effects 
mimic the effects found in the overall sample (see 3.4), although less pronounced. 
Older adults in Turkey (m=28.43; SE=.806), compared to younger adults (m=25.39; 
SE=1.009), showed higher Pro scores overall (t(115) = 2.35; p = .021), representing a 
small-to-medium effect, but did not achieve enough power (d = .438; (1–β) = 65%). 
Participants that exercised regularly (m=28.17; SE=.857) also showed higher Pro 
scores (t(115) = 2.194; p = .030) compared to less frequently exercising adults 
(m=25.30; SE=.1004), revealing a small-to-medium effect, again missing the type II 
error mark (d = .409; (1–β) = 59%). As in the overall sample, perceived usefulness 
also increased Pro scores, but missed significance criteria as well (t(115) = 1.756; p = 
.082; d = .327; (1–β) = 42%). 
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3.8 Differences in Pro/Con in between Countries 

Countries differed in several variables (see Fig. 10). Gender analysis revealed 
significant differences across countries (Welch’s F(2, 81) = 3.841; p = .025), with 
Turkish males (m=25.39: SE=1.009) scoring lower than Polish males (m=28.75; 
SE=.727). This effect was mirrored on Con scores as well (F(2, 130) = 4.493; p = 
.013), with higher Con scores in Turkish males (m=18.93; SE=.808) and more 
reservation against medical technology than Polish (m=15.78; SE=.960) or German 
males (m=15.78; SE=.966), as alluded to by correlation analysis in Chapter 3.3. 

 

 

Fig. 10. Pro scores for medical technology (percent) by country (NDE=72; NPL=111; NTR=117), 
compared by median-split of age, gender, heart disease and exercise. Error bars show 95% CI. 

Of the two technology experience scales PEU and PU, only low PU had a 
difference across countries on Pro scores (Welch’s F(2, 82) = 4.330; p = .016). Here, 
participants within the lower group of PU scores from Germany (m=26.09; SE=1.393) 
and Turkey (m=25.74; SE=.987) scored lower than participants in Poland (m=29.18; 
SE=.791). 

Analysis of age by country showed significant main effects of age (F(1, 294) = 
4.309; p = .39) and country (F(2, 294) = 5.699; p < .000). Fig. 11 shows that older 
adults alone differed very significantly in their Pro scores across countries (F(2, 168) 
= 4.851; p = .009), with older adults from Poland (m=30.93; SE=.697) scoring higher 
than those from Germany (m=27.08; SE=1.269) and Turkey (m=27.54; SE=.679). 
Participants with heart disease across countries showed the same effect (F(2, 111) = 
5.144; p = .007), which may be due to the higher prevalence of heart disease in older 
adults (see Chapter 3.3). It is interesting to note that the apparent trend of participants 
in Poland and Turkey, to increase in Pro scores from younger to older adults, did not 
occur in Germany, although this interaction effect did not reach statistical significance 
(country*age: F(2, 294) = 2.152; p = .118). The same trend was observable in 
participants with heart disease, but the interaction also did not reach significance 
(country*heart disease: F(2, 294) = 2.057; p = .130). 
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Fig. 11. Differences in Pro scores (absolute) for medical technology by country, compared by 
median-split of age (NDE=72; NPL=111; NTR=117) 

3.9 A Special Look at Gender and Heart Disease 

As the previous results suggested that gender and chronic heart disease have 
significant effects on medical technology acceptance, a more detailed analysis is 
warranted. An analysis of gender and the technology variables PEU (Fig. 12, left) and 
PU (Fig. 12, right) again revealed significant main effects of gender (F(1, 296) = 
11.385; p < .000), but this time also PEU (F(1, 296) = 6.446; p = .012), as well as a 
significant interactions of gender * PEU (F(1, 296) = 6.491; p = .011). When graphing 
the results, it interesting to note that PEU had no effect on women’s pro scores, but 
pro scores of males with low PEU (m = 23.98; SE = 1.180) were significantly lower 
than the scores of males with high PEU (m = 28.76; SE = .599). The exact duplicate 
effect was found when analyzing gender and PU, although the interaction of gender * 
PU was only marginally significant (F(1, 296) = 2.931; p = .088). 

 

Fig. 12. Interaction graphs of (left) gender * PEU on Pro, and (right) of gender*PU on Pro 

Exercising frequency also has an interesting gender component (Fig. 13, right). 
Again, both gender (F(1, 296) = 6.920; p = .009) and exercise (F(1, 296) = 9.725; p = 
.002) show significant main effects where again male’s pro scores increased 
significantly from no exercise (m = 24.55; SE = 1.012) to exercising at least once per 
week (m = 28.34; SE = .752). The interaction gender * exercise missed marginal 
significance (F(1, 296) = 2.572; p = .110). Comparing exercise and heart disease  
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(Fig. 13, left), exercising showed a significant main effect (F(1, 296) = 13.989; p < 
.000), but while there was no significant main effect of heart disease and only a 
marginally significant interaction heart disease * exercise (F(1, 296) = 2.776; p = 
.097), t-tests revealed (t(112) = 3.349; p < .000) that participants with heart disease 
that exercised regularly had significantly higher (m = 25.92; SE = .820) pro scores 
than those that exercised less than once per week (m = 30.35 ; SE = .632), revealing a 
large effect (d = .821; (1–β) = 99%). 

 

 

Fig. 13. Interactions of (left): exercise*heart disease on Pro, (right): exercise*gender on Pro 

4 Discussion 

The present study aimed to investigate the different acceptance factors for medical 
technology across countries from Europe to the Middle East. Differentiated by 
motives for use (Pro arguments) and usage barriers (Con arguments), the study 
analyzed the contributions of individual factors, such as age, gender, exercising 
frequency, as well as technology experience and chronic cardiovascular disease, on 
motives for using medical technology. Overall, a quite large group of 300 participants 
in all countries took part, with a wide age range (19-85 years) and gender equality 
(56% women). Also, 38% of participants (across countries) were reached in order to 
analyze the impact of health states on medical technology acceptance.  

Before discussing the results, including the study’s limitations and implications for 
future research, it is worthy to note that the acceptance of medical technology is a 
highly sensitive topic, touching on intimate and personal aspects, and is in many ways 
different from the usage and acceptance of ICT from the perspective of users, even 
though the underlying technology might be the very same [30]. Participants showed 
high interest in the topic as well as high willingness to participate and contribute to 
the understanding of medical technology, which was valid for all three countries. 
There was an increased awareness for the societal needs of medical technology and 
significant motivation to share one’s opinions and fears. Apparently, questions about 
one’s individual aging and potential confrontation with medical technology are topics 
that people are aware of and with which they are dealing thoroughly. 

A first insight refers to an overall evaluation of the extent of medical technology 
acceptance. Results reveal a considerably higher willingness to use medical 
technology compared to perceived usage barriers, as is reflected by the Pro scores 
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outweighing the Con scores about 7:3, independently of country of origin (even 
though the absolute extent of pro vs. con differed across cultures). Thus, the weighing 
of “more pro” than “con” using motivation can be referred to as a culture-unspecific 
and universal, respectively. It was furthermore reassuring to find that older 
participants scored equally well as younger participants. This may be due to the fact 
that older participants may need medical technology more than younger participants, 
increasing the perceived usefulness of medical technology [7], which in turn might 
positively influence acceptance scores. This was especially true in this study sample, 
since heart disease was more prevalent in older participants, and can be summarized 
in one participant’s commentary: 

“Having to cope with my chronic illnesses, I would like to point out that I’m looking 
forward to every device that could help ease my life.” 
- Turkish female, 74, suffering from diabetes and multiple heart diseases 

In all results obtained in this study, most striking were the effects of gender and 
exercise on acceptance patterns. Women in particular displayed much higher 
acceptance of medical technology, although utilization barriers showed no gender 
effects. This suggests that while both males and females seem to share the same 
doubts, women are generally more open to medical technology than males. Male 
participant’s acceptance (pro) scores did only catch up to women’s scores when a) 
males exercise at least once per week, although exercising had a positive effect on 
women’s pro scores as well, or b) when males, especially in Turkey, have high scores 
in PEU and PU. Generally, the effects of PEU and PU were weak overall, especially 
for women, mostly just affecting only young males. Even though the ender effect in 
this study was clear and showed a higher openness to use medical technology in 
female users, a cautionary note regards the “simplicity” of this outcome. Recent 
studies showed [3, 9] that women’s higher openness to medical technology tilts over 
when not the general usage of medical technology but the acceptance of a specific 
medical technology has to be evaluated Women’s positive attitude towards medical 
technology declines considerably when it comes to the question of accepting body 
near or even invasive medical technology (e.g. [9]), in which the perceived risk of 
physical harm is high. The same applies if a smart robot supporting medial care at 
home has to be evaluated ([3]):  Whereas for both gender the usage motives as well as 
the usage barriers play an important role for explaining the intention to use a smart 
robot, women showed an overall lower acceptance to accept a technical device in the 
caring context at all. In addition, women’s acceptance was moderated by age, 
showing that there is a greater difference in acceptance between younger and older 
women than it is within the group of men. Thus, gender effects seem to be a highly 
complex in the medical technology context, torn between gendered differences in 
social role taking, reluctance to take risks and technology affinity.  

This again confirms that traditional acceptance models, like e.g. the TAM, cannot 
simply be translated and adopted for health related technologies [3, 4, 5, 6, 7, 8, 9]. 

Furthermore, it was quite unexpected to find such a profound impact of exercising 
frequency. With participants older than 50 years of age, or those participants suffering 
from a chronic heart disease, an exercising frequency of at least once per week 
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significantly increased acceptance (pro) scores and reduced barriers (con). It would be 
interesting to study if this increase in pro and decrease in con scores is connected to a) 
the increase in mental capacity in older patients who exercise regularly [36], b) 
increased health awareness and consequently higher perceived usefulness of health 
related applications, c) personality traits, such as higher conscientiousness in the “big 
five” [37], or a mixture of all. 

Based on these findings, the most receptive target demographic for medical 
technology products seem to be older women with a chronic cardiovascular condition 
that exercise regularly, especially in Poland. 

Of the three countries studied, each has a unique history and current economical 
standing, and Poland and Turkey each show a special motivation towards technology, 
possibly due to wanting to close the economical gap to more developed countries 
[23], such as Germany. This difference might be reflected in the trend displayed in 
Fig. 11, where Polish and Turkish participants significantly increased in their 
acceptance of medical technology as they aged, which was absent in Germany. It is 
also interesting to note that Turkish participants generally show lower acceptance and 
more utilization barriers. It would be interesting to see if this might be based on 
religious aspects [14, 16], as in the following unique commentary (Turkish male, 57): 

“I am a 57 year old Imam, who was ill only once in his life and who is still carrying 
the hepatitis B virus (1978). Since then I’ve always been healthy and have not 
visited a doctor ever again. I believe that an Imam has to be his own best doctor.” 

We should be aware that the claim for “universal access” and the overcoming of the 
“digital divide” always implies a specific cultural system. Since technology 
development and designs across countries are highly desirable but intricate on global 
markets, a deep understanding and appreciation of factors underlying technology 
acceptance, beyond national boundaries and cultural contexts, is of high importance. 

5 Limitations of the Approach and Future Research Duties 

Even though the present study revealed interesting insights into cultural facets of 
technology acceptance patterns, it - of course – can be only a glimpse into medical 
technology acceptance. We are definitively aware that, strictly speaking, “cultural 
effects” have been treated quite superficial in this study and this applies to the 
conceptualization, operationalization and analysis of cultural acceptance, given the 
many facts of underlying drivers within culture and technology utilization behaviors. 
Future studies will have to scrutinize the nature of the culturally formed acceptance, 
and some of the future research duties are shortly outlined here.  
 

• So far, we only divided the sample according to “health” and a generic category of 
“heart diseased“. Next studies will have to differentiate different forms and extents 
of heart diseases, and compare the acceptance patterns of heart-affected people to 
people suffering from other chronic illnesses. This would allow a deeper 
understanding if acceptance and coping strategies do follow a more universal 
“illness” pattern or, whether kind and form of chronic disease might impact 
acceptance differentially [38, 39].  

• Another shortcoming regards the selection of countries and culture, respectively. 
Due to the personal family background of authors we selected these three 
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countries. We learned that there are large differences regarding the impact and 
value of family responsibility, commitment and care for the aged and chronically 
ill across the three countries [15]. Beyond the comparison of these three countries, 
a more detailed approach would be welcome that informs about the country 
specific ageing policy, ethical and societal values regarding illness and end of 
lives and the acceptance of medical technology as part of it. 

• Also, the impact of the technical standard and technical development of a country 
is assumed to form acceptance for medical technology in addition [23]. Here, it 
would be insightful to include other countries that differ in their technical 
development (e.g. Nigeria [40] or Japan [41]). 

• A next point addresses the type of medical technology, which was not yet 
differentially investigated in this study. Rather, “medical technology” was used 
quite generic. However, kind, type and specific characteristics of medical 
technology differ grossly, ranging from invasive medical technology (e.g. stent, 
[9]), medical technology implemented in clothes [9] up to mobile devices used in 
a medical context [30, 38, 39].  

• The impact of gender [3,9] and religion [14, 16] with respect to the handling of 
body-related ethics are distinctive factors that should be further addressed.  
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Abstract. In the Croatian e-Health system, client end applications for primary 
healthcare providers must undergo the process of official approval. This process 
is based on verifying both content and format of messages used in client 
software for data exchange with the central part of the integral information 
system. However, there are no formal specifications, nor design guidelines 
concerning usability and overall user experience. In this paper, we reveal a 
number of UI usability issues in existing client applications that represent the 
source of enlarged interaction burden and user displeasure when working with 
client software. Furthermore, we propose a UI lightweight prototype model, 
based on both conducted investigation and well known usability guidelines, 
adding the value of its potentiality for usage in the mobile domain. End users 
supported our model design, by emphasizing its simplicity and better usability, 
as well as by showing eagerness for prototype implementation for mobile 
devices such as smartphones and/or tablets.  

Keywords: e-health applications, usability, mobile applications.  

1 Introduction  

Rapid development of the communication-information infrastructure, along with the 
need for health record data exchange in both horizontal and vertical organizational 
direction, has made it possible to introduce new initiatives for the integrated health 
information systems. In the Republic of Croatia, the first comprehensive initiative 
related to such project implementation involved primary healthcare (PHC) offices 
only (dispensaries of general practitioners, pediatricians, and gynecologists).  
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As a result, the first version of the Croatian Primary Healthcare Information 
System (PHCIS) was developed, incorporating specifications and widely accepted 
standards for medical data logging, exchanging and securing, in a form of Electronic 
Health Records – EHRs [1, 2, 3]. This project represents the beginning of the era of 
applying e-health concepts in Croatian health data management.  

Introducing e-health concepts is an ongoing procedure, with many business entities 
and partners gradually integrating into central system. Currently, alongside PHC 
practitioners and nurses, relevant applications are actively used within parties such as 
the National Health Insurance Company (HZZO) and the Public Health Institution 
(HZJZ), while pharmacies (e-prescriptions) and laboratories (e-ordering) represent 
recent and upcoming objectives (Figure 1). 

 

Fig. 1. Overview of possible users (business entities and partners) within the PHCIS system in 
the Republic of Croatia. Full stars represent entities involved in the first phase of system 
integration, while hollow ones represent units that are currently being introduced.  

Figure 2 shows the PHCIS basic component and communication layout. The 
complete solution consists of the G1 system (PHCIS central part, including the PHC 
portal, the message management system and the relative registries), (a number of) G2 
applications (which are the software for PHC practitioners), and the HL7v3 [4] 
international standard for medical data format and message exchange protocol. The 
company Ericsson – Nikola Tesla (ETK) was awarded the G1 component realization, 
while the implementation of G2 software(s) was offered to independent software 
providers on the Croatian market. In order to ease the implementation efforts of the 
autonomous providers, and to ensure HL7v3 compatibility, ETK released a special 
software interface for communication with the G1 infrastructure.  

G2 applications (client-end applications for primary healthcare providers) must 
undergo the process of certification, where the final approval is granted by the 
Croatian Ministry of Health and Social Welfare (MZSS).  
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Certification criteria are focused on several issues, such as: (i) appropriate data 
structures associated to Reference Information Model (RIM) of the HL7 standard, (ii) 
suitable communication requirements for private data security, (iii) adequate XML 
messages format for data exchange, according to the relevant HL7-based XML 
schema, and (iv) satisfactory programming form and task flow adjusted with typical 
usage in medical domain [5, 6].  

 

Fig. 2. Primary HealthCare Information System: the complete solution consists of the G1 
system, a number of G2 applications, and the HL7v3 standard defining both data formats and 
the message exchange protocol. 

However, there are no formal specifications, nor design guidelines concerning 
usability and overall user experience for G2 client end applications. Ergonomic 
factors, user interface design, interaction design, and usability in general are not 
encompassed by the certification procedure. This represents a big shortcoming in the 
overall process of e-health introduction, as end users are often left struggling with 
inconsistent interfaces and bad interaction designs. 

Moreover, the current system is obviously undersupplied with respect to a suitable 
mobile context support. Although nowadays mobile technology upgrowth promises 
the introduction of a variety of mobile services, actual e-health system specifications 
are not dealing with the possibilities of involving m-health activities. 
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As personal mobile devices are becoming more pervasive and more powerful 
application platforms, it could be very useful and valuable to use them in particular 
primary healthcare procedures. A typical example of such a procedure is the doctor's 
home visit to a patient. Usually in such kind of context, every action in the 
characteristic task flow (opening patient's record, diagnosis recording, treatment 
and/or medication prescribing) is performed via paperwork, thus subsequently 
requiring the doctor to carry out some data synchronization with the software 
application (generally done by retyping some manual annotations). In such cases, 
appropriate mobile applications for smartphone and/or tablet devices, with data auto-
synchronization feature, would be a great time-saver tool for efficiency enhancement. 
Certainly, the mobile application UI, as well as the overall mobile interaction design, 
should be implemented according the general principles of good usability and taking 
into consideration typical mobile device limitations.  

In the following sections, we will highlight a number of UI usability issues in a 
typical client (G2) application that represent the source of enlarged interaction burden 
and user displeasure for the user. Alongside usability evaluation and analysis of such 
an application, we propose a lightweight prototype model of a mobile UI for a 
doctor's home visits (mobile) application.  

2 Usability Issues in a G2 Application: Heuristic Evaluation  

Usability is a term that collectively describes multiple components of user contentment in 
the course of interaction with the interface of computer software. A well known 
definition of usability by Nielsen explains usability as a multidimensional property of a 
user interface comprising the following five generally accepted attributes: (i) learnability, 
(ii) efficiency, (iii) memorability, (iv) errors, and (v) satisfaction [7]. A system that is 
"acceptable and easy to use for a particular class of users carrying out specific task in a 
specific environment" [8] should be very easy to learn, with a very steep learning curve 
(learnability), thus enabling the user to start producing results with the system in the 
earliest moment possible. Acquired knowledge of UI metaphors, symbols, and expected 
action results should be easy to recall after some period of time without the need to repeat 
the learning process (memorability). After the initial learning process has ended, the user 
must be able to achieve a high level of productivity (efficiency) and low error rate in the 
course of interaction with the system using the UI. If errors are made, the system must 
enable an easy recovery (errors). Overall, the system should give the user the impression 
of subjective satisfaction.  

To ensure that a software project has an appropriate level of these essential usability 
characteristics, we can use methods that can be divided into two general groups: 
inspection methods (involving expert users) and test methods (involving test users in 
carefully prepared experiments) [8]. Following the concept of discount usability 
assessment [9, 10], we decided to perform a heuristic evaluation of a typical G2 
application, including both domain experts (doctors and nurses that use this application 
on a regular basis) and usability/HCI experts. In this way, we intended to achieve a 
synergetic effect of multidimensional insight into existing usability issues within 
application representative use cases. 
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Final results of a heuristic evaluation always depend on a few experts' judgment of the 
application/system compliance with a particular set of generally formulated design 
guidelines (heuristics) in the specific context of use. Conclusions are therefore 
determined according to evaluators' experience and intuition. However, there is no 
unique consensus on general usability guidelines, resulting in many different sets of 
recommendations for designing systems with high level of usability. Consequently, a 
heuristic usability evaluation can be based on various well-known design principles, e.g. 
Hansen's (principles for the design of interactive graphics systems) [11], Shneiderman's 
(eight golden rules of interface design) [12], Nielsen's (ten usability heuristics) [13], 
Polson and Lewis' (design for successful guessing) [14], Gould's (four principles of 
system design) [15] or Norman's (seven principles for transforming difficult tasks into 
simple ones) [16]. Each one of these principle sets deals with particular characteristics of 
the target system/application (see Table 1).  

Table 1. Well known design/usability heuristics and application/system characteristics that are 
covered by corresponding sets of principles 

Application/system 
characteristic 

Principle set (heuristics) 

Hansen Shneiderman Nielsen Polson & Lewis Gould Norman 

Consistency       

Presentation 

convenience 
      

Error handling       

Memory load reduction       

Task adequacy       

Shortcuts/accelerators        

Back way redirection       

Help       

We decided to use Nielsen's usability heuristics, as it covers all of the significant 
aspects of application UI usability. The corresponding set of principles represents 
general guidelines for UI design, and thus can, without any restriction, be applied as 
an evaluation base for e-health application software. 

As for the number of evaluators included in the application analysis, we used a 
relatively small set of experts (end users). According to [17], no less than 85% of all 
usability problems can be detected with only 5 users, while more recent research 
denote "10±2" as a general rule for the number of people required in a usability 
evaluation [18]. Therefore in our case, a total of 8 evaluators were included in the 
application inspection procedure, 5 of them being domain experts (familiar with 
medical terminology and usual primary healthcare datasets) and 3 of them being HCI 
professionals (with thorough understanding of usability matters). The latter were 
introduced with some basic task flow in the primary healthcare practice. 
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Evaluators were asked to fulfill several typical tasks via the application UI that 
correspond to real use cases: opening a health record database, finding the record for a 
particular patient, logging (writing) the examination outcomes - diagnosis, prescribing a 
medication, and ordering a laboratory test. Unlike domain professionals (doctors and 
nurses), usability experts are explicitly told to do some additional explanatory UI 
inspection. Upon completion of the application tasks, all users were presented with a 
heuristic evaluation questionnaire, containing altogether 17 questions derived from 
Nielsen's usability guidelines (Table 2). Discrete values (from 1 to 5) were expected as 
assigned answers on the semantic differential scale. In order to insure consistency 
throughout the questionnaire, each question started with same prefix ("In what 
extent…"). There was no time limit to complete the survey, but all evaluators managed to 
finish it within 30 minutes.  

Table 2. Nielsen's ten usability heuristics - general principles for user interface design (H1-
H10) along with questions for the evaluation survey (Q1-Q17) derived therefrom 

H1 - Visibility of system 
status 

The system should always keep users informed about what is going on, through appropriate 
feedback within reasonable time. 

Q1: In what extent the user feels to have full control over the application behavior? 
H2 - Match between 
system and the real 
world 

The system should speak the users' language, with words, phrases and concepts familiar to 
the user, rather than system-oriented terms. Follow real-world conventions, making 
information appear in a natural and logical order. 

Q2: In what extent the user can understand phrases and messages shown within application interface?  
Q3: In what extent the used terminology is more computer-oriented than medicine-oriented? 

H3 - User control and 
freedom 

Users often choose system functions by mistake and will need a clearly marked "emergency 
exit" to leave the unwanted state without having to go through an extended dialogue. 
Support undo and redo. 

Q4: In what extent the user can easily (i.e. in a consistent way, and without unexpected consequences) 
abort the current activity through UI dialogues?  
Q5: In what extent the user can be redirected without trouble to a former abort point? 
H4 - Consistency and 
standards 

Users should not have to wonder whether different words, situations, or actions mean the 
same thing. Follow platform conventions. 

Q6: In what extent the application interface contains different terms and phrases for the same concept?  
Q7: In what extent the different application actions result with the same outcome? 

H5 - Error prevention 
Even better than good error messages is a careful design which prevents a problem from 
occurring in the first place. Either eliminate error-prone conditions or check for them and 
present users with a confirmation option before they commit to the action. 

Q8: In what extent the application help system supports the user by both indicating possible errors and 
trying to resolve them?  
Q9: In what extent the application can help the user to follow well-known procedures in primary 
healthcare tasks, without introducing unexpected errors?  

H6 - Recognition rather 
than recall 

Minimize the user's memory load by making objects, actions, and options visible. The user 
should not have to remember information from one part of the dialogue to another. 
Instructions for use of the system should be visible or easily retrievable whenever 
appropriate. 

Q10: In what extent the user has to temporarily stop and (re)consider the UI action/control to be 
activated?  
Q11: In what extent the application provides additional relevant information about the meaning of a 
particular UI element (e.g. through tooltip use)? 

H7 - Flexibility and 
efficiency of use 

Accelerators -- unseen by the novice user -- may often speed up the interaction for the 
expert user such that the system can cater to both inexperienced and experienced users. 
Allow users to tailor frequent actions. 
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Table 2. (continued) 

Q12: In what extent the user can use interface shortcuts (accelerator keys, automatic procedures) for 
frequently performed actions? 

H8 - Aesthetic and 
minimalist design 

Dialogues should not contain information which is irrelevant or rarely needed. Every extra 
unit of information in a dialogue competes with the relevant units of information and 
diminishes their relative visibility. 

Q13: In what extent the user interface increases visual complexity by imposing rarely required and 
irrelevant controls?  
H9 - Help users 
recognize, diagnose, and 
recover from errors 

Error messages should be expressed in plain language (no codes), precisely indicate the 
problem, and constructively suggest a solution. 

Q14: In what extent the user can understand the real meaning of the error messages? 
Q15: In what extent UI actions can result with unexpected outcomes with no error/warning messages?  

H10 - Help and 
documentation 

Even though it is better if the system can be used without documentation, it may be 
necessary to provide help and documentation. Any such information should be easy to 
search, focused on the user's task, list concrete steps to be carried out, and not be too large. 

Q16: In what extent the application can be used without any help (sub)system and/or user manuals?  
Q17: In what extent the user can easily find task-oriented information within available manuals and/or 
help system? 

Results thus obtained are shown in Table 3, where the last column marks questions 
whose answers indicate a higher discrepancy from "good usability". In general, we 
can infer that application usability is considered rather low, with distinguished flaws 
in the area of aesthetic and minimalist design, user control and freedom, flexibility 
and efficiency of use, metaphors, and help and documentation.  

Table 3. Results of usability heuristics evaluation survey. Examinees 6, 7 and 8 are the 
HCI/usability experts, hence the extent of their overall application usage is not relevant. Up-arrows 
denote records where a higher value indicates better compliance to the usability guideline.  
Down-arrows indicate that a lower value conforms better to the particular principle.  

Examinee 1 2 3 4 5 6 7 8  

Age 45 29 44 35 58 41 31 33 AVG = 39,50 

Time period of 

overall application 

usage (months) 

11 18 31 30 28 - - - AVG = 23,60 

Gender F F F F M F M M  

Question Individual answers AVG ↑↓  

Q1 2 4 3 4 3 3 2 3 3,00 ↑  

Q2 3 4 3 4 4 4 3 4 3,63 ↑  

Q3 3 3 4 5 5 4 5 3 4,00 ↓  

Q4 2 2 3 2 3 2 2 1 2,13 ↑  

Q5 3 2 4 2 3 2 2 2 2,50 ↑  

Q6 2 3 4 3 2 2 3 2 2,63 ↓  

Q7 1 2 2 2 1 2 2 3 1,88 ↓  

Q8 3 3 3 2 3 4 5 4 3,38 ↑  
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Table 3. (continued) 

Q9 2 3 2 3 3 3 4 4 3,00 ↑  

Q10 3 3 3 3 3 3 4 3 3,13 ↓  

Q11 1 2 2 2 2 2 3 2 2,00 ↑  

Q12 2 2 3 3 2 1 2 1 2,00 ↑  

Q13 3 2 1 2 3 1 2 1 1,89 ↑  

Q14 3 3 3 2 4 3 2 3 2,88 ↑  

Q15 3 3 4 2 3 3 4 2 3,00 ↓  

Q16 2 3 2 2 3 2 2 2 2,25 ↑  

Q17 2 2 3 3 2 2 2 2 2,25 ↑  

Informal conversations with application end users (carried out after the evaluation) 
revealed general displeasure with the respective UI. While domain experts 
emphasized "fuzziness" in the UI layout, along with overwhelming window dialogues 
(especially at the beginning of the application usage), HCI experts were able to 
strictly point out some examples of bad design. In the next section, these application 
issues are explained in more detail, highlighting the main causes of poor usability as 
exposed by heuristic evaluation results.  

3 Usability Issues in a G2 Application: Problem Analysis  

In the evaluated application we can assume that problems related with usability are 
mainly inherited from the implementation approach. Since the G2 application 
certification process is primarily focused on data format (and data exchange) 
compliance, most of the UI dialog layouts appear like auto-generated entry forms 
and/or reports extracted from programmed dataset structures. Some UI elements 
(visual controls) even look identically to those used in database management systems. 
Obviously, such a data-driven approach (which binds complete datasets to a large 
number of UI controls) outweighs user-centered design principles if any at all were 
used. In such circumstances, there exists a considerable possibility for introduction of 
severe usability problems.  

Regarding aesthetic and minimalist design (H8 – Q13), the related usability 
guidelines are consistently violated throughout the majority of UI dialogues. The 
example illustrated in Fig. 3 shows a UI dialogue snapshot within the process of 
generating medication prescription. A large number of very rarely used controls 
(labels, textboxes, and combo boxes) is always imaged on the screen, unnecessarily 
increasing the UI visual complexity. Domain experts claim that these controls are 
used in no more than 5% of all use cases. The related usability issue can easily be 
avoided by simple hiding the control set, and exposing only one "activate command" 
(e.g. a button) for displaying rarely used forms. Also, using the separate tab control 
for infrequently used fields would be an appropriate solution in this case.  
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Fig. 3. Violation of aesthetic and minimalist design guidelines: snapshot of application UI 
dialogue for generating medication prescription 

When it comes to user control and freedom (H3 – Q4, Q5), the application 
sometimes holds an inconsequent way of using the "exit" command. In general, the 
"emergency exit" should be used for leaving an unwanted state, and should 
additionally be clearly marked. However, Fig. 4 presents the case when the user has to 
confirm (save) the changes she/he made in the dialogue form, by explicitly calling the 
"exit" command. Absence of some kind of "save button" is unclear enough, but 
having to call from the context menu (otherwise not visible on the screen until an 
explicit mouse right-click) the "exit" command for saving changes furthermore spoils 
the situation. Such a procedure for an otherwise simple task is very confusing, leaving 
the user with a sense of loosing control over the application behavior. This especially 
holds when it comes to UI consistency since other dialogues use "exit" as a well-
known action, without implicitly saving user data.  

Concerning flexibility and efficiency of use (H7 – Q12), the application UI is 
lacking any shortcut commands. There exist no embedded procedures for 
distinguishing experienced and inexperienced users' interaction patterns. As a result, a 
more proficient user has no possibility to speed up the dialogue flow, nor she/he can 
customize any part of the user interface. A typical example where valuable efficiency 
enhancements could be obtained is shown in Fig. 5. Very often the user is required to 
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Fig. 4. Violation of user control and freedom guidelines: inconsequent use of the context menu 
"exit" command for input confirmation. This application snapshot shows the use case of 
ordering a patient for specialist treatment.  

browse for a distinct item within extremely large drop-down lists and/or combo-
boxes. This is regularly related to with searching through various medical registries 
(primary healthcare service types, diagnosis descriptions, medication codes etc.). 
Related tasks are time-consuming, as the user is distracted by a complete set of 
numerous options. For this purpose, involving algorithms for automatic menus 
personalization would be a great choice. Using both frequency-based and recency-
based adaptive approaches, a user's prior navigation behavior can be taken into 
account, thus resulting with optimal items arrangement within large lists [19]. In this 
way, each individual user could easily find and activate her/his commonly used 
selections and could become much more efficient in comparison with currently 
implemented solutions.  

Poor icon metaphors represent another application limitation in the terms of 
usability, where a number of principles is undermined (H2 – Q3, H6 – Q11). Since 
clear communication between the application and end user is critical to usability, the 
user needs to be able to immediately know what the icon represents. However, this is 
not the case in the example presented on Fig. 6.   
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Fig. 5. Violation of flexibility and efficiency of use guidelines: there is no possibility (at all) for 
UI customization and/or adaptation. This snapshot presents the selection of primary healthcare 
service type provided to the patient.  

 

Fig. 6. Examples of poor icon metaphors and insufficient emphasis of significant information. 
The snapshot shows the use case of referring a patient to laboratory testing.  

Although the magnifier icon usually stands for searching and/or zooming (at least 
in the majority of modern software interfaces), within the tested application it is 
unexpectedly used for starting a new record entry (in the process of referring the 
patient to laboratory test or specialist treatment). All of the domain experts 
highlighted this as a special distraction, especially at the beginning of the application 
usage. According to heuristic evaluation results, application's UI terminology (words, 
phrases, concepts) is often too computer-oriented, and when this terminology is 
furthermore used in a wrong way (as the magnifier icon case tackled above), usability 
can downsize rapidly. Obviously, the guidelines about matching the application 
presentation with real world concepts were not consistently applied.  
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The same UI dialogue can be additionally criticized from the standpoint of 
highlighting a very important information. The red warning icon (placed at the top of 
the window) indicates that a certain patient can have allergic reaction to some kind of 
medication substances. Wrong interpretation of this iconic symbol, or missing to 
perceive it, can have tremendous consequences for the patient. In such a case, the UI 
design should be oriented to put a stronger emphasis on related crucial information. 
Just another symbol in the three-icon toolbar is not a satisfactory solution, as there 
exist better approaches like using modal dialogs (for blocking all other activities until 
the user confirms a displayed warning message) or changing the palette of the entire 
window (background color and foreground font color). What is more surprising, the 
existing icon is not supplemented with any kind of additional relevant information 
(e.g. tooltip), hence users were forced to learn and recall the associated meaning from 
scratch.  

Finally, results obtained from the heuristic evaluation revealed the need for a much 
better application help (sub)system. Even experienced users admitted that they 
sometimes have problems using the application without manual, underlining the 
rather low support for specific task-oriented questions.  

System response time is another issue which is not closely related to UI design, but 
can also be a significant parameter of overall usability. Domain experts, who use the 
evaluated application on a regular basis, are very often irritated by the slow and time-
consuming process of data synchronization with the central PHCIS server. Data 
exchange can last for more than half an hour, what results with end user's displeasure 
ranging from minor annoyance to severe frustration. However, this problem cannot be 
resolved on the interface design level because it concerns hardware and network 
issues, as well as the implementation of the central message management system. 

Basing on both formal heuristic evaluation and informal discussions with 
application users, we can conclude that all of the abovementioned usability issues 
have a deep impact on users' dissatisfaction. The results obtained expose a low 
usability level of the G2 application, which can be directly related to the lack of user-
centered design/implementation principles. Following well known usability 
guidelines, a number of issues thus discovered could be easily solved, making e-
health software support more usable and, at the same time, also making end users 
more efficient, self-confident and satisfied.  

4 Doctor's Home Visit: A Special Mobile Context  

Home visits are an important part of general practitioners' (GPs) work as they can get 
more insight into a patient's general social and economic status, the status of her/his 
family, and the people that take care of him or her. Knowledge of surroundings and 
living conditions is an important factor in the general care of a patient. Moreover,  
home visits can be a part of necessary care for patients with mobility impairments or 
in situations when home surroundings can have positive effects on patients' health 
status. However, home visits are a specific part of GPs' work requiring them to use 
their knowledge and skills without support of instruments and technology possibly at 
disposal at their institution. In order to analyze this problem we have asked GPs and 
their supporting nurses and technicians about the general workflow of a home visit. 
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We have also especially investigated the role of the desktop computer stationed at 
their desks during preparations for home visit and after their return to the office. 
Before performing a home visit, GPs use the software system to access data about 
patients: they browse through patients' records and try to get a general picture of their 
latest status, prescribed treatments and medications. For many of their patients, a short 
overview of their records is sufficient to recollect important data. (Having, however, 
more than two thousand patients, GPs admit that as humans they are just not capable 
of being at any time fully aware of every patient's status [20].) During the home visit, 
GPs recall data gathered at their desks or use complementary aids in the form of 
additional printed documentation and their personal notes. Data collected during 
home visits and further records of prescribed treatments and medicaments is 
annotated as some kind of paper documentation. These notes are carried back to the 
desktop computer where everything has to be retyped/stored in the software system. 
Occasionally, although quite rarely, GPs memorize data produced during home visits, 
afterward inputting it without written notes, which are then created "post festum". 

Considering all data and facts gathered from the interview with GPs we have 
carefully hinted them the possibility of using some kind of electronic device during 
the home visit, which will enable the access to (subsets of) data normally available 
only at the desktop level. At the first mention we have been faced with utter rejection 
of the notion: it was fully unacceptable to them to have a portable computer such as a 
laptop by their side during home visits. Laptops where described as heavy, awkward 
and slow, which GPs commented could just get in the way and slow them down. This 
latter is certainly true when waiting for the boot and loading processes to successfully 
conclude, in order to have just a glance at some small portion of data. Other than 
laptop form factor and the related loss of time, GPs were in general not very fond of 
the idea of having yet another system they must learn and use. However, they were 
intrigued by the possibility to have some important subset of patients' data readily 
available to them without previous preparation whenever they have to visit a patient at 
home. It was mentioned that a very helpful feature of such a system could be the 
exemption of having to retype data into stationary computer systems once back in the 
GP clinic.  

Dismissing the idea of laptops as a support device during home visit, we have, yet 
again, very cautiously noted that there are devices that would much less get in the 
way but could nevertheless provide the necessary data, naturally hinting at 
touchscreen devices like mobile (smart)phones and tablets. This suggestion was 
partially accepted, in the first place because of the reduced form factor these devices 
exhibit, but raising anyway a number of questions and starting a vivid debate.  

One part of our examinees have been instructed that the software they use at their 
desk computers is part of a complex system which includes many areas of computing  
technology; but the question of fitting such an elaborate system into the devices such 
as mobile phones was promptly answered by the other part of them which are 
incidentally happy smartphone users. These latter have promptly demonstrated how 
fast and easy is to use modern smartphones e.g. to find data on the Web, being 
additionally aware of mobile applications for personal use that enable health record 
management (e.g. Elevate Mobile’s Online Health Portfolio service [21]). The overall 
conclusion of the group was that although such a solution appears to be technically 
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possible, it needs further thorough investigation. I.e. the idea of having at hand a 
smartphone and/or tablet application enabling GPs to access patient records during 
home visit was interesting, however it was very hard for them to make any conclusion 
without actually using one in a real workset.  

5 UI Prototype for GP Mobile Application  

In this section we outline a user interface prototype intended to provide GPs with IT 
support when on a home visit. This prototype naturally follows from the information 
gathered in the brainstorming session, and is developed using some well-known HCI 
techniques for software and user interface validation [7, 8, 12, 22]: user interface 
mock-ups, paper prototyping [23] and storyboard scenario [24]. We reviewed similar 
cases as reported in the literature [25, 26, 27], concluding that these techniques would 
produce valuable data in a very resource efficient and time preserving way.  

The most probable general scenario of a possible mobile application use during a 
home visit thus devised consists of the following tasks: (i) finding the patient in the 
patients list, (ii) opening and reviewing her/his latest medical records, (iii) finding and 
noting the current diagnosis in the list of World Health Organization International 
Statistical Classification of Diseases and Related Health Problems (WHO ICD) [28], 
(v) finding and noting the prescribed medicaments from WHO Anatomical 
Therapeutic Chemical Classification System (ATC) index [29], and (vi) reviewing the 
records created. Having defined the general user tasks, we have created six mock-ups, 
one for each defined task (Fig. 7 – Fig. 9), which we used as faithful representations 
for possible solutions to the above mentioned problems.  

The prototype examinees were members of the group previously involved in the 
brainstorming session. We asked them, each separately, to set aside about 45 minutes 
for one final session where they will be presented the idea of a mobile client 
application supporting home visits.  

5.1 Mobile Application UI Storyboard  

The story presented to the examinees consists of tasks devised through analysis of 
data gathered from former evaluation sessions. The first task to be carried out in a real 
situation is to find the patient in consideration, which is explained in the first figure in 
the storyboard (Fig. 7 – left).  

The user interface in this first mock-up (Fig. 7 – left) consists of three vertically 
placed parts: (i) buttons for selecting the age group, (ii) input boxes for entering the 
first name/surname, (iii) list of names sorted alphabetically. As previously already 
noted, GPs in Croatia can have more than two thousand patients, the UI for selecting 
the right patient has to support the user in narrowing down the list. During our 
previous interviews it came to our attention that doctors typically use age groups to 
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Fig. 7. LEFT: Patient search screen prototype. RIGHT: Screen showing patient's record. 

distinguish between patients groups, and this almost intuitively, leading us to include 
UI elements to narrow the list of patients according to the age group. After this first 
step, the user can select a patient either from an alphabetically sorted list or it can 
further narrow down the list by typing the first letters of a patient's first name or 
surname. To be able to distinguish between patients with the same name, year and 
month of birth where included in the patients list. For cases where a doctor has to 
revisit patient records in the short time after having closed the list, there is a control 
which will open the list of both the recent and the most frequent patients. Names of 
selected patients are stored on a stack-like structure, where the latest selected name is 
put to the front of the list.  

Selection of patient name is followed by the screen showing records consisting of 
patient’s diagnosis, date of diagnosis and status of the case (Fig. 7 – right). This 
screen can be used to swiftly review a patient's status and her/his former diagnosis.  
The Add Diagnosis button is positioned in the upper left corner on the screen of the 
application; it is denoted with the plus icon which resembles the Red Cross sign and 
in the same time symbolizing addition of a new diagnosis.  

The activation of the Add Diagnosis button opens the Diagnosis search screen 
(Fig. 8 – left); here the user (doctor) can select the code of the established diagnosis 
according to the WHO ICD index. The Diagnosis search screen consists of text entry 
fields enabling the user to enter keywords for finding both the appropriate diagnosis 
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Fig. 8. LEFT: Diagnosis search screen showing top level of WHO ICD. RIGHT: Diagnosis 
search screen, ICD J level. 

and the filtered list of possible diagnosis, which is displayed below the keyword entry 
fields. At the beginning, Diagnosis search screen shows the top level of the WHO 
ICD index, with every subsequently performed action leading to diagnosis refinement 
through a deeper "dive" into the WHO ICD index hierarchy, see Fig. 8 (right). Here 
the user entered the letter "J" as the diagnosis code, resulting in a narrowed view of 
the WHO ICD index localized to the J block. Furthermore, the user can select the first 
entry in the list ("Acute upper respiratory infections J00-J06") from the same screen, 
and eventually "Acute pharyngitis J02" thus completely defining the diagnosis. If in 
the process the user makes a mistake, the Back button represented by the back ("left") 
arrow icon can revert this action.  

The next task in the storyboard is defining and annotating the prescribed 
medicament. The respective Medicament search screen (Fig. 9 – left) is very similar 
to the Diagnosis search screen as both have an identical layout, with UI elements 
used in the same way, thus following the UI development guideline of providing the 
user with consistent way to perform analogous actions. Finding the suitable 
medicament follows a series of actions as previously described in the process of 
finding the appropriate diagnosis. The difference between these screens consists in the 
latter displaying a filtered list of medicaments, with each entry comprising the WHO 
International Nonproprietary Name (INN), the defined daily dose (DDD), routes of 
administration (O – oral, P – parenteral, R – rectal, N – nasal, … ) and the WHO ATC 
code.  
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Fig. 9. LEFT: Medicament search screen with list of INNs, DDD and administration routes for 
every medicine. RIGHT: Overview of treatments for specific diagnosis. 

Reviewing the created records is the final step in the storyboard. To give the user 
both the sense of control over the process and the chance to ponder on the changes 
made, the final storyboard screen (Fig. 9 – right) shows both data about the diagnosis 
defined and the medicaments prescribed.  

5.2 Prototype Evaluation 

Completing the storyboard, at the end of session with every of our examinees (GPs) 
we asked them to answer questions (listed in Table 4) about their general satisfaction 
with the demonstrated prototype. These questions were aiming at evaluating 
usefulness and efficiency of the prototype (Q1, Q5), its memorability and learnability 
(Q3) and examine the willingness to test (Q2) and use the real application (Q4).  

Table 4. List of questions for the mobile GP prototype evaluation 

Q1: Grade you perceived overall usefulness of the proposed solution.  

Q2: Grade your willingness to test mobile application in real usage scenarios. 

Q3: In what extent do you feel confident to repeat the demonstrated scenarios without any help?  

Q4: Grade the possibility of mobile application replacing completely the notes written during home 

visits. 

Q5: In what extent do you believe that this prototype implementation could raise your overall efficiency 

during home visits?  
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Results thus obtained (see Table 5) show general acceptance of the prototype, and 
even better, they demonstrate an almost full approval of the notion of mobile 
application for supporting GPs during home visits.  

Table 5. Results obtained from prototype evaluation. Examinees responded to the question list 
with grades in the range of 1 to 5. Grade 1 denotes poor agreement with suggested statement, 
while grade 5 denotes full agreement with it.  

Examinee 1 2 3 4 5  

Age 45 29 44 35 58 AVG = 42,20 

Gender F F F F M  

Previous experience with smartphones Y Y Y Y Y  

Previous experience with  touchscreen smartphones Y Y Y N N  

Previous experience with tablet computers N N N Y N  

Question Individual answers AVG 

Q1 4 5 5 4 3 4,20 

Q2 4 5 5 4 4 4,40 

Q3 5 4 5 3 3 4,00 

Q4 4 4 4 5 3 4,00 

Q5 4 5 4 5 3 4,20 

 AVG = 4,16 

Although our examinee group cannot be regarded as a representative sample that 
would grant conclusive data on the introduction of mobile applications into the PHC 
software ecosystem, our evaluation shows a clear and positive attitude towards it, 
along with a willingness to proceed with further investigation of the matter.  

It must be noted that thoughtful design of the prototype following the many 
usability guidelines has brought us positive results. All of the appointed grades in the 
final prototype evaluation are above 4.0, with the overall grade of 4.16 out of 5, thus 
backing our claim to consider the prototype a successful one.  

6 Conclusion  

In the process of introducing the e-health infrastructure together with its related 
services in the Republic of Croatia, disregard of user interface, interaction design as 
well as usability issues in both the official specifications and the G2 client application 
certification process resulted with implementations which are not based on the user-
centered approach. Valuable benefits of the e-health concept are therefore diminished, 
as primary healthcare end users (especially general practitioners and nurses) must 
interact with software packages that are not fully tailored to their context and to their 
needs. Formal evaluation of an existing application for PHC providers, through 
assessing compliance to Nielsen's heuristics, shows that the related usability level is 
far from being ideal, hence justifying end users' general dissatisfaction with the 
provided software support. A number of usability issues (high visual complexity, 
inefficient selections, poor metaphors, confusing dialogue flow) has been identified as 
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salient application features, forcing users to cope with inappropriate application 
interface on a daily basis.  

Along with the need for much better usability in e-health solutions, PHC providers 
would benefit from a corresponding set of mobile services. Such an ambition for m-
health support especially refers to doctors in the specific context of house visits, 
where there exists the possibility to employ to a full advantage existing powerful 
mobile devices such as smartphones and/or tablets. According to domain experts, an 
appropriate mobile application for managing patients' electronic records "on the 
move" would be a real efficiency booster.  

Our lightweight mobile application UI prototype model is built using well-known 
usability guidelines, with special care to avoid typical bad design examples found 
within the desktop solution. Outcomes of the previously performed desktop software 
heuristic evaluation were very helpful in this process, along with our decision to 
perform participatory design by including end users in the prototyping process. The 
final version was considered as very promising, with a high level of simplicity and 
usability, hence making it a strong candidate to become one of the first initiatives for 
m-health support for PHC providers in our country. 
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Abstract. The experience of childbirth is highly individualized. Proper
preparation and support before, during, and after the onset of labor is
key to shortening labor, decreasing the need for interventions during
labor, and ultimately increasing maternal happiness. This paper reports
the evaluation of The Prepared Partner, a simple game with goals to
introduce natural ways to help a woman in labor, and their effects on
labor; to introduce the mechanics of labor and childbirth; to practice
interacting with a woman in labor; and to simulate the stages of labor.
The user evaluation of The Prepared Partner showed an overwhelming
majority of positive responses to the subjective portion of the study, and
showed participants performed significantly better on a post-test about
labor and childbirth than on a pre-test (p < 0.01). Furthermore, labor
support was a major theme in a write-in question about childbirth, thus
highlighting the effectiveness of The Prepared Partner in introducing the
profound need for supporting a woman throughout birth.

Keywords: games for health, childbirth, user study.

1 Motivation and Background

Childbirth is a subjective and multidimensional experience. No single specific
technique or combination of interventions can help all women, or even the same
woman throughout the entire labor experience [5]. Therefore, it can be diffi-
cult to learn all of these techniques through reading books and watching videos
alone. Face-to-face childbirth preparation sessions can provide a more thorough
education to help future parents increase their confidence and learn strategies
to reduce stress and anxiety and to manage pain during the childbirth event [6].
However, at least 15% of parents do not attend these classes, and are at an
increased risk for having a more complicated labor and delivery [16,23].

The experience of childbirth is affected by a woman’s emotional, motivational,
cognitive, social, and cultural circumstance [1]. Maternal anxiety is associated
with a less positive childbirth experience, whereas maternal comfort and pre-
paredness can lead to a positive experience [29]. One source of anxiety is that
parents are often forced to make uninformed or poorly-informed decisions at
critical times (e.g., method of labor induction, whether to perform a C-section,
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epidural administration) without understanding the risks and benefits of the
various options. This is particularly dangerous when stress and pain can im-
pede decision making ability. Unfortunately, inappropriate decisions, made by
the parents or by medical personnel, can lead to issues as mild as frustration and
discomfort and as severe as short- and long-term morbidity or even mortality for
the mother and the baby [24]. Proper preparation and support before, during,
and after the onset of labor is key to increasing the chance of a spontaneous
labor [16], shortening the length of labor, decreasing the need for interventions
during labor, and ultimately increasing maternal happiness [21].

To address the issue of the preparedness of first time parents, we developed
The Prepared Partner, an educational video game about labor and childbirth.

Because The Prepared Partner is an online video game, it can be distributed
to a much larger area and thereby can minimize the cost of sending human
trainers, or the cost that the parents incur from paying for and traveling to
conventional preparation classes. Additionally, the system is available 24 hours
a day and thus allows single parents and parents with irregular work schedules
to access the information at any time.

This paper presents The Prepared Partner, an educational video game about
labor and childbirth. We evaluate results of a study assessing whether the system
supports learning. Because literature suggests that fathers and birth partners
need more support in labor and childbirth than was previously assumed [13], we
target anyone with an interest in childbirth, including future mothers and birth
partners.

We started The Prepared Partner with five main goals for the system. They
are as follows [18,17].

1. To introduce natural coping mechanisms and their effects on labor,
2. To introduce the mechanics of labor and childbirth,
3. To train birth partners to help women in childbirth,
4. To practice interacting with a woman in labor, and
5. To simulate the stages of labor.

The focus of The Prepared Partner is not to advocate for natural childbirth.
Instead, we only wish to prepare mothers and birth partners by providing a set
of techniques that can be used during childbirth to help the mother through
any pain and discomfort. Childbirth is a pivotal moment in many women’s lives;
women value a positive experience. Because women tend to feel more satisfied
after a spontaneous, drug-free delivery [7], we aim to provide information about
different natural techniques to help a woman in labor.

Childbirth is a sequence of unpredictable natural events, it is impossible to
determine in advance how to help a woman in labor. Unlike reading a book or
attending a childbirth class, The Prepared Partner rapidly exposes the player to
an evolving, replayable simulation of the experience of labor and many different
coping techniques. More scenarios are experienced in a dynamic way through
The Prepared Partner gameplay than through reading books, watching videos,
or attending childbirth class.
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To assess the success of The Prepared Partner in achieving its intended
goal, we performed a preliminary pilot study followed by a full study to mea-
sure whether players learned several key things about labor and childbirth and
about natural coping mechanisms. Data were collected through an online survey.
Closed- and open-ended questions were asked before and after the participants
used the designed system. Due to the positive response of the pilot study, a full
study of the learning assessment of the system was conducted.

The overwhelming majority of positive survey responses speaks to the success
of The Prepared Partner as an enjoyable learning aid. We attribute its success
to the close ties we had to both the childbirth professionals and the usability
and game design experts during all stages of design and development of The
Prepared Partner.

Several types of system evaluations were performed to assess the design of the
system as well as the effectiveness of the system in informing the participants
about natural coping mechanisms.

2 Relevant Work

Although a myriad of books is available on labor and childbirth [9,11,12,30], and
childbirth preparation classes exist to educate and inform expectant parents
and birth partners, childbirth-themed interactive media is limited in diversity
and scope. Books have the advantage of being complete references, but they lack
sensory immersion. With a book, the reader must split her mental efforts between
learning the content and imagining the described scenario. In a video game, the
scenario is described; the player no longer needs to imagine the scenario and
is free to concentrate on the necessary action [10]. Furthermore, books, videos,
and childbirth preparation classes are linear references. They show the same
information each time the material is experienced; each time a book is re-read
or a video is re-watched, the same information is presented in the same order.
The Prepared Partner provides a different simulated childbirth experience and
presentation of information with each invocation of the system.

Childbirth preparation classes are commonly used by expectant parents; how-
ever, parents under 25 years of age, parents who have not completed secondary
education, single parents, parents coming from low income families and with
no health insurance, parents living in rural areas, and public hospital clinic pa-
tients [23] are less likely to attend childbirth preparation classes and yet are at
an increased risk for having a more complicated labor and delivery. Childbirth
classes differ by instructor, setting, and method (e.g., Lamaze [22], Bradley [4],
and Mongan methods [26]). Classes can be inaccessible for parents due to work
schedule, travel, and finance reasons [16]; yet the Internet is one of the most
influential resources for expectant parents [15]. For these reasons, we chose to
deploy The Prepared Partner on the Internet.

Before designing and developing The Prepared Partner, we conducted thor-
ough domain background research – an integral part of usability engineering as
research must be completed before prototyping [19]. We read accounts of child-
birth, or birth stories, in popular books suggested to expectant parents, and
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paid particular attention to information about the stages of labor, relaxation
to reduce anxiety, natural techniques to deal with pain and discomfort associ-
ated with childbirth, and information about pharmacological options available to
mothers in a hospital or birth center [9,11,12,30]. We attended a class for train-
ing doulas for their work in continuous support of women throughout labor,
birth, and breastfeeding initiation. This class was a thorough introduction to
the mechanics of labor, the emotional implications and effects on the woman in
labor and her partner, the options available to the parents, and involved hands-
on practice of dozens of natural coping mechanisms. We experienced childbirth
first-hand and assisted one other woman in the birth of her child, and used these
experiences to fuel our research.

Video games aimed at health-related change have produced desirable out-
comes in players, from knowledge increase to behavior change [2], yet they
should augment, not replace, clinical oversight [20]. Moreover, electronic games
for health education produce positive results, including results related to health
education [28]. Although books and other static media have the advantage of be-
ing complete references, they lack sensory immersion. With a book, the reader
must split her mental efforts between learning the content and imagining the
described scenario. In an electronic game, the scenario is described; the player
no longer needs to imagine the scenario and is free to concentrate on the neces-
sary action [10]. Furthermore, books, videos, and childbirth preparation classes
are linear references. They show the same information each time the material is
experienced; each time a book is re-read or a video is re-watched, the same infor-
mation is presented in the same order. Serious games, which are video games with
a specific purpose: to educate, train, inform [25], or persuade the player, on the
other hand, provide a different simulated childbirth experience and presentation
of information with each invocation of the system.

The constructivist view of player learning in games, which is frequently
adopted by serious-games’ designers and evaluators, postulates that games teach
ideas rather than particular behaviors, and rules of play rather than principles
[3]. Therefore, we believe that presenting an educational intervention about child-
birth and labor through a video game, which teaches the rules and mechanics
of the game’s purpose (namely, childbirth mechanics and support), can result
in desirable outcomes regarding the preparedness of mothers and their partners.
Those playing the game can learn, as a result of interacting with the game me-
chanics, the progression of labor, the meaning of contractions, and the simple
things one can do to support a woman in labor.

3 Game Mechanics

The game, shown in Figure 1, depicts Amanda in labor. The stages of labor
progress in unpredictable ways and are generated procedurally, by a simple
mathematical formula tying Amanda’s overall well-being to her cervical dilation
and other factors [18,17]. As the labor progresses, Amanda’s overall well-being
decreases at a rate proportional to her energy, physical support, cognitive sup-
port, and other internal factors. The player must keep her well-being level high
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by showing her coping mechanisms, altering her environment, and making edu-
cated choices about medical pain relief. The player is shown three action cards
at a time. Each action card has a chance to increase or decrease the charac-
ter’s sense of emotional support, physical support, cognitive support, and the
strength of her contractions; and these four attributes determine the charac-
ter’s hit-points, which are steadily decreasing. If the hit-points reach zero, the
character is taken by the doctor and the player’s role in supporting the mother
is terminated. Otherwise, if the character passes through the pushing stage of
labor successfully, she delivers her baby normally. The player’s score increases
with the character’s dilation and with the help he or she offers her. There is a
score bonus for delivering the baby normally.

Fig. 1. Amanda is using aromatherapy in active labor as a natural pain relief measure.
Available actions are visualization, stroking, and counting breaths.

4 Heuristic Evaluation

To receive early feedback about the system design, we conducted heuristics eval-
uation with five independent expert evaluators. We used an early version of
the system for the heuristic evaluation, and modified the system in response to
the evaluation results. A set of heuristics specifically designed for games and
their playability was used [8]. The categories under evaluation were game play,
game story, mechanics, and usability. Severity ratings were used as in Nielsen’s
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heuristics method [27]. The minimum rating was 0, and the maximum rating
was 4. The heuristic evaluation found a total of 73 issues; these are summarized
in Table 1 and the highest scoring (worst) issues are reported below.

Table 1. Issues found by category and severity through five independent heuristic
evaluations

Severity rating Game play Game story Mechanics Usability Total

(1) Cosmetic, trivial 11 (40.74%) 5 (35.71%) 4 (44.44%) 10 (43.48%) 30 (41.10%)
(2) Minor 11 (40.74%) 6 (42.86%) 5 (55.56%) 6 (26.09%) 28 (38.36%)
(3) Major 2 (7.41%) 2 (14.29%) 0 (0.00%) 4 (17.39%) 8 (10.96%)
(4) Critical 3 (11.11%) 1 (7.14%) 0 (0.00%) 3 (13.04%) 7 (9.59%)

Total 27 (100%) 14 (100%) 9 (100%) 23 (100%) 73 (100%)

Game play. Game play heuristics include issues such as scoring, winning con-
ditions, goals of the game, out-of-the-box experience, and challenges.

The game should give rewards that immerse the player more deeply in the
game by increasing their capabilities (power-up), and expanding their ability to
customize:(Score: 1.75) Evaluators were concerned that there were no power-ups
in the game, nor any ability to customize. Mini-achievements were proposed but
not implemented in the interests of time.

Pace the game to apply pressure but not frustrate the player. Vary the dif-
ficulty level so that the player has greater challenge as they develop mastery.
Easy to learn, hard to master: (Score: 1.60) Evaluator concerns were that the
game was easy to learn, but also too easy to master. This issue was resolved by
tuning the game variables to quicken game play later in the game, yet leave the
slow pace earlier in the game.

Player is taught skills early that you expect the players to use later, or right
before the new skill is needed: (Score: 1.50) Evaluators agreed that the tutorial
was effective in teaching the skills, but argued that skills did not provide enough
information in how to accomplish the skills in real life.

Game story. The game story category assesses the player’s mental and emo-
tional involvement in the game.

The game transports the player into a level of personal involvement emotion-
ally (e.g., scare, threat, thrill, reward, punishment) and viscerally (e.g., sounds
of environment). (Score: 1.40) Comments from the evaluators listed an threat-
to-reward imbalance, and a lack of immersion. To address this, we added a
congratulatory reward screen at the end of the game which listed the player’s
accomplishments, score, and in-game statistics. We also added sounds — the
name of the action is read aloud, and when the action is applied, the character
in labor vocalizes a response to the action — and visual effects, such as bath
tub water.
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The Player has a sense of control over their character and is able to use tactics
and strategies: (Score: 1.25) Comments from the evaluators listed an threat-to-
reward imbalance, and a lack of immersion. Two of the five evaluators were
concerned about the sense of strategy component of this heuristic. Initially, the
player must experiment with the actions until the corresponding game mechanic
is understood. We did not address this issue because we felt it to be more realistic.
When helping a woman in labor, it is difficult to know in advance which actions
will have a positive effect. We wanted to mimic this uncertainty in the game.

Player is interested in the characters because (1) they are like me; (2) they are
interesting to me, (3) the characters develop as action occurs: (Score: 1.25) Two
of the five evaluators felt no connection to the character in the game. Players
of the game should have some interest in childbirth to really connect with the
character.

Mechanics. The set of mechanics heuristics refers to the controls for the game,
the learning curve, and underlying mechanics including score reporting.

Game should react in a consistent, challenging, and exciting way to the
player’s actions (e.g., appropriate music with the action). (Score: 1.20) As with
the corresponding Game Story heuristic, sound was added to the game. Mousing-
over the actions caused the action name to be read, and applying the action
to the character caused the character to respond vocally (e.g., the sing action
caused the character to sing). Visual assets were added where appropriate (e.g.,
take a bath filled the screen with water for the duration of the action; dim lights
darkened the screen’s background).

Usability. The usability heuristics refer to the non-game aspects of the player
experience, including menus, manuals and help, feedback, art, and generally how
easy it is to understand and interact with the game.

The Player can easily turn the game off and on, and be able to save games in
different states. (Score: 2.60) Evaluators were concerned that there was no way
to pause; the only way to turn the game off was to close the browser or Flash
Player window; the only way to turn the game on was to reload the browser
window or reload the Flash file. In response, we implemented a replay option
after the game is over. We did not add pausing capabilities.

Players should be given context sensitive help while playing so that they do
not get stuck or have to rely on a manual. (Score: 1.60) Although help was
available on the action cards (including the pro and con of applying each action
and its effect on each of the character’s stats), evaluators were concerned that
it was not clear how to help the woman, and certain game assets (such as the
trash can) were not explained. We added the unexplained items to the tutorial.

Make the menu layers well-organized and minimalist to the extent the menu
options are intuitive. (Score: 1.60) Initially, there was no menu option; we added
a menu with a large Play button to make the only option very clear.
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5 Learning Assessment

To test the efficacy of the system in teaching about ways to support a woman
in childbirth, as well as whether the player learned some key facts about the
mechanics of labor and birth, we recruited participants for a remote play-test
of the system. We used a standard pre-test—intervention—post-test format for
the assessment, and included a survey to gauge the player’s playing and learning
experience in interacting with The Prepared Partner.

Although we did not state any age restriction, if participants were under age
18, their data were deleted (as our Human Subjects approval did not cover those
under 18 years old). We purposely did not limit the age as the study had a
drawing for a US$25 gift card, and we did not want participants to lie about
their age for the purpose of participating in the drawing.

5.1 Pilot Study Summary

We recruited seven participants for a pilot study of the system. The participants
were recruited from a liberal arts college. All participants were females between
the ages of 19 and 26 years old.

The pilot study was conducted over the Internet. In this study, the participants
first answered a demographics survey, followed by a survey about video game
habits and preferences. They then took a brief pre-test about labor and childbirth
(for all the subsequent analysis, this test is referred to as pre-test). Next, the
participants played The Prepared Partner at least twice. At the conclusion of
the play, the participants took a brief post-test, where questions were either
identical to the pre-test with answer choices randomized, or of similar difficulty
and subject matter to pre-test questions. Finally, participants answered exit
survey questions. The study took between 30 to 45 minutes.

One of the reasons for the pilot study was to determine the effectiveness of the
test questions in gauging learning. Each portion of the test (pre and post) was
split into three parts: multiple-choice questions about the mechanics of labor, a
short-answer question asking for five ways to help a woman in labor without using
drugs, and long-answer questions tying the game mechanic to natural support
methods.

Pilot study results indicated that the second part of the test (the short-answer
question) failed to measure learning. However, the test as a whole, as well as the
first and third parts individually, did show a difference that we considered would
be statistically significant given a large enough sample set. Hence, for the full
study, we modified the second portion of the test.

Due to the positive results in the pilot study, we conducted a full study to
assess The Prepared Partner as an enjoyable learning experience. The following
sections describe the full study.
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5.2 Participants

Participants were recruited for the study by e-mail announcement, through social
networking sites, with online communication aids, and through a video game
online community called Quarter To Three forums1.

Though 90 participants began the survey (including completing the pre-test),
24 did not complete The Prepared Partner playthrough. Of these 66, 15 did not
complete the post-test. Hence, only 51 participants completed all portions of the
study, including the pre-test, the game, and the post-test and survey.

Ages ranged from 19 to 43 years with a mean age of 30. More than half
(54%) of the participants identified as being married and/or a member of an
unmarried couple. The remaining 46% were single, separated, or divorced. The
median education level among participants was four-year college graduate (43%
of participants). Less than a quarter (23%) of participants had either given
birth, or helped wife or partner give birth. About half (47%) of participants
stated no prior experience with childbirth. Finally, more than half (51%) of the
participants marked that they play video games daily with the most common
duration of gameplay between one and three hours.

Because of the nature of the advertisement for the study, 80% (N=36) of the
participants were male, 25% (N=13) were female, and two participants declined
to state their gender.

The large sample of male participants is not a problem because The Prepared
Partner aims to reach future birth partners; in today’s birthing climate, most
birth partners are the expectant fathers and hence the large sample of male
participants captures the target audience. However, more participants in this
study have a four-year college degree than the average American. According
to the US Census data from 2009, only 27.7% of people in the US attaining a
Bachelor’s degree. Hence, our sample set was not representative of the general
population.

5.3 Stimulus and Procedure

The stimulus was The Prepared Partner: a game in Macromedia Flash and
requiring Macromedia Flash Player 9 or higher. The learning assessment was
conducted remotely. Estimated time from beginning to end of the study was 30
to 45 minutes.

Participants first answered a demographic survey, followed by a survey about
video game habits and preferences. Participants took a brief pre-test about labor
and childbirth. The pre-test consisted of multiple-choice questions, a long-answer
question, and a series of short-answer questions tying the game mechanic to the
player’s understanding of labor support. Next, participants were instructed to
play The Prepared Partner at least twice. Participants took another brief test
(post-test) about labor and childbirth. Questions were either identical to the pre-
test with answer choices randomized, or of similar difficulty and subject matter

1 Quarter To Three: http://quartertothree.com

http://quartertothree.com
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to pre-test questions. Finally, participants answered exit survey questions about
their learning and playing experience.

Long-answer survey questions provided qualitative results. Quantitative per-
formance measurements included each player’s game score, number of successful
and failed actions, and amount of time spent in each stage of labor, as reported
by The Prepared Partner. Survey responses were on a 5-point Likert scale. Quan-
titative measures were linked to qualitative measures by a unique invitation code
identifier.

5.4 Hypothesis

We state the hypothesis for the study below.

H1/0 There is no difference in aggregate pre-test and post-test scores.
H1 Aggregate post-test scores are different than the pre-test scores.

5.5 Test Scoring

The pre- and post-tests were scored both human and machine-scored. Multiple-
choice answers were machine-scored and write-in answers were human-scored by
a professional birth doula who has extensive domain knowledge, having under-
gone approved childbirth education and specific workshops dedicated to labor
support. Write-in answers were scored liberally, with almost any answer ac-
cepted. Answers which expressed not understanding the question or not knowing
the answer (such as “I don’t know”) were not accepted. Each correct answer was
awarded one point.

For the long answer question, How can you help a woman in labor without
using drugs? Name as many ways as you can. Please separate each answer with
a comma (,) a computer counted the number of distinct answers separated by
commas and awarded the number of points equal to the number of answers.
This is because one could argue that nearly anything can be helpful, given the
appropriate circumstance.

For the short answer questions, the scoring was as follows.
What is one thing you can do as birth partner to speed up labor, or increase

the strength of labor contractions? Almost any answer was accepted, including
clearly correct answers such as “walk around,” “change position,” and “have
sex with your partner.” Questionable answers such as “tickling” and “tell her
to push” were accepted as well. Clearly incorrect answers such as “scare her
witless” and “You can’t do anything to speed up labor” were not accepted.

What is one thing you can do as a birth partner to help a woman in labor gain
energy? Clearly correct answers included “feed her,” “Make sure she is eating
and drinking, allowing her to rest and sleep as much as possible,” and “hold her
up.” All answers were accepted; there were no clearly incorrect answers.

What is one thing you can do as a birth partner to help a woman in labor feel
more physically supported? Any answer was accepted, including clearly correct
answers such as “hold her hand,” “push on her back during contractions,” “sit
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behind her,” and answers such as “make sure she has clean sheets.” Only one
person answered, on the post-test, “give her pain killers.” This answer was ac-
cepted, though it was contrary to the goal of the exercise, which was to name
natural support methods.

What is one thing you can do as a birth partner to help a woman in labor
feel mentally, or cognitively, supported? Any answer was accepted, including
clearly correct answers such as “talk to her,” “encourage her,” and “meditation
or hypnosis.”

6 Results and Discussion

The following sections describe the result of the learning assessment of The
Prepared Partner, and the discussion surrounding the data.

Learning outcomes. The Prepared Partner was formally evaluated by the
51 participants who participated in the study in its entirety: a combination of
mothers, birth partners, and those that have never had children. The average
score on the pre-test was 7.49 (s = 7.13), while the mean score on the post-test
was 11.08 (s = 7.50). That is, participants had an average of 3.59 more correct
answers to the questions on the post-test compared to the pre-test. Paired-
samples t-test showed that the difference between the pre-and post-scores was
significant (t = 3.622, df= 50, p = 0.001, two-tailed), and this result is depicted
graphically in Figure 2. This significant difference indicates rejection of the null
hypothesis H1/0, indicating that the increase in test scores is not due to chance
variation, but can be attributed to playing The Prepared Partner.

Pre-test scores were normally distributed but skewed towards lower scores.
Post-test scores were close to bimodal with modes at around 5 and 17. A differ-
ence of 3.59 correct answers gives an effect size of about 0.5, which is considered
a large difference effect.

Interestingly, there was a difference in pre-test score by gender, with women
outperforming men (t = −2.185, df= 16.276, p = 0.044, two-tailed). In fact,
women scored 5.7 points higher than men on the pre-test, with a large difference
effect (0.6). For the post-test, although women’s scores were higher than men’s,
here was no significant difference. The reader is encouraged to study Figure 3.

Players of The Prepared Partner answered with more breadth and confidence
in the short-answer portion of the test. When asked how to speed up labor
naturally, participants answered with more concrete actions such as “intimacy,”
“take a bath,” “apply pressure to the lower back,” and “acupressure.” On the
pre-test answers were generally more vague and several participants included
question marks in their answers, indicating uncertainty. When asked how to
help a mother re-energize in labor, on the post-test, most participants answered
with a variation of “feed her” and far fewer respondents left the question blank.
Finally, participants answered with a broader range of cognitive support methods
on the post-test than the pre-test, most of which were presented in the game.
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Fig. 2. Pre-test score and post-test score distributions: Difference in mean scores was
3.59 (p < 0.01) with a large difference effect. A score of zero implies either all incorrect
answers, or all pre-test answers left blank.
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Fig. 3. Pre-test score distributions by gender. Two participants declined to state their
gender. A score of zero implies either all incorrect answers, or all answers left blank.
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Game results. Participants were instructed to play The Prepared Partner at
least twice, thus leaving the total number of games played up to the individual
participant. As the study was remote, it was impossible to control for the number
of games played, though we did keep track of this number per participant. The
51 respondents that played and correctly completed the post-test played a grand
total of 122 games; the mean number of games played was 2.08, with a minimum
of 1 and maximum of 7 games.

Players used an average of 20 actions per game to help the character in labor,
thus exploring 40% of the actions available to the player by the game mechanic,
as the game afforded around 50 unique actions. Actions included massage, hy-
drotherapy (immersion in the tub or shower), distraction, visualization, and
position change. In all but five of the 122 games’ births, the player was present
for the delivery of the baby. In the remaining five (less than 5% of all games), the
mother was taken by the doctor and the game ended with a birth by C-section.
As the average C-section rate in the US is over 30% [14], our game results may
indicate one of the following. Either the game was perceived as too easy, and the
game metrics need fine-tuning to increase the difficulty of delivering a baby nor-
mally (though this is contradicted in the survey responses), or the game shows
that helping a woman through the stages of labor greatly decreases her risk of
C-section. This is corroborated by research; Klaus, et al. found that having a
doula, or a woman in a role of professional support for the woman in labor, can
decrease the C-section rate by up to 50% [21].

Survey responses. We asked participants survey questions about their expe-
rience with The Prepared Partner. The survey questions were split into three
sections: questions about the participant’s learning experience, questions about
the participant’s playing experience, and questions about the player’s view of
the game mechanics in The Prepared Partner. Participants were asked to mark
their level of agreement or disagreement on a five-point Likert scale to questions
in each category (strongly disagree, disagree, neither agree nor disagree, agree,
strongly agree).

Ten participants left the survey blank altogether. The remaining 41 partic-
ipants’ answers are summarized in Figure 4, Figure 5, and Figure 6, for the
learning, playing, and mechanics questions, respectively.

For the learning experience (Figure 4), 69% (N=35) participants agreed or
strongly agreed that they learned about labor and childbirth by participating in
this study, 61% (N=31) participants agreed or strongly agreed that they learned
five natural ways to help a woman in labor, and a majority (53%, N=27) of
participants agreed or strongly agreed that they felt more prepared for child-
birth than before participating in the study. The positive replies corroborate
the quantitative evidence of learning on the labor and childbirth test as well as
the qualitative evidence given by the write-in questions. That the majority of re-
spondents both felt that they learned something, and actually learned something
as measured on a test, is encouraging for The Prepared Partner.
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A low percentage (37% N=19) of participants agreed or strongly agreed that
they understood the stages of labor. This may be explained by the large percent-
age (47%) of the participants claiming no prior experience with childbirth, and
corroborated by the conflicting feelings in the describing birth portion of the sur-
vey (see below). Those that have not had any prior exposure to childbirth may
have found the game educational yet insufficient to thoroughly prepare them for
what they may know of childbirth from other sources.

Finally, 67% (N=34) of participants agreed or strongly agreed that they had
a positive learning experience as a result of playing The Prepared Partner. One
participant wrote:

My own childbirth experience involved induced labor, an epidural and a
c-section, so I do feel like I learned about something that I know very
little about (i.e. natural childbirth).

Another participant added, “I now know how very unprepared I am!”
For the playing experience (Figure 5), participants agreed or strongly agreed

that The Prepared Partner was enjoyable and fun (63%, N=32), engaging (67%,
N=34), interesting (64%, N=33), enjoyable to replay (55%, N=27), and 61%
(N=31) of the participants would recommend The Prepared Partner to a friend.
Most (62%, N=32) participants agreed or strongly agreed that they had a posi-
tive overall playing experience.

To gauge participant reactions to the game’s mechanics, we asked five ques-
tions about perceptions of the game (Figure 6). Unfortunately, only 30% of par-
ticipants (N=15) felt some degree of connection to the character representing
the woman in labor, whereas 25% of participants neither agreed nor disagreed
with their sense of connection, and 22% disagreed or strongly disagreed about
feeling connected. This result was expected based on earlier heuristic evaluation
results and may be a consequence of the abstract, conceptual representation of
the woman [17]. Next, 45% (N=23) of participants agreed or strongly agreed
that there were multiple ways to win the game, which highlights the emergent,
non-scripted gameplay experience. Regarding the pace of the game, 34% (N=18)
disagreed or strongly disagreed that the game went too fast, and 43% (N=22)
agreed or strongly agreed that the pace of the game was varied.

Describing birth. Finally, we asked participants, How would you describe the
process of labor and childbirth to a friend? To explore the topic, two independent
researchers extracted themes from the written answers. Common themes were
labor support, with sub-themes methods of support and the mother’s need for
support in labor; a description of the stages of labor, with sub-themes natural
process and medical description of birth; and conflicting emotions as felt by the
birth partner. Responses were evenly mixed between describing birth as a natural
process and one that requires a doctor-led medical influence. An example of the
conflicting emotions and labor support themes is found in the following response.

I would describe it as long, arduous, painful, possibly verging on torture
for both mother and child. Also exciting. Also potentially wonderful.
Also something for which the mother needs a great deal of support.
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Fig. 4. Participants’ answers for the learning experience portion of the survey

Fig. 5. Participants’ answers for the playing experience portion of the survey
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Fig. 6. Participants’ answers for the game mechanics portion of the survey

Thus, given the large number of respondents that mentioned labor support after
playing The Prepared Partner (22 participants out of 51), the game was suc-
cessful in highlighting the need for continuous support for a woman throughout
labor and childbirth. Moreover, as 12 participants mentioned specific methods of
supporting a mother throughout her birth experience, corroborating the results
from the childbirth test as well as the survey results asking about participant
learning.

7 Conclusion

We presented the evolution of the system design of The Prepared Partner, an
educational video game about labor and childbirth. In the game, we implemented
a novel approach to modeling a woman in labor, and a game model for actions
taken to help her through her labor. The Prepared Partner is the first game of
its kind. Although the models The Prepared Partner uses to simulate a woman
through the stages of labor are simple, our learning assessment and other studies
show the methods are effective in teaching players about the stages of labor and
natural ways to help a woman in labor. The game presents about 50 natural
ways to help a woman in labor, and allows the player to explore these different
options by trying them on the simulated woman in labor.

We showed that The Prepared Partner teaches players about the importance
of supporting a mother through labor as well as several techniques of natural
support. Objective evidence from a childbirth test was paired with subjective
Likert-scaled data on a survey as well as a long-answer question about childbirth;
all three measures showed that participants both believed The Prepared Partner
to be an effective and fun teaching aid and that The Prepared Partner was
effective at teaching about labor support.
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The overwhelming majority of positive survey responses spoke to the success of
The Prepared Partner as an interesting, enjoyable, replayable, and fun learning
aid. The game encourages learning through an engaging, interactive interface
designed through tight, interdisciplinary collaboration. We attribute its success
to the close ties we had to childbirth professionals and usability and game design
experts during all stages of design and development of The Prepared Partner.

Our study showed that we met our goals of introducing natural coping mech-
anisms and their effects on labor, introducing the mechanics of labor and child-
birth, training birth partners to help women in childbirth, allowing the player to
practice interacting with a woman in labor, and simulating the stages of labor.
The Prepared Partner is the first game of its kind, and uses a simple, novel
approach to simulating a woman in labor.

8 Future Work

Work on The Prepared Partner can be further improved by exploiting different
pedagogical strategies based on the on-line game functionalities. The game could
be enhanced to be a game engine that can develop different scenarios and thus
implement different pedagogical strategies. This can lead to further investiga-
tions on the effect of the pedagogical strategy adopted to the achievement of the
anticipated learning outcomes.

Appendix A Test Questions

1. Which of the following are stages of labor?
(a) Latent phase, hyperactive labor, pushing, delivery
(b) First stage, second stage, third stage, fourth stage
(c) Early labor, active labor, transition, pushing
(d) Active labor, translational phase, pushing, delivery
(e) Other (please specify)

2. When is a woman considered to be in active labor?
(a) Between 1cm and 10cm dilation
(b) Between 3cm and 5cm dilation
(c) Between 4cm and 8cm dilation
(d) Between 7cm and 10cm dilation
(e) Above 10cm dilation
(f) Other (please specify)

3. Which cervical dilation is required in order to allow the baby to pass through
the cervix?
(a) Less than 5cm dilation (d) 10cm dilation
(b) Between 5cm and 8cm dilation (e) Between 11cm and 12cm dilation
(c) 10cm dilation

4. When is it most appropriate to do something distracting, like play a card
game, with a woman in labor?
(a) Early labor (d) Pushing
(b) Active labor (e) All of the above
(c) Transition (f) None of the above
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5. Please name five ways you can help a woman in labor without using drugs.
6. What is one thing you can do as a birth partner to speed up labor, or increase

the strength of labor contractions?
7. What is one thing you can do as a birth partner to help a woman in labor

gain energy?
8. What is one thing you can do as a birth partner to help a woman in labor

feel more physically supported?
9. What is one thing you can do as a birth partner to help a woman in labor

feel mentally, or cognitively, supported?
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Abstract. This paper outlines the development of a Virtual Patient
style tablet application for the purpose of teaching decision making to un-
dergraduate students of medicine. In order to objectively compare some
of the various technologies available, the application was written using
two different languages: one as a native iPad app written in Objective-C,
the other as a web-based app written in HTML5, CSS3, and JavaScript.
The requirements for both applications were identical, and this paper will
discuss the relative advantages and disadvantages of both technologies
from both a HCI point of view and from a technological point of view.
Application deployment, user-computer interaction, usability, security,
and cross-platform interoperability are also discussed. The motivation
for developing this application, entitled Casebook, was to create a plat-
form to test the novel approach of using real patient records to teach
undergraduate students. These medical records form patient cases, and
these cases are navigated using the Casebook application with the goal
of teaching decision making and clinical reasoning; the pretext being
that real cases more closely match the context of the hospital ward and
thereby increase authentic activity. Of course, patient cases must possess
a certain level of quality to be useful. Therefore, the quality of docu-
mentation and, most importantly, quality’s impact on healthcare is also
discussed.

Keywords: Virtual Patients, Patient Records, Decision Making.

1 Introduction

The term Virtual Patient is an umbrella term for a type of interactive medi-
cal system used for teaching and learning medicine, especially clinical reasoning.
According to the electronic Virtual Patients (eViP) project website a Virtual Pa-
tient can be formally defined as “an interactive computer simulation of real-life
clinical scenarios for the purpose of medical training, education or assessment
[8]”. These systems exist in many forms, and range from physical robotic pa-
tients, entire hospital simulation systems, to online accessible interactive patient
cases. The application presented in this paper takes a slightly different approach,
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using real electronic patient records to display patient cases to students. Using
this application, users can interact with the case and make decisions based on
the information contained within the case itself. Cases are presented linearly
(this early version of Casebook supports linear cases only), and students as-
sume the role of the physician examining a patient’s history. At strategic points
throughout the case, the student is asked what their next course of action would
be based on the information known to them up to that point, thereby mimick-
ing the context of a hospital ward. This is known as the authentic activity of
learning. The full requirements of the application are described in Section 1.1
below.

Of interest to the HCI community are the experiences that were gained when
developing two versions of the same application using two distinctly different
technologies. Specifically, to what degree does the choice of technology affect the
usability of Casebook? The application itself employs a multi-touch, gesture-
based approach, and the feasibility of using HTML to implement this is also
outlined. Therefore, the question of whether a web-based application can com-
pare to a native application in terms of the user experience is the main focus of
Section 2.

After the development stage of Casebook is described, the motivation and
reasoning behind creating a Virtual Patient based on patient data are discussed.
Section 3 addresses the motivation behind creating a Virtual Patient application
using patient cases based on real medical records. First, it is argued that patient
cases that consist of electronic medical records more closely match the context
of the hospital ward. Second, it provides an opportunity to analyze the impact
of the quality of documentation on its usefulness as teaching material.

1.1 Requirements

As stated previously, the requirements were identical for both the HTML and
Objective-C versions of Casebook. Namely, the application should allow a stu-
dent to view and browse patient cases, comprising of electronic health records,
where at certain points stipulated by the case creator the student must answer
questions as to what their course of action might be. Records can be physician
notes, sonographies, radiological images, and so on. Students begin by opening
a case and viewing the first patient record available (this is usually the patient
presentation). Using gestures, the students can navigate through the case from
left to right using a linear timeline of the patient records. Upon reaching a ques-
tion, students are asked about their next course of action, and are given a choice
of four answers. Upon answering, the next medical record is displayed, revealing
the correct answer. At the end of the case, the student is given a summary of how
they scored. Cases themselves are created manually by the teacher and bundled
as a ZIP archive before being uploaded and read by the Casebook application.
These ZIP files must follow a strict structure so that they can be correctly read
by Casebook.

Each case consists of a number PDF files linearly named from 1 to n (e.g. 1.pdf,
2.pdf, . . . , n.pdf). Any questions that should appear between patient records for
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the student to answer are stored in XML files, where each question is represented
by one XML file. Question XML files are named according to where they are posi-
tioned between PDF documents, with the first part of the file name denoting the
previous document and a second part denoting the subsequent document, sepa-
rated by a dash. For example the file 2-3.xml denotes a question that appears
between documents 2.pdf and 3.pdf. An example question XML file is shown
just below. All PDFs must be portrait oriented and A4 in size to ensure design
consistency. Each individual case is contained within a single ZIP archive.

<question previousFile="2.pdf" nextFile="3.pdf">
<headerText>

What is the your next course of action?
</headerText>
<text>

After seeing the Befundbericht and Status,
what is the next course of action?

</text>
<option>

Request an ECG
</option>
<option correct="true">

Request a Sonography
</option>
<option>

Transfer Patient
</option>
<option>

Request a Lab
</option>

</question>

Concerning the usability requirements, the application was designed to be op-
erated on tablet devices, specifically the iPad. Cases should be navigable through
the use of swipe gestures, allowing for the case to be traversed both forwards
and backwards. Zooming is accomplished using a standard pinch gesture. An
overview of the case’s timeline can also be viewed at any time (see Figures 2b
and 4a). It was also a requirement that the transitions between documents be
animated to emphasize the timeline-based view of the case, progressing from left
to right.

2 Development

Two versions of Casebook were created in parallel, both targeting the iPad. One
version was developed as a standard, native Objective-C iPad application while
the other was written in HTML as a web-based solution. The HTML version
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(a) The opening screen of a case. Notice
that the case can be navigated using a
keyboard as well as with a swipe gesture.

(b) Answering a question. Students
are presented with questions at strate-
gic points throughout a case, but can
progress further whether they answer cor-
rectly or not.

Fig. 1. Casebook HTML application in use

aimed to mimic the look and feel of a native application, as is shown in Figure 1a
and Figure 2.

In order to mimic a native application’s look and feel, the jQuery Mobile
framework was used. This is a “touch-optimized framework for smartphones
and tablets [17]” that allows advanced interfaces to be built targeting multiple
platforms. Although Casebook was developed specifically with iOS in mind (iOS
being the iPad operating system), the jQuery framework also supports Android,
BlackBerry, Samsung bada, Windows Phone, Palm webOS, Symbian, MeeGo,
and even the Amazon Kindle. Our development focused primarily on targeting
the WebKit browser engine, the rendering engine used by both iOS and the
Android OS—an iPad was used for testing purposes.

The goal of developing Casebook in HTML as well as Objective-C was to
be able to judge HTML’s applicability in creating a touch screen, gesture-based
application for viewing medical records. Optimized views of many websites exist
for touch screen tablets, and several HTML applications rival native applications
in terms of their usability and look & feel (see for example the Financial Times
Web App: http://app.ft.com). Also, showcase demonstrations such as Sen-
cha’s TouchSolitaire application (see http://www.touchsolitaire.mobi) high-
light just what is possible using HTML, CSS, and JavaScript. Having said that,

http://app.ft.com
http://www.touchsolitaire.mobi
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(a) Viewing a single patient record (b) Viewing the timeline of the case

Fig. 2. Casebook HTML application in use, using the timeline

our main concern before development began was performance. Due to the nature
of patient records and their large file size and high resolution, it was question-
able whether a browser would be able to handle large cases containing 30 to 40
patient records.

Nonetheless, there are a number of advantages inherent to web-based ap-
plication development that made the idea of using it as a basis for Casebook
compelling, especially considering that Casebook was intended for in-house use
within the hospital campus and not for worldwide deployment. However, de-
velopers must also be aware of a number of compromises if deciding to write
software for the iPad, or any other tablet, in HTML. This section will discuss
the development of Casebook in both HTML and Objective-C and will empha-
size the advantages and disadvantages of each. First, some general observations
regarding both technologies will be made, followed by a discussion of some issues
that were encountered during development that were specific to Casebook.

2.1 HTML

The following list of observations were made in favor of HTML for iPad or tablet
development:

App Store. Perhaps the most obvious advantage in developing web-based ap-
plications is that the Apple App Store is avoided. This bypasses the need for
paying Apple a developer fee, and also means the application is not at the
mercy of the approval process.
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Integrated Development Environment. When writing web applications,
there is far more freedom in terms of what IDE or OS one can use for
development—when writing native apps for iOS an Intel Macintosh is re-
quired, and realistically Xcode is the only IDE that can be used (although
technically speaking any editor could be used in conjunction with the
apple-darwin9-gcc-4.2.1 compiler).

Device Independence. Using a framework such as the aforementioned jQuery
Mobile, or Sencha Touch, multiple devices can be targeted. This potentially
means a higher customer base and there is certainly more flexibility in terms
of what hardware can be purchased.

Updates. Updates made on the server side are instantly propagated by subse-
quent client requests. Fragmentation of client versions is avoided.

In-house Distribution. By controlling access to within your LAN or WAN,
the distribution of web-based applications can be tightly managed. iOS appli-
cations can also be distributed in-house, but an enterprise developer account
is required to do so.

Development Platform. A dual core Intel-based Apple Mac computer is re-
quired for iOS development. Almost any computer can be used to develop
web-based applications.

Device Specific. HTML applications can be designed to accept keyboard input
and therefore can also function on standard PCs. Google Chrome and Apple
Safari are both based on the WebKit rendering engine, the same engine used
by the iPad and Android browsers.

2.2 Objective-C

A number of advantages that exist when developing in HTML that may make it
convenient for certain types of deployment, especially for in-house applications
and applications that must run on a range of devices. At the same time, web-
based applications are not ideal for all situations. During the development of
Casebook, the following list of general observations were made in favor of writing
programs natively (i.e., in Objective-C):

Monetization. Apple has paid out over $2 billion to developers since opening
the App Store, allowing publishers to charge users anything from between
$0.99 and $999.99 for their applications. Web-based applications, on the
other hand, must rely on advertising schemes such as Google’s Adsense for
revenue. It is worth noting that reliable information concerning the click
through rate (CTR) for mobile advertisements is difficult to find, and would
warrant further study. It is certainly conceivable to suggest that the CTR
is lower for mobile devices such as the iPhone than for desktop machines,
especially when one considers the interruption incurred when a new browser
window is opened in iOS.

Hardware Access. Native applications have access to the complete array of
sensors on the iPhone or iPad, including the GPS device, magnetometer,
accelerometer, and gyroscope. Conversely, HTML applications have no access
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to a device’s hardware. There are efforts to help reduce this deficit, such as
the HTML5 geolocation API which can resolve the user’s location based
on their IP address, although with a far lower accuracy than that of GPS.

iOS API. The iOS API is large and mature, with extensive documentation
available from directly within the Xcode IDE. While the HTML5 specifica-
tion has been finalized, implementation of this specification is incomplete
and differs from engine to engine. Documentation is therefore fragmented
and sparely distributed. JavaScript also suffers from the lack of a centralized
point of access for documentation and this is compounded by the fact that
JavaScript code is interpreted differently from browser to browser. By all
accounts, using a single, officially supported API has definite benefits for
the developer.

Xcode. The Xcode IDE itself is a powerful platform on which to work, com-
plete with a debugger, code completion, as well as the aforementioned inline
help, automatic error detection, and an interface builder. Developing HTML
applications requires more effort on the part of the programmer, with many
editors offering no more than syntax highlighting. Writing complex HTML
and JavaScript without the aid of a debugger is an error prone and difficult
process. That said, IDEs designed specifically for HTML5 development, such
as Aptana, are becoming more common, and Ext Designer even includes an
interface builder.

Security. By deploying apps to your users via the App Store, you mitigate the
risk of a malicious attack on your own servers or hardware. HTML applica-
tions must be hosted, at both your expense and your risk. Web servers are
potential targets for attacks, including denial-of-service exploits and outright
theft of confidential data.

Notifications. Native applications can make use of Apple’s notification frame-
work to send messages to users, even when the app is closed. As of yet, there
is no way in which a HTML application can do this, although there is a draft
specification that aims to address this (WebKit’s webkitNotifications is
one implementation of this draft, for example).

Multi-touch. Multi-touch is an inherent part of the Objective-C framework
for developing mobile applications. As described previously, advanced touch-
enabled applications can be built using frameworks such as Sencha Touch
or jQuery Mobile. Sencha, for example, comes with a gesture library [11].
However, these are third party libraries that could disappear at any time, or
change their terms of service or license agreements to be incompatible with
your project.

If your application requires specific iOS features such as the ability to send noti-
fications, or requires access to the hardware of the device on which it is running,
there is no choice but to develop natively. If not, however, there is little rea-
son to dismiss HTML. There are also some caveats that must be considered,
such as the reliance on third party frameworks, the lack of a definitive and
comprehensive IDE and debugger, and somewhat fragmented help. But this is
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certainly changing; more robust and mature IDEs are appearing, and there are
even projects being developed that convert HTML applications into their native
equivalents (for example PhoneGap, see http://www.phonegap.com)[20].

2.3 Lessons Learned during Development

Once two working prototypes were developed and preliminarily tested, it was
ultimately decided to continue further development of the Objective-C appli-
cation only. The main reason for this was performance; while it was possible
to entirely duplicate the functionality of the Objective-C application, the per-
formance of the HTML application deteriorated rapidly when displaying cases
consisting of more than about 5 or 6 patient records. Part of the requirements
for the project was that the cases themselves consist of individual A4-sized PDF
files in portrait orientation. This was to ensure that no unrecognized filetypes
would be encountered and that all patient records were the same size and orien-
tation on the screen. Text within PDFs is vector based, which allows for close
up zooming. Patient records that consist solely of scans, such as sonographic
images, are wrapped in PDF files, as seen in Figure 4b. Unfortunately, WebKit
cannot natively display PDFs meaning that all PDFs had to be rasterized as
PNG images for the web-based Casebook application. This meant that when
zooming into text the PNG images would become blocky and unreadable and
the zoom functionality was eventually deactivated.

This led to the next problem that was encountered: because all the patient
records had to be rasterized as PNG images, the performance of the transition
animation between documents would become unacceptably slow as more PNG
files load into the browser’s memory. To compensate for this, files in the patient
cases are dynamically loaded only when needed. In other words, after a question
is answered the next group of records is loaded into memory. This method worked
well, but as cases progress increasingly larger amounts of memory is required.
Because there is no way to deallocate memory once it has been loaded, long
cases would result in the user experiencing progressively slower response times
to their swipe gestures, to the point where the application would be become all
but unusable.

Furthermore, it was observed that the development time for the native ap-
plication was shorter than that of the HTML application. The main reason for
this being the iOS API, which has been designed from the ground up to make it
easy to create multi-touch and gesture-based applications. While Sencha Touch
and jQuery are impressive in their own right, they are based on technology that
was arguably never intended for such application development. The result is
that workarounds must often be used to emulate trivial features of the iOS API.
From the point of view of the Casebook project, all subsequent development
time will concentrate on the native application, and further work on the HTML
application will cease.

http://www.phonegap.com
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Fig. 3. Casebook Objective-C application, viewing a single patient record

(a) Answering a question (b) Viewing a sonograph. Images are
wrapped in a PDF template to ensure de-
sign consistency.

Fig. 4. Objective-C Casebook Application
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3 Motivation and Theory

Upon reaching the point of graduation, students of medicine must embark on
a new challenge when they start working as doctors during their internships.
This is the point where students must now apply what they have learned during
their studies to real world situations that require quick thinking in time critical
situations. However, recent work has outlined that as many as 40% of students
do not feel they are prepared for their first medical positions, and this perceived
lack of preparedness is attributed to a number of factors such as students’ level
of knowledge of communications skills, paperwork, and ward work [12][14]. Cru-
cially however, according to Illing, et al., student exposure to clinical processes
and practice is directly correlated to their preparedness or perceived prepared-
ness. Illing, et al. relate their work to the ideas outlined in Lave and Wenger’s
book Situated Learning, where preparedness increases with authentic activity
[16]. The theory of authentic activity ties in closely to that of context, which
stipulates that information learned in the context of where it will be used in-
creases information retention, facilitates learning, and improves the transfer of
knowledge [1]. Currently Virtual Patient applications and Case-Based Learning
tools attempt to increase this authentic activity by simulating the environment
and situation in which medical students will eventually work. Many Virtual Pa-
tients are case based—they consist of cases that can be interacted with and the
student learns clinical reasoning and decision making by examining and work-
ing with these cases. Nonetheless, studies indicate that rule-based diagnoses are
frequently made due to skills that students gain from both Case-Based Learn-
ing and Problem Based Learning, thus confirming their legitimacy as a teaching
method[7][4][22].

However, Case-Based Learning, in its current form at least, suffers from a num-
ber of detrimental issues that have recently been identified. Research has shown
that Case-Based Learning can actually encourage adverse student performance,
such as the phenomenon of premature closure—a situation where a diagnosis is
made before all alternative diagnostic paths have been explored [2][3]. As well as
this, developing cases for Virtual Patients can be an expensive and time consum-
ing process. In 2007, Huang et al. reviewed over 100 virtual patient applications
and found that in 34% of the cases, development costs were over $50,000 and a
staggering 85% of the cases cost over $10,000 to develop (this was due, mostly, to
the very nature of virtual patients that are built from scratch—they are generally
rich in media and incur extensive production costs)[13].

It is the opinion of the authors that a new approach could address many of
these issues at once. This novel approach uses real medical data as the basis for
the cases within the Virtual Patient. This has several advantages over Virtual
Patient cases that are based on fictitious data and must be manufactured. First,
we believe that the trend towards more and more interactive and media rich
cases actually decreases the authentic activity perceived by the students. On the
other hand using real medical records will increase this perception of authentic
activity and more closely mimic the context of the ward. This idea was touched
upon by Dammers et al., who used real patients to teach problem solving [6].
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Second, cases based on real patient records can be collected from modern hospi-
tal information systems with ease—this mitigates premature closure by ensuring
there is a large pool of cases on which students can base their learning and di-
agnostic reasoning [18]. Hospital information systems contain millions of patient
records and potentially thousands of suitable cases. Third, the cost and time ef-
fort involved in producing a case is reduced dramatically as cases do not need to
be produced or manufactured from scratch. As mentioned previously, cases can
be extremely costly to produce, limiting their suitability for small institutions
that do not have the time or monetary resources required for the development of
case-based Virtual Patients. Such costs also inhibit the feasibility of introducing
case-based Virtual Patients in to institutions based in less developed countries.

3.1 Teaching Using Medical Records

Using real patient data makes possible a unique way of teaching the procedure of
documentation to students of medicine. Analyzing cases that were written by med-
ical professionals provides important insight into how this crucial task is under-
taken. Not only can students learn good documentation practice, but they can also
experience examples of badly written documentation or poorly documented cases.
This has multiple benefits: first, students learn how to document well by example
and second, students learn first hand the impact of good documentation on the
understandability of a patient’s history. The more students realize the importance
of good documentation, the better they understand the impact of good documen-
tation on the quality of care. Therefore, Casebook is an attempt to promote the
need for good documentation standards and methods, teach documentation skills,
prep students for real life documentation work, and emphasize the importance of
thorough and well written patient history taking. This will also allow students to
learn the importance of documentation in the wider clinical context—this is be-
coming more important as patient records are being used in an ever increasingly
varied number of situations. This has been observedby Ganslandt et al. where they
found uses of electronic patient records in areas such as clinical research, clinical
management, and quality management [10]. Also, physicians already spend a dis-
proportionate amount of time writing medical reports, and making the most use
of these records after they have been documented is surely logical. According to
preliminary work by Oxentenko, et al., 67.9% of physicians spend up to 4 hours per
day writing documentation, while only 38.9% spend this amount on time in direct
patient contact [19]. Therefore, because of the increasing variety of use of medical
records, and the effort thatmust be invested in to writing patient reports in the first
place, it is essential that students realize that good documentation is beneficial for
many areas of medicine.

As mentioned previously, premature closure is one source of diagnostic error
that is known to cause adverse conditions in patient outcomes. Other sources of
diagnostic error include aggregate bias, anchoring, ascertainment bias, base-rate
neglect, confirmation bias, diagnostic momentum, overconfidence bias, represen-
tative error, and search satisfying [5]. By using real patient data, cases where
such errors are known to have occurred can be shown to the students and the
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point at which the diagnostic error manifested can be discussed. Students can
learn a great deal about the pitfalls of diagnostic error by examining previous
examples of when they happened in real world situations.

This leads on to a final point regarding the annotation of patient records by
physicians. Work by Eva, K.W. (2005), stated that properly conveying knowl-
edge and reasoning strategies to novice diagnosticians is fundamental to a stu-
dent’s understanding of the procedure of a case [9]. Eva’s work recognized that
this task is difficult as the clinical teacher must understand the strategies that
expert clinicians use to make their diagnostic decisions. Interestingly, a model
formulation described by Johnson, et al. outlines a system where a physician’s
thought processes can be documented along with the standard documentation
and history taking [15]. As future work, we propose a similar system, whereby
diagnostic reasoning notes could be added to patient records at the time of doc-
umentation in the form of meta-data annotations specifically with the aim of
using these records for teaching purposes. That way, physicians and medical
professionals could document their reasons for making certain decisions at the
point at which they are made. This information would be saved as supplemental
meta-information not normally visible on the patient record itself, but would
be used by Casebook when the patient records are viewed by students who are
observing the case. Students viewing the cases themselves can earn credits for
comments, questions, and discussion regarding the case. The case creator’s task
would be to act as moderator for the discussion and offer help, pointers, and
feedback regarding any questions or issues that may arise.

4 Future Work

Due to time constraints, Casebook has so far only been tested on a small amount
of users. The winter semester of 2011 will provide the opportunity to test the
application on a large amount of students who will use Casebook as part of
their seminar on Decision Support. Their feedback will be used to decide on
further development directions and serve as a constant testing environment for
the application. Future work will also entail annotating a number of cases with
meta-information to provide the students insight into decision making criteria. In
other words, cases will be supplemented with information outlining the reasoning
and criteria physicians had for making certain diagnostic decisions. The question
being, when cases are supplemented with information on the clinical reasoning
of physicians, do students gain more useful insight into the mind’s of doctors
and how they think and make diagnostic decisions? Do they then learn more
about reasoning strategies? These are extremely pertinent questions in the field
of medical education, documentation, and health information systems. Once a
collection of annotated cases has been assembled, we will also be able to ascertain
the granularity of annotation required.

User feedback aside, Casebook will nonetheless be further developed to sup-
port non-linear cases. The static and linear approach currently employed has
its limitations when several branches occur within one case at the same time.
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Currently, it is possible to order patient records logically in a linear fashion, but
this is not optimal from our point of view.

In the long term, a case repository will be built to collect cases developed
by teachers. Cases themselves will have to be tagged with keywords from the
National Library of Medicine’s controlled vocabularies to ensure that they can
more easily be found and that similar cases can be logically grouped together[21].

5 Conclusion

This paper outlined the development of a Virtual Patient application that uses real
patient data to teach students. The application itself was developed using two dif-
ferent technologies in parallel; one as a standard iPad application running on iOS,
the other as a web-based HTML application designed to be accessed using tablet
browsers. Tablets were chosen as the platform on which to develop Casebook for a
number of reasons. The multi-touch metaphor utilized by tablets emphasizes the
perception of navigating through a timeline, revealing more of the patient’s case
as the records are traversed from left to right. In the environment of a classroom
or seminar, tablets make ideal devices to view patient cases. They can be readily
passed around a classroom,and encourage team work and discussionwithin groups
of students in a seminar session. Not only this, but tablets are increasingly being
used as replacements for workstations in hospital wards, thus further increasing
the authentic activity and learning context. Ultimately, performance issues led to
the abandonment of the web-based application, due mainly to the fact that PDFs
must be rasterized before being displayed within a browser window.

The motivation for using real patient data as the basis for a Virtual Patient
was also described in this paper, and several advantages for both the learner
and the teaching institution were outlined. First, hospital information systems
contain huge pools of medical cases allowing for collections of case-based Virtual
Patients to be compiled. This can help to avoid premature closure as mentioned
throughout the paper, but is also very cost effective. Second, due to the real
world nature of the cases, the perception of authentic activity can be increased
better preparing students for their internships upon graduation. Third, good
documentation practice can be learned and its importance appreciated, thus
increasing the quality of the documentation that the students will eventually
write as junior doctors. With so many students expressing concerns about their
preparedness for clinical work, it was felt that their exposure to clinical practice
could be increased by allowing them to analyze actual patient cases and learn
from the real world work of clinicians.
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Abstract. There is a growing body of evidence that people diagnosed with  
Autistic Spectrum Disorder (ASD) is increasing each year. ASD is a neurodeve-
lopmental spectrum disorder with overarching characteristics the abnormal  
social interaction, communication ability, patterns of interests, and patterns of 
behavior. Individuals with ASD are characterized by unique and divergent 
needs and requirements which make a generalized treatment approach obsolete. 
Early diagnosis and interventions in persons with ASD, along with a consistent 
and continuous monitoring of their situation by the dedicated care team may in-
crease their learning abilities and social inclusion. In this respect, we propose an 
ASD-centric Computer Supported Collaborative Treatment Architecture which 
employs the notion of Virtual Care Teams and dynamic workflows. We analyze 
its various components and outline a set of services that have been adjusted on 
the qualities and limitations of the ASD sector. Through this architecture a con-
tinuous treatment with updated exchange of information, effective communica-
tion, prompt error handling, and improved decision making, can be achieved 
within and between the members of a care team. Finally, we present a real life 
case scenario which employs the particular architecture, encapsulating the ari-
sen benefits of the proposed approach. 

Keywords: eHealth, Autistic Spectrum Disorder, Collaboration, Virtual Care 
Teams. 

1 Introduction 

Autistic Spectrum Disorder (ASD) is an overarching term that describes a group of 
developmental disabilities that include Autistic Disorder, Rett’s Disorder, Childhood 
Disintegrative Disorder, Asperger’s Syndrome, Pervasive Developmental Disorder, 
                                                           
* This work was carried out during the tenure of an ERCIM fellowship. 
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and Not Otherwise Specified (PDD-NOS) [1]. These neurodevelopmental disorders 
are characterized by severe and pervasive impairments that involve problems with 
social interactions, trouble in communication, and repeating patterns of behavior, 
interests and activities. ASD affect different people during their development and to 
different degrees. Symptoms and behaviors can vary, ranging from mild to severe. 
Although people with autism share some common characteristics (such as abnormal 
communication and social interaction, unusual behavior, unusual patterns of attention 
and learning qualities), no two individuals are the same. In addition, the pattern and 
extent of difficulties may change with development. Given this dynamic nature of 
diagnoses over time for autistic persons as well as the unpredicted behaviors and res-
ponses on particular sensor stimuli the treatment method should be dynamic and 
adapted always in their current state. It is generally agreed that no single intervention 
will suit all people with autism, and in addition any intervention can have negative as 
well as positive effects. No one approach is appropriate for all individuals on the aut-
ism spectrum or even for the same individual across his/her lifespan [2]. A range of 
interventions have been developed [3], and examples include those based on beha-
vioral methods, education-based approaches and non-verbal communication systems. 
Choosing an intervention can be a difficult task as there are many different options 
available, they can be costly, and it is often difficult to determine which interventions 
will best suit a person with autism. Persons with ASD need individually designed 
interventions and supports and not rather what is available that may not meet their 
needs, which is sometimes the case [2].  

Nevertheless, no intervention can have an actual effect, if there is not a comprehen-
sive and continuous synergy among the involved care parties around the autistic per-
son’s treatment approach (i.e. family, teacher, therapist, psychologist, social worker, 
etc.) In other words, the collaboration among the social entities in which the autistic 
person lives and functions (that is Family, School and Community) should be well-
coordinated, pragmatic, consistent, contingent, with a continuous exchange and up-
date of related information and ASD-centric services. 

Computer-mediated platforms have been shown to be a catalyst for increased so-
cial interaction in persons with ASD, even though that effect requires further study to 
be effectively employed as a therapeutic intervention [4]. Similarly, technology-based 
collaborative environments and systems could be proofed a profound solution and to 
have indisputable effects on an ASD person’s development. In recent years, there is 
an increasing number of researches, studies and projects in Computer Supported Co-
operative Work (CSCW) applications and systems in the eHealth [29] and Ambient 
Assisted Living [5] domains with successful and encouraging results with regards to 
treatment and social inclusion of patients and elderly people accordingly. In this re-
spect, main purpose of this work is to propose an ASD-centric Computer Supported 
Collaborative Treatment Architecture (ASD-centric CSCTA). The particular architec-
ture aims to identify the components and collaboration dynamics that enhance the 
services provision by an assigned Virtual Care Team (VCT) for the treatment of per-
sons with ASD. Given the one-to-one treatment and therapy applied in such cases 
collaborative system will enhance decision-making through collaboration and a  
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continuous update of the person with ASD state. This will enable the error-free effi-
cient development and control of its situation.  

2 The Importance of Collaboration and CSCW in ASD and 
eHealth 

ASD is a complex lifelong disorder that has an intense impact on a person’s develop-
ment and is more common in males than females. Individuals with ASD, predomi-
nantly demonstrate strong deficiencies in many types of social behavior, social  
imagination and communication; also known as the “Triad of Impairments” [6]. Fur-
thermore, they might indicate difficulties with self-motivation, severe deficits in turn-
taking, joint attention and pointing, play, imitation, and self-initiated behavior [7]; 
impairments in reciprocal social interaction and communication, and restricted and 
stereotyped patterns of interests and activities as well as repetitive movements and 
resistance to change [8]; poor eye-contact and lack of face and body understanding, 
and difficulties on using verbal and non-verbal communication [6]; learning difficul-
ties or learning disabilities [9]; and difficulties in creating and producing emotional 
understanding and expressions while they are unconscious of being able to exert con-
trol over their surroundings environments and obtaining coherent response, even in 
the cases when they themselves causing the events [10]. The complexity of these 
disorders necessitates a range of services that are tailored to the needs of an individual 
with ASD and his/her family, from screening and referral services through diagnosis, 
assessment for intervention planning, and treatment. Specific standardized instru-
ments are available that aid the clinician in gathering relevant information and eva-
luating specific ASD impairments [11]. The comprehensive evaluation of a child with 
a suspected ASD may include speech, language, and communication assessments, 
cognitive testing, behavioral assessments, academic assessments, and a medical eval-
uation [12]. It is critical that these are identified so that appropriate treatment and 
services can be initiated based on the strengths of a person with ASD. These strengths 
and personality traits are considered vital to be identified, since based on these the 
intervention planning that will be applied for the treatment of the individual will be 
formulated [13]. Studies have shown that early identification of individuals with ASD 
can lead to earlier entry into intervention programs that support improved develop-
mental outcomes [14]. Early intervention has been associated with gains in verbal and 
nonverbal communication, higher intelligence test scores, improved peer interactions, 
more effective learning and development of social abilities, and improved quality of 
life [15]. A substantial benefit also of early intervention is the positive impact on the 
family’s ability to interact in a manner that facilitates and copes with their child’s 
developmental concerns, and the greater understanding of their child’s disability and 
how it interacts with family life [16]. 

It is widely acknowledged in the research community that generalization of me-
thods and approaches in the individuals’ with ASD treatment is neither feasible nor 
effective. A personalized (ASD-centric) and intensive treatment could be considered 
to have the most positive impact on the abilities of an individual with autism, applied 
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on a continuous basis and with high synergy among the involved care parties [17]. 
Hence, families have to work collaboratively with professionals from i.e. school, 
community and special education, to integrate the various multidisciplinary assess-
ment findings into a comprehensive profile of the individual’s strengths and concerns. 
This profile becomes the family’s basis for planning for the selection of specific in-
terventions. This synergy can promote discussion among the involved parties and add 
value to the collective expertise and the broad perspective of the interdisciplinary 
team, to ensure that the many needs of these individuals are met across multiple set-
tings, and the identification of the best course of action has been framed [17]. Al-
though a variety of service models have been described that focus on collaboration 
among medical and educational service professionals [18], one important component 
that should unite all these models is the reliance on the exchanged updated data and 
continuous support; in order to revise decision making and treatment planning. This 
collaboration and involvement allows for management and modification of treatment 
plans over time [19] and the provision of more accurate and comprehensive set of 
services. 

The existing technological advancements, either Web based, desktop and/or wire-
less/mobile, are numerous; with several applications to offer synchronous and asyn-
chronous (tele-) cooperation among the members of a dedicated care team. These 
efforts are lying mostly under the overarching research area of Computer Supported 
Cooperative Work (CSCW). Even though there is still no commonly accepted defini-
tion of CSCW [20], we could say that is an “umbrella term” that allow people from a 
variety of disciplines, with partially overlapping concerns, to cooperate and research 
issues of how to use computers to support activities of people working together. 
Suchman [21] describes CSCW as the design of computer-based technologies with 
explicit concern for the socially organized practices of their intended users. CSCW 
approaches have been in recent years extensively applied in the research domains of 
eHealth and Ambient Assisted Living (AAL), with a significant success. In this re-
spect, an alternative term that has been proposed by Consolvo et al. [22], that is Com-
puter Supported Cooperative Care (CSCC), includes the broad range of care-giving 
activities that a group does using technology, having in the center patients and/or 
elderly people. 

The increasing number of different efforts that have been undertaken, in the fields 
of eHealth and AAL (as compared to ASD related attempts where, to the best of our 
knowledge, are more stand-alone and fragmented), are mainly interested in the  
in-house “independent living” [23]; the development of specific technologies for dis-
abilities, i.e. dementia [24], and for addressing the needs of the users and lifestyle 
considerations [25]; the design of distributed integrated innovative services for elderly 
at home [26]; the investigation of technology that could enhance social and health 
care [26]; the socialization and daily monitoring of needs and requirements of the 
elderly in an outdoor environment [5]; and the support of the dynamic creation,  
management and co-ordination of virtual collaborative medical teams, for the conti-
nuous treatment of patients with chronic diseases (i.e. cancer) at home and specialist 
healthcare centres [28]. 
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The particular considerations and applications are of extreme importance in our 
case, since many of the characteristics and the context of these areas, are similar to the 
ASD domain. Our main research concentration is to propose an architecture that  
supports active participation, communication, socialization, mutual assistance and 
self-organization; promoting seamless integration and interaction of different people 
(family members, education and community) at any time and any place and providing 
daily ASD-centric monitoring activity. 

3 A Proposed ASD-Centric Computer Supported Collaborative 
Treatment Architecture 

Considering the different requirements, needs and demands of the ASD domain this 
section outlines an ASD-centric Computer Supported Collaborative Treatment Archi-
tecture (ASD-centric CSCTA). It has its grounds on a CSCW system which has been 
successfully implemented in the domains of eHealth and AAL with significant accep-
tance and value to the use cases that has been applied (i.e. home care for cancer pa-
tients and socialization of elderly people) [28, 27, 5]. The main innovation of the pro-
posed architecture lies at the services layer since it employs notions and techniques 
based on the specificities and contextual characteristics of the collaborative environ-
ment around a person with ASD (in section 4 we will analyze the notion of the ASD-
centric Virtual Care Teams which supports the dynamicity of the workflows for the 
provision of services during a treatment session to an individual with ASD). Further-
more, it is based on IBM’s reference architecture for Service-Oriented Architecture1 

(SOA). The goal of using SOA is to liberate the logic from the constraints of technol-
ogy and to achieve reusability of components. Our technical approach combines Agile 
Software Development (ASD) and Model Driven Architectures (MDA). Agile soft-
ware development focuses on optimizing quality of both software and documentation 
by facilitating a high level of interaction between members of the development teams 
and the end-users. Our system architecture is divided into 5 layers (see Figure 1): (a) 
Presentation Layer, hosts the Graphical User Interfaces (GUIs), that are personalized 
according to user’s preferences and adaptable to any client (e.g. Mobile Device, Web 
browser, Desktop, etc.) according to the individual’s needs maximizing the added 
value of the system; (b) Interoperability Layer, a toolset that enables the development 
of system components and services that use the same syntax and semantics, by utiliz-
ing information models and concepts from the underlying Information Middleware 
with application programming interfaces (API) and interface description languages 
(IDL); (c) Service Layer, figures as the primal innovation of the proposed architec-
ture; implemented with the notion of ASD-centric Virtual Care Teams, dynamic 
workflows and a set of services that enhance collaboration dynamics among the  
prospective bodies that involved in the treatment of persons with ASD (it is further 

                                                           
1 “Service-oriented modeling and architecture - How to identify, specify, and realize services 

for your SOA”, Ali Arsanjani, SOA and Web services Center of Excellence, IBM. 09 Nov 
2004:  http://www-128.ibm.com/ developerworks/webservices/library/ws-soa-design1/  
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analyzed in section 4 of this paper); (d) Information Layer, hosts the Database Man-
agement System of the system (DBMS), that all the data are stored for the user man-
agement, profiling, collaboration features, virtual care teams, dynamic workflows, 
actions, questionnaires, etc. In our architecture, any DBMS can be utilized such as 
Oracle, Microsoft SQL Server and MySQL as long as all basic database functionali-
ties are provided; and (e) Security Layer, ensures that the end user applications can be 
trusted with respect to confidentiality, integrity and availability. These three aspects 
are imperative to the personal information privacy and safety of the users. The securi-
ty layer is designed to fulfill the domain requirements. It uses current and emerging 
security standards in order to create a platform that will reduce the time to market for 
software providers. 

 

Fig. 1. An ASD-centric Computer Supported Collaborative Treatment Architecture 

This layer constitutes a framework that supports PKI (X.509), ebXML framework 
(ISO 15000) and interoperability support for existing middleware security architec-
tures. 

4 The Enhanced Service Layer of the ASD-Centric CSCTA 

As it is clearly perceived so far the importance of one-to-one treatment for persons 
with ASD is of paramount significance. Hence, efficient approaches presuppose the 
formulation of multidisciplinary care teams that will combine knowledge and exper-
tise towards the application of various interventions on an individual with ASD. 
However, formulating such an effective care team is not an easy task. Apart from the 
individualistic characteristics of a person with ASD, other issues i.e., concerning the 
services, communication patterns and the context of a unique case have to be ana-
lyzed and well defined in order to decide which members will finally constitute such a 
care team. Henceforth, embracing these needs and requirements, the “Service Layer” 
of the proposed ASD-centric CSCTA has been designed by utilizing the notions of 
ASD-centric Virtual Care Teams (in “Collaboration” component), the dynamic 
workflows (in “Workflows” component), and a set of ASD-centric services (in “Ser-
vices” component), that are continuously exchanging vital information for the most 
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efficient and effective provision of treatment to an individual with ASD (see  
Figure 2). The Collaboration component is responsible to provide all the collabora-
tion mechanisms between the Virtual Care Team members. Such mechanisms are 
emails, SMS, messages, etc. The Workflows component is responsible to provide 
mechanisms for business process automation and business intelligence. It resembles 
the business processes layer in the SOA architecture, having an orchestration and 
coordination of the basic system services, but in a more dynamic and ad-hoc manner. 
The Services component hosts the basic services that provide all the functionality of 
the system [33]. These services can be called directly from the application or from a 
workflow, and even more from another service. 

 

Fig. 2. The Enhanced Service Layer 

Due to the peculiarity of the ASD domain, the arising contextual concepts and con-
straints infer to a specialized approach based on which the appropriate services will be 
devised for covering the needs of an ASD care team. In this regards, such an ASD-
centric CSCTA should adhere to: (a) Availability awareness, the ASD-centric CSCTA 
must be aware of the user status (availability), in order to manage better any critical 
situations; (b) Expandability, an ASD-centric CSCTA has to be able to expand easily 
with new workflows and collaboration schemas; (c) Easy information sharing, users 
must be able to share the information they want (and nothing more) with other users, 
with minimum effort; (d) Flexible messaging methods, care team members are not 
always computer literate and the environment has to adapt to their communication 
skills. Some of them prefer the use of emails and others prefer the use of SMS text 
messages. The environment should be able to provide all means of communication; 
(e) Availability, an ASD-centric CSCTA has to be available 24/7 from anyplace and 
by any means. This brings in the wireless requirement as mandatory; (f) Confiden-
tiality, collaboration messages must be confidential and only available to the intended 
recipients; and (g) Security, all collaboration messages must be secured (at least at a 
level acceptable to the ASD domain, given the National and/or EU policies and  
regulations). Most of these requirements/characteristics have been positively  
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evaluated in the eHealth sector [28], and it is considered a motivating challenge to be 
applied in the ASD sector. 

4.1 The “Collaboration” Component 

It has been shown, in the eHealth (and more specifically in the chronic patients care) 
and Ambient Assisted Living (AAL) sectors, that the integration of all the aforemen-
tioned concerns under a common dynamic collaborative technological framework can 
be acceptable, successful and competent with the employment of Virtual Care Teams 
(VCT) [29]. Collaboration and virtual teams, abstractly, refer to the notion that a team 
of professionals decides to collaborate over the Internet and thus create a virtual team 
that eliminates the need of physical presence [28]. During the last few years there has 
been an increasing volume of literature on virtual organizations and virtual teams. 
This body of research generally agrees that virtual teams consist of a collection of 
geographically dispersed individuals who work on a joint project or common tasks 
and communicate electronically. For example, Lipnack and Stamps [30] define a vir-
tual team as “a group of people who interact through inter-dependent tasks guided by 
a common purpose” that “works across space, time and organizational boundaries 
with links strengthened by webs of communication technologies”. The main benefit is 
that in a virtual team you can do what you can’t do alone. The challenge of our time is 
to learn to work in virtual teams and networks while retaining the benefits of earlier 
forms. In time, virtual teams will become the natural way to work. Since many virtual 
teams do occasionally meet physically on predefined time intervals, they find them-
selves in the conventional face-to-face setting. It is generally agreed that a good vir-
tual team is, in a way, a good team. Four words capture the essence of virtual teams: 
people, purpose, links, and time. People populate and lead small groups and teams of 
every kind at every level, from the executive suite to the subcommittees of the  
local school’s parent association. Purpose holds groups together, which for teams 
mean a focus on tasks that makes work progressing from goals to results. Links are 
the channels, interactions, and relationships. The greatest difference between  
in-the-same-place teams and virtual ones lies in the nature and variety of their links. 
Time is a dimension common to schedules, milestones, calendars, processes, and life 
cycles [30]. 

Adapting the term into the context, needs and requirements of the ASD domain, we 
are suggesting the notion of ASD-Virtual Care Teams (ASD-VCT), that are focusing 
on treatment objectives for a person with ASD and consisted of members coming 
mainly from the three more important contextual-fields for such a person, the family, 
school and community. It is interesting to note that the physical distance among these 
team members define the urgency of the collaboration and the need for dynamicity. 
Indeed, virtual teams have been presented in the research literature as a communica-
tion intensive and a computer-mediated linked type of group. Electronic data inter-
change, computer-supported cooperative work, group support systems, as well as 
email, videoconferencing and teleconferencing facilities, to name but a few, enable 
people based in different locations to communicate and coordinate their actions with 
great speed and effectiveness [31].  
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4.2 The “Workflows” Component 

Nowadays, utilization of workflows in CSCW environments is a trend, that handle the 
abovementioned requirements through the application of specialized techniques such 
as ad-hoc, recursive, event driven and time triggered [32]. Workflows are mainly used 
to determine the sequence of an operation in order to speed up procedures, enabling 
better handling of resources and reorganizing energy and information flows. In the 
ASD-centric CSCTA context, given the current evolution of wireless technologies, 
workflows application mainly aim to provide end users with an easier way to orches-
trate or describe complex processing of data. Moreover, they establish the need for 
providing dynamic working environments (dynamic workflows) of different actors 
(VCT members) promoting effective collaboration among them, including the person 
with ASD, at any time, and any context (place). Furthermore, ASD-centric CSCTA 
that supports workflows should not have their syntactic and contextual rules and 
processes hardcoded and predefined, but rather dynamic. By syntactic dynamicity (i.e 
configurable), we mean the ability of the workflow to change on demand during a 
task’s execution (according to new requirements, i.e. some specialists might change 
rules based on a given situation). 

4.3 The “Services” Component 

Given the multidisciplinarity, dynamicity and constraints of the ASD sector, main 
objective is to comprehensively identify a number of services that could be success-
fully communicated within and between a specific ASD-centric Computer Supported 
Collaborative Treatment Environment on a continuous and consistent manner for 
maximizing, among others, communication efficiency and decision making in terms 
of time and accuracy. In this regards, a particular services model has been discussed 
by authors in [33], which has investigated the real user needs that are referring to an 
ASD-centric social community level, as well as the innovative cost-effective technol-
ogies which integrate personalized socialization services. Based on an extensive 
research on the individualistic and contextual characteristics of persons with ASD, 
literature review and interviews with specialists it has been proposed a set of services 
that utilize the basic notions of CSCW environments and are classified under five 
main categories: i) ASD Continuing Monitoring, ii) Collaboration Services, iii) Care 
& Wellness Services, iv) Socialization Services and v) Intervention Treatment 
Approach. The particular services are expressing the main outputs of the “Services 
Layer” and provide an added value to the communication among care parties, 
monitoring and error handling, decision making and social inclusion, improving the 
quality of life of the person with ASD. 

5 A Conceptual Real Life Case Scenario: Marco 

In this section we will present a real life scenario of an individual with ASD. We will 
elaborate on an instance of the intervention treatment approach that has been decided 
to be followed based on its initial diagnosis with the use of the proposed ASD-centric 



234 P. Germanakos et al. 

CSCTA and the formulation of the dedicated VCT around it. It has to be mentioned 
that, for ethical and confidentiality issues, the name, age and/or any other characteris-
tics that could reveal the real identity of this person have been altered, without though 
deteriorating the validity of the case. 

5.1 Marco’s Short Profile Description  

Marco is a 5 ½ years-old boy who was diagnosed with a Pervasive Developmental 
Disorder; he is receptive but not verbal (i.e. he understands but he cannot speak). He 
is hypotonic in the vocal apparatus and mouth, he has several verbal self-stimuli 
(sounds like howl) and flicker/flapping hands reactions. 

Parents were unable to change Marco’s behaviors and to communicate with him, 
with great frustration of the child and his family. The exact diagnosis received only 1 
year later when social, speech and communication were totally degraded and the child 
had become not verbal. Doctors evaluated the clinical aspects while the speech, lan-
guage, and communication assessments carried out by a psychologist specialized in 
autism evaluations using ad-hoc test and rate scales (Vineland Adaptive Behaviour 
Scales, PsychoEducational Profile (PEP 3) for the functional evaluation, etc.) 

5.2 Marco’s Intervention Approach 

The beginning of the treatment was made through training programs that were func-
tional to his age and living environments, for the development of his verbal speech. 
The programs aimed at creating the basic prerequisites for school learning, like: oral 
motor imitation, verbal imitation, matching letters, matching numbers, matching simi-
lar words (even not “real” words), matching word/word, receptive labels, expressive 
labels (reading and writing), and academic sequence of letters (once acquired: num-
bers, seasons, days, weeks, months). Such programs include procedures for set-
tle/remove the howling through strategies such as: make the discrete trials faster (i.e. 
increasing the teaching pace) and provide a different “powerful” reinforcement (par-
ticularly interesting for the child) for trials without howling, and procedures for set-
tle/remove the flicker through strategies such as: the teaching of an alternative answer 
which is incompatible with the flicker (i.e. teaching the child how to put his hands 
into his pockets; do cycling, if necessary teaching him to ride a bicycle). 

A useful tool for monitoring problem behavior (used in Marco’s treatment) is the 
Antecedent-Behavior-Consequence (ABC) Analysis (Table 1). Antecedent is the event 
or activity that immediately precedes a problem behavior; Behavior refers to an ob-
served behavior; and Consequence refers to the event that immediately follows a re-
sponse. This tool allows an observer to record descriptive information about a child in 
a systematic and organized way, recognizing emerging predictable patterns and then 
studying the strategy for modifying the behavior. The idea is that when problem be-
havior appears, there is an antecedent that triggers the behavior and a consequence 
that “maintains” the behavior. The therapists/caregivers may act on the environment 
for avoiding the antecedent to take place, eliminating the problem behavior.  
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Table 1. The ABC tool 

Date/Time Activity Antecedent Behavior Consequence 
     
     

 
Furthermore, consequences increase or decrease the probability that the analyzed 

behavior will occur again in the future. Hence, reshaping consequences allows to 
model the behavior, fading out inappropriate behaviors (even though this may be 
difficult at some point since usually requires the change of the response by the therap-
ists/caregivers to a problem behavior). 

5.3 Marco’s Typical Treatment Scenario and Concerns 

A typical treatment scenario for Marco, involves 5 team members plus the parents. 
The team members that are participating in this scenario are the Senior Therapist, 
Therapist A, Therapist B, Therapist C, and a Consultant, together with the child’s 
parents. In this scenario (see Figure 3), Senior Therapist (ST) initiate Marco’s therapy 
program, decided and prepared by the Consultant, and assign tasks to the Therapist A 
(TA), Therapist B (TB) and Therapist C (TC). TA carries out a training program 
called “Sequence of imitation with Blocks”.  

TA uses ABC analysis (see Table 1) in order to monitor any problem behavior and 
tries to reduce/eliminate it. The therapist monitors the problem behavior spending an 
additional time for filling the ABC (paper) form that has to be delivered to the ST for 
reviewing the results. During another therapy session, TB gives a discriminative sti-
mulus (DS) that is not coherent with the DS Marco previously received by the TA. As 
a result, the child fails, the program does not progress and the child do not collaborate 
since there was not coherence. TB monitors the problem behavior spending an addi-
tional time for filling the ABC (paper) form. Furthermore, TB spends some time to 
advice the child’s parents on their future behavior in order to advance child’s 
progress. TB then also delivers the results to the ST for revision. When ST gathers all 
results, he analyses them and conducts a cross check on the findings. 

ST identifies that the DS of the TB is not coherent with the DS previously the child 
received (from TA). He decides to suspend the program “Blocks” and schedules a 
meeting with all team members in order to find an optimum solution for this problem. 
ST calls all team members to inform them for the updated program and tries to sche-
dule an appropriate time for the meeting. Later, ST calls the Consultant to update him 
on child’s program and progress. During the meeting, team members gather and ob-
serve videos of various program executions on Marco and try to analyze his behavior. 
ST provides corrections and resumes the program. Finally, ST prepares a report based 
on the meeting, referring to the changes on the program and child’s progress, and 
disseminates the results to the Consultant. 

Observing the traditional treatment scenario above, we can distinguish some limi-
tations on the existing operational workflow of the care team members. These limita-
tions include communication restrictions, data integrity issues, data availability and 
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attending sessions without the proper knowledge on previous sessions and thus the 
complete picture of child’s progress. In our case, TB would have had consulted the 
ST before attempting to give a DS that is not coherent with previously DS of TA. 
Numerous cases show that a proper circulation of results could speed up children’s 
progress. Through the implementation of the proposed ASD-centric CSCTA we 
tackle these limitations with the utilization of VCTs, a centralized knowledge base 
and a bouquet of ASD-centric services. 

5.4 Optimizing Marco’s Typical Treatment Scenario and Evaluation 

In Figure 4, we illustrate the abovementioned scenario using the proposed ASD-
CSCTA. For each individual with ASD we formulate a VCT by assigning users with 
roles that will participate in that specific team. All team members are equipped with 
mobile devices (i.e. iPhones, iPads, Android phones, HTC windows mobile enabled, 
laptops, etc.) VCT members can access and update all information about their caring 
individual easily from anywhere and anytime (24/7) with the utilization of mobile 
technologies (i.e. GPRS, 3G, WIFI, etc.), depending on their authentication rights. 

In our case, the ST instead of assigning separately the initiation of the program to 
each therapist, logs into the system (currently we are evaluating the proposed archi-
tecture with the use of a pilot system) and initiates Marco’s therapy program (called 
“Sequence of imitation with Blocks”), where all the therapists (TA, TB, TC) are noti-
fied automatically. At a later stage, TA monitors the Marco’s problem behavior that 
has been noticed and fills-in online the ABC form, which is available from the system 
under the child’s diary. As expected, the results are instantly available to ST and he 
reviews the results without having to wait for the TA to deliver them in person. Simi-
larly, during another session, TB gives a DS which was not coherent with the one the 
child previously received by the TA. As a result, the child fails (do not collaborate), 
and the program does not progress as planned. TB monitors the problem behavior and 
updates the ABC (online) form. The results are instantly available to the ST through 
the system, who reviews the outcome without having to wait for the TB to deliver 
them in person. In addition, ST easily gathers and analyses all results and conducts a 
cross check on the findings since they are all available to him through the system. The 
derived consensus with regards to the case progression is better supported and docu-
mented. We notice that by utilizing the messaging service of the proposed treatment 
environment, we save valuable time and effort (as it can also be observed by compar-
ing the two Figures, 3 and 4). 

The ST decides to update the program and the system alerts TA, TB, TC and 
child’s parents about this change. The system also makes the ST’s findings available to 
the Consultant. ST decides to schedule a meeting with the team members and he can do 
this easily since he can review each team member’s schedule online. Their schedule is 
automatically updated by the system. During the meeting session, all team members 
observe videos of various program executions and try to analyze Marco’s behavior. ST 
provides corrections and resumes the program. Finally, ST prepares a report on the 
meeting, with the changes on the program, and child’s progress and uploads it to the 
system. The system makes also the updates available to the Consultant. 
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Fig. 4. Marco’s Treatment Scenario UML using the ASD-centric CSCTA 

Comparing the two scenarios, we can easily identify an upgrade in the Quality of 
Data (QoD), Quality of Service (QoS) and security in the optimized version. This is 
achieved through the enhanced communication and coordination among the ASD-
VCT’s members, with the use of the pilot system and the functionalities: Schedule 
updates, messaging service between users, reminders and alerts. In a more detail, 
QoD has been enhanced due to the continuous real-time update of information, accu-
racy, completeness, constancy and relevancy. QoS has been advanced since the users 
are collaborating in more effective and efficient manner; while security is supported 
by the CIA triad (Confidentiality, Integrity and Availability), which describes the 
fundamental security principles in a sustainable information security framework [34]. 

Using the system in the second optimized scenario, we identify savings in Program 
Management, Schedule Management and Information retrieval, which can be esti-
mated in terms of time savings and consequently cost savings. More specifically, it 
has been identified that (see Figure 4) there are: 

(i) 3 savings in assigning the program to the therapists (steps 2, 3 and 4).  
(ii) 2 savings in information retrieval from the system (steps 7 and 11). 
(iii) 2 savings in informing the consultant on updates (steps 19 and 28) 
(iv) 4 savings in updates on the program to the therapists (steps 15, 16, 17  

and 18) 
(v) 1 saving on scheduling a meeting and 4 saving on updating therapists’  

schedule. 
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A rough diagonal estimation shows that there is a significant average saving time of 
the total process. In order to have a more precise estimation, we have calculated the 
cost for each one of these 5 groups of savings. Lying on the valuable insight of the 
Marco’s ASD-VCT, with regards to time and cost spent in each process-step, we were 
able to estimate the values for these groups, based on the formulas shown in Table 2. 

Table 2. Marco’s Treatment Scenario Groups of Savings: Estimated Time and Cost for each 
Process-Step 

Groups of Savings Formula for Calculating Estimation 
(i) Program assignment by the senior therapist 

it takes on average 15 minutes through 
GSM telephony. 

− Total saving time = 15minutes * number 
of assignments 

− Total cost saving = Total saving time 
* (cost of GSM callper minute + rate of 
the senior therapistper minute + rate of 
the therapistper minute) 

(ii) In order for the senior therapist to get the 
result, all other therapists had to return the 
results (ABC paper form) in the headquar-
ters. This procedure demanded a travelling 
time of 30 minutes and 20 Km on average. 

− Total saving time = 30minutes * trips to 
headquarters 

− Total cost saving = (Total saving time 
* rate of the senior therapistper minute) + 
(Traveling cost for 20 Km * trips to 
headquarters) 

(iii) The update of the consultant usually takes 
30 minutes and usually with the use of GSM 
telephony. 

− Total saving time = 30minutes * calls to 
the consultant 

− Total cost saving = Total saving time 
* (cost of GSM callper minute + rate of 
the senior therapistper minute + rate of 
the consultantper minute) 

(iv) Each therapist’s update on the program by 
the senior therapist takes an average time of 
20 minutes, again through GSM telephony. 

− Total saving time = 20minutes * calls to 
therapists 

− Total cost saving = Total saving time 
* (cost of GSM callper minute + rate of 
the senior therapistper minute + rate of 
the therapistper minute) 

(v) The scheduling of a meeting is the most 
time consuming task. The senior therapist 
has to call each participant separately in or-
der to arrange the time that is suitable for 
all. After the agreement (sometimes more 
than one phone calls is needed) he has to 
call again each one of them in order to noti-
fy them about the agreed time for the meet-
ing. This task needs 30 minutes on average 
for each participant through GSM 
telephony. 

− Total saving time = 30minutes * number 
of participants 

− Total cost saving = Total saving time 
* (cost of GSM callper minute + rate of 
the senior therapistper minute + rate of 
the therapistper minute) 

 
Henceforth, applying this conceptualization, in Italy, the estimated cost for the se-

nior therapist is 18€€ /h, for the therapist is 12€€ /h, and for the consultant is 90€€ /h. We 
can also estimate the costs of supporting services, such as, telephone calls (average 
cost of 15c/min for GSM phone calls) and trips to visits (average cost of 10c/min or 
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15c/Km for gas). Furthermore, based on the team members experience the average 
phone call duration is 20 min and the average travel time is 30 min (approximately 
20Km in urban areas). Most of the times in order for the team members to provide the 
above services a preparatory work has to be undertaken, as shown in Table 3.  

Table 3. Cost (in EUROS) of preparatory work prior or after visit 

Task 
Duration 
(in mi-
nutes) 

Cost for 
senior 

therapist 

Cost for 
therapist  

Cost for 
consultant 

Office, discussion on patient 
issues, read patient notes, com-
munication book entry 

10 3€€  2€€  15€€  

Phone call to patient or his family 5 1.5€€  1€€  7.5€€  
Phone calls to other health pro-
fessionals 

5 1.5€€  1€€  7.5€€  

organize equipment 5 1.5€€  1€€  7.5€€  
Office work including updating 
patient notes, briefing team, 
communication book etc 

15 4.5€€  3€€  22.5€€  

Finally, we calculated all other costs like traveling from/to persons’ with ASD 
houses, from/to team members’ houses and from/to headquarters, telephone costs, 
travel to obtain special equipment, etc. Therefore, in Marco’s case, we have estimated 
(using the formulas in Table 2) the cost for each scenario (without and with the pro-
posed system). In Table 4 we can view the costs in more detail for both versions of 
this scenario. 

Table 4. Cost (in EUROS) of each scenario 

Without the System 

Communication 
Costs 

Travelling 
Costs 

Visits 
Costs 

Other  
Costs Total 

10 Calls 
(Steps: 2,3,4,11,16, 

17,18,19,20,28) 

2 trips to 
deliver the 

results 
(Steps:7,12) 

2 Visits 
(Steps: 

5,6,9,10) 

3 reviews and a meet-
ing 

(Steps: 
1,8,13,14,15,21, 

22,23,24,25,26,27) 

 

84,75€€  18€€  60€€  351€€  513.75€€  

With the System 

Communication 
Costs 

Travelling 
Costs 

Visits 
Costs 

Other  
Costs 

Total 

1 Advice Parents 
(Steps: 2) 

0 trips to 
deliver the 

results 

2 Visits 
(Steps: 

5,6,9,10) 

3 reviews and a meet-
ing 

(Steps: 1,8,13,14,21, 
22,23,24,25,26,27) 

 

6€€  0 60€€  351€€  
417€€  

(≈19,5% 
Savings) 
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The calculated costs are divided into 4 categories. The Communication Costs, 
Traveling Costs, Visits Costs and Other Costs. The Visiting and Other Costs are not 
affected by the use of the system. As we can observe, the majority of the savings are 
mainly in Communication Costs where our system organizes all actions and speeds up 
communications and information sharing resulting to a cost decrease of 93%. In addi-
tion, the Traveling Costs for reporting back to the headquarters are eliminated with 
the use of the system. Finally, for this simple scenario, the total estimation is around 
19.5% savings. 

It can be easily noticed that these savings are of great importance, since the scena-
rio instance we have used in this paper is small in scale. A normal full scale scenario 
consists of at least 3 therapists that are having 3-6 sessions per week each, for every 
child. The saving for communications only, for a sample of 50 children, can be esca-
lated up to 20.000€€  per month. In addition, there are many indirect and hidden cost 
savings such as traveling of trainers back to headquarters in order to obtain session of 
other trainers on the child that he is going to visit. There are also cases that therapists 
did not return the results to the headquarters on time and as a result all other therapists 
went to a session without proper knowledge on child’s progress. 

6 Conclusion and Discussion 

In this paper we have underlined the significance of continuous collaborative treat-
ment provision to individuals with ASD. Given the differences, particularities and 
abnormal progression of ASD a personalized multidisciplinary collaborative interven-
tion approach for persons with ASD is considered vital for their most effective devel-
opment. It has been realized that early one-to-one treatment interventions, accurate 
exchange of information and prompt delivery of services to such persons increase 
their intellectual and social abilities and make them feel more comfortable and 
adapted to their contextual environment. Furthermore, the rapid advancement of desk-
top, Web-based and mobile / wireless technologies have created new opportunities 
and possibilities of designing sophisticated environments and systems that can capture 
the needs and requirements of these persons, since they are able to improve drastically 
the synergy and communication within and between the ASD-centric care teams. In 
this respect we have proposed an ASD-centric Computer Supported Collaborative 
Treatment Architecture which employs the notion of Virtual Care Teams and the 
provision of ASD-centric services over dynamic workflows. VCTs can significantly 
enhance the main strategies used by all care parties that are emphasized on collabora-
tion in the sharing of information for data-based decisions regarding diagnosis, treat-
ment planning, and intervention and ongoing monitoring in order to meet the medical 
and educational needs of persons with ASD. The latter conceptualization benefits are 
also grounded from the ongoing positive evaluation of VCTs in the eHealth sector. 

More specifically, we have applied the proposed architecture in a real life case 
scenario instance, with the use of a pilot system, in order to initially evaluate its effec-
tiveness and efficiency during a treatment process which is based on ABC analysis. It 
has been identified an upgrade in the QoD, QoS and security in the optimized version. 
This is achieved through the enhanced communication and coordination recognizing 
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savings in Program Management, Schedule Management and Information retrieval, 
which have been interpreted in terms of time savings and consequently cost savings 
on an average of 19.5% of the total process.  

Limitations of this study in terms of evaluation at the various levels of interest in-
clude not only the common problems of adopting information and communication 
collaborative technologies in the dynamic ASD environment (i.e. reorganization 
working process, phobia of technology, lack of trust, limited budget) but also to a 
missing universal legal ASD framework. In the ASD sector legal issues are essential 
due to the sensitivity of the individuals’ with ASD data (health / medical records, 
diagnostic reports, etc.) Furthermore, factors like the need to full time personnel to 
manage IT problems, regular retraining users to constantly changing technologies and 
the high cost of wireless medium lead to enormous budgets that hampers most of the 
times the adequate adoption of such systems. 

Nevertheless, the anticipated impact on the attitudes and benefits of persons with 
ASD could be perceived as multifold.  Indicatively, we could say that it is expected 
that the treatment will be more direct and sufficient since the person with ASD will 
feel safe and secure with the care team being around it on a 24/7 basis; the decision 
making with regards to the progression of this person will be enhanced and will be 
more accurate since there will be a live update of the exchanged information; the 
communication among the care team members will be more sound and prompt avoid-
ing any delays in the whole treatment process while at the same time a more effective 
timely error handling will be achieved; the cost and effort of the care team members 
will be reduced, especially if they are in dispersed areas, without though jeopardizing 
the quality of the treatment. 

Future work includes the extensive evaluation of the effectiveness and efficiency of 
the architecture at a conceptual (proof-of-concept) and as an application at a system 
level. Key research issues that need to be further addressed, among others, include: 
the support of continuity of care, by the VCTs to persons with ASD, at any given 
time, irrespective of locality, or cross country movement; improvement of communi-
cation within (virtual) care team members that constitute the context of the individual 
with ASD (home, school, community); improvement of the security and timely access 
to information, in accordance to the authorization roles’ levels, through a unified in-
formation space (centralized database) centered around the person with ASD; im-
provement of the flexible collection of statistical data for further audit and research 
within the VCTs setting; improvement of decisions’ making evaluation in terms of 
time and accuracy; improvement of cost effectiveness through improved communica-
tions and better planning services; etc. 
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Abstract. As the world's population ages, the number of elderly people suffer-
ing from various diseases increases. Due to a variety of reasons such as conven-
ience or a need for security and privacy these elderly people generally prefer to 
avail healthcare facilities at their home. Advances in ubiquitous computing and 
wireless sensor networking have opened up new opportunities in healthcare sys-
tems. In-home pervasive networks may assist residents by providing memory 
enhancement, remote control of home appliances, medical data lookup and 
emergency communication. This is time to break through the physical  
boundaries of hospitals and bring healthcare facilities to the homes. Wireless 
and internet-based healthcare devices can play a vital role in this regard given 
that reliable, individualized systems with user-friendly interfaces are developed 
to enable elderly people feel comfortable with making use of novel technology. 
This paper presents Home Healthcare Network (H2N), a complete system inte-
grating the abundance of existing sensor nodes and other devices with perva-
sive, wireless networks. Our approach focuses on improving social aspects of 
elderly care besides the conventional care-giving functionalities. Finally, we 
talk about the importance of preserving privacy of such a system and propose a 
primitive solution for the inclusion of privacy awareness in the system. Al-
though H2N is basically designed to function as a healthcare aide for the elderly 
people, with little customization it can be used to accommodate other user 
groups as well.  

Keywords: Home monitoring, Smart home, Assisted living, Elderly people, 
TinyOS. 

1 Introduction 

During the last decade, the size of elderly population has shown noteworthy growth, 
especially in the developed countries. Carrying out daily tasks at home becomes  
difficult or impossible for elderly persons with restricted mobility capabilities.  



246 R. Islam et al. 

Besides, movement in (out)-doors requires a third-party’s assistance [18, 19]. Yet, 
these elderly people clearly prefer independent living to institutionalization [16, 17]. 
At same time, they exhibit ever-increasing tendency towards leading an isolated life 
away from their offspring. In this context, conceiving technologies for increasing their 
autonomy, so as to enable them to self-manage their life is of utmost importance. 
Furthermore, a safe, convenient, sound and healthy living environment is the prere-
quisite for a good house for the elderly people with special needs. 

Recent progresses in wireless sensor networking have created huge opportunities in 
healthcare systems. There seems to exist immense possibility for the integration of the 
abundance of existing specialized medical technology with pervasive, wireless net-
works. These will co-exist with the installed infrastructure, real-time data collection 
and augmenting response. Examples of areas in which current medical systems can be 
promoted the most from wireless sensor networks are in-home assistance, smart nurs-
ing homes, and clinical trial.  

The number of elderly people increases as the world's population ages. Residents 
may be assisted by in-home pervasive networks through providing memory  
enhancement, remote control of home appliances, medical data lookup and emergen-
cy communication. Unobtrusive, wearable sensors will allow vast amounts of data to 
be collected and mined for long-term historical analysis. Data will be collected and 
reported automatically, reducing the cost and inconvenience of regular visits to the 
physician.  

The well-being of elderly people depends greatly on proper care and treatment. 
Their physical status needs to be monitored regularly on a continuous basis. Normally 
this can be accomplished with the help of a human assistant. In modern days people 
are rarely available to take care of their elderly relatives. Due to that, design and de-
velopment of automated care-giving system is an important issue. This is a compli-
cated process as it involves numerous concerns. The design and development of an 
effective full-featured automated care-giving system is a challenging task. Taking 
proper care of elderly people differs from generic care-giving systems in various ways 
because of diverse nature of problems experienced by people at old age. At the core 
of any attempt to build an automated system, we see the identification of required 
features and characteristics based on the functionalities to be performed. We have 
conducted extensive analysis and practical survey to properly find out the require-
ments of an effective automated care-giving system. Our analysis exhibits that such a 
system which targets elderly people should incorporate a number of exclusive func-
tionalities in addition to the standard in-home healthcare facilities. Such requirement 
makes us face novel challenges which should be handled properly. In this paper, we 
have listed all the required functionalities of an automated in-home healthcare system 
and mentioned which ones among them should obviously be included for elderly care 
management. We also come up with the challenging research issues we need to con-
sider. Then we propose an automated system featured with all those facilities solving 
the challenges arisen. 

The whole care-giving process for elderly people can be divided into two parts. 
Primarily we should concern about the physical health and wellbeing of the body. 
This requires continuous monitoring of physical condition, movement of the subject 
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and the status of the environment where he stays along with the option of control 
when necessary. In reality, numerous parameters and conditions are related to the 
health status of a person. Among those we have chosen fall detection and sleep moni-
toring as the most significant for elderly people and built systems for continuously 
monitoring those two aspects. Aside from this system, we have developed another 
module which facilitates remote monitoring and control of home electronic devices. 
This tool can contribute significantly to the elderly care-giving process. Using this 
module an elderly user can see the status of a number of electric devices belonging to 
his house while he is away from his residence. This type of application should be of 
great help for a person suffering from memory deficiency which is very common at 
old age. As an additional advantage, by using this application friends and relatives of 
an elderly person can monitor and control the status of certain electronic appliances of 
his home. This sort of interesting service will surely have some sort of psychological 
impact on the subject and eventually tend to boost his social interaction. In order to 
maintain good health performing regular physical exercise is a must. Very often it 
becomes troublesome for elderly people to maintain regularity of the tasks. Some-
times conducting regular exercise is required as part of medical treatment. We have 
built an enhanced game glove system which can either be used as a joystick to play 
computer games or as a therapy tool. While playing games using the game glove de-
tailed movements of different parts of the user’s hand is captured automatically. The 
performance of the user in the game also measures the fitness of different parts of 
hand. This data is later used for analysis and treatment is suggested based on that. 
Thus the game glove system can be used as a therapy tool side by side providing en-
tertainment and in this way it will eliminate the boredom of performing regular hand 
exercise. 

Reluctance to social interaction is another major aspect of problems common in  
elderly people. Most of them show tendency to remain secluded as they do not feel 
comfortable to meet people and participate into social gatherings. In our research we 
find that improving the quality of social life should be considered with importance. 
We have proposed an application which aims at monitoring the level of social activity 
from online chat history and then providing relevant suggestions to enhance social 
interaction. We have shown how this application can cooperate with the other  
modules. For this, we propose a central integration unit which supervises functions  
of different components and ensures proper synchronization among them in a  
systematic way.  

The rest of the paper is organized as follows. Section 2 discusses the required fea-
tures of an ideal elderly care system. Section 3 focuses on the related works. Then we 
propose our system in Section 4 and describe its core functionalities. Section 5 walks 
through the necessary details of the major components related to different subsystems. 
We talk about the prototype developed so far in Section 6. This section also contains 
results of our survey regarding user experience. Finally, we conclude the paper in 
Section 7. 
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2 Essential Features 

The home healthcare network which we propose possesses a number of special fea-
tures which make it novel and unique. These features are discussed below. 

Cost effective: Elderly care is typically a very costly process, especially when done at 
a clinic or nursing home. Our system uses inexpensive, readily available sensors, 
electrical devices and takes advantage of the existing technology a user would already 
have at her home, such as computer, cell phone or PDA. In addition, the system can 
handle multiple users simultaneously. 

Accurate: In order to be comparable to the diagnosis a nursing home would give, a 
portable solution must keep accuracy as an important goal. To balance cost and accu-
racy, the chosen sensors and other tools, instruments are in some cases multi-
functional (the pulse oximeter) and in all cases deliver the best results as compared to 
the price. Also, because our approach can be used as a long-term monitoring solution, 
extreme readings from the automated system will average out over the longer period 
of time which will produce a more accurate assessment. 

Reliable: Because we have designed our home healthcare system with long-term 
monitoring as an objective, the system itself must be reliable. It should be able to be 
used consistently for weeks or even months continuously without degrading in accu-
racy or requiring any maintenance on the part of the user. Although it is impossible to 
prepare for all situations that may occur, the system is easily customizable for any age 
of the user, allowing it to respond to unique needs more effectively than a “one size 
fits all” solution could do. 

Privacy aware: Our proposed system monitors daily activities, health status and col-
lects lifestyle data. So, it is quite natural that users would want to control the use of 
their confidential information. Our solution allows the user to customize how their 
information is shared and who can have access to it. By default, only the doctor who 
will diagnose the user or any close relative will have access to the information and 
data on the system itself will be restricted to the specific user who collected it. 

Simple yet meaningful GUI: The major target age group of our home care-giving 
system is the elderly. With the passage of time the older age groups are becoming 
more and more familiar with computers and mobile devices. Still in order to accom-
modate everyone now and in the future the user interface of our application is very 
simple. Text is easy to read and most importantly a new user should have little prob-
lems utilizing the full potential of the system. For the completely trained user it can be 
nearly autonomous, requiring the user to simply wear the sensors and then visit the 
doctor when collection is complete. However, it will also accommodate to the other 
end of the spectrum by being very customizable and revealing more options to more 
experienced users. 

Easy and noninvasive to setup and use: A user will be expected to use the system 
throughout the whole day in order to get an accurate assessment of her daily life  
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patterns. For this reason, the entire system must be easy to setup not interfere with 
normally used household objects. Emerging pervasive technologies make this espe-
cially easy but present some challenges as well. The communication between devices 
is wireless, so the user does not need to worry about many wires being tangled up. 
However, the number of wireless motes and other devices needs to be balanced as 
well, because the more parts a system contains the less easy it is to setup and use. 
Because of the expandability of the system, it is easy to incorporate many wireless 
nodes or stick to fewer nodes with more sensors attached to each one.  

Safety of the User: A major part of the application deals with remote handling of 
electrical appliances, so ensuring safety of the environment is of utmost importance. 
The process of distant regulation of a device should be safe enough for the home envi-
ronment such that it does not cause electrical shocks, short-circuits, fires etc. Besides, 
immediate actions should be taken regarding any malfunctioning behavior of a device 
to safeguard major mishaps. 

Security, Authenticity and Integrity of Data: In order to avoid false data all tiny sen-
sors must be authenticated before data can be treated as reliable. Security and reliabil-
ity of the data are highly dependent on the authentication mechanism. There should be 
integrity among all these data and by checking this integrity the system will be able to 
detect any anomalous situation such as faulty/malfunctioning device, erroneous in-
formation from any source. 

Universal and Ceaseless Access: The entire system must provide uninterrupted con-
nectivity between the remote PC or handheld device of the users and the home moni-
toring system. 

3 Related Work 

Telemedicine and remote monitoring of patients at home are gaining higher urgency 
and importance [3, 4]. In [2], the in-house movements of elderly people are monitored 
by placing infrared sensors in each room of their homes. While such a method may 
not be as obviously intrusive as using cameras, still it intrudes into the privacy of the 
person. Ahamed et al. discusses the challenges of developing Wellness Assistant 
(WA) [10], software which can be used by people with obesity, diabetes, or high 
blood pressure, conditions which need constant monitoring. In [13] they provide the 
details of another application 'Healthcare Aide'. A similar software called Wellness 
Monitor (WM) is presented in [11] which facilitates continuous follow-up of cancer 
patients.  

In [3] the new possibilities for home care and monitoring are described using wire-
less micro sensors. Regular patient monitoring using personal area networks of wire-
less intelligent sensors is reported in [4]. The development of care support system to 
monitor the overall health of residents who need constant care has been reported in 
[5]. The Home Heartbeat [6] is commercial product developed by Eaton [6] with as-
sistance from MAYA design [7]. Home Heartbeat uses wireless sensors to  
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determine if windows or doors are open, which devices/appliances are on, if there is 
water in the basement, and so forth. Gaddam et al. proposed the development of a 
wireless sensors based home monitoring system especially for elder people [8]. All 
these systems have the purpose of monitoring a patient remotely or taking care of 
elderly people. These systems do not facilitate universal access as they target a partic-
ular user group. Most of these systems are not even affordable by common people.  

The relationship between services, spaces and users in the context of a smart home is 
analyzed in [9]. Then they propose a framework as well as a corresponding algorithm to 
model their interaction. In [14] an omnipresent customizable service is presented which 
can be used by different types of users from different fields such as education, health-
care, marketing, or business, at any time, and at any place. In [15] Mileo et al. describe 
an intelligent home environment in which modern wireless sensor network technologies 
allow constant monitoring of a patient in a context-aware setting.  

Some recent works in relation to ambient assisted living is reported in [16] which 
refer to electronic environments that are sensitive and responsive to the presence of 
people and provide assistive propositions for maintaining an independent lifestyle. 
Similar works presented in [17] aims at producing technological and media support to 
help elderly people to stay at their homes longer. These works propose advanced in-
terface mechanisms and other techniques to assist lifestyle. In [22-24] Holzinger et al. 
discusses some usability metrics ascertained on the basis of experiments made with 
applications for elderly people and investigates achievable metrics for the evaluation 
of passive technology, trustworthiness and usability while categorizing them  
according to applicability for usability testing. 

4 Our Approach: H2N (Home-Healthcare-Network)  

We present the concept of a complete and autonomous system for providing in-home 
healthcare services to the elderly people. A central control unit supervises the compo-
nents and integrates their functionalities. Our system makes use of easily available 
devices and technologies to build the sub-systems. They include PDA, smart phone, 
RFID, mote sensors, iRobot, webcam etc. Most of these are frequently used by  
modern people. 

A group of services are essential for taking proper care of elderly people. There ex-
ist numerous systems which provide some common services. But here we mention 
some services which will provide extra facilities to the elderly people. These services 
are discussed in brief below. Prior to that, we have depicted an overview of the over-
all architecture of our proposed system in Figure 1. It should be noted that several 
components comprise the entire H2N system and each component is responsible for 
one or more services.  

4.1 Continuous Patient Monitoring 

This is a common feature for any elderly care system. Due to its inevitability we in-
clude this service into our system. There should be an automated system for monitor-
ing the health status of the elderly residents on a continuous basis. Old people most 
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Fig. 1. H2N Architecture and Its Services 

often suffer from restricted mobility. Such people are vulnerable to sudden fall down 
which may cause serious injury or even death due to severe stroke or heart failure. For 
this a fall detection unit should be a significant part of the continuous monitoring 
system. Another aspect which we focus on is sleep monitoring as disturbance in regu-
lar sleep habit is common at old age and it causes a number of other complicacies. So, 
our proposed system includes a fall detection unit and a sleep monitoring unit as part 
of the continuous patient monitoring. These units monitor the patients, collect data 
and send to a central unit. The central unit later analyses the data and takes decision 
regarding emergency situation.      

4.2 Assisting Daily Life Activity 

In modern age elderly people are smart enough to make use of advanced electronic 
devices. In fact, these devices have become part and parcel of their life. The more 
they get accustomed to using these devices, the more they face the problem of proper-
ly handling them. As memory deficit is common in most elderly people, proper main-
tenance of home electronic devices becomes more difficult. Keeping this in mind we 
provide the facility of controlling the electronic devices remotely. Using this ad-
vanced feature relatives of the elderly people will be able to check the status of the 
devices and control them. Even the elderly people themselves will be able to do that 
while they are out of home. 

4.3 Remote Care-Giving Facility 

The remote device monitoring tool incorporated in our system will facilitate taking 
care of elderly people from distant places. There are a lot of people staying away from 
their old-aged parents. They can monitor status of the place where their parents are 
living through the remote home monitoring tool. After viewing the status they can 
control some devices as well if needed. This can be done periodically or on an emer-
gency basis. There might arise some emergency situation due to malfunctioning of 
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some of the devices which will trigger an alarm and the alarm will be immediately 
informed to some of the friends or relatives of the residents. This sort of facility will 
enable prompt action against any emergency situation to avoid any potential danger.  

Moreover, a deep insight into such facility reveals another indirect benefit which 
has emotional impact on the elderly people. Using this remote device monitoring tool 
their relatives will be able to keep in continuous touch with them which will show 
more deep concern regarding them.      

4.4 Memory Impairment Aide 

As we have already mentioned, memory impairment is very common to elderly 
people. This syndrome interrupts the normal flow of life in many ways. They forget 
the locations of household objects very frequently. We consider this problem and 
provide a solution to this.  

Our system makes use of a moving object which can be a simple iRobot and RFID 
tags attached with it. The most frequently used objects of daily life are attached with 
RFID tags. Whenever any object is being searched for the iRobot starts travelling 
throughout the home environment and as soon as it receives signal from the RFID tag 
attached with the object it reports the location. Thus it takes the user to the nearest 
possible location of the object being looked for.     

4.5 Making Therapy Enjoyable 

Elderly people go through various types of regular treatments and therapies. Some of 
these involve regular physical exercise which is a bit cumbersome task. Most people 
consider the task of regular exercise as monotonous and so they show reluctance to 
conduct that. Moreover, many patients even cannot remember to do that regularly. We 
propose a game glove module which intends to provide therapy in an entertaining 
way. We have focused on the therapy needed for people suffering from restricted 
hand movement or other problem at any parts of the hand. The therapy system in-
volves movement of every individual part of the hand while playing a computer 
game. The game glove system functions just like a standard joystick. The patients will 
play games wearing the game glove which will facilitate the task of doing regular 
exercise. Thus we aim at providing enjoyable therapy system. 

4.6 Boosting Social Interaction 

Social aspect of elderly people should be considered as an important issue. Many 
people at their older age feel reluctant to maintain social attachment. They intend to 
keep themselves aloof from others even from their close relatives. This tendency 
hampers the quality of their life a lot. However, it is true that some people might even 
not be physically fit to participate into social parties and other gatherings. So, we are 
thinking of a system which will increase their social interaction with little active in-
volvement from them. Our system aims to provide a software solution to this prob-
lem. The application will be somewhat like a chat application with some advanced 
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features. The application will be used from the cell phone, PDA of the user in co-
operation with a server installed at the home. The ultimate goal of the application is to 
remove loneliness of the elderly people by providing them more close connection 
with their friends and relatives.     

4.7 Ensuring Privacy Protection 

Modern people are very much concerned of their privacy. Any system that has threat 
of privacy violation might not be expected to be used by a large number of people. 
Privacy preservation is considered with great importance in our system. There are 
various aspects of privacy which are managed differently in our approach. In one side 
we should make sure that sensitive user data is never accessed by unintended authori-
ties. On other side our system also shows ways of preserving location privacy which 
is a novel aspect of privacy violation. 

Now, we give a detail description of the above services which our ultimate system in-
tends to provide. The hardware and software components we have developed support 
most of these facilities. While developing the entire system we followed a modular 
architecture where individual module is responsible for specific task and a central con-
trol unit supervises, synchronizes and integrates the different tasks. Below we discuss 
the components in detail with description of implementation and functionalities.  

5 Major Components 

The In this section, we discuss the components of H2N individually. H2N follows a 
modular architecture which facilitates addition of new modules as/when required. 

5.1 Remote Home Monitoring Tool 

Continuously monitoring the statuses of electrical devices and certain environmental 
parameters of the home is the basic task of this tool. A number of mote sensors are 
placed in the rooms to collect data regarding temperature, humidity, light, sound, 
smoke etc. There is a special purpose switch which works with a device selection unit 
to monitor and control on/off state or operating level of any electrical device. Data 
from the sensors and the switch are sent to a server connected to the internet. An au-
thorized user can log on to the website at anytime, from any place and using a PC, 
laptop or PDA. The server module displays status of home appliances/devices, doors, 
windows and values of selected ambient parameters graphically. The system interacts 
with the user through an interface having iconic representations of appliances/devices, 
doors, windows, rooms etc. The multimodal interface is customizable based on user’s 
preference. It requires minimal typed input from the user and is easy to learn and use. 
One of the major goals of this tool is to ensure universal access to home monitoring 
system. It is accessible from any phone, PDA or computer connected to the internet. 
There is no constraint on the software or hardware platform of the client. It can sche-
dule reports on home status at periodic times with specified intervals. Besides, fixed 
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thresholds can be set up to check for an emergency situation (according to gathered 
data) and generate an alarm. The authorized users can also be immediately notified 
and can take measures before it is too late. 

The major steps of developing this tool start with creating an interface on the web 
that mobile devices can access at anytime from any place and to have a TMote sensor-
based monitoring system that can control the flow of electricity to home electric ap-
pliances. Finally we enable the web interface to send signals to the TMote monitoring 
system, effectively allowing the user to monitor and control electric appliances at 
home while they are away. The entire system comprises a hardware unit and a soft-
ware unit. Major part of the hardware unit is an analog control switch which controls 
the electronic device connected to it. There is a TMote which works as wireless data 
transceiver to transfer data to and from the server. The overall hardware interface will 
resemble the picture of Figure 2. As shown in this figure any other electronic device 
can be attached to the switch and using a device selection unit a specific device can 
easily be chosen. 

 

 

Fig. 2. Software Unit of Remote Home Monitoring Tool 

 
The above figure presents the architecture of the software unit. Major components 

are TMote sensors, a home computer and a web server. Status of a device connected 
to the analog switch is stored in the home computer. A user accesses this data by log-
ging on to the website through internet.   

The prototype version of the tool is built using Visual Studio 2008, nesC, TinyOS 
[28] and JDK 1.6. Using HTML with JavaScript for our web architecture ensures that 
our system functions on most devices and still allows active interaction with the client 
monitoring and control software.  We use switching relays and a single plug interface 
for our electrical hardware to promote easy and inexpensive prototype development 
and construction. The web page accessed by the user through a PDA, Smart Phone, or 
Computer with internet connection, is programmed using HTML and JavaScript.  
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The HTML acts as a wrapper to display the content to the user while the JavaScript is 
used to pull information from the user (input) as well as give output to the user.  The 
user input is sent to an APACHE web server which hosts a database of customers as 
well as command information which is relayed to a Home Computer running the 
software module. The system sends information to a TMote sensor to carry out a user 
specified task. The diagram below shows the user interface of the system. 

 

Fig. 3. Software Interface of the Remote Home Monitoring Application 

5.2 Game Gloves 

We have termed this unit as Wellness and Arm Rehabilitation (WeAR). WeAR func-
tions just like any other existing joystick. But its actual purpose is different. WeAR 
intends to provide assistance to physically impaired people, especially elderly people 
with movement disorders, performing their regular physical exercises in more com-
fortable and enjoyable way as it seems to them that they are just playing computer 
games. The muscular movements carried on during the course of playing such games 
eventually serves as the required physical exercises. 

At present a wired Game Glove system is built which is fully operating. Figure 4 
presents the structure of the current Game Glove system and depicts how it actually 
looks and works. 

 

 

Fig. 4. Logical Diagram of Game Gloves system 
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The current system makes use of 3 flexible bend sensors to measure movement of 
the fingers. Signals coming from thumb, index finger and middle finger are denoted 
as TS, IS and MS respectively. Data from the potentiometer placed at elbow is termed 
as ES. The bi-directional flex sensor which we used is a unique component that 
changes resistance when bent. At the non-bent position the sensor has a nominal resis-
tance of 10,000 ohms (10 K). As the flex sensor is bent in either direction the resis-
tance gradually decreases. The system measures the rotation of elbow with the help of 
a potentiometer. All these 4 inputs come from the user and later pass through a selec-
tion unit where any two of those inputs are chosen which we term as X and Y. The μ-
controller works with the X and Y inputs and performs the task of interfacing the 
whole external joystick unit with the PC unit which hosts any game software. The μ-
controller is programmed in assembly language to deal with the registration process 
required to make the joystick identifiable by the native game controller. 

5.3 Home Search Unit 

This unit is supposed to consist of an iRobot, PDA, RFID tags and a server PC. A 
database of necessary household objects along with their current location is main-
tained at the server PC. At the initialization phase the database is populated with a list 
of objects and their locations. This list is periodically updated. Each object has an 
RFID tag attached with it and the RFID reader is carried by an iRobot. The iRobot 
moves throughout the home environment and visits every room periodically or on 
demand. For simplicity we assume the iRobot follows a fixed path for traveling from 
one room to another. While traveling it carries the RFID reader which transmits signal 
and as soon as it receives signal from a tag it recognizes that and updates the location 
of corresponding object.  

5.4 Location Aware Fall Detection and Recovery Unit 

This unit consists of a number of tmote sensors, RFID reader/tag, server, PDA etc. 
The iRobot is also used for finding the location where the patient has fallen. A group 
of accelerometer sensors are attached to the body of the user in order to continuously 
measure his physical activity level. During day time an extended period of time with-
out any activity indicates toward an unusual situation which might have occurred due 
to fall down of the patient. The data collected by the tmote sensors are transmitted to 
the server which stores, analyzes them to compute duration of major inactivity and 
decides whether any mishap has happened. On the occasion the patient has fallen 
down, the server instructs the iRobot to find out exact location of the patient. The 
iRobot then starts traversing through the home carrying the RFID reader and as soon 
as it receives signal from RFID tag attached with the patient sends location informa-
tion (in this case, room number) to the server. The server generates an alarm and 
sends to the PDAs of the relevant recipients. Immediately the recipients respond with 
their location and status based on which server program decides the nearest available 
person and notifies him. 
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5.5 Sleep Monitoring Unit 

H2N includes a sleep monitoring unit. We focused on making this unit low cost, suit-
able for home use, and most importantly a continuous, long-term system. The sleep 
monitoring unit can be split into three major sections: nighttime data collection, day-
time data collection, and analysis. Overall architecture of the sleep monitoring unit is 
depicted below. 

 

Fig. 5. Architecture of Sleep Monitoring Unit 

 
Night-time Data Collection: We used a network of sensors and motes that communi-
cate wirelessly using the Zigbee protocol and made a sensor-based system that is user 
friendly and not too obtrusive during sleep. Three of the sensors connect via wires to 
the main mote located on the person’s arm. There are nasal and oral airflow sensors 
which are thermistors capable of measuring the patient’s breathing, a characteristic 
especially important when diagnosing sleep apnea [20]. There is also a microphone 
placed near the base of the subject’s neck to record sound such as snoring. The leg 
movement sensor, which is an accelerometer, is connected to its own mote and trans-
mits data to the main mote wirelessly. We can add extra sensors to the network very 
easily. For instance, a simple passive infrared camera could be setup to record night-
time sleep movement patterns with more detail than the accelerometers do. 

Day-time Data Collection: We seek to continuously monitor the person’s lifestyle 
and habits that impact the condition of her sleep. Some of the factors that will be mo-
nitored throughout the day are: eating and drinking patterns (caffeine, alcohol, 
heavy/light meals, snacking, drinking before bed), exercise patterns (frequency, time 
of day, difficulty), and lifestyle (smoking, relaxing or stimulating activities before 
bedtime, sleeping schedule, amount of fatigue and stress level). This data could be 
entered in a variety of ways, but must be convenient for the user or it will not be  
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entered at all. Therefore, the system will rely on everyday technology that the user 
already has access to. For instance, she could enter information through a text mes-
sage or voice automated prompt on a cell phone. She could also go to a website and 
fill out a quick survey form. If none of the above is applicable, the user could keep 
track in a paper log and enter the data manually later in the day. 

Data Analysis: All of the data collected throughout the day and night is relayed to a 
central location, which could be on the user’s pc or at a central database accessed 
through the internet. The central database would allow access to the patient and other 
valid recipients only to ensure user privacy. Because data is stored in a computer or 
server, there is plenty of disk space for many weeks worth of data. Thus, instead of 
data from only three nights at a sleep center, a user could get a diagnosis from her last 
month of sleeping habits. This long-term solution is also viable because the technolo-
gy is unobtrusive and would be practical for a patient to use every night for a month. 
Additionally, the system itself can give recommendations and customized reports 
based on the data it collects.  

5.6 Situational Content Provider Unit 

This is an enhanced chat application. Main objective of this application is to enhance 
social interaction of the user. In the background it analyzes the usage history to find 
out the preference, status of the user and then suggests or offers most suitable con-
tents. The major functionalities of this special purpose application are listed below. 

• It offers full featured chat facilities with most of the standard options. 
• The application creates and maintains individual profile for each user. In the 

profile previous usage history is accumulated and based on that usage pattern is 
identified. Analysis of chat history also reveals the closest buddies of the user. 

• There is a Frequency Calculation Unit which keeps track of how frequently the 
user is active in contacting with his buddies. Very low frequency indicates the 
user’s reluctance to make social contacts. In that case the Recommendation Unit 
works on preparing a recommendation list which contains a number of advisory 
tasks to be accomplished. 

• The application includes an Advisory Content Dispatcher Unit which can gener-
ate services automatically. It may remind the user to contact his closest 
friends/relatives or it may even create connection with his buddies automatically 
and encourage the user to continue chatting. 

• Another module called Profile Guidance Unit can also be added to the applica-
tion. This unit may track the upcoming social events happening at places nearest 
to the user and suggest him to participate in those events. This module may also 
perform some other additional tasks, for example, it may start playing some favo-
rite music of the user. 

All of the above services are intended to improve the social aspect of the life of elder-
ly people by making them more involved in social activities. This will eventually help 
them remain sound both physically and mentally. 
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6 Evaluation 

In this section, we present evaluation results of some of the modules which are fully 
functional. We have already built prototype version of game glove module. We tested 
the fully operating wired system (Game Glove) with handheld devices (PDA). The 
game glove was used for rehabilitation purpose for patients suffering from arm 
movement disability. An example of a prototype scheduler is shown in Figure 6b-d.  
The scheduler part of the Software interface on Handheld devices (PDAs and Cell 
phones) for Rehabilitation has been developed (Figure 6b and c), which illustrates 
only the reminder and data display features was developed to demonstrate monitoring 
capabilities. 
 

 
 

 

Fig. 6a. Game 
Glove 

Fig. 6b. The 
Main Screen 
when there are 
scheduled 
events 

Fig. 6c. To set 
date and time for 
scheduling the 
therapy 

Fig. 6d. Overall rating by users of the 
Rehabilitation scheduler on a 
PDA/Cell phone 

 
To show the user satisfaction about the initial the scheduler of Rehabilitation, a 

survey has been conducted and a graph has been plotted the numeric values of 5 crite-
ria (overall rating, usefulness, ease of use, ease of input, and ease of navigation) of 10 
people (shown in Figure 6d) where 5 is the most satisfied and 1 being the lowest.  

 

 

Fig. 7. Survey data collected on the Living 
Assistant application (Data confidentiality 
and privacy) 

 

Fig. 8. Survey data collected on the Living 
Assistant application (Data representation 
and visual style) 
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Another module of H2N, the remote home monitoring unit, is also fully functional. 
We have collected user survey data on that module also. The user experience and 
opinion of the Remote Home Monitoring module has been examined by means of 
cognitive walkthrough among people from various age groups. The survey included 
24 people of three different age groups with a questionnaire about the features of the 
application. The questionnaire contained questions about the usability of the prototype 
and the overall importance of certain concepts related to remote home monitoring 
system. Figure 6 exhibits the results of the survey.  The category being considered in 
Figure 7 primarily covers data confidentiality and privacy issues along with the user 
friendliness and responsiveness of the application. From the graph it is evident that a 
user friendly interface is the most important and users seem to be less worried about 
security, especially in the higher age group. The usability category, as shown in Fig-
ure 8, reveals that the prototype requires enhancement in navigation, data representa-
tion and visual style. 

7 Conclusion 

In this paper, we propose H2N, a wireless sensor network based system for smart 
homecare that incorporates the essential elements of healthcare facilities. It extends 
healthcare from the traditional hospital or nursing home setting to the patient's home, 
enabling remote care-giving without the exorbitant costs of replacing existing home 
appliances. In H2N, a number of bio-sensors are able to collect data according to a 
physician's specifications without necessitating the patients to visit doctors at regular 
intervals. Besides the provision for regular monitoring, there are module like fall de-
tection unit responsible for enabling immediate action. The entire system includes a 
home search tool to assist elderly people who are suffering from age-related memory 
decline. This tool along with other modules like remote device control, medicine re-
minders, sleep monitoring, object location and emergency communication make in-
home tasks easier. We followed a multi-tiered architecture comprising both 
lightweight mobile components and more powerful stationary devices. Our system 
provides healthcare facilities without using any specialized medical tools and it re-
quires very little fixed infrastructure which make it a viable solution for wide  
deployment. Besides providing conventional healthcare facilities, H2N proposes an 
intelligent software application with advanced features augmented with a basic chat 
application to assist people enhance their social involvement. Finally, we address this 
issue with great importance and propose techniques regarding how our system 
achieves privacy-awareness which is a major concern of modern people and such 
awareness is, in fact, motivating them towards home healthcare solutions in place of 
clinics or hospitals. Our future research is targeted towards finding out more robust 
privacy preserving techniques along with their practical deployment in real healthcare 
systems. 
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Abstract. The rapid increase in mobile penetration has cut through the literacy 
barriers even in the developing countries. It has paved a way for technological 
interventions in healthcare domain, using the mobile platform such as 
Interactive Voice Response Systems (IVRS). Over the past few years, IVRS 
have been looked upon as an intervention in frequent and non-frequent but 
time-critical health support systems for chronic diseases. We present an IVRS-
based solution for a low-resource setting, to ameliorate the problems of People 
living with HIV/AIDS (PLHA). We discuss the strategy to deal with frequently 
and non-frequently used menus. We describe a style of interface added 
especially to meet the problem of selection of multiple and overlapping options. 
We highlight the use of flat messages (like health tips) and IRV-based quiz to 
provide information and shape users’ understanding of the disease. We describe 
and discuss comparative study of usability evaluations of our system conducted 
with low literate rural users (independent of their HIV/AIDS status) in two 
villages of Maharashtra (India) in Marathi, the local language. Training 
provided to the users overcomes the problem of inability of abstract thinking in 
low literate users. 

Keywords: HIV/AIDS, healthcare, adherence, user study, IVRS for chronic 
diseases, IVRS for low resource-settings. 

1 Introduction 

The treatment of chronic diseases such as HIV has moved, at least in part, from the 
medical and pharmaceutical domains to information and communication domain [1]. 
At the same time, technology usage has become widespread. Today, it seems feasible 
to provide personalised healthcare information technology (HIT) services to ‘almost 
everyone’. In this paper, we investigate the issues related to usability of HIT for 
supporting treatment of chronic diseases to low-tech-savvy users but exposed to 
mobile telephony. 

The growth in mobile phones has been quite recent and dramatic, and has managed 
to cut through several layers of society in a manner that was quite unexpected. For 
example, Figure 1 shows the number of mobile phones from Telecom Regulatory 
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Fig. 1. Mobile, landline, and internet usage over the decade in India [3], [2], [4] 

Authority of India (TRAI) [2] and the education figures from the Census in India over 
the past 20 years [3]. 

As of September 2011, there are 2.1 billion users of the internet [4] and 5 billion 
users of mobile phones in the world [5]. That means that there are 2.9 billion non-
internet mobile users (NIMU), or about 45% of the world population. The proportion 
of NIMU is even greater in developing countries. For example, in India, there are 
65% NIMU with the mobile phone penetration at 74% [2] and the internet penetration 
at less than 9% [4]. One implication of the increase in NIMU is that we can 
potentially provide services such as HIT to a large number of people over the phone. 
Unfortunately, several challenges have to be met before such services can be realised. 

The growth of mobile telephony has been recent in developing countries, and 
several NIMU have limited abilities. They use mobile phones primarily for voice 
calls. Many NIMU still do not use features such as sending or reading SMS, adding a 
contact to the phonebook, or looking up missed calls [6], [1]. Many NIMU have 
limited exposure to other technologies. Many are from rural areas, with less exposure 
to urban amenities such as banking, public transportation, or entertainment. Many are 
either illiterate or have low levels of literacy. 

A majority of NIMU phones do not support custom applications nor do they have a 
connection to the internet. Some lack colour displays or polyphonic audio capabilities. 
Interactive voice response systems (IVRS) are perhaps the only common technology 
that can be used to reach NIMU today. Yet, these too have many unsolved usability 
problems as we discuss below. 

In this paper, we investigate several questions related to HIT based on an IVRS for 
NIMU. The next section discusses the prior work in the area of needs of People 
Living with HIV/AIDS (PLHA) and problems with IVRS. Section 3 describes the 
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design of our system. Section 4 explains the method of our evaluation. Section 5 
shows the results and the last section presents the discussion and conclusions. 

2 Background 

2.1 HIV and Technology Interventions 

Though early on, opinions were mixed about whether HIT interventions would work 
for PLHA in the resource-limited settings of developing countries [7], later studies 
have shown promising results [8], [9], [10], [11]. 

Our recent study of the ecosystem of PLHA in private HIV clinics in India 
establishes that there is a need and an opportunity to make technology-based, user-
centred interventions in management of antiretroviral therapy (ART) [1].  

A few clear areas emerged where intervention was required: PLHA need support 
and reminders for daily pill-taking and they need help to track their adherence. During 
the initiation of antiretroviral therapy (ART), PLHA occasionally face symptoms such 
as side effects– systems could support PLHA to report symptoms and look up medical 
advice. It is important that the PLHA not only know the facts and procedures about 
HIV and ART, but also develop a conceptual understanding of the same.  

Many PLHA need contextual repetition of information since much of it is new to 
them. We found that PLHA do not disclose their HIV status to their family, while 
some disclose only to the spouse or a sibling, or to a friend. The solution should 
support PLHA with different levels of disclosure, and should certainly not cause an 
accidental disclosure. We also found that PLHA socialise less because of stigma, but 
also can learn a lot from each other. There is an opportunity to enable anonymous 
socialisation amongst PLHA, where they can communicate securely, without the fear 
of any stigma. 

We concluded that the solution should not be a stand-alone, independent activity; 
rather it should closely complement the ongoing efforts in the clinic. On the other 
side, the system can improve the efficiency of the clinic, secure health records, 
optimise the time of the PLHA in the clinic, and manage follow-ups. 

The choice of a technology platform has significant implications in this ecosystem. 
Given the advances in mobile technology, in another context, it would be tempting to 
develop a solution for phones with a modern technology platform such as Android or 
iOS. However, this may not work in resource-limited settings for several reasons. 
Firstly, these platforms do not support languages in developing countries. Further, this 
would need additional expense for the PLHA to buy such a phone. Even if language 
support could be added and funding could be found to give away such phones, it 
could add to the stigma – the new mobile phone model may quickly become 
associated with HIV treatment. At the very least, it would be an intrusion in the life of 
a PLHA as he or she struggles to learn to use a new device. The solution should be 
grounded in the reality of a resource-limited setting and it should not add to the 
financial burden of the PLHA. We therefore decided to use the IVRS platform for our 
solution. 
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2.2 IVRS in Healthcare 

Unlike applications on smart phones, which need internet connectivity and specific 
handsets, IVRS are relatively simple to realize. The users can access such a system 
with any mobile phone. IVRS applications can be used ‘everywhere-whenever’. 
Further, users with lower levels of literacy can potentially use IVRS more effectively 
than applications that require the users to read text. This makes IVRS suitable for 
conveying health information to wide range of patients. 

Researchers have been using IVRS as a simple and effective way of delivering 
healthcare information. IVRS were used to deliver recorded messages, instructions, 
reminders, or informational lectures [12], [13], [14], [15], [16]. Friedman reports a 
feasibility study of IVRS in the diagnosis and management of chronic diseases, 
improving adherence, promoting regular physical activity, modifying dietary behaviour, 
smoking cessation, and increasing mammography screening [17]. Results suggest a 
positive impact of IVRS on the patients. IVRS have been used to deliver counselling to 
patients cheaply [18], [19], [16]. Attempts have also been made to provide personalized 
health-related messages over the IVRS over a long period [13], [20]. In some studies, 
IVRS have been found to be more effective means of collecting sensitive personal data 
(such as sexual behaviour) than traditional interviews [21], [18], [22]. 

Though IVRS are often perceived to be associated with occasionally used 
applications such as travel, banking, or mobile services, in most studies, the users 
reacted positively to a frequently used IVRS for healthcare. However, privacy and 
security were a concern while providing personal information over the IVRS. To 
overcome this, a personal identification number (PIN) has been used to protect the 
data [22], [13]. 

Although the IVRS have been used in providing healthcare support, none of these 
studies was in resource-limited settings of developing countries or targeted to low-
tech-savvy, low-literate users, which may have specific usability challenges. 

Medhi et al. reports that low-literate users face difficulty in abstraction [23]. By 
nature, audio is ephemeral, and users cannot remember too many choices presented in 
an audio form. This often leads to a hierarchical menu system in IVRS, with choices 
of 3-5 items at a time. Users need to be capable of certain level of abstraction before 
they can start navigating such a hierarchy. It is not clear whether such users will be 
able to navigate hierarchical menus in IVRS. 

Automated speech recognition (ASR) technologies have enhanced the user 
experience of IVR systems in many languages by reducing the need for hierarchical 
menus substantially by creating a dialogue. However, many of these users speak 
languages that do not yet have a robust ASR technology yet. While evaluating ASR 
against DTMF touch-tone in IVRS, touch-tone based IVRS were preferred by the low 
literate users [24], [25]. 

There could be specific problems associated with reporting symptoms and getting 
feedback in IVRS. Conventional menus in touch-tone IVRS could have the problem 
of overlapping choices for symptoms. For example, a menu could contain symptoms 
such as fever, rash, headache, and vomiting. If the patient is suffering from both rash 
and fever, it is not clear which option he should select. 
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Critical tasks in IVRS are often backed up by agents from a call centre. However, 
healthcare to chronic patients in developing countries is often provided by small 
clinics and nursing homes, which may not be able to afford such a call centre backup. 

2.3 Objectives 

While touch-tone IVRS present opportunities for helping chronic, low-tech-savvy 
patients in resource-limited settings to manage their treatment better, realising these 
opportunities may not be easy, given the usability problems and information-seeking 
behaviours of such users. Issues relate to low education, exposure to technology, 
behavioural aspects, and information overload. 

In this paper, we investigate the issues related to usability of HIT for supporting 
treatment of chronic diseases for low-tech-savvy patients over IVRS. Can we make 
touch-tone IVRS usable enough by non-tech-savvy, low literate, rural users so that we 
can confidently provide HIT services to support treatment of chronic diseases in a 
resource-limited setting? Which strategies can be used to overcome the issues related 
to abstraction? How should frequent applications for such contexts be designed? How 
should infrequent, but critical applications be designed? What would be the extent of 
training required before these users can start using these applications confidently? 

3 Design of the IVRS 

An IVRS was designed to provide daily pill-time reminders and adherence feedback, 
relevant information, medical advice for common symptoms, and anonymous 
socialisation amongst PLHA. To solve the problem of overlapping menu items, two 
styles of menus were designed. The system is protected with a PIN to avoid accidental 
disclosure. The design was prototyped and evaluated through a formative pilot 
evaluation. In this section, we describe only the elements of the design relevant to the 
objectives described in the previous section. 

3.1 Frequent Task – Pill-Time Reminders 

The system provides daily reminders at the time when patients are supposed to take 
their dose. This scenario can happen in two ways. At the time of the dose, the patient 
can call the system. The system presents a menu, the first item of which is to report 
the dose. If the patient has taken the dose, he can select it immediately. In case the 
patient does not call the system, five minutes after the scheduled dose time, the 
system gives the patient a call and presents him a short menu. The system presents 
only three menu options – report that the dose was taken, report a delay in taking the 
dose, and report that the patient is going to miss the current dose. This input is also 
used to collect adherence information. In the other scenario, the options to report a 
delayed or missed dose is not provided, because it was assumed that probability of 
such an instance would be rare. 
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Fig. 2. Pill-time menu navigation 

If the patient reports that he has taken the current dose, feedback about his or her 
current adherence is provided. Additional messages (such as appointment reminders 
or health tips) are provided after this. This task is a frequent activity, done several 
times a day (depending on the regimen). An important design consideration was that 
this task should be finished as quickly as possible. Therefore, all these messages are 
optional. The patient may listen to them, or may hang up immediately after reporting 
the adherence. 

During an incoming call, the patient may report a delay in the dose. In such a case, 
the importance of taking pills on time is reiterated. The system calls back the patient 
after a period of 30 minutes. If the patient delays further, such calls are repeated until 
a ‘pill time window’. In the last call, the patient is warned that his pill time window is 
over. The patient may also report a missed dose. In this case, the patient is given 
feedback about the missed dose in the voice of the treating doctor. This was used to 
leverage the trust of the patient in the doctor and to emphasise the importance of 
adherence. The feedback is titrated according to the adherence status. In the initial 
instances of missed doses, or if the adherence of the patient has been otherwise good, 
the feedback is gentle. On the other hand, if the adherence has been poor, the 
feedback gets gradually firmer, and warns the patient about potential negative 
consequences. If the adherence drops below a certain threshold, the doctor’s voice 
advices the patient to meet him in the clinic. After the feedback, the patient is 
provided with an option to record a reason for the missed dose. 
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3.2 Infrequent but Critical Task – Looking up Medical Advice 

During the early days of ART initiation, PLHA may experience symptoms and an 
apparent deterioration of health. It could be due to the side effects of the medicines, 
opportunistic infections, or an indication of a treatment failure. Some of these can be 
managed by over-the-counter medication or slight adjustments to lifestyles, while 
others may require urgent medical attention. The system provides first level of triage 
and immediate advice when the clinic may not be operational. The system also stores 
Information like user demographic, medical reports, ART regimen. Based on the 
information such as medical pre-disposing factors, ART regimen and current 
symptoms, doctors figure out the list of most likely occurring symptoms. 

When the user calls the system, the system asks him if he is “not feeling well”. The 
system presents the user with a list of likely symptoms. When the user chooses one or 
more symptoms, the system gives an appropriate, pre-recorded medical advice in the 
voice of the treating doctor. 

While deciding the style of interface, it is important to understand that there are high 
chances of co-occurrence of more than one symptom. If two or more of such symptoms 
appear in a single menu, the user would get confused while reporting the symptom. 
Hence, there has to be a mechanism to select multiple symptoms from a menu. 

3.3 Accessing Information Interactively – Quizzes 

It is observed that most PLHA are unaware about the terminology such as ART, CD4 
etc., conceptual knowledge about the disease, issues related to adherence, and the 
facts and procedures about the HIV/AIDS. To build the understanding about the 
disease, and to resolve misconceptions, it was decided to push information through 
personalized health tips and quiz. 

Health tips are pushed as a part of a feedback in daily pill reminders. They were 
made contextual. In addition, the user can call the system and hear the relevant health 
tips. Quiz is the other medium to push the information. It encourages the user to try 
understand the question and guess the answer. It would be interesting to investigate 
which structure – a flat structure or the quiz - achieves a better retention of 
information by the users. 

3.4 Overlapping Menu Items – Two Interface Styles 

Like any IVRS, each option in the menu is assigned a distinct number on the keypad. 
To save the time of the user, the list of options is sorted in the decreasing order of 
likelihood of expected usage of an option. For IVRS navigation, we explored two 
styles of interfaces, namely, A and B. 

Interface A 

Interface A is the traditional IVRS style: In a menu, it presents all the options at once. 
The user is expected to listen to all the options and choose one of them. If the user 
chooses an option, the next menu (set of options) is presented. If the user does not 
give any input, the entire menu is repeated once again. 
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Fig. 3. Interface A 

Interface B 

Table 1. Mapping of keys to meanings in Interface B 

Key Meaning Examples 
1 Yes “If you have taken your current dose, press 1”, 

“If you have fever, press 1”. 
3 No “If you have not taken your current dose, press 3”, 

“If you have fever, press 1. Else, press 3”. 
2 Maybe “If you have not taken your current dose yet but planning to 

take it later, press 2”. 
9 Go back --- 
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Interface B presents one option at a time. The user is supposed to answer the question 
with a ‘Yes’ or with a ‘No’. Each input is processed at a new level of hierarchy in the 
menu structure. A ‘No’ is an explicit rejection of an option (unlike in interface A, 
where the selection of one option does not necessarily imply a rejection of another). 
This reduces the search space of possibilities and makes the search efficient. The 
implementation of interface B requires the user to use only four keys: 1, 2, 3, and 9. 

 

 

Fig. 4. Interface B 

Comparison of the two interfaces 

In case of interface A, user can listen to all the options in a menu, without having to 
give any input. He can decide his selection after considering all the options in the 
menu. While doing so the user has to remember all the options in the menu and has to 
keep a track of the input number associated with it. In interface B, the user does not 
have to remember any option and has to simply select or reject the current option. The 
input keys in interface B have the same meaning across all the menus as shown in fig. 
4. This helps in habit formation, which in turn speeds up the process of user input and 
increases the performance. 

All the options in a menu in interface A are available at the same point. The 
interface does not impose its bias or hierarchy, except for the sequence of the options 
in a menu. Interface B does impose a hierarchy. 

Interface B overcomes the difficulty of selection of multiple options from a menu 
in which options overlap e.g., when it is possible to have both fever and rash 
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independently or together. In such a case, interface A does not allow the selection of 
both the options. 

A limit of 10 input options (keys 0-9) is imposed on interface A, while 
theoretically, interface B can have unlimited options in a menu. 

Table 2. Comparison of Interfaces A and B 

No. Issue Interface A Interface B Better 
1 Memory load High Low B 
2 Cognitive load Considerable Little B 
3 Processing load Considerable Little B 
4 Freedom of selecting multiple 

options 
Not allowed Allowed B 

5 Input options 10 Unlimited B 
6 Introduction of bias Little Considerable A 
7 Description of all the options before 

selection 
Allowed Restricted A 

 
We expect interface B to take longer than interface A to navigate. To compensate 

this, we suggest the following two strategies: 

1. Sort the options in each menu in the decreasing order of likelihood of 
expected usage of an option i.e. in the ‘most-likely-first’ order. 

2. Present each menu in a short form, followed by a pause, expecting user 
input, and then the same menu in the full form e.g. “Headache? [Pause for 
user input] If you have headache, press 1. Else, press 3”. 

Both the interfaces provide the option to barge-in. In both the cases, sorting the menus 
according to the priority and context improves the performance. 

3.5 Other Design Considerations 

Prioritization of menu items: Decide the priority considering the usage, urgency, and 
the importance of the menu item in the context. 

Consistency: Throughout the system, assign the same key to a menu item e.g. if ‘A’ is 
mapped to key ‘2’, then each occurrence of ‘A’ should be mapped only to key ‘2’. It 
would lead to habit formation and better performance in the long term, on frequently 
used systems. 

Forgivingness: Allow the users to correct the input they just gave e.g. provide the 
facility to undo the last selection and to go back to the previous menu. 

Repetition of menu on no input: The usability evaluations revealed that until the 
users became acquainted with the system, a menu should be played at least five times 
consecutively on no input. 
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Context: In a web-based application, we have breadcrumbs to let the user know 
where he is in the interface. Giving the context is even more important in an IVRS 
since there is no visual support in an IVRS. To give the context, we give a feedback 
of the type: “You said <user’s selection>”. This is useful when user gives an incorrect 
input but does not realise it. This also helps users realise if they have landed on some 
unexpected menu on previous input. 

3.6 Heuristic Evaluation 

The goal of heuristic evaluation is to find the usability problems in the design so that 
they can be attended to as part of an iterative design process. Early evaluation helped 
in focusing on the key parts of the system and improving the system as a whole. 
Heuristic evaluation was conducted with a group consisting of2 usability experts, 2 
doctors and 1 Psychologist who is also a HIV counsellor. The experts were explained 
the basic functionality and purpose of the system and then were asked to perform the 
tasks that were considered crucial in terms of usability of the system. The first 
reactions on interface A were good as against interface B. They found interface B to 
be non-humanistic, difficult to understand, and most of the evaluators did miss the 
first word of every option due to frequent key inputs. Evaluators appreciated Interface 
A for considering IVR patterns with an explicit nature of options. 

However once started, the doctors and usability professionals could navigate 
through interface B much faster as compared to A without errors. This means that 
though interface B introduces a new structure, it becomes easier as one starts using it. 

The HIV counsellor liked the idea of quiz and considered it an indirect way to 
educate people. 

To summarize, the feedback received is to consider the gradation in the adherence 
feedback given to the PLHA, only the serious problems needs to be escalated to the 
doctors, the system’s voice should be sympathetic and the menus can be bilingual. 
Accordingly, the changes were made to the system. 

4 Method 

4.1 Protocol 

Figure 1 shows that there is a large population falling within the category of illiterate 
and low literate (until primary school; fourth standard). In an attempt to target low 
tech savvy users within this band of ‘illiterates’ and ‘low literates’, following 
parameters were followed while selecting users for usability evaluation: age between 
30 and 50, owner of a mobile phone, and educated up to a maximum of fourth 
standard. All the selected users were native Marathi-speakers. We assumed that if the 
solution could work for such a group of users, it should work very comprehensively 
with the highly educated and fairly tech-savvy users. 

However, users participating in the usability evaluation were not PLHA as the 
current study is in collaboration with private clinics and these clinics usually have 
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quite a few users matching the key demographics (age, education, and mobile usage) 
of the users targeted for the usability tests. 

Users were carefully briefed about the purpose of the study and the activities 
involved. They were requested to provide an informed consent to participate in the 
study. Demographic information (age, gender, years of education, and years of mobile 
phone usage) pertaining to individual user was noted. 

One of the interface types (A or B) was assigned to the users trying to keep user 
demographics relatively balanced on each style of interface. The experiment started 
with approximately 20 to 45 minutes training of IVRS, immediately followed by 
seven pre-designed tasks on the system. After each task, users were probed to get 
their reactions and perceptions. We used a post-test questionnaire to get user’s 
feedback for further improvements and to estimate the usability of the system. The 
users were asked to rate their experience of using the system on a 5-point scale from 
‘very difficult’ to ‘very easy’ at the completion of the test. 

The training included some generic tasks, as well as a couple of infrequent and 
time-critical tasks taken from the designed system itself. All the usability tests were 
conducted at the choice of user’s location but in a controlled environment. 

A second round of evaluations was conducted with the same user, after a gap of 1 
week from the first round. In round two, no training was provided to the users and the 
system was tested on the same tasks and the same interface that they had tested a 
week prior. The objective of second round was to check whether the speed of use and 
the error rates are inversely proportional to the frequency of usage. 

The usability evaluation results of round one and two were assessed separately to 
find out whether the above stated objectives are met or not. 

4.2 Pilot 

Twelve pilot tests were conducted to finalise the protocol for the final usability 
evaluations. During the activity, the success rate was recorded at around 30%. A 
further analysis revealed the following reasons for failure: 

1. Script and the language were not appropriate and thus needed an 
improvement. 

2. User spent more time in completing the formalities viz. understanding his 
role and duties during the test, informed consent, demographics, etc. Hence, 
by the time training finishes, he was already exhausted. 

3. Users tended to forget the task to be performed. This was not surprising since 
most of the users were exposed to an IVRS and a testing scenario for the first 
time. 

The system was modified based on the findings of the pilot studies. To deal with the 
delay in the formalities before the usability test, it was decided to do the formalities at 
the time of user recruitment itself. 

To reduce the cognitive load of remembering the task, a small booklet was created. 
It had the task description sheets. It was kept in front of the user so that the user could 
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refer to it anytime during the tasks. In addition, the site maps were created to use 
during the training to give visual support to the users. 

Apart from the above reasons, it was a concern whether the unique setting, which 
is under trial, needs more training. Since the pilot study did not point out the need of 
an extra training but to have a clear understanding about the amount of training 
required for such setting, training was considered a variable in usability testing. 
Hence, at this point we decided to conduct actual tests with two protocols: protocol 
1 (P1): short training and protocol 2 (P2): long training. 

4.3 Training 

Users of the system often visit clinic for their regular checkups, the system helps 
doctors to diagnose the side effects, and upon the diagnosis, medical advice is given 
to the patients over the IVRS. These functionalities of the system can be life-critical at 
times. Therefore, it becomes very important for the user to give timely and correct 
input to the system and requires users to be well acquainted with the system right 
from day one. Hence, it was decided to train the users on a small number of frequent 
and critical aspects of the system. Half the sample size was trained on longer training 
and half on the shorter. 
 
Short Training:  We expect the most frequent activity on the system to be a user 
reporting that he has taken the current dose. He can do it either by calling the system 
proactively, or reporting when system gives a call. Therefore, this activity was 
included in one of the training tasks. The second activity chosen for the training is 
rare but time-critical and one in which accuracy matters the most. In this task, user 
has to report that he has some kind of illness (e.g. cold) and receive the prescription 
from the system (by listening to the system and by reading the SMS sent by the 
system). 

Considering users’ first interaction with the IVRS, the training had always been 
divided into three steps: 

1. Menu structure was explained verbally with a justification for every input. 
2. A demonstration was shown by putting moderator’s phone on loudspeaker. 
3. The user was asked to perform the same task on his phone. 

 
These steps were introduced to keep the traditional metaphor of learning: to begin 
with the theory, then the demonstration, and finally, the practical. 
 
Long training: Half the users that were chosen were given long training. First, the 
users were given tasks that were not related to the system but demonstrated the 
functioning of IVRS. Things from user’s day-to-day lifestyle were brought in to give 
a clearer conceptual understanding of the IVRS. The extended training includes 
following: 
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1. Introduction to the concept of IVRS: 

The first training task was designed to acquaint the user with the mobile phone 
keypad and introduce him to the concept of listening to a machine and understanding 
the instructions properly. In this task, users were asked to input the digits spoken over 
the IVRS. 

2. Teaching the concept of abstraction and hierarchical menu structure: 

The concept was built slowly using three tasks. In the first task, the user has to select 
a ‘Banana’, which is straightforward and appears as the second option. In the second 
task, the user is asked to select a ‘fruit’ from a group of items and then ‘Banana’. The 
third task takes this learning a step ahead – it has two levels in the menu, i.e. 
selecting Vegetable, then Brinjals, and then answering the question ‘how 
many?’. After completing the tasks successfully, users were given the system-specific 
training that is the short training. 

5 Users 

All users had a very little exposure to the technology and to an urban environment. 
Most of the users had shared phones and a few were only acquainted with ‘Red’ and 
‘Green’ buttons used to receive and disconnect the call. Though people had numeric 
literacy, when it came to punch in the keys to dial the number, people failed to do so. 
For example, one woman from Junnar could not locate the button ‘6’. It was observed 
that she used to count the numbers manually from left to right and then, from right to 
left. Therefore, she used to press ‘4’ while trying to press ‘6’, and vice versa. 

Table 3. User demographics 

# Users Av. Age (y.) Av. Mobile Usage (y.) Education Gender 
0-2 3-4 >4 M F 

41 35.9 1.92 14 17 10 20 21 
Legend: Av.: Average, y.: years, M: Male, F: Female 
 

This group is a good representative of a section with the lowest level of education. 

6 Findings 

The 42 usability tests were conducted with seven predefined tasks. Users’ responses 
were documented to analyze the usage, behavioural patterns, etc. For quantitative 
analysis, time taken for successful task completion, number of attempts, and errors 
during the task were recorded. User’s statements, reactions were recorded which 
helped us to understand the issues and users’ perception towards the system. This data 
helped us in judging the factors that affect the performance on the IVRS. Initially, we 
believed that the factors that affect the performance would only be the interface and 
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the protocol. However, through the detailed analysis, it became clear that location 
(which implies the language) was the most critical factor that showed the significant 
diversity in the success rate. 

As stated above, the two versions (short and long) of training lead to two distinct 
protocols for usability evaluations. The two protocols have been summarised below. 

Table 4. Comparison of protocols 

Protocol Extended Training Short Training Site Maps Average Time  
(in minutes) 

P1 X   X 20-25 
P2       40-45 

 

Interfaces 

The major reasons for failing to perform the tasks were inability to understand 
abstraction, length of menu, and the dialect (of the language of the IVRS) being 
different from one’s own. 

Interface A worked in most cases independent of location, gender, and protocol. 
Users of interface A learnt to barge in on their own, to speed up the task. However, it 
was observed that users found it difficult to answer the questions asked in interface B, 
even though they were supposed to answer to one question at a time. Reasons for this 
behaviour could be: 

a. User is not sure whether . 
b. End of the menu was not known. (i.e. “When would the menu end?”) 
c. It became stressful to keep taking decisions at every option. 

Table 5. Data with respect to interfaces 

Task Interface
A B

# Users % Success Time (m.) # Users % Success Time (m.) 
FT1 21 100.00 32.3 21 90.47 33.5 
FT2 21 76.19 27.1 21 71.42 25.4 
FT3 21 76.19 42.9 21 38.09 37.1 
CT1 21 76.19 68.2 21 71.42 68.1 
CT2 20 65.90 77.9 18 16.66 40.4 
IT1 18 100.00 73.9 17 94.11 67.1 

Legend: Av.: Average, m.: minutes, M: Male, F: Female, CT: Critical Tasks, FT: Frequent 
Tasks 
 
Length of the menu: Although interface B has no visible constraint on the depth of 
the menu, it was observed during the usability testing that in interface B, users tended 
to lose their concentration and faith in the interface as they said ‘No’ to more and 
more options and their desired option did not appear in the menu. It was observed that 
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people opted for an inappropriate option simply because the appropriate option was 
not presented and the user lost patience. Interface B is good if the desired option is 
found among the initial few in a menu. 

Proximity of the buttons: We also observed that 4 users disconnected the phone by 
mistake at least once, while trying to press ‘3’. The combination of 1-3 was used to 
avoid unintentional input of 2, which would land the user on a wrong track. 

Keystrokes and frequency of usage: Considering the number of keystrokes required 
to reach to the intended menu item, it is not advisable to use interface B style menu 
for routine and frequent tasks. Such a menu style cannot be used for the main menu, 
as the major functionalities of the system might remain hidden from most of the users 
if one does not reject the earlier options.  

However, for the selection of multiple and potentially overlapping options from a 
menu, interface B should be used. Interface A does not facilitate this. 

It is interesting to note that though the interface A has shown significantly higher 
success rates, interface B has been proved more efficient. 

Protocol 

The fundamental difference between the two protocols was the amount of training 
that was provided. The data does not show a significant difference between the 
success rates of the two protocols. The quantitative data shows that the extended 
training of 35-40 minutes is not required. Training users on TAMA tasks for 20 
minutes is sufficient.However; it was clearly observable that the extended training 
had helped users in gaining confidence about the IVRS system. It helped the first-time 
IVRS users to understand the concept of listening to voice and answering the 
questions by pressing a number. It also helped them in being acquainted with the 
number pad. In addition, when put on protocol 1, the first-time users of IVRS were 
observed speaking to the system, acknowledging the system verbally (by saying 
‘hello’, ‘ok’, ‘no problem’, etc.). During the process, they used to miss important 
words from the menu. This led them to listen to the menus multiple times. 

Table 6. Data with respect to protocols 

Task Protocol
P1 P2 

# Users % Success Time (m.) # Users % Success Time (m.) 
FT1 17 94.11 26.6 25 96.00 39.3 
FT2 17 70.58 20.2 25 76.00 32.3 
FT3 17 52.94 26.8 24 62.50 53.3 
CT1 17 64.70 49.7 25 80.00 86.6 
CT2 16 31.25 37.8 22 50.00 80.6 
IT1 15 93.33 60.8 20 100.00 80.2 

 
Another thing introduced in protocol 2 was the site map. Site map proved to be 

very useful in training, while explaining the interface details, and while explaining the 
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abstraction used in the menus and the hierarchical navigation. Although users did not 
refer to site map while performing the tasks, it could be used as visual aid during the 
training. 

Some issues regarding language were identified during pilot study as the reasons 
for a high failure rate. They were corrected before the actual usability evaluation 
started. The success rate in pilot studies was around 35%. With protocol 1 (keeping 
training the same), it went up to 87%.With protocol 2 and the extended training, it 
rose up to 90%. 
 
Location 

Table 7. Data with respect to location 

Task % Success by Location and Interface 
Junnar Pen 

A B A B 
FT1 100.00 88.88 100.00 91.66 
FT2 90.00 88.88 63.63 58.33 
FT3 90.00 62.50 63.63 25.00 
CT1 80.00 88.88 72.72 58.33 
CT2 77.77 16.66 54.54 16.66 
IT1 100.00 100.00 100.00 87.50 

 
Care was taken to include the regional diversities in the study. We selected the 
location Pen because it belongs to Konkan region, where Marathi is influenced by 
Konkani. Junnar is a small town in Pune district. Pune is known as a cultural capital 
of Maharashtra state and the Marathi spoken there is assumed the standard one. Table 
7 shows the statistical analysis of the IVRS based on location. The success rate in 
Junnar was significantly higher than that in Pen (p=0.01). This difference was 
observed due to the difference in dialects of Marathi. 

It was observed that the users got familiar with the IVRS concept and had no issues 
navigating through it. The users did remember the PIN correctly and also they 
remembered the music clue. The pill reminder tasks were executed successfully by 
the users although few of them could not comprehend the abstraction and menu 
hierarchy this time without training. The success rate of round two when compared 
with round one were higher though not significant. 
 
User satisfaction ratings 

Table 8. Analysis of SUS data 

 Interface Protocol Location 
A B P1 P2 Pen Junnar 

# of Users 19 20 17 22 23 16 
Average SUS score 60.78 58.62 59.11 60.11 58.80 60.93 
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During SUS (the post-test questionnaire), users were probed for the need of PIN. As 
many as 17 users reported that PIN should be eliminated; 7 users were undecided, and 
the rest found that the PIN was an obstacle to access the information. We understand 
that the issues related to PIN would be better evaluated when the usability of the 
system is tested with the PLHA as the targeted audience had no stigma and hence they 
could not speculate the needs in such situations. 

The experiment of using two voices - one as a system’s voice (female voice) and 
the other for doctor’s voice (male voice) was welcomed by the users and 39 out of 42 
could recollect the two different voices. Some users associated the female voice with 
a nurse and the male voice with a doctor. 

7 Conclusion and Discussion 

The usability study confirms that the HIT services can be made usable to provide 
treatment support for chronic diseases to non-tech-savvy and low literate patients. 

The resource-limited setting that has been chosen, deals with some of the inherent 
problems viz. navigation using the hierarchical menus, diversity in terms of culture, 
language and the geography. Hierarchical navigational problems associated with 
conventional IVRS designs can be minimized at the cost of brevity in the menu items. 
The low literate and non-tech-savvy users understand the expanded menu items 
better. For example, consider one of the menu items we had used, “if you are going to 
take your dose later, press 2”. Such a prompt sounds very simple but during the pilot 
study, users could not comprehend it well and failed to report that they would be 
taking their dose later. We then expanded the menu to say, “If you have not taken 
your dose yet, but plan to take it later, press 2”. This time the success rate was 
observed to be remarkably high. A similar observation was recorded while we 
transformed “if you are not feeling well, press 2” to “if you are not feeling well or 
have any health related issues, press 2”. 

The system designed needs users to be trained before they are exposed to the 
system. However the task success rates out of short-term training and long-term 
training are not significantly different, but SUS results show that the users who were 
given long-term training were more satisfied with the system and their individual 
performance relative to users who were imparted short-term training. We speculate 
that this perceived enhancement of satisfaction and performance in individual tasks 
completion is due to the nature of the long term training which is based on user’s day-
to-day lifestyle. 

We thus believe that the issues related to the abstraction in case of IVRS, can be 
tackled by training users on the things from their day-to-day lifestyle and by making 
the hierarchical menus more expansive. Although which of the above two affects 
more is an unclear problem.  

While designing IVRS for the patients of chronic diseases, one needs to segregate 
frequently used modules from non-frequently used modules by observing usage 
patterns. One need to consider that navigation should be reduced to minimise the time 
for frequent tasks. In our study, we have designed two distinct menus: pill time menu 
(frequent) and the symptoms menu (non-frequent). One option is one can customise 
menus based on time. For example, during the pill time, user is navigated to pill time 
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menu if he has not reported the dose earlier. In case of infrequent but time-critical 
modules, one needs to follow the principles explained above such as expansivity and 
training. Whereas in frequently accessed modules, brevity is expected, as one would 
get habitual to the menu soon and at some stage, one might not listen to the options. 

The usability tests showed that the first-time IVR users were comfortable using the 
system and could successfully complete their tasks in both types of interfaces. Users 
were found to be satisfied and this is reflected in their SUS scores. We found that for 
sensitive and critical health care systems utmost importance has to be given to content 
localisation as well as voice localization. 

Menu repetition can be used to offer a better comprehension of the content. The 
time lost in repetition and expansivity can be minimised by incorporating a 
functionality to barge in. We found that even untrained users barge-in. In case of 
IVRS, usability of the system is correlated with the dialect of the users apart from 
other factors. The customization for dialect can be achieved through introducing 
redundancy and bilingualism in the menu items. For example “aakadi or fit”, where 
aakadi is a Marathi word for fit. 

It is concluded that interface A can be effectively used for presenting a short list of 
menus. Interface B is especially useful in case of multiple selections. While diagnosing 
a patient’s symptoms over the IVRS, doctors would want to know the complete set of 
symptoms. In order to obtain complete set of symptoms, one cannot use the traditional 
menu style of IVRS because it does not allow multiple selections from the same list. 
The interface B is seen to have worked in such situations where only one option is 
presented to the user at a time. Thus, this brings all the possible symptoms exhibited by 
the patient. We propose interface style B for dealing with overlapping symptoms where 
as interface A for all other menus. Evaluation of the combination of two interfaces is a 
beyond the scope of this study, although it will be interesting to see the results and 
user’s reaction against the use the two interfaces together. 
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Abstract. A German organization established the study “Web 2.0 Accessible” 
in 2008 which asked Internet users with disabilities about the barriers they ex-
perience when using websites and web applications. This paper gives some in-
teresting facts of the study which are useful for the design and implementation 
of accessible web applications. Therefore it raises classifications of barriers in 
various dimensions we have registered in the German study regarding the use of 
web applications by persons with disabilities and correlate these barriers with 
the WCAG 2.0 Guidelines and Principles to support the facts of the study. Fur-
thermore the results will be supported by key results of other studies regarding 
web accessibility. The objective of this paper is to identify in practise experi-
enced barriers for people with disabilities using websites and applications. 

Keywords: Web Accessibility, Barriers, People with disabilities using the 
Internet, WCAG 2.0, Study Web2.0 Accessible. 

1 Introduction 

In our today’s more and more digital world, it is necessary that web pages and web 
applications are accessible for all users and especially for users with disabilities. More 
than 8.6 million people with disabilities live in Germany. Their number represents about 
10.5% of the German population [1]. The European Commission assumes that one fifth 
of the working age population have a disability and almost 60% of the population would 
be likely to benefit from web accessibility [2]. And this number does not include elderly 
people, which often experience similar problems to access web pages and their interac-
tions. Thus, accessible web applications can be an important step to an inclusive web for 
all. But nowadays there are many problems and restrictions for users with disabilities. A 
German study was established in 2008 for the analysis of the actual state of the art re-
garding the Internet access by people with disabilities. The results provide important 
and practically relevant aspects for designers, developers and evaluators of accessible 
web applications. It outlines the most critical technical, design and editorial barriers for 
different user groups with disabilities. These results, in connection with the WCAG 2.0 
Guidelines and the statements of the questioned users, are very useful to understand the 
needs and barriers of internet users with disabilities.  
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This paper gives an overview on the German study “Web2.0 Accessible” [3] at 
first. The most important applications for Internet users with disabilities and the ap-
plications showing the highest problem rates compiled in the study are especially 
interesting here. The second part of the paper consists of a comparison of the ex-
tracted most critical issues of web applications with the actual WCAG 2.0 Guidelines 
[4]. At the end of this paper, the most important aspects of accessible web applica-
tions are summarized.  

1.1 Related Works 

The facts about the barriers which are experienced in practice by people with disabili-
ties are supported by the results of two other studies concerning web accessibility 
with user involvement. One important study was established by the Disability Rights 
Commission (DRC) in the UK [5] in 2004. It is a large-scale study which tested 1.000 
popular British sites for technical compliance with the WCAG 1.0 Guidelines. 
Furthermore, 10% of these sites were tested with a group of 50 users with different 
impairments and by accessibility experts. The user statements and experienced key 
problems are the most interesting points for this work. Another helpful survey was a 
study on screen readers with 100 blind users in the US in 2007 by Lazar et.al. [6]. 
This study, whose findings have supported our results, recorded frustrations for blind 
users using the web. Several studies and research look for e.g. the compliance of 
government websites (e.g. MeAC [2] or Lopes et.al.[7]) or of popular websites with 
WCAG (e.g. Sullivan et.al. [8]) or with accessibility barriers for older people (e.g. 
Sayago et.al. [9]). 

1.2 WCAG 2.0 

The Web Content Accessibility Guidelines Working Group published the Web Content 
Accessibility Guidelines (WCAG) 2.0 as a W3C Recommendation in 2008. These 
guidelines cover “a wide range of recommendations for making Web content more 
accessible” [4]. In this way, the WCAG 2.0 want to consider people with various kinds 
of disabilities and make web content more usable to users in general. The WCAG 2.0 
comprise the four principles of web accessibility: perceivable, operable, understandable 
and robust (POUR). Each of these principles implies one or more guidelines (12 in total) 
as a basis for the corresponding testable success criteria (60 in total) in different 
conformance levels. For each success criterion there is a number of sufficient and 
advisory techniques (incl. description, examples, resources, related techniques and tests) 
as well as failures. There are some documents which support the WCAG 2.0: “How to 
Meet WCAG 2.0” for developing and evaluating web content, “Understanding WCAG 
2.0” for a better understanding of the guidelines and success criteria, and “Techniques 
for WCAG 2.0” with a collection of techniques and common failures. All these 
documents and layers of guidance (guidelines, success criteria, and techniques) “work 
together to provide guidance on how to make content more accessible [4]”. Authors and 
developers have to consult all layers to make the web content as accessible as possible. 
The WCAG 2.0 provides three conformance levels: A, AA and AAA. Nevertheless the 
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WCAG 2.0 outline that even websites which conform to the highest level (AAA) will 
not be fully accessible to all users with a wide range of disabilities [4]. The WCAG 2.0 
is a stable, referenceable technical standard which is designed to be widely applied to 
different web technologies. The supporting documents are based on the WCAG 2.0, but 
they can be updated and completed concerning new techniques, technologies or best 
practices. The guidelines and success criteria are written as testable statements that are 
not technology-specific. The document dealing with the techniques contains general 
techniques as well as technology-specific statements e.g. for HTML and XHTML, CSS, 
client- and sever-side Scripts, WAI-ARIA (WAI Accessible Rich Internet Applications 
Suite) and Flash. 

1.3 Methodology 

The following statements result from a qualitative analysis of the data from the online 
survey in connection with the transcription of the statements given in the interviews. 
The most important applications for Internet users with disabilities have been 
identified due to the highest usage frequencies in the different user groups. These 
applications have been compared with the recorded problem rates and with the 
interviewees’ statements. These results have been the basis of developing the most 
important accessibility issues and critical aspects for the different user groups with 
disabilities and of connecting them with the corresponding WCAG Guidelines. The 
identified aspects are sorted in different tables according to the causing field like 
using techniques or editorial issues. Afterwards they are discussed in detail and 
compared with the other study results and user statements. 

2 The German Study “Web 2.0 Accessible” 

The German organization “Aktion Mensch” established the study "Opportunities and 
Risks of the Internet of the Future from the Perspective of People with Disabilities" 
[3] regarding the use of Web2.0 applications by disabled people in 2008 in whose 
evaluation the author significantly participated. This study offers reliable statistical 
data concerning the use of web applications by people with disabilities as well as 
which barriers and problems of use occur. It forms the statistical and qualitative basis 
for the statements and classifications made in this paper. 

2.1 Methodology of the Study 

The study involved three steps in order to collect both quantitative and qualitative 
data. On the one hand, experts from science and self-help organizations have been 
consulted to capture the current state of knowledge on Internet use by people with 
disabilities. Additionally, experienced Internet users with disabilities were questioned 
in group interviews about their experiences and habits with Web2.0 applications as 
well as about the barriers they experienced. The data from these steps about possible 
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barriers in web applications were used for the concrete realization of the online survey 
which measured the scope of these barriers. 

Disabled Internet users were questioned about habits of use and barriers with the 
help of an accessible online survey including mode of text, audio files and sign 
language videos. The online survey was organized in multiple areas to acquire several 
data [3, 10]: 

• Demographic characteristics including kinds of disabilities and frequency of use of 
the web (participants without an impairment or with sporadic use were excluded 
here) 

• Data on the use of assistive technologies and technical equipment 
• Free text answers to “What is the best thing on the Internet for you?” and “What is 

the most annoying thing on the Internet for you?” 
• Data on the behavior and intentions of use by selection from given lists (“I use 

websites for…” and “With the Internet I can …”) 
• Familiarity with different popular websites (“Which kinds of website do you 

know?” If the participant does not know the website, he will not get more 
questions about.) 

• Questions about the prominence, the usage rate (from a list) and barriers 
experienced for the familiar websites; for every barrier noticed: free text answer for 
more explanation and a question about the kind of barrier (not operable, not 
perceivable, not understandable, no orientation) 

• Graded compliance with regard to special advantages for disabled Internet users by 
using websites in a list of statements (e.g. “With the Internet I can communicate 
easier with others.” on a scale from 0 to 100%). 

The survey was supported with the help of special German websites for people with 
disabilities and self-help organizations in January and February 2008. A total of 671 
people with disabilities have completed the questionnaire. This allows us to make 
precise statements on the test results from the perspective of the different kinds of 
disabilities, but not on all Internet users in general or all users with disabilities 
because of the non-representative basis [3]. 

2.2 Facts about the Study  

People with different kinds of disabilities were interviewed during the study. In total, 
10 people were interviewed as experts, 57 people were questioned in group-
interviews and 671 people have completed the online-survey. Table 1 gives the total 
number of questioned people in the online survey with the different types of 
disabilities and the assistive technologies used most often in these groups [3] (also 
included in the survey: which assistive technologies do you use?). 

The number of respondents in the groups Dyslexia and Learning and Cognitive 
Impairments was too small to make reliable statements about the barriers and strate-
gies, but some tendencies could be deduced from the answers. We can make some 
statistical and qualitative statements about the experienced barriers and useful strate-
gies concerning the other groups. The information is complemented by free text  
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answers provided in the online survey and statements from the interviews. This has 
given us some interesting and concrete facts about the strategies developed and barri-
ers experienced by Internet users with disabilities. 

Table 1. Numbers of Questioned People and the Assistive Technologies Used Most Often 

Type of Disability Number of 
People 
Questioned1 

Assistive Technologies Used Most Often 

Visual Impairment 133 Screen magnifier (56%), Audio response 
software (22%), Screen reader (21%) 

Blindness 124 Screen reader (91%), Braille Terminal 
(85%), Audio response software (70%) 

Hardness of Hearing 96 Audio response software (16%), Screen 
magnifier (13%) 

Deafness 260 Screen magnifier (7%), Audio response 
software (6%) 

Motor and Dexterity 
Impairments 

75 Special scroll wheels or trackball mouse 
(20%), Special keyboard/on-screen key-
board (17%), Voice recognition software 
(16%) 

Dyslexia 41 Screen magnifier (32%), Audio response 
software (24%), Spell assist programs 
and voice-recognition facilities (20%) 

Learning and Cognitive 
Impairments 

35 and 13 Screen magnifier (22%), Audio response 
software (20%), Screen reader (13%) 

 
These different kinds of disabilities are summarized for the following 

considerations into groups because the Internet is used with the help of similar 
assistive technologies (AT) or use strategies due to the respective disability-related 
restrictions. A definition and differentiation of the types of disabilities cannot be 
given at this point. All in all, it is remarkable that the magnification software was 
considered as of significant usage share by all surveyed user groups which is probably 
due to multiple restrictions or simplification of the perception of contents. 

The people questioned distinguished themselves by a high technical standard of the 
Internet access so that it can be assumed that identified barriers are not caused by 
lacking technical equipment. The results of the study proved furthermore that the 
interviewees are very experienced in dealing with Internet applications, they show 
high usage frequency and have above-average experiences with Web2.0 applications 

                                                           
1 As 82 participants have multiple impairments, the total number of questioned people is less 

then the sum over all user groups. These persons provide data for each affected user group 
with disabilities. 
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so that also factors like insecurity or low affinity to the Internet can be excluded [3]. 
A comparison with an annual German study (ARD/ZDF-Online-Study 2010) about 
the use of the Internet, which takes the whole German population into account, shows 
that Internet users with disabilities use the web about 6.5 days/week, internet users 
without disabilities use it only 5.1 days/week [1]. This fact underlines another result 
of the study “Web 2.0 Accessible”: the Internet is one of the most important things in 
daily life for users with disabilities and it can help to live in a far more independent 
way. It is a tool for information and communication. For more than 40% of the 
questioned users with disabilities, Internet is a tool for the compensation of disability-
related disadvantages [3]. 

Web accessibility is a very important fact for all questioned Internet users, 
particularly for blind users. 88% of them chose “accessibility is very important for 
me”. Furthermore, 82% of the questioned people with blindness said that barriers 
disturb their access to the content. But web accessibility is also very important for 
70% of the users with deafness and 70% of the users with cognitive impairments. The 
users with visual impairments have the smallest coincidence with 59% [3]. This is 
explainable with the circumstance that these users can manage accessibility problems 
in different ways. Accessibility problems are often invincible for users who are 
dependent on assistive technologies. 

2.3 The Most Important Applications 

The study inquired, among other things, prominence, use and problems in dealing 
with various Web2.0 applications and their functions. The most significant shares of 
utilization (more than 60% of use) and the highest problem rates (more than 20%) 
should indicate the value of certain application classes for the different user groups in 
the following comparison. Thus, it can be derived which applications are used very 
often and in which of them problems are frequently noticed.  

Developers of applications with high usage and problem rates should increase the 
efforts with respect to accessibility. The usage rates given in the table were 
determined during the quantitative part of the study by the online survey. It indicates 
the proportion of those who have used or tried to use the application. The problem 
rate is calculated from the quotient of the problems and the use / attempt to use and 
provides a projection of the anticipated problems in the use of the application by the 
user groups [3]. 

Across all user groups, which have been questioned, the highest usage rates are to 
be observed concerning the reading of wikis. This kind of website causes least prob-
lems (problem rate between 6% and 13%) for most user groups. Deaf Internet users 
show the highest problem rate here (26%) because of problems in understanding the 
content2. The questioned participants mainly have problems with comprehensibility of 
the (user-generated) content (48% of all who have problems) and orientation on the 
website (39% of all who have problems) because of numerous links. 

                                                           
2 The linguistic barrier concerning reading and writing, e.g. of wikis and comments, applies to 

deaf users because the German sign language differs substantially from the spoken and 
written language. Thus, deaf people experience a difficult access to the written language. 



 Experienced Barriers in Web Applications       289 

Table 2. Maximum Usage Rates and Rate of Problems3  

 Visually Han-
dicapped 

Blind Hard of 
Hearing 

Deaf Motor  
Disabilities 

Usage Rate > 
60% 

Read wikis 
(79%), 

Make user 
registration 
(75%), 

View photos 
(70%), 

View videos 
(61%)  

Read wikis 
(85%), 

Make user 
registration 
(80%), 

Write  
comments 
(60%), 

Listen to  
podcasts 
(60%)  

Read 
wikis 
(68%), 

View  
photos 
(60%)  

Read wikis 
(61%), 

View photos 
(60%)  

Read wikis 
(84%), 

Make user 
registration 
(71%), 

View photos 
(65%) 

Rate of Prob-
lems > 20% 

Make user  
registration 
(41%), 

Edit user pro-
file (30%), 

View videos 
(28%), 

Write  
comments 
(25%), 

Read weblogs 
(25%), 

View photos 
(23%), 

Listen to  
podcasts (21%) 

Make user 
registration 
(69%), 

Edit user  
profile 
(58%), 

View videos 
(31%), 

Write  
comments 
(30%) 

View  
videos 
(33%) 

Read wikis 
(26%), 

View videos 
(23%),  

Write com-
ments (21%)  

Write  
comments 
(28%), 

Edit user  
profile (20%) 

Problematic 
Aspects 

Captchas, 

Completion of 
forms, 

Visual fields of 
applications 

Captchas, 

Completion 
of forms, 

Visual fields 
of  
applications 

Quality of
media 
files, 

Audi-tory 
fields 

Quality of 
media files, 

Linguistic 
problems, 

Auditory 
fields 

Navigation, 
orientation 
and  
operability of 
web  
applications 

                                                           
3 There are no reliable data about the groups Dyslexia, Learning disabilities and Cognitive 

Impairments given because the basis of results is too small (see table 1). 
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High shares of use are also mentioned for user registration in all groups. This is be-
cause a lot of web applications and services require a registration for full access. 
Problems here are based on inaccessible forms from the technical point of view and 
incomprehensibility of the explanations for the required data from the editorial point 
of view. Thus, 73% of those who have problems with a user registration chose “not 
perceivable” and 66% chose for “not operable” [3]. Visually impaired, blind and 
physically disabled persons are mostly confronted with these problems.  

Much the same applies for editing user profiles and the use of forms. Forms and in 
particular Captchas limit the independent use here. Especially users with AT have 
problems with orientation on the website (53% of all who have problems), with 
operability of the form elements (50% of all who have problems) and with the 
perceptibility of the elements (47% of all who have problems). Similar problems are 
noticed on form-based and editor-based applications such as the writing in wikis or 
weblogs. The users show great interest in writing comments (e.g. 60% of blind users), 
but problems like those mentioned above limit the easy access and interaction [10].  

Moreover, table 2 lists problems partially sighted and blind users with the use of 
primarily visual media like photos and videos notice. Disability-related restrictions 
and bad media quality are the main reason for it. Even hearing impaired and deaf 
Internet users stated problems with visual media which are caused by insufficient 
media quality as well as with the unlimited operability and availability of appropriate 
media players. Statements from free text answers [3] have given some more aspects: 
too small images, too small video windows or poor resolution, audio streams which 
are too noisy or added with background noise, unavailability of subtitles or sign 
language videos. Despite problems in access and use of media content, the high usage 
rates of visual and auditory content in all questioned user groups show big interests 
for these. This fact should emphasize the importance of making auditory, visual and 
other content as accessible as possible for all. 

3 A Comparison of the Results with WCAG 

Various areas of accountability and contributors in the development and operation 
process of a web application have to be identified for the prevention of barriers. They 
should be responsible for ensuring accessibility in their respective field of action. For 
the following comparison of the study results with WCAG 2.0 Guidelines (G), the 
facts have been organized in relation to the area of accountability. Different areas of 
accountability have been defined for this purpose which correlates to the different 
positions in the development process of web applications like developers, authors, 
designers and customers.  

According to the description of the “Essential Components of Web Accessibility” 
from the W3C Web Accessibility Initiative (WAI) Group [12] which presents inter-
dependencies between the components and roles, the four different areas of 
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accountability are not independent at all. It is for this reason that some items in the 
tables are assigned to several areas. The four defined areas are: technical aspects, 
editorial aspects, design aspects and organizational aspects of web accessibility. A 
description of each can be found in the following paragraphs. 

Furthermore, three tables concerning technical barriers, editorial barriers and de-
sign barriers have been developed. In the planning and development of a web applica-
tion, a person in charge can consult the specific table to look up the most critical as-
pects and use cases compiled during the study und which WCAG Guideline correlates 
to them. In connection with the guidelines and technical documents of the W3C WAI 
Group, the responsible person can choose the relevant guidelines and select the corre-
sponding success criteria and best practise. 

For the comparison, the items of the classifications of barriers published in [11 and 
13] were each collated with the WCAG 2.0 Guidelines. For better readability the re-
sults have been spread into one table for each area of accountability. Quantitative 
results concerning the aspects cannot be given in the tables because on the one hand 
the items are grouped according to the impairment groups, and on the other hand the 
different items are not exactly a part of the survey, but they were identified by the 
analysis of the study and the interviews. The items in the tables are based on the 
qualitative analysis of the survey, free text answers and the interviews, which figured 
out the most critical aspects in web applications today. 

3.1 Technical Aspects 

The area of technical aspects includes all critical aspects based on technical restric-
tions, conditions or implementations: e.g. techniques used (e.g AJAX, JavaScript), 
programming styles and restrictions in hard- and software because of assistive tech-
nologies (AT). Examples for these are Captchas, insufficient operability of flash-
players or missing semantics and markup in web forms. Web programmers, service 
providers and producers of utilities and AT are responsible for these aspects [13]. 
Guidelines for these groups are e.g. the documents from the W3C WAI: Web Content 
Accessibility Guidelines (WCAG), User Agent Accessibility Guidelines (UAAG) and 
Authoring Tool Accessibility Guidelines (ATAG) and evaluation tools like validators. 

Table 3 shows the most important technical based accessibility issues of the differ-
ent user groups, which have been extracted from the study, in connection with the 
corresponding WCAG Guidelines. All in all it is remarkable that technical barriers 
have a big influence on the operability of the applications with the AT used. So it is 
conspicuous that the user groups which are reliant on AT recognized most barriers. 
Visual impaired, blind and physically impaired Internet users have most problems 
resulting from technical problems with their AT. Most of the problems occur during 
the interaction with interactive elements and forms without a mouse. In some cases, 
these barriers hinder the independent use of the application by the affected user 
groups. 
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Table 3. The Most Important Technical Based Accessibility Issues for the Different User 
Groups in Connection with the Corresponding WCAG Guidelines 

Type of Disability Technical Aspects WCAG Guide-
lines 

General 

Operability 2 

Semantics of web forms & buttons 1.3, 4.1 

Error messages 3.1, 3.3 

Semantics of media content 1.3, 4.1 

Operable & available player 1.1 

Visual Impairments 

Forms in PDF 3.3 

Captchas 1.1 

Operable forms & editors 2.1 

Operability with AT (e.g. JavaScript, 
flash, AJAX) & without mouse 

2.1, 2.4, 4.1 

Hearing Impairments Download & control of podcasts 2.2 

Motor and Dexterity 
Impairments 

Operability of: web forms  2.1, 3.3, 4.1 

      buttons  2.1, 2.4, 4.1 

     drop-down-menus  2.4, 4.1 

     players 2.1, 2.2, 2.4, 4.1 

     activation of links 2.4, 4.1 

Operability without mouse 2.1, 4.1 

Registration, Forms and Buttons. Forms and corresponding buttons, e.g. for user 
registration or buying processes, are relevant parts of a web page and have to work for 
all interested users. But there are problems with forms and buttons in a technical and 
in a cognitive way. This is also underlined by the rate of problems illustrated in table 
2, which shows that e.g. 69% of blind users will probably have problems with user 
registration forms. But there are also high problem rates for this type of user interac-
tion concerning the other user groups.  

Problems in forms result from different aspects concerning different user groups, 
but the most important aspect for all user groups is language using in forms. Users 
have to understand what kind of input and in which format it is expected, why this 
data is needed etc. (G 3.3). Thus, explanations and labels are the most important as-
pects (see also par. 3.2). But if the explanation is too long, users with deafness and 



 Experienced Barriers in Web Applications       293 

cognitive impairment for example, will not understand it [3]. The DRC-study4 sup-
ports these results with significant figures, e.g. “complex terms/ language” is indi-
cated as a key problem in the group of hearing impaired users [5]. 

Furthermore, access to forms with assistive technologies is the second big problem. 
This includes labels, input elements, selection elements, submit buttons, etc. Elements 
of forms which are not logically ordered (G 2.4) or which are not described with all 
necessary mark-ups (G 3.3) can cause problems for users which are dependent on the 
keyboard or on the special AT-functions of forms. They can have problems to reach 
the actual form element, to identify the label of the form element and to reach the 
submit button. Especially the tab order and focus behaviour (G 2.4 and 3.2) have to be 
taken into account when it comes to accessible forms. This fact is also supported by 
the study of Lazar et. al. [6], in which “poorly designed/unlabeled forms” is the third-
highest point of frustrating points in web pages. 

Some participants of the survey said that there are problems with comment functions 
when accessing with screen readers. The AT does not recognize the written text in the 
forms and they can not check their comments before submitting [3]. In large forms, e.g. 
for comments or for text in wikis, problems can occur with the reaction of the applica-
tion to user controls. Unexpected processes can be the result. Another problem is the 
correct structuring and formatting of text in editor forms with AT. Participants said that 
they often do not format their comments or that they ask for help [3, 10].  

The recorded problems underline that the design and implementation of accessible 
forms are very difficult. For this reason there is not only one guideline for forms but 
almost all guidelines are applicable for developing accessible forms because of the dif-
ferent dimensions that have to be considered in forms: operable, perceivable, under-
standable and robust. The last point is very difficult when implementing forms with new 
user-friendly techniques like AJAX. New technologies can help to prevent errors and 
support the user attention, but they can cause crashes for users with AT [14]. 

Moreover, the usability of forms in general is an important aspect which has to be 
well researched and realized. This includes e.g. the perceptibility of the elements and 
possibilities (e.g. in sliders or selection bars; G 1.1 and 1.4), the logic and pro-
grammed sequences of the elements (especially the keyboard access and focus; G 2.1 
and 2.4) and the wording (G 3.3) as well. All programmers and editors have to think 
very carefully about forms and buttons to make them accessible in a perceptible, op-
erable, understandable and robust way. Caspers [14] has established a good (German) 
tutorial for accessible forms, which includes design, error prevention and handling, 
HTML and CSS for forms, dynamics in forms (e.g. using AJAX), and methods for 
user tests.  

Operability with Assistive Technologies. The operability of web pages and their 
compatibility with assistive technologies causes many problems for users who are 
dependent on AT. This key area is focused by two of four principles of the WCAG 
2.0: Principle 2 Operable and Principle 4 Robustness. These principles affect to  

                                                           
4 There is no direct comparison possible between the statistical results of the German study and 

the British study by the DRC or the American study by Lazar because they have different 
scopes. But the core results of the key problems are comparable. 
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keyboard navigation (G 2.1), navigation and orientation (G 2.4), and compatibility 
with current and future user agents including assistive technologies (G 4.1). The 
German study has ascertained that users often have problems with the operability of: 

• Forms and buttons,  
• Drop-down-menus, 
• Players and editors and 
• Multimedia components. 

The central problem of all these aspects is lack of access without a mouse (G 2.1). 
This is particularly important for blind and physically impaired users. In the inter-
views and free text answers of the study, users said that they often can not operate 
players on multimedia sites and editors in wikis or weblogs when only using a key-
board. So they have no control of multimedia content. These problems are often ex-
pressed in interviews as well as in free text answer fields with regard to the applica-
tion of wikis, weblogs, and media sharing websites [3]. The DRC-study confirmed 
this with significant figures concerning “incompatibility between accessibility soft-
ware and web pages” for blind and partially sighted users [5]. In the US-Study of 
Lazar et al., “conflicts between screen reader and application” is indicated as the sec-
ond-highest cause of frustration by blind Internet users [6]. 

Captchas. Captchas (G 1.1) pose a problem for 39% of the questioned blind people 
and for 5% of the visually impaired people. 50 persons said that this is the main bar-
rier for an independent user registration because a screen reader can not recognize 
these figures. One way to solve this problem is the option to listen to an audio-file 
which represents the Captcha, but this is not the preferred way for most blind and 
visual impaired people [15]. Some of them use webvisum (www.webvisum.com/) 
which is a Firefox extension to solve graphical Captchas. The corresponding form 
element for the solution has to be accessible too. 

Conclusion for Technical Barriers. Summarizing the technical aspects, we can see 
that the main problems occur in connection with AT. If programmers do not use all 
necessary mark-up, no logical structure of all elements and no alternative ways of 
access like audio-Captchas, some users with disabilities will have big problems to 
interact with the application. Another important aspect, programmers and utility pro-
ducers have to take into account, is the ensurance of full access and interaction only 
with a keyboard as input device. Furthermore, developers have to ensure the accessi-
bility of special features like applets in Java, PDF or flash. For these objects, the 
WCAG Guidelines are fully applicable, e.g. keyboard access (G 2.1), focus highlight-
ing and order (G 2.4), alternative text (G 1.1), scalability (G 1.4) etc. Central impor-
tance should also be admitted to the accessibility of web forms. These measures are 
beneficial to all user groups because the readability, usability and accessibility of 
form elements are crucial for the independent participation e.g. in social networks.  
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3.2 Editorial Aspects 

Editorial and content-related barriers contain insufficient editorial or structural con-
tent preparation for Internet requirements, e.g. difficult language, missing textual 
structures or missing semantics of media content [13]. Guidelines for web editors are 
e.g. “European standards for making information easy to read and understand” [16]. 
Table 4 shows main problems regarding the editorial aspects of a web application, 
which have been extracted from the study. This includes the understandability of the 
content in general, but also the understandability of all text elements of a webpage 
because these support the orientation, the user guidance and the content reception. 
One of the main points in the table, which is listed several times, is the issue of miss-
ing or unclear descriptions, semantics and mark-ups of media content. This implies 
for different user groups that they have no access to the content of media because 
there is no alternative text (G 1.1, 1,2, 1.3). 

Table 4. Critical Editorial Aspects for Different User Groups in Connection with the 
Corresponding WCAG Guidelines 

Type of Disabil-
ity 

Editorial Aspects WCAG 
Guidelines 

General 

Understandability 3 

Orientation & clear arrangement 1.3, 1.4, 3.2 

Quality, size & contrasts of media content 1.4 

Descriptions of media content (alt text) 1.1, 1.2 

Visual  
Impairments 

Semantics of content 1.3, 4.1 

Descriptions of media content (alt text) 1.1, 1.2 

Numerous links 2.4 

Names of links 2.4 

Hearing  
Impairments 

Missing Videos in sign language & with sub-
titles 

1.2, 1.4 

Quality of podcasts 1.4 

Cognitive  
Impairments 

Understandability 3.1 

Motor & Dexteri-
ty Impairments 

Semantics of content  1.3, 4.1 

 
The most important critical point for all questioned user groups is language in the 

broadest sense. A large percentage of the Internet users have small or big problems in 
understanding the provided information. The problems result primarily from the use 
of difficult language and foreign words. In particular problematic are explanations, 
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forms, and error messages as users often do not understand what they have to do or 
what is wrong.  

Editors and programmers have to pay more attention to the wording and the expla-
nations. It is an aspect which we can not check in an automatic way, only by creating 
more attention on readability. One solution to this is a very careful text editing and 
structuring of the web content. More attention to the content editors and their aware-
ness of accessibility issues is needed. 

This important fact underlined by its own principle in WCAG: Principle 3 Under-
standable. It emphasizes understandability of the information and the operation of 
user interfaces by users [4]. Guideline 3.1 addresses the content itself and requires to 
identify the language of text and mechanisms for abbreviations and pronunciations. 
According to guideline 3.2, the programmers have to make the web pages predictable 
in operation and appearance, which includes e.g. a consistent navigation and identifi-
cation. This means that for example all buttons have the same wording for the same 
functions. The avoiding of errors and mistakes is in the focus of guideline 3.3. This 
includes the wording of labels, error messages and suggestions.  

For almost all these criterions it can be checked automatically for whether they ex-
ist or not, e.g. if there is a label element or if there is an identifier for the language of 
the text. But only humans can check if the wording is understandable and formulated 
as easy as possible. Problems with the language are not only critical for interaction, 
but also for the user guidance of a website with regard to navigation and understanda-
bility of the provided information in general. The British DRC-study underlines these 
facts with its results. Language can pose an accessibility problem for all user groups 
which have been analyzed. The key problems for blind users are “incorrect or non-
existent labelling of links, form elements and frames”. The central problem for dys-
lexic users arises from “complicated language or terminology”. The survey has raised 
significant values in all groups concerning “confusing and disorienting navigation 
mechanisms” where the wording is a key factor for a predictable navigation [5]. This 
supports our findings concerning the problems with regard to orientation and naviga-
tion for all questioned user groups.  

The German Study, the British DRC-Study and the study of Lazar et.al. have estab-
lished another main problem: missing or unhelpful alt text for pictures and videos as it 
is required by G 1.1. This is a key issue particularly for blind users [3, 5, 6] in all 
studies. The lack of alternative media for audio-based information and missing subti-
tles or captures pose the key problems for hearing impaired users [3, 5]. A compari-
son of different accessibility studies published in McEwan et.al. [17] underlines this 
by showing that missing alternative text for images and objects is “the most funda-
mental accessibility problem in commercial website development”. 

In the evaluation of the interviews connected with the survey, it can be extracted 
that the different user groups with disabilities have different problems with language. 
Visual impaired and blind users often have problems if the wording of the navigation 
is not clear and easy and if headlines do not describe what the content represents (e.g. 
“Far too complicated! To get the overview is the main problem, then finding the entry 
ways and finally entering are just so complicated”) [3, 6]. Users with hearing impair-
ments, deafness and with cognitive impairments often have problems with  
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understanding the content, especially in long text [3, 5]. Additionally, they have prob-
lems with writing texts like in comments or wikis, because they are often not very 
confident with the written language and that is why they are worried about the reac-
tion of other users (e.g. “often there is somebody who says: you are stupid”). It is for 
this reason that these user groups use functions such as comments below average 
compared to the other questioned user groups (e.g. 60% usage rate in comments by 
blind people, but only 28% by deaf people) [3].  

To sum up, the following list of issues concerns the language and understandability 
of text in websites [11]: 

• Difficult language and foreign words, • Explanations and agreements, 
• Content in general, • Error messages and suggestions, 
• Alt-Text and descriptions of media content, • Expected input data, 
• Names of links, • Names in navigation. 

3.3 Design Aspects 

In addition to technical and editorial barriers, design barriers can also have a consi-
derable influence on the accessibility of websites and applications. These aspects 
affect the user guidance and perceptibility of functions and not least the aesthetic 
impression on the user. Design barriers are based on inadequate accessible design of 
user interfaces, e.g. insufficient contrast, background images or too small font sizes 
[13]. Table 5 links the most critical design based issues due to the accessibility of the 
web content and functionality, which have been extracted from the study, to the corre-
sponding WCAG Guidelines. 

Table 5. Critical Design Related Aspects for Different User Groups and the Corresponding 
WCAG Guidelines 

Type of Disability Design Aspects WCAG 
Guidelines 

General 

Perceptibility 1 

Orientation & clear arrangement 1.3, 1.4, 3.2 

Perceptibility of functions 1.4, 2.4 

Quality, size & contrasts of media content 1.4 

Visual Impairments 

Quality of pictures 2.3 

Optimization for certain screen resolution 1.4 

Size of buttons & interactive elements 2.4 

Cognitive Impairments Orientation & clear arrangement 1.3, 1.4, 3.2 

Motor and Dexterity 
Impairments 

Arrangement of links 2.4 
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One of the most important and impressive facts of the study is that almost all Inter-
net users have problems to access and interact with a web application because of defi-
cient orientation and arrangement (G 1.3, 1.4, 3.2). The main problems are poor con-
trast and undersized fonts (G 1.4). The British DRC-study comes to similar results: all 
groups, except the blind users, have identified “graphics and text size too small” and 
“inappropriate use of colors and poor contrast between content and background” as 
key problems [5]. Furthermore, in our study as well as in the DRC-study almost all 
user groups outline problems with the layout and orientation on the website: “unclear 
and confusing layout of pages” and “confusing and disorienting navigation 
mechanisms” are the most referred key problems. 

Another important aspect is the perceptibility of functions especially in editors and 
players (G 1.4, 2.4). The interviewees have formulated problems due to the non-
perceptibility of functions with regard to almost all applications with media content. 
The effect is clear: if they can not detect or separate the functions, they can not use it. 

Orientation, clear arrangement (G 1.3, 1.4, 3.2) and likewise problems with quality 
or size and contrast of media content (G 1.4) can be attributed to editorial and de-
signer aspects. On the one hand, the design should intend suitable format templates 
and place holders and on the other hand the editorial staff has to process contents and 
media for the Internet and appropriately integrate it into the format templates. Naviga-
tion and contents must well identifiable structured (paragraphs, headings) and suffi-
cient font size for the orientation and clarity of arrangements.  

Table 6. Comparison of the Most Important Aspects of Accessible Web Sites as a Conclusion 
of the Regarded Studies 

Aspect Web 2.0 
Accessible  

DRC  Lazar WCAG 2.0  

Alt-text  X X 1.1, 1.2 

Links X X X 2.1, 2.4 

Forms 
X X X 

1.3, 2.1, 3.1, 
3.3, 4.1 

Plugins (PDF, Flash, …) X  X 3.3 

Navigation X X X 1.3, 1.4, 3.2 

Layout X X X 1.3, 1.4, 3.2 

Failures (screen reader problems) X X X 2.1, 2.4, 4.1 

Language X X  3.1 

Media content 
X X  

1.1, 1.2, 1.4, 
2.2, 1.3, 4.1 
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4 Conclusions 

Interestingly, the recorded results coincide very well with the four principles that 
characterize WCAG 2.0. Requests for perceptibility, operability and understandability 
have been articulated by the interviewed persons repeatedly. The principle of 
robustness is primarily reflected concerning the performance of web applications 
accessed with assistive technologies. The results presented here show the high 
practical relevance of both: the results of the study and WCAG 2.0 because the 
problems identified in the study reflect barriers which still occur and WCAG 2.0 
documents can provide answers for their accessible implementation. Table 6 gives a 
summary of the most important aspects of accessible web sites and applications as a 
conclusion of the regarded studies. 

The German study has identified wiki applications, registration and other forms, 
and media applications as the most important applications which are very interesting 
for people with disabilities although they are often faced with accessibility problems. 
The most important barriers for all user groups are understandability in the broadest 
sense, the use of forms and the operability of multimedia components, especially with 
assistive technologies.  

Technical problems which are for the most part caused by insufficient operability 
of the applications with assistive technologies are especially noticed by visually 
impaired, blind and physically disabled persons. Hearing impaired and deaf Internet 
users particularly encounter problems of understanding due to insufficient or 
superficial treatment of content and media in formats they understand, e.g. videos in 
sign language or with subtitles. Therefore, primarily organizational and editorial 
aspects are perceived by this group. Even users with reading disabilities, such as 
dyslexia, as well as with learning and intellectual disabilities are affected by editorial 
aspects so that restrictions on account of the linguistic competence are experienced. 

Therefore, there seems to be a need for more awareness not only of technical 
aspects of accessibility but particularly of editorial aspects. All elements of a web 
application such as links, labels, menus and the content itself have to be formulated 
very carefully and as easy as possible with different user groups in mind. To check 
the understandability of all contents, and in particular of elements for user interactions 
such as forms, web applications have to be evaluated by users with a variety of 
abilities because these in practice experienced problems will otherwise not be 
detected. 

Acknowledgements. I give thanks to ”Aktion Mensch“ and to ”Stiftung Digitale 
Chancen“ for providing the study data and for the opportunity to evaluate it in detail.   
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Abstract. Medical care, particularly for chronic diseases, accumulates
a huge amount of patient data over extensive time periods that needs to
be accessed and analyzed accordingly. Information Visualization meth-
ods hold great promises in turning data deluge into improved quality
of medical care. Yet, patient data management systems mostly provide
documents, form-based displays, or static visualizations. We present a
design study of an interactive visualization system, called VisuExplore,
to support long-term care and medical analysis of patients with chronic
diseases. VisuExplore offers interaction techniques for effective explo-
ration of time-oriented data and employs simple, but intuitive visualiza-
tion techniques. It was developed in close cooperation with physicians.
We conducted two user studies with nine physicians and 16 students,
which indicate that our design is useful and appropriate for particular
tasks.

Keywords: Information Visualization, time-oriented data, medical in-
formation systems, visual exploration, interaction techniques, user study.

1 Introduction

Modern medicine puts a huge amount of patient data at the attending physicians’
disposal. Particularly in chronic disease care, data accumulates over extensive
periods of time and physicians need to access and analyze it accordingly. Ongoing
data integration efforts might bridge the technical gap between different data
stores but not the gap between data stores and human expertise. In an effort
to turn data deluge into improved quality of medical care, we present a design
study of an Information Visualization (InfoVis) system to support physicians in
exploring time-oriented health care data of patients with chronic diseases.
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Time and time-oriented data play an important role in health care, which
is underlined by the definition of the electronic health record (EHR) as “the
complete set of information that resides in electronic form and is related to the
past, present and future health status or health care provided to a subject of
care” [24]. In care for patients with chronic diseases and for analysis of such
care, physicians often need to consult these records. While typical queries can
be answered quickly, there are often situations that require deeper understanding
of the recorded information (e.g., co-development of biometric variables, or how
a change of therapy has affected patient status). In addition, physicians need
to analyze multiple variables of different data types and irregular sampling. For
such exploratory tasks, where they do not have a direct question but learn about
the patient in their search, InfoVis holds great promise [10].

Current patient data management systems (PDMS), however, provide only
a small part of what InfoVis has to offer for exploring time-oriented data. Of-
ten, patient data is available only in electronic documents or PDMS forms that
show one examination at a time. This makes it hard to follow patient trends.
Visualizations, if provided, are mostly static and do not allow powerful interac-
tions. Furthermore, existing research for patient data visualization has engaged
in different design studies that cannot be immediately transferred to our do-
main problem. These designs either focus on a single type of data (e.g., inter-
vals) or special scenarios, like intensive care, which is mostly concerned with
high-frequency, short-term data (cp. Sect. 2).

In close cooperation with physicians at a regional hospital, we have developed
task-specific interaction and visualization methods for the diabetes outpatient
clinic, called VisuExplore. Through our design, they can explore time-oriented
data of a patient with chronic diseases in a coherent user interface. In order to
represent variables of different structure, we visualize each variable or each group
of homogeneously structured variables in a separate diagram. To provide a frame
of reference, these diagrams are aligned to a common time axis. Tackling irregular
and independent sampling, we draw items where they fit on the time axis. The
use of simple and easy-to-understand visualization methods was requested by
users and should make it easy for them to read and interpret the data. This is
accompanied by an extensive set of interaction techniques that allows for flexible
and effective exploration of the data. Providing a reasonable combination of
simplicity and flexibility is a non-trivial achievement.

In general it is advisable to evaluate InfoVis systems with their target users.
However, physicians at our partner hospitals have been very busy and we could
recruit nine physicians for the usability investigation of VisuExplore. To comple-
ment this investigation, we repeated the user study with 16 students. With this
combined approach we could back up the result and gain additional insights.

Contribution. This paper’s primary contribution is a design study of InfoVis
methods for medicine. Design studies have been characterized very well by Mun-
zner [20], who also called for more work of this type. Following this, we describe
the diabetes outpatient clinic as accompanying domain problem and the user
requirements guiding our work (Sect. 3). Next, we present the visual encoding
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and interaction design of our approach (Sect 4).1 In a case study we demonstrate
the applicability of our approach (Sect. 5) and we report a user study with 16
students on its usability (Sect. 6). For a secondary contribution, we compare
the results of this user study with a previous user study conducted with nine
physicians [23]. Finally, we draw our conclusions and outline directions for future
work (Sect. 7).

2 Related Work

There is growing interest in time-oriented data [2] with medical applications
being tackled in some prominent design studies.

One group of designs works exclusively on quantitative patient data (e.g.,
heart rate). Typically, they encode each variable in a scatter plot or a line plot
with time on the horizontal axis. The Time Line Browser [8] is a seminal work
for the visual exploration of time-oriented patient data in general and this group
of designs in special. It defines a solid theoretical foundation and powerful inter-
action techniques for time-oriented data but its design is generic and not aimed
to be easy to use as the paper concentrates on underlying concepts. The Graph-
ical Summary of Patient Status (GSPS) [25] used fine-tuned scatter plots for a
high data–ink ratio and arranged them as small multiples. However, this design
was intended for printing and is neither interactive nor flexible. The Medical
Information Visualization Assistant (MIVA) [9] applies some features of GSPS’
scatter plot and integrates them in an interactive design that allows flexible ar-
rangement of medical variables. However, in contrast to our work it is limited to
quantitative data and has scatter plots as its only visualization technique.

A second group of designs focuses on nominal patient data (e.g., period of
hospitalization) and typically uses a visual representation similar to a Gantt
chart, which shows items as bars parallel to a horizontal time axis. For this
group, LifeLines [22] is a ground-laying design. Items are grouped to facets,
which can be collapsed or expanded. The facets are comparable to our diagrams,
but they cannot be rearranged and resized as flexibly. Patient History in Pocket
(PHiP) [3] adapts this approach for a mobile device with limited display size and
interaction capabilities. Zhang et al. [36] use vertical bars for the ‘when’ aspect
in their design, which they structure based on the 5-W of journalistic reporting
(who, what, where, when, why, and how).

There are other designs for patient data, which do not use a time axis. For
example, VIE-VISU [15] provides a metaphor graphic of quantitative patient
status over a time interval and repeats this graphic to show changes over time.
Sundvall et al. [32] present a design that shows nominal data as placemarks on
a zoomable map of the human body. They use animation to show development
over time. The 5-W design of Zhang et al. [36] also contains a view of a stylized
human body for its ‘where’ aspect. As a third view 5-W provides a directed graph
1 This extends a short paper [28] written at an early stage of the project, which

contained the overall concept and requirements analysis but no system design in
detail and no user studies.
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of events in the patient record for the ‘why’ aspect. These two views, however,
show only the current patient status, but not development over time.

Comparing patient data to medical guidelines is a related domain problem
and has yielded some designs that combine features from the groups of MIVA
and LifeLines (e.g., CareCruiser [11], Midgaard [4]). However, these designs cater
more to different tasks than open-ended exploration. In the surroundings of this
work we also find the problem domains of querying patient databases (e.g.,
LifeLines2 [34], Similan [35]) and exploring patient cohorts (e.g., CareGiver [5],
Dare [7], Gravi++ [14], TimeRider [27], VISITORS [16]).

Overall, VisuExplore stands out due to its flexibility and task-specific interac-
tions for the exploration process. The exploration designs described above only
work with either quantitative or nominal data and rely on a single visualization
technique that shows development over time. Our design’s interactions include
most notably the flexible arrangement of variables, smooth zooming and resizing,
measuring time spans, and keeping track of time and relevant items.

3 Domain Problem

In this section, we lay a foundation for our design study by describing the user
requirements and a medical scenario that has accompanied our design process.

3.1 Methods for User-Centered Design

This work is embedded into a larger research project studying the application of
InfoVis to medical care. We adopted a user-centered design approach [29] and
involved potential users from the beginning. We conducted systematic require-
ments gathering through semi-structured interviews with five physicians at a
regional hospital to assess how InfoVis could make their work easier and what
kinds of mapping would be appropriate for their data. Furthermore, we chose a
concrete medical scenario that would guide the design process and user studies.
We used interviews and contextual observation of three patient encounters in
the diabetes outpatient clinic to familiarize ourselves with the medical scenario.

We developed the design based on state-of-the-art InfoVis principles. The
design underwent an iterative refinement process to gather expert reviews from
InfoVis and human-computer interaction specialists in our team. In addition,
we used prototypes, first on paper, then implemented in Java using prefuse [12],
to test our approach informally with three physicians and a nurse, who are
familiar with managing diabetes. These iterations culminated in a case study
and a structured evaluation with nine physicians and 16 students, which we
present later in this work.

3.2 Medical Requirements

Based on the interviews with the physicians we gathered the following user
requirements:
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– Simple user interface: The physicians need to gain quick and unambiguous
insights. Thus, the interfaces and visualizations should be particularly clear
and simple to use.

– Flexible for various medical variables: A single fixed configuration is not
sufficient, because different patients or different medical disciplines require
the analysis of different sets of variables.

– Time-oriented data: Various measurements of variables over time need to be
followed. Development and co-development are of interest.

– Interactivity: A variety of interaction techniques such as (semantic) zooming,
resizing of visualizations, grouping, opening medical documents from the
visualization, and writing annotations should be included.

– Multiple patients: Some tasks require the comparison and filtering of data
of patient cohorts, for example finding out whether some therapies are more
effective than others.2

3.3 Medical Scenario

Diabetes mellitus is a chronic condition in which the human body is no longer
capable of managing its glucose (blood sugar). To mitigate this, patients need to
change their lifestyle, take oral medication, and/or inject insulin. Otherwise, they
are at risk of many complications, e.g., cardiovascular disease, retinal damage,
or diabetic coma. The choice of treatment depends on many factors including
diabetes type, severity, comorbid diseases, and the patient’s experience in keeping
their glucose in the optimal range.

In this scenario, we take the point of view of a physician at the diabetes out-
patient clinic. Examinations at the clinic are scheduled in intervals between six
weeks to three months, depending on the patient’s condition. The data set en-
compasses quantitative data (e.g., fasting blood glucose level, body mass index),
nominal point data (e.g., concomitant medication to lower blood pressure), and
nominal interval data (e.g., insulin therapy). However, some of the variables are
optional and physicians only record them, if they expect relevant changes. In
contrast, some other variables such as blood pressure or cholesterol level might
also be recorded between two diabetes examinations by another department of
the hospital. The data originates from two separate systems: a laboratory infor-
mation system and a computerized physician order entry system. Together these
factors make a good case for how relevant heterogeneous time-oriented data is
in practice.

Physicians working for the diabetes outpatient clinic are interested in whether
a patient’s condition improves or worsens. They want to relate an improvement of
some variables to the development of other variables, for example, losing weight
and lower glucose. They need to know which types of therapy a patient already
had and how these affected medical tests.

2 In the following design process we came to the conclusion that we can support
this requirement, analysing the development of multiple patients over time, better
through a separate design study, which we present elsewhere [27].
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4 Description of VisuExplore’s Design

Next, we explain how our proposed interaction and visualization techniques (see
Fig. 1) meet the domain problem presented above. For this, we set these tech-
niques in context with state-of-the-art InfoVis research and use anonymized med-
ical data as illustrative example.

4.1 General Layout

For efficient visualization of time-oriented data, research in InfoVis methods and
human perception has yielded a considerable body of guidelines (e.g., [6,33]).
However, there is no single visualization technique that can efficiently encode
all types of time-oriented data needed for exploration of diabetes data (cp. [2]).
Thus, we work with a collection of well-established visualization techniques,
each of which can handle one class of time-oriented variables well. We combine
diagrams of these techniques in a multiple-view visualization, where all views
share the common time axis. Using the perceptually efficient encoding “position
on a common scale” for the time aspects of all items of all variables allows the
users to keep a common frame of reference. This makes it easy to find out about
sequence, co-occurrence, and co-development of multiple, possibly heterogeneous
variables. Thus, we accommodate for the important role time plays in fulfilling
the tasks of this medical scenario (see Sect. 3.3). For the users, the time axis is
visualized using the Gregorian calendar (see Fig. 1.v0). Vertical grid lines that
extend from the time axis help users to look up time points of interest.

4.2 Visualization Techniques

VisuExplore provides four simple, but intuitive visualization techniques (see
Fig. 1): A line plot and a bar chart for quantitative data as well as an event
chart and a timeline chart for nominal variables.

Line plots and bar charts are well known and users can interpret them without
training. Thus, we meet the design requirements for visualization that are simple
to use and to interpret. The bar chart can be used, when individual values are of
interest or should be compared. The line plot connects consecutive observations
visually and, thus, can be used to spot and compare trends and patterns. The
line plot uses a y-axis that scales automatically to a default value range, which
is defined in the metadata. Alternatively, users can set it to scale fitting for
the highest and lowest values in the patient’s data. This allows users to follow
changes that are small compared to the value and immediately determine the
value range of a variable. However, this setting might lead to wrong insights as
small fluctuations of a stable parameter may look like dramatic changes. Further,
the y-axis may be set to extend to zero. This is particularly useful when ratios
are important (e.g., body weight), but not for interval scaled variables (e.g.,
temperature). The bar chart uses the same y-axis but it will always extend to
zero, because otherwise bar length would not be interpreted correctly.

For nominal data, we provide the event chart. It can visualize several vari-
ables in the same diagram. Each variable is positioned on a separate y-position.
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Fig. 1. Exploring medical data of a diabetes patient using the VisuExplore interface:
Multiple groups of variables are visualized with different techniques in a multiple views
display: Line plot (v1), bar chart (v2), event chart (v3), and timeline chart (v4). All
visualizations share a common time axis (v0). Patient master data is printed above the
time axis. Users can interact with the visualization through mouse actions inside each
view, scrollbars, a toolbar for time (i1), two toolbars for views (i2, i3), and the menu.
When hovering over an item, a tooltip (i4) prints the item’s exact time and value. A
mouse tracker (i5) marks the position of the mouse pointer with an orange line to keep
users informed about items occurring together and their occurrence time.

Fig. 2. Dialog to add a new diagram: Users select variables, a technique, and option-
ally a diagram title. The dialog will warn users, if they choose variables that are not
supported by the selected technique. In the user study we used only bar chart, line
plot, event chart, and timeline chart (top four options). The advanced visualization
techniques were not visible in the user interface.
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Basic shapes represent all variable observations and different nominal values are
mapped to the shape or color. For example, in Fig. 1.v3 prescribed drugs are
shown as filled diamonds whereas empty diamonds appear for drugs that are
not prescribed. A short free text may go along with each of these shapes. In the
figure they show an abbreviation of the brand name and the dosage.

So far, we presented visualization techniques for data that is valid for a point
in time. When data of a nominal variable is valid for a time interval, we can use
the timeline chart (see Fig. 1.v4). This chart type is a well-established technique
and can be found in the group of designs around LifeLines [22]. We also devised
a representation for intervals of which only the start time is known but not the
end time (e.g., currently prescribed insulin therapy). We draw these intervals
with the right edge fading out and an arrow should indicate that the timeline
might extend longer than it is visible.

The collection of visualization techniques outlined above is not intended to be
complete. Instead, we plan VisuExplore as a framework that is open for pluggable
components as requested by Aigner et al. [2]. In fact, we have already integrated
five advanced visualization techniques to demonstrate the extensibility of Visu-
Explore (see Fig. 2): a semantic zoom chart (cp. [4]), a step chart, a silhouette
graph, a horizon graph (cp. [26]), and a document browser. However, in the us-
ability investigation we limited the prototype to simple techniques, because the
introductory requirements analysis called explicitly for simple visualizations. In
order not to overwhelm users we plan to evaluate advanced visualization tech-
nique one at a time.

4.3 Interaction Techniques

Above we discussed visualization techniques but much more is possible through
interaction. Interaction is regarded as “at the heart” of InfoVis [31] and this
might be even more true for exploration of time-oriented data.

A flexible and adaptable arrangement of variables was one primary require-
ment for VisuExplore (Sect. 3.2). Our design excels in allowing users interaction
with variables. In this respect, it is more powerful than comparable approaches.
Users can add new diagrams using a dialog window (see Fig. 2) where they
choose variables and a visualization technique.

Each diagram is furnished with two toolbars, one on the left side (see Fig. 1.i2)
and one on the right (see Fig. 1.i3), which allow users to adapt the diagram. The
x icon in the top right corner closes the view and removes it from the display and
the gearwheel icon in the bottom left corner opens a dialog window that controls
settings of the chart (e.g., extending a numerical axis to zero). Furthermore,
the toolbars allow users to resize the diagram depending on whether they want
an overview by seeing many variables at once or analyze a few in details. They
can collapse or expand the diagram to an outline with the triangle icon, which
is used in multiple designs (e.g., LifeLines [22]). Alternatively, users can resize
the diagram continuously by dragging the arrow icon or the bottom border of
the diagram. The chart dynamically redraws during interaction and adapts to
its height through optimized layout algorithms. By grabbing a diagram in the
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Fig. 3. Users can move a diagram by
clicking and dragging the area indicated
through three vertical lines in the left
toolbar. While moving, the mouse drags a
semi-transparent preview of the diagram
and a blue bar marks the current insert
location. Here the user moves “HbA1c”
(green line plot) up, which will be inserted
between “Blood pressure” and “Lipids”.

Fig. 4. A measure tool allows users to de-
termine the time interval between any two
locations inside the visualization. Here
the user finds out that a high blood pres-
sure value comes about 35 weeks after a
peak HbA1c reading.

middle of the left toolbar, users can move diagrams and thus rearrange the
configurations (see Fig. 3).

For navigation in time, users can use the pan and zoom buttons in a dedicated
toolbar next to the time axis (see Fig. 1.i1), shift the horizontal scrollbar, or drag
the mouse in the visualization. There are also some predefined zoom steps, like
one week or one year, which users can select in the toolbar. These replicated
interactions make navigation usable for both beginners and more experienced
users. During zoom, the time axis automatically adapts itself to use time units
fitting the current temporal resolution, for example quarter of a year and month
(see Fig. 1.v0). With the mouse tracker users can see, which observations occur
together and at what time. This is implemented as an orange vertical line that
follows the mouse inside the visualization (see Fig. 1.i5). A label accompanies
the line and prints the time of its x-coordinate.

An important task when interacting with time-oriented data is to measure
the duration of an item or the time difference between two items. Especially
in exploring a medical record and in investigating possible cause-effect relation-
ships, time differences between items of different variables need to be studied
(e.g., does a change in insulin therapy result in a decrease of HbA1c within a
certain amount of time). For this, we created the measure tool (see Fig. 4). Users
can determine the time difference from a reference point to the current mouse
location through a straight line and a label. The label is updated with every
mouse movement and prints the time difference in reasonable time units. This
works across multiple diagrams. Similar measure tools are common for spatial
data (e.g., Google Maps), but we are not aware about such a functionality in
other visualization approaches for time-oriented data.

Finally, users can interact directly with visual items representing entries in the
data set. On mouse-over, an item is highlighted and a tooltip with its exact time
and value pops up (see Fig. 1.i4). Users can also mark one or more individual
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items as selected by clicking on them. Further, users can open an additional
window with a table containing the items of one diagram (see Fig. 5). Also in
this table, users can select items – individually or block-wise. These items are
then marked in the diagram and vice versa, which allows users to interact with
one and watch the effects in the other. Users may also sort the items by their
value or their occurrence time. Thus, it is possible to highlight, for example, the
top five observations of a quantitative variable.

Fig. 5. The table window allows users to inspect all items in detail and sort them by
each column. They can select items (color orange) by clicking. Diagram and table are
linked, selecting an item in the table will select the corresponding item in the diagram.
Here, the user has selected the four latest readings in “Lipids”.

5 Case Study

In this section, we demonstrate our design in context of a concrete diabetes case
that we obtained from our medical project partners. The insights reported here
came up, while physicians tested our prototype.

5.1 Diagnosis of Latent Autoimmune Diabetes of Adults

In Fig. 6 we show a screenshot of our prototype applied to medical data of a di-
abetes patient. First, we have created eight diagrams and repeatedly rearranged
them so that they provide a good overview of the patient’s diabetes history:
On top, there is an event chart of end organ damages that can be related to
diabetes. Next, we added three line plots with body mass index (BMI), blood
glucose, and HbA1c (an indicator for a patient’s blood glucose condition over the
previous several weeks). Below blood sugar values, we placed two timeline charts
showing the insulin therapy and oral anti-diabetic drugs. Insulin is categorized
into rapid-acting insulin (“ALT”), intermediate-acting insulin (“VZI”), and a
mixture of these (“Misch”). Oral anti-diabetic drugs are grouped by five active
ingredients/brands. Details about brand name or dosage in free text are shown
in labels located under the timeline. The bottom two diagrams are related to
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Fig. 6. Patient X (medical data extracted and anonymized in March 2009): Very high
blood sugar values and a body mass index of 20.1 at admission are diagnosed as latent
autoimmune diabetes of adults. First treatments are “SH glim 3”, an oral anti-diabetic
drug, with medication for elevated blood pressure and elevated blood lipids. After one
month, blood sugar has improved and blood lipids have normalized. Patient switches
to insulin therapy and continuously improves.

Fig. 7. First and second examination of
Patient X show an improvement of blood
sugar and blood lipid values

Fig. 8. Detecting local extrema of HbA1c,
body weight, creatinine, cholesterol, and
triglyceride in the July 2008 examination
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blood lipids with a line plot of triglyceride and cholesterol and an event chart of
concomitant medication. We chose this arrangement because it places diagrams
with medical tests directly above diagrams of the related medical interventions.
We reduced the height of some diagrams to fit them on a single screen. Then,
we zoomed and panned to a period of two years and three months between
November 2006 and February 2009, which shows all examinations.

This diabetes case (see Fig. 6) is a 44-year-old patient with initially very
high blood sugar values. We can read the exact values 428 mg/dl glucose, 14.8%
HbA1c from the tooltips. In addition, blood lipids values are high (256 mg/dl
cholesterol, 276 mg/dl triglyceride). At the same time, the body mass index of
20.1 is rather low. Even though there is the suspicion of a nephropathy (damage
to or disease of the kidney), these are also signs for latent autoimmune diabetes
of adults, a special form of type 1 diabetes.

First treatments are “SH glim 3”, an oral anti-diabetic drug, plus medication
for elevated blood pressure (“ACE Lisi 5”) and elevated blood lipids (“Statin
Simiva 20”). After one month, blood sugar has improved (168 mg/dl glucose) and
blood lipids have normalized (see Fig. 7). The patient switches to insulin therapy
in a combination of rapid-acting insulin (“ALT”) and intermediate-acting insulin
(“VZI”). We use the measure tool with a reference point in April 2007 and move
around to other examinations to get an impression of the time intervals relative
to the start of insulin therapy.

Next, we open the tables for HbA1c and BMI because we are interested in
exact values although we can see the trend from the visualization as well. We
can see that the patient’s condition almost continuously improves with a HbA1c
value of 7.1% and a BMI of 23.5 on February 11, 2009. Only on July 30, 2008,
we have a slightly higher HbA1c of 7.6% and a slightly lower BMI of 22.8. We
want to find out more about July 2008 and add views of other variables: weight,
creatinine, blood pressure (see Fig. 8). We notice that on July 30, 2008 also
creatinine is higher than usually. A possible explanation for this is that the
patient is dehydrated.

The suspicion of nephropathy has been wrong. Since April 2007, the insulin
dosage stays stable and concomitant medication is no longer needed. The pa-
tient’s overall condition has improved through blood sugar management.

In addition to nine examination dates with data on diabetes treatment, our
system found two more HbA1c readings in November 2006 and May 2007. A
physician involved in the case study wondered about the very high HbA1c value
of 11.9% in November 2006 and why diabetes treatment had only started four
months later. Furthermore, the examination in November 2007 lacks data about
body mass index, glucose, and lipids.

6 Usability Investigation

6.1 Description of the Investigation

The main goal of the investigation was to assess whether VisuExplore was usable
and the representations (mapping) of the variables understandable.
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The subjects were 16 students. The results of this study are compared to another
study with the same system and similar methodology (interviews) conducted
with nine physicians (see [23]). An additional goal was to assess whether the
results from the study with physicians and with students differed considerably.
It is often criticized that evaluation studies are conducted with students, but we
assume that at least some research questions, especially questions of usability,
can also be answered using students as subjects.

The main research questions of the investigation were:

1. Which were the main advantages/disadvantages of the system?
2. Which forms of interaction are most useful?
3. Which of the proposed visualizations for the variables are appropriate?
4. Are the results of the study with students as subjects similar to the results

of the study with physicians (experts)?

The subjects of the study were students. They were tested in two groups. One
group (11 students studying computer science) participated in a lecture on
Human-Computer Interaction and E-Learning. These students got an introduc-
tion of approximately two hours into the application domain and the system.
They had to solve three tasks developed by a physician from a hospital partici-
pating in the project. They worked on their own with the system and had to fill
in a questionnaire with open-ended questions more or less identical to the inter-
view conducted with the physicians [23]. These students had ample time to work
with the system – most took about 40 minutes to one hour – and were specifically
asked to find usability problems. We decided that 11 students were not enough
for the study; therefore we conducted an additional study with five students
who studied languages or economics. This had the additional advantage that we
did not only test computer science students. The second group received a short
introduction into the application domain and system, worked with the system –
also solving the three tasks – and then had to answer the same questions as the
other students in an interview. The questions and tasks for both groups were the
same. The only difference was that one group wrote down their answers and the
others answered in an interview. The interview enables the researcher to check
whether any misunderstandings occurred and to discuss the answers with the
subjects. The results from both groups of students did not differ considerably,
although the first one produced more usability problems because they worked
longer with the system. The longer introduction and the extensive work with
the system for the first group probably helped to overcome well-known problems
occurring with questionnaires (subjects misunderstanding the questions, lack of
contextualization) (see e.g., [1]).

Both groups got the same three tasks to solve. These tasks were identical to
those for the physicians:

Task 1: Please look at the data of three patients (A, B, C), especially at blood
sugar, cholesterol and body mass index. Can you see any relationships
between the three parameters for these three patients?
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Task 2: Look at patient D. Because of an illness, the patient has to take
cortisone. What effects does this have on the patient’s condition?

Task 3: Take a look at patient E. What can you say about his/her develop-
ment? (Task 3 is a more general task for exploration).

We used qualitative methods for this investigation because they allow to get
detailed information about usability problems in a very efficient manner. In ad-
dition, it is possible to analyze unanticipated or controversial usability problems
more deeply. Furthermore, recruiting expert users is even harder for a controlled
experimental approach. We also used qualitative methods for students because
we wanted this study to be as similar to the study with the physicians as pos-
sible. In further research, we will also do a quantitative analysis of the log files
and the thinking aloud protocols.

The main methods used in this study were a questionnaire with open-ended
questions for one group and qualitative interviews for the other group. Ques-
tionnaire and interview consisted of the same questions. Sometimes the subjects
uttered conflicting statements (e.g., that they appreciated a specific feature of
the system, but nevertheless did not use it very often), therefore it is difficult to
quantify statements.

6.2 Results

In this section, the results of the interviews/questionnaires are described in de-
tail. The emphasis is on comments made by several subjects because we assume
that these comments are more relevant for the assessment of the system than a
comment made by just one subject. Quotations from the students are added in
brackets.

Advantages of the system (research question 1). The answers concerning
the main advantages of the system are fairly homogenous. Students noted that the
system was easy to learn and intuitive. The interface was easy to handle. There
were only a reduced number of features. This made the system easy to understand,
but was seen as an advantage and a disadvantage by one subject. The visualization
was seen as appropriate. It provides a fast and easy way to get an overviewof rather
complex data. Different variables can be compared at a glance.

The answers concerning the disadvantages are more heterogeneous, and most
of the disadvantages are only noticed by a few subjects. Some of the subjects
commented that the design was rather boring (“It looks like Excel.”). They
also complained that it is not possible to compare the data of two or more
patients, which was not in the scope of VisuExplore’s design aims. Many of
them commented that scrolling in some cases was difficult. This was mainly due
to the fact that the scrolling function by mouse wheel and automatic scrolling
upwards/downwards when dragging a diagram were not implemented in that
prototype. Some subjects also noticed that double-click did not work properly.
Two of them also complained that there was lack of contrast concerning the
colors which made it difficult to distinguish various variables.

In addition, the students found several different smaller usability problems.
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Interaction (research question 2). Some of the interaction techniques were
appreciated by the subjects while other techniques were criticized:

New Diagram/Delete Diagram: The method to create a new diagram was only
appreciated by a few subjects. Several aspects of creating and deleting diagrams
were criticized. Some of the subjects had difficulties to create new diagrams for
different reasons. Several of the subjects complained that when a visualization
technique was not available for a specific variable it was not disabled, but only
after selecting the desired technique did an easy to overlook error message appear
(cp. Fig. 2). This led to unnecessary user actions. Deleting diagrams also did not
seem to be as intuitive as expected. One user, e.g., complained that it was not
possible to select more than one diagram to make deletion more efficient.

Resizing Diagrams: Users liked this feature, and there were only a few com-
plaints. It is an important possibility to change between overview and detail-view
or to compare a larger number of diagrams.

Moving Diagrams: This feature was explicitly appreciated by eight subjects.
They found it useful and well designed. Five subjects pointed out that scrolling
and moving diagrams at the same time does not work, which makes this feature
inefficient.

Select/Tooltip/Mouse-Over: The attitudes concerning these features were
mixed. Six subjects found at least one of these features positive and useful.
Four subjects complained that it was not possible to select more than one dia-
gram. The subjects made several different suggestions on how to improve this
feature.

Measure Tool: Ten subjects found this feature quite useful because it makes
data easier to understand. They made several suggestions how to improve this
feature (“rather click at start and end points instead of dragging the line from
start to end point”).

Pan/Zoom: Only one subject found this feature useful and well implemented.
The other subjects criticized it quite heavily. They commented, e.g., that the
zoom function does not give a detailed view of the region the subjects were inter-
ested in, but some other region. This led to some confusions and disorientation
until some (not all) realized that the zoom function zooms into the middle of
the time axis and not to the selected data item. Some subjects remarked that
the zoom function is not necessary for the data presented in the test.

Visualization (research question 3). The system offered several visualiza-
tion techniques (line plots, bar charts, etc.). The different possibilities to visualize
the data were seen as very positive. Most of the visualization techniques are easy
to understand. It is simple and intuitive to compare different variables over time.
The subjects especially liked line plots and bar charts. The diamond shaped event
charts were not understood intuitively and criticized by five subjects.

Most of the students appreciated the possibility to show several variables in
one diagram because it makes the comparison of the variables easier (“ideal for
up to three variables, more variables would be confusing”; “several lines in one
diagram are easier to compare, they do not take up so much space”). No student
explicitly criticized this feature.
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Comparison to the study with physicians (research question 4). Basi-
cally, the results of the study with physicians and the study with students are
fairly similar. It should be pointed out, however, that there are a few differ-
ences. The results for the question about the main advantages of the systems
are more or less the same. Physicians as well as students found that the main
advantages of the system are that it is easy to understand and to learn and that
the visualization allows the interpretation of the data at a glance. The students
found more usability problems, which is not surprising because many of them
worked with the system for a longer period of time than the physicians and were
specifically asked to identify such problems.

The attitude concerning the creation and deletion of diagrams was quite
similar for physicians and students. For both groups we could identify mixed at-
titudes, some liked this features and some criticized it. Students as well as physi-
cians liked the possibility to resize diagrams, although a few physicians argued
that this features is not necessary or even misleading. Moving diagrams was also
appreciated by physicians as well as students, although the students more often
pointed out that there were technical problems concerning the implementation.
Both physicians and students liked the select/tooltip/mouse-over functionality.
Again, there are a few usability problems to solve which were noticed by both
students and physicians. There are different attitudes concerning the measure
tool for physicians and students. The students appreciated this tool much more
than the physicians. Both physicians and students were critical concerning the
zoom/pan functionality. This is probably due to some implementation problems
and also to the fact that especially the zoom functionality is only necessary for
large amounts of heterogeneous data. Several subjects (among physicians as well
as students) pointed out that they did not really need to zoom to interpret the
data provided during the test.

Concerning visualization techniques, physicians had a distinct appreciation
for line plots. The students also preferred the line plots, but they also liked the
bar charts. Both groups were skeptical about the diamond shaped event charts
which they did not find intuitive and understandable. Physicians were more
critical about combining several variables in one diagram because the scales of
the variables are too different to represent them in one diagram.

In general, the results of the studies for physicians and students are quite
similar. There are differences concerning the number of usability problems found
because many of the students worked longer with the system than the physicians.
Students also have a tendency to prefer more novel features (e.g., the measure
tools), but it should be pointed out that they also found simple and well-known
visualization forms much more useful than complex and new ones.

7 Conclusions and Future Work

Interactive InfoVis has the potential to help physicians exploring time-oriented
patient data, which is of special relevance in patient-centric care for chronic
diseases. We presented VisuExplore, a design study and a prototypical imple-
mentation of interactive InfoVis methods to support long-term care and medical
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analysis of patients with chronic diseases. Designing for such an exploration
process, it is essential to consider the medical scenario and user requirements.
During our iterative design and prototypical implementation phase, it became
clear that our design needs to be flexible and adaptable as well as simple to
use and to interpret in order to support the users in their exploration pro-
cesses. Through combination of easy to understand and mostly well-established
visualization techniques (e.g., line plot), powerful interaction techniques (e.g.,
rearrange diagrams, measure tool), and use of variable metadata we provide a
design that meets these requirements.

We demonstrate VisuExplore’s applicability using a case study to explore and
analyze a patient with a non-typical type of diabetes. Furthermore, we conducted
two usability studies, one with nine physicians (cp. [23]) and the other with 16
students, which we reported in this paper. These user studies indicate that our
design is useful and appropriate for particular tasks. We have specifically ana-
lyzed usability problems connected to interaction techniques. As Lam [17] points
out, less than a third of a large number of InfoVis papers she surveyed mentioned
interaction explicitly. In doing so, we hope to contribute further to the develop-
ment of a science of interaction [21]. Comparing the studies of physicians and
students we found that the results were fairly similar. Therefore, we conclude
that studies with students can be an adequate instrument for usability investiga-
tion. Though, for some questions, e.g., on the applicability of a feature, studies
with domain experts are needed.

Starting from the work presented here, we see several directions for future
research: First, results of the usability investigation point us at possibilities for
improvement of VisuExplore. Specifically, we plan to improve the event chart
visualization and interactions for panning, zooming, and scrolling. Second, we
will do a quantitative analysis of the log files and the thinking aloud protocols.
In future user studies, we will also investigate advanced visualization techniques
in context of patients with chronic diseases. After adapting them for this con-
crete domain problem, we want to evaluate if they are more suitable than the
simple visualization techniques described above. Third, to explore larger data
sets quantitatively and qualitatively, we can apply temporal data abstractions.
These visualizations of abstracted data (cp. [16,19]) can be integrated directly
in our design and allow continuous exploration from overview to detail as we
demonstrate with the semantic zoom chart. Furthermore, this should allow users
to jointly explore variables of significantly different sampling frequency. Finally,
our design can provide features to better support humans in an undirected explo-
ration process. For example, users may wish to undo an interaction (e.g., closing
a diagram), return to a previous state in their exploration history, or open a
predefined set of diagrams (cp. [30]). Other features may afford to externalize
hypotheses, which physicians have found during visual exploration, so they can
discuss them with colleagues or analyze them statistically (cp. [13,18]).
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Abstract. Coping with the consequences of the demographic change, industria-
lized countries have to adapt their health care systems to the increasing medical 
need of older persons despite the threatening shortage of physicians. In this con-
text, telemedical services for communication between doctors and patients 
come into fore. However, it is unclear in how far users accept these new care 
concepts. Crucial for the success of telemedical services is the choice of the 
medium and its perceived appropriateness in different using situations. In this 
paper, an exploratory approach was undertaken to examine the users’  
acceptance of four electronic communication media (telephone, videophone, 
videoconference, interactive wall) in three different usage situations (additional 
service, urgency situation, exclusively telemedical consultation). 200  
participants volunteered to take part. Findings show that the acceptance strongly 
depends on the specific situation and the type of communication media. User 
diversity, in contrast, did not show a major role for the acceptance of  
telemedical consultation. 

Keywords: ehealth, telemedical consultation, teleconsultation, consultation 
medium, doctor-patient communicaton, user acceptance, interactive wall. 

1 Introduction 

The public eye focuses increasingly problems, which can be ascribed to the demo-
graphic change. Because of the postwar baby booms the demography of western 
countries became off-balance, and so demographic disequilibria were created. In 
comparison to previous generations, the post war generation comprises a very large 
cohort of people [1]. Taking improvements in healthcare, longevity among the elder-
ly, and the delineated demographic imbalance into account, an increasing number of 
frail and old people hast to be provided with healthcare services in the close future [1] 
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[2]. Problems like a higher demand for medical personnel [3] [4], or rising healthcare 
expenditures [5] are issues aging societies have to deal with urgently. 

Accordingly, healthcare systems of industrialized countries currently change to 
cope with these upcoming consequences. In particular, the maintenance of area-wide 
supply of medical care despite the threatening shortage of doctors has been identified 
as a very serious challenge. One possible and also promising solution for the short-
comings is the implementation of information and communication technology into the 
healthcare system [6]. In this context, telemedical services for the purpose of doctor-
patient-communication gain in importance. First, they can facilitate an optimal  
allocation of physicians’ human resources [7], second, they bridge the geographical 
separation between doctor and patient without wasting the patient’s time and without 
causing transportation costs [8], and third, they give patients the possibility of having 
a doctoral consultation remotely, independent of time and location [9]. 

1.1 Telemedical Consultation 

For launching a successful telemedical consultation service, the medium through 
which the consultation occurs, has to be chosen carefully [10]. Consequently, the used 
information and communication technologies (ICT) must be appropriate for this spe-
cial purpose of use and, finally, accepted by its users [11]. For conceptualizing such a 
service, which is accepted and actually used by the target group, it is necessary to 
understand its prospective user group. Particularly, patients’ demands for, require-
ments on and preferences for media must be identified and carefully integrated in 
future electronic designs. Moreover, it is important if patients’ preferences depend on 
certain demographic user characteristics (age, gender, state of health). Apart from 
these factors, the impact of the usage situation is also relevant, in particular, differ-
ences between standard case and emergency case as well as different versions of the 
standard case. Many projects, which deal with electronic health services, currently 
investigate potential and pitfalls of telemedical consultations services and the nature 
of this special doctor-patient communication, which is altered by the use of electronic 
media. They deal with effects of oral and written communication; likewise real time 
and time-shifted communication is investigated.  

Unfortunately, most of the recent studies regard a consultation medium exclusively 
in isolation [12] [13] [14], which impedes to compare the acceptance for those devic-
es under study because the settings vary. Hence, it is unclear, which medium users 
prefer for an ICT-based medical encounter, if they would have the choice. Also, it is 
not understood so far, to which extent the choice for an electronic medium mediating 
the doctor-patient communication is influenced by the user scenario, in which patients 
communicate with doctors. To bridge this informational gap, acceptance motives of 
four devices for real time communication (telephone, videophone, videoconference, 
interactive wall) geared to three user scenarios (variations of the medical standard 
case) are examined.  



 It’s All about the Medium: Identifying Patients’ Medial Preferences 323 

1.2 Technology Acceptance of Assisted Medical Care Systems 

Technology acceptance is a well-examined topic for quite a long time. Since the 
1980ies, in which the boom of acceptance studies reacted to the area-wide introduc-
tion of PCs in offices, technology acceptance has become a key interest field of  
human computer interaction [15]. Even though the core interest of technology  
acceptance - understanding und predicting technology adoption behaviors of humans 
working or living with technology – has not changed since then, the topics, the im-
plementation concepts of technology, and the fields, in which technology enters our 
personal environments, has changed considerably over time. In contrast to the altered 
technology domains and application areas, the understanding of technology accep-
tance underachieves the new requirements of innovative technology. This especially 
regards novel implementation of medical technology at home, which seems to be still 
more complex than in other technical systems: On the one hand, medical technologies 
are predominantly addressing the elderly, which is increasingly prone to diseases with 
increasing age. Ageing, dependency and illness have negative connotations in our 
culture, which is assumed to impact the acceptance of medical technology. On the 
other hand, as medical technology is increasingly incorporated in smart homes, it is 
often perceived as breaking into personal spheres, and touching intimacy and privacy 
issues. Furthermore, it should be considered that the health states and resulting feel-
ings of (in)dependency on technology could also impact the willingness to accept 
electronic health applications and services. 

Especially when focusing on telemedical consultation hours, any technology could 
be perceived as disturbing the established relationship between doctor and patient. 
However, the electronically mediated consultation hour and its acceptance could be 
also impacted by the type of the medium, which is used in the consultation as well as 
the type of the using situation, in which patients are seeking doctors’ advice. This has 
not been addressed in research so far.  

1.3 Questions Addressed and Logic of Empirical Design 

In this paper, we examine if the acceptance of telemedical consultation hours is im-
pacted by (1) the type of the medium (phone, videophone, videoconference, and inter-
active wall), (2) by the kind of using situation (additional service, case of urgency, 
exclusively telemedical consultation), and (3) user diversity (age, gender, health sta-
tus). Several research questions were addressed: What role do user characteristics 
play for the acceptance for telemedicine? In which situations are telemedical services 
accepted? Are there conditions, which ‘force’ people to accept them? And more gen-
erally: Should telemedical services be designed under consideration of concrete user 
scenarios? How can telemedical services be introduced successfully within existing 
health systems? Should they be installed as additional services in a first step in order 
to reduce users’ barriers? 
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2 Methodology 

In the following section, the applied methodology of this study is delineated with 
particular attention in participants’ characteristics, the structure and content of the 
questionnaire, and the considered research variables. 

2.1 The Sample 

200 participants took part in this study. They were aged between 17 and 83 years 
(M = 40.84, SD = 17.10). The gender distribution was almost balanced: the sample 
consisted of 51.5% female and 48.0% male respondents (0.5% is unknown).  

For exploring participants’ medial preferences under consideration of their age, the 
sample was split in three age groups. Their classification referred briefly to stages of 
life course geared to working life: The first group is aged between 17 and 29 years 
(M = 24.83, SD = 2.76, 66.2% female/ 33.8% male) and is regarded as ‘career en-
trants’, who have finished their education and have recently entered the job market. 
Group two encompasses participants between 30 and 59 years (M = 41.73, SD = 9.98, 
44.6% female/ 55.4% male), who are referred to as ‘settlers’. They are ‘settling down’ 
in several categories, e.g. job, social relations, and consequently, location. Moreover, 
this age group starts to deal with reduced health, sometimes also chronically-illness. 
The third group, the ‘retirees’, is aged between 61 and 83 years (M = 67.14, SD = 
6.00, 43.9% female/ 56.1% male). In this period of life, people usually leave the job 
market sooner or later, (hopefully) enjoy their post-working life stage, and are con-
fronted with senescence phenomena, and increasingly with diseases.  

Apart from age, the respondents’ health status was of special interest in order to 
find out if being healthy or chronically ill impacts the acceptance for the telemedical 
services under study. Although people of all age groups were addressed, older people 
(60+) were particularly encouraged to take part in this study because the prevalence 
for chronic diseases increases with rising age [16]. Consequently, addressing the el-
derly means to address the chronically ill, which was conducted to achieve a critical 
mass in order to be able to provide statistically significant information about the 
medial preferences of this group. The recruiting of respondents was carried out in 
relevant online forums, self-help groups for chronically ill patients (prevailing car-
diacs), and senior online communities as well as in the authors’ social networks. In 
the end, 30.0% of all participants (n = 60) indicated to be chronically ill, which re-
quires seeing one or more doctors regularly. This group is aged between 21 and 82 
years, (M = 49.30, SD = 18.00, 58.3% female/ 41.7% male). N = 106 (53.0%) af-
firmed being healthy. The age range in the healthy group is 17 - 83 years (M = 38.84, 
SD = 16.42). Among the chronically ill persons, 44.8% are female, 55.2% male. Un-
fortunately, 17.0% (n = 34), mainly females, did not give any information about their 
health status. 
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2.2 The Questionnaire 

In this study, the questionnaire method (web- and paper-based) was applied because it 
allows reaching a large number of participants. 

The questionnaire consisted of five different sections: Part one comprises a query 
of demographic and health data with respect to respondents’ gender, age and health 
status. The following four sections were devoted to four telemedical services for re-
mote doctor-patient communication. Each of them focused another consultation me-
dium: a telephone, a videoconference on a computer monitor, a videophone, and a 
new ICT, a so-called interactive wall, which refers to a wall-sized multi-touch display 
and which was lately introduced in telemedical scenarios [17] [18]. The devices were 
delineated with respect to the presentation of the interlocutor, especially, if, how and 
which part of the interlocutor is visualized depending on the device. Furthermore, it 
was particularly emphasized that the presentation was reciprocal: One interlocutor is 
similarly presented for the other, as the other receives him/her verbally, and, depend-
ing on the device, also visually. In order to illustrate the functionality of the devices, 
each of them was depicted (Fig. 1). 

 

Fig. 1. Visualization of consultation media in the questionnaire 
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Within these four sections, three different user scenarios were introduced. Every 
user scenario was gone through with every device. To support the participants in un-
derstanding the delineated situations (emotionally), all scenarios are based on one 
precondition: the respondents would know the doctor. They should think of their phy-
sician, who is familiar to them and they have a history with. For this reason, all scena-
rios are about ‘your doctor’. 

The first scenario outlines a situation, in which a telemedical consultation hour is 
implemented as an additional service to regular office hours (Tab. 1). 

Table 1. User scenario 1: Telemedicine as an additional service 

Your doctor offers in addition to his/her regular office hours a  
[telemedical consultation hour]. Would you use this service? 
Yes, I would use this service inherently. 
Yes, but only, if I cannot get an appropriate appointment with my doctor. 
Yes, but only in cases of emergency. 
No, I would never use this service. 

 
The second scenario is about an urgent case, seen from the perspective of the pa-

tient. S/he needs to see his/her doctor, but s/he is busy with a lot of other patients. 
Therefore, the physician offers a consultation via telemedical service (Tab. 2). 

Table 2. User scenario 2: Telemedicine in case of urgency 

Your doctor is in high demand. You cannot get an appointment with 
him/her in the near future, but you are having an urgent matter of 
concern. S/he offers you alternatively [telemedical consultation 
hours]. Would you use this service? 
Yes, I would use this service inherently. 
Yes, but only in case of emergency. 
No, I would not use this service. I would see another doctor (surgery, hospital). 

 
Scenario three deals with an exclusive access to the doctor, who moved relatively 

far away for any reason. The patient wishes to stay under the physician’s medical 
treatment, but, unfortunately, cannot travel so often. The doctor provides a telemedi-
cal consultation hour as a compromise (Tab. 3). 

Table 3. User scenario 3: Telemedicine as exclusive access to a doctor 

Your doctor has moved to another far off place. You would like to 
stay under his/her medical treatment, but you cannot travel  
permanently. S/he offers you a consultation via [telemedical service]. 
Would you use this service? 
Yes, I would stay under my doctor’s medical treatment and use this offer if needed. 
Yes, but only in cases of dire emergency. 
Yes, I would use this offer if needed. But I would look for another doctor who I can 
meet in person. 
No, I would never use this service. I would directly look for another doctor. 
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By means of these scenarios we analyzed respondents’ willingness to use certain 
devices for a telemedical consultation, which helped to explore a device’s impact on 
user acceptance.  

2.3 Research Variables 

There were five independent variables. Two of them are related to the specific user 
scenario (additional service, urgency, exclusivity) in combination with different me-
dia (phone, videophone, video conference, interactive wall). Three variables refer to 
user diversity: One is users’ age (<29 years: ‘career entrants’; 30-59 years: ‘settlers’, 
60+: ‘retirees’). The second relates to the health states according to participants self-
categorization into ‘healthy’ or ‘chronically-ill’ and the third addresses gender effects 
(96 males, 103 females). Dependent variables were preference data for telemedical 
applications in different user scenarios. 

3 Results 

Data were analyzed by multivariate analysis for variance, (M)ANOVA procedures, 
for repeated measurements if necessary. User variables (age, health status, and gend-
er) were treated as ‘between subject variables’. The level of significance was set at p< 
0.05. Results, which reveal to be significant on the less restrictive 10%-level are re-
ferred to as marginal significant. First, we report on the outcomes with respect to the 
different user scenarios and media. Second, we look for effects of user diversity and 
potential interacting effects between variables.  

3.1 Effects of Consultation Media 

A first analysis referred to the different media, comprising participants’ ratings, irres-
pectively of the using scenarios and user diversity. The ANOVA for repeated mea-
surements revealed a significant effect (F (3,174) = 8.7; p < 0.00, Figure 2). 

 
Fig. 2. Acceptance ratings regarding the four different consultation media (high values 
represent high degree of rejection) 
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As can be seen from Figure 2, the telephone (M = 1.9; SD = 0.78) is the most ac-
cepted medium. The interactive wall as the medium with which participants are most-
ly unfamiliar, represents the one with the strongest rejection (M = 2.1; SD = 0.75). 
The PC mediated videoconference (M = 2.13; SD = .76) and the videophone (M = 
2.4; SD = .84) range in between. No interaction effects of age, gender and health sta-
tus were observed, showing a quite universal answering pattern. 

3.2 Effects of Using Scenario 

Three different user scenarios were presented to participants. First, participants had to 
envisage that an additional telemedical service would be available at home. In the 
second scenario, the urgency of the request for medical care was increased. Third, 
participants were told that the doctor offers only telemedical consultation hours. Sta-
tistical analysis revealed a significant main effect of the using situation F (2.175) = 
128.4; p < 0.00) regarding the acceptance of telemedical consultations (Figure 3). 

 

Fig. 3. Acceptance ratings regarding the three using situations (separated by the consultation 
media). High values represent high degree of rejection.  

Whenever only digital appointments with the physician would be possible leads to 
the strongest rejection values (M = 2.6; SE = 0.7), followed by the offer that telemed-
ical hours would be an additional service, which can be combined to the standard 
procedure to have face-to face consultations with the doctor  (M = 2.1; SE = 0.7). The 
highest acceptance for the telemedical consultation hour received the scenario, in 
which – temporarily – no personal appointment with the doctor is possible, but urgen-
cy for medical advice is high (M = 1.7; SE = 0.5).  
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3.3 Interacting Effect of Communication Medium and Using Scenario 

In addition, a significant interaction effect of the type of the medium and the using 
scenario was detected (F(6.171) = 6.3; p < 0.00, see Fig. 4). As can be taken from 
Figure 4, the telephone is quite accepted whenever it is used as an addendum in addi-
tion to the conventional face-to face consultation as well as in a situation in which the 
doctor can not offer a personal consultation hour, but offers telemedical consultation 
in case of medical urgency. Though, the telephone is declined as the communication 
medium for only telemedical consultations. In case that temporarily no personal ap-
pointment with the doctor is possible, the video phone as well as the video conference 
would be the first choice, however both, the video phone and the video conference are 
to a much lesser extent accepted for additional electronic healthcare and both are also 
strongly rejected for completely telemedical consultation procedures with the doctor.  
The interactive wall at home is accepted in case for tele-consultations in case the doc-
tor has no time to meet personally. As an additional service, the wall would be less 
accepted and for exclusive communication with the doctor, the wall is also no ac-
cepted communication medium. 

 

Fig. 4. Acceptance ratings regarding the three using situations (separated by the consultation 
media). High values represent high degree of rejection.  

3.4 Effects of User Diversity  

Three user characteristics have been analyzed in this research. First of all, we look for 
age effects, comparing younger, middle-aged and older users regarding their accep-
tance for telemedical services (differentiating user scenarios and the choice of com-
munication media). Then, gender effects (n = 88 women, n = 88 men) are addressed 



330 S. Beul, M. Ziefle, and E.-M. Jakobs 

followed by the effects of health states, comparing acceptance ratings of healthy (n = 
97) vs. chronically ill (n = 58) persons. 

While the age groups did not show significant differences regarding their choice of 
communication medium with the doctor (no interacting effect of age x media), there 
was a marginally significant interaction between age and the acceptance of tele-
medical services depending on the using scenario (F(4.12) = 2.3; p = 0.06). In Fig-
ure 5, descriptive outcomes of age groups are visualized.  

 

Fig. 5. Age effects in the four different media (separated by the using situations). High values 
represent high degree of rejection.  

The oldest group – more than the middle-aged and the young group – rejects the 
telephone in all three using situations, but most strongly whenever only digital ap-
pointments are available. 

Regarding gender effects, no interacting effects could be revealed, neither with re-
spect to the choice of the appropriate communication medium nor with respect to the 
different using scenarios. Apparently, the acceptance for telemedical services is not 
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gendered or affected by gender roles, but shows – overall – a similar acceptance pat-
tern between men and women.  

Finally, effects of health states are described. There was a marginal significant in-
teracting effect of persons’ health condition and the using scenario F(2.6) = 2.9; p = 
0.05). Figure 6 depicts the descriptive findings. As can be seen there, the chronically 
ill persons show a higher acceptance of telemedical services when only digital con-
sulting hours are available (due to their need of medical care) in comparison to 
healthy people.  But – overall – they show lower acceptance levels for the additional 
electronic service and for the situation in which temporarily no personal consultation 
hour is available.  

 

Fig. 6. Effects of health states on the acceptance of telemedical services depending on the dif-
ferent using scenarios. High values represent high degree of rejection.  

3.5 Qualitative Findings 

Any quantification of acceptance of telemedical services and a report on tolerated 
electronic communication media between doctors and patients are incomplete, as long 
as it is not understood which underlying cognitions or affects determine the extent of 
acceptance or rejection of communication media in the different using situations. 
Therefore, respondents had been given the possibility to comment on possible reasons 
in the questionnaire. Overall, participants frequently used this possibility. In the fol-
lowing, some of the comments of participants are detailed, as it allows a fruitful qua-
litative insight into possible objections people have.  

The majority of concerns did not differ between the different using situations and 
communication media, but represent a generic attitude of a person towards telemedi-
cal consultations in general.  

When classifying the kind of comments and their contribution to the discussion 
about telemedical services, we could identify five different types of argumentation 
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lines. A first argumentation category refers to normative claims, a second regards 
concerns about the validity of the medical communication, a third category regards 
assumed technical concerns, but, as a forth type, also concerns regarding data and 
privacy protection. A fifth – less frequently reported – concern regards to feelings of 
discomfort when technology enters the living room.  

Normative claims: First and foremost, normative claims were made, indicating per-
sons’ generic attitudes of how a good doctor-patient communication has to be. In 
most cases only the claim was raised, without having a practical or experience-based 
reasoning behind.  

• “If a doctor is serious, s/he must want to see me personally” 
• “Physical examinations can only be done personally” 
• “The doctor is not able to make a carful examination through the telephone” 
• “A doctor must offer a personal consultation hour” 
•  “I do not want to wait for an electronic consultation hour, I want to see my 

doctor whenever I need it” 
• “If a doctor has time for a videoconference, s/he then also should have time 

for a personal consultation hour” 
• “I would have the feeling that the doctor does not take the appropriate time 

for my consultation” 
• “I do not have the time to wait until the doctor invites me for an electronic 

consultation. I want to have the possibility to see the doctor whenever I 
need it”  

Concerns about the validity of the medical communication: many respondents also 
expressed their uncertainty whether diagnoses or medical advice delivered by the 
doctor via electronic medium is valid. 

• “Whenever I only have an electronic consultation, I would visit another doc-
tor to get a second opinion” 

• “I do not think that the doctor can have the same accuracy compared to the 
personal consultation. For example, s/he cannot use other instruments or 
devices s/he has in his/her doctors’ office. 

• “I do not trust the reliability and validity of the doctors’ advice if s/he cannot 
see me personally- gestures and facial expressions as important commu-
nication channels are missing.  

• “To my perspective, medical quality suffers in any case whenever mediated 
by electronic communication media, independently which” 

• “I doubt that I can express exactly enough on the phone what I have” 

Technical concerns: Frequently, technical concerns were reported which could dis-
turb a proper telemedical video consultation. As the video conference-scenario had 
been related to a computer, participants obviously transferred their negative expe-
rience when handling the computer to the ease of using the video conference. 

• “Anybody who has experienced break downs of the PC at home and who 
knows how long it takes until the PC works again properly can imagine 
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how complicated the situation would be if the PC is the medium for the te-
lemedical consultation” 

• “I do not think that the display quality is high enough that the doctor can 
sharply recognize me or body parts” 

Concerns about data and privacy protection communication: Of course, respondents 
were also concerned about data protection. 

• “I do not trust the security of the internet and computers” 
• “I would very much dislike that these sensitive data are stored on hard discs 

or are even connected to the internet 
• “I do not think that the doctor can have the same accuracy in her/his medical 

advice than in the personal consultation. For example, s/he cannot use 
other instruments or devices s/he has in his/her doctors’ office” 

Feelings of discomfort when technology enters private environments: The interactive 
wall but also the video conference (mediated by patients’ PC) were assumed to cause 
discomfort at home and the feeling “that technology disfigures the cozy living envi-
ronment”.  

• “I do not think that the doctor and the patient can meet on an eye level, be-
cause the patient is at home, while the doctor acts on a business level” 

• “I think such technology would be disproportionate” 
• “I would not like such an abstruse installation at home” 
• “I would feel restricted within my own home” 
• “This is impersonal and unreal” 

4 Discussion  

In this research, we focused on the user acceptance of telemedical services and users’ 
medial preferences in order to identify acceptance patterns regarding the specificity of 
media for different using situations. As the perceived usefulness and the overall ac-
ceptance might be different depending on specific situations, three different using 
scenarios had to be evaluated. In the first, users had to envisage that the doctor would 
offer an electronic consultation hour in addition to the conventional consultation hour. 
The second scenario focuses on the situation, in which the patient has an urgent  
medical issue and the doctor is not able to offer a personal consultation. Instead, a 
telemedical consultation is available. In the third scenario, an exclusively telemedical 
consultation procedure is offered.  

Regarding the media, the telephone as the most conventional medium received the 
highest acceptance, and the interactive wall the lowest, what surely is due to the dif-
ferent experience and familiarity level. When focusing on the scenarios, the majority 
of participants, independently from user characteristics, rejects the situation, in which 
only telemedical consultations are possible. The highest acceptance was given in the 
urgency condition, thus when the doctor has no time and instead offers a telemedical 
consultation hour. It is an interesting finding that user diversity does not play a role in 
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the acceptance and preference rating, thus, showing that the overall attitude towards 
electronic assisted care systems do not vary with the social or gender role and not 
with the different perspectives of older compared to younger users. Solely, the health 
state revealed to be impacting acceptance. Chronically ill persons would more likely 
accept telemedical care in comparison to healthy people.  

From the qualitative findings we saw a very clear picture. Generally, the attitudes 
towards telemedicine are quite reluctant if not negatively biased, independently of 
respondents’ diversity.  The reasons, which were noted as underlying cognitions, are 
mostly normative by nature. People seem to assume as a matter of fact that responsi-
ble doctors must see her patients personally, whenever patients need this. Also, medi-
cal care is assumed to decrease considerably when the consultation is electronically 
assisted or mediated. In light of the factual decrease in the availability of medical 
doctors [19] [10] and the shortcomings in the medical supply chain these attitudes 
seem precarious, if not alarming. It not only shows that there is a high personal claim 
regarding a certain quality of care and the undisputed naturalness with which persons 
take this doctor resource for granted. It also reveals the low awareness for the societal 
change and future shortcomings, which reflects a low public knowledge and an insuf-
ficient communication and information policy. Given the enormous move in modern 
and innovative technologies for medical home care and the increasing awareness for 
consideration of the human factor [21] [22], especially for the older user group [23], 
we need a transparent communication regarding the coming changes, the societal 
necessities in the context of telemedical care as well as an open discussion about ben-
efits and barriers, which touches the general fear of privacy concerns and the high 
motivation of intimacy and face-keeping [25]. Moreover, not only the older user 
group is a sensible target group, but also the future seniors [26]. 

5 Limitations and Future Research Duties  

Even though insights won by this study were informative, there are some final limita-
tions to be considered which should be pursued in future studies. The first point in 
this context refers to the different familiarity status of the communication media un-
der study. Of course, we all know the telephone and have a very detailed experience 
with the pros and the cons when using this technology. Also, our conceivability for 
the videophone and videoconference is quite high, as we are confronted with these 
media in the daily newscast. However, the interaction wall is quite unreal for most of 
the participants. The acceptance rating therefore is highly confounded with unfami-
liarity, a global insecurity of how these systems work and an uncertainty whether 
these systems bring more negative effects than benefits. From a methodological point 
of view it can thus not be excluded that the unfamiliarity with the smart wall approach 
lead to a higher rejection than it would have been if participants would had the chance 
to see, feel and interact with such a wall [27]. Therefore, in future studies we will 
replicate the study, taking real technical devices and doctor-patient communication to 
learn if acceptance for telemedical services changes whenever patients can look and 
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feel how such technologies might work and thus in how far they could really benefit 
from the technology. 

Another major issue is the cultural dependency of the results presented here. Espe-
cially from the qualitative findings we saw an extremely normative view on “what 
doctors must do” and what people expect from the health care systems they are con-
versant with. It became evident that participants, used to a high economic standard in 
medical care, as industrialized countries are able to afford it, show a quite low accep-
tance for telemedical services in general, without having any hands-on experiences 
with telemedical consultation hours. However, it is clear that people used to other 
health care systems in other countries might have a completely different picture [28]. 
Future research will have to validate the findings using a cultural view and learning 
from other countries about the acceptance for telemedical systems.  
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Abstract. By using an example of low antibody response to influenza vaccina-
tion, a new methodology approach is presented here, which can be introductory 
to research in chronic aging diseases, typically characterized with comorbidity. 
Starting with poor theory, this approach includes systematic health data record 
and approximate learning based on using data mining methods. By subsequent 
data mining, applied on already selected parameters, and supported by expert 
knowledge, selected health parameters can further be transformed, into func-
tional pathophisiologic units. Graphical presentation of identified health disord-
ers and their integration into a comprehensive visual model of the common  
biological network, provides additional information and improves our under-
standing of the topic, and can serve as a starting position for further research. In 
terms of Human-Computer Interaction, this approach seems challenging, by 
enabling computer automatic methods to be supported by human`s cognitive 
processes, which might be a solution when managing massive biomedical data, 
usually weakly structured.      

Keywords: chronic aging diseases, comorbidity, systematic health data record, 
approximate learning, expert knowledge, visual modeling. 

1 Introduction 

Modern societies are marked by a domination of chronic aging diseases in morbidity 
and mortality causes. This takes on public health services a demand for protecting the 
public against these diseases through effective preventive measures [1]. The success 
of preventive strategies would be improved and economically justified if relied on the 
possibility of identifying factors responsible for prediction of the outcomes and/or 
definition of the target groups [2]. The problem is that, for many preventive tasks, risk 
and prediction factors have not yet been identified. In addition, it is not possible to 
select subjects into the target groups simple according to the diagnosis of a certain 
disease, or a medical condition, but it is rather based on using multiple factors [3]. 
This is due to the characteristics of chronic aging diseases, such as: 1) gradually 
changing continuum from health to a disease, 2) frequent subclinical disorders,  
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3) overlapping in genetic and environmental risk factors, and 4) shared clinical ex-
pression among related disorders. The consequences, on the population level, are: 1) 
the occurence of several diseases and medical conditions in one person (co- and mul-
ti-morbidity) and 2) the great interindividual diversity (including the number, combi-
nation and stages of disorders) [2,4,5]. In the context of clinical studies, the problem 
is a large heterogeneity of studied groups. These are also the reasons why Evidence-
Based-Medicine (EBM) is not able to provide answers on many questions related to 
chronic aging diseases. Namely, EBM relies on the research methods which are es-
sentially reductionist, i.e. based on randomisation due to only a few variables, while 
other diversity within the sample is rather neglected [6].   

2 A New, Protocol-Based Method, Supported by Expert 
Knowledge,  for Creating a Chart-Model of a Biological 
Network  

In this paper, a new, protocol-based method, supported by expert knowledge, for 
creating a Chart-Model of a biological network, is presented, as an approach by which 
many medical uncertainties are likely to get a chance of being solved (Figure 1).  

 

Fig. 1. The workflow of the protocol-based method for knowledge discovery supported by 
expert knowledge 
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As starting with poor theory, this concept includes systematic health data record 
and knowledge discovery for data approximation, based on using data-mining me-
thods. In the second step-analysis, the same data mining procedure is repeated, for  
particular of the primarily selected health parameters, used as the target attributes, 
thus revealing closer clinical context a particular selected parameter is embedded  
in. Also, based on parameters overlapping, interconnected parameters are set apart, 
forming functional units. However, only by the support of expert knowledge, these 
interrelated parameters can be fully semantically transformed, into the recognisable 
pathophysiologic disorders. Finally, graphical presentation of the common functional 
network, by showing all identified medical conditions and pathophysiologic disorders, 
as well as the relationships among them, can be useful for subjects selection into the 
target groups, or - in the form of an abstract relational model - as the starting position 
for further research.  

In terms of Human-Computer Interaction, this method can be the background for 
the early, exploratory learning phase, in software developing [7]. Involving an expert 
early in a task-analysis procedure, can provide answers on important questions such 
as the reliability and feasibility of the project.  

This new concept is presented by using an example of low response to influenza 
vaccination.     

3 Systematic Health Data Record   

3.1 Theoretical Background 

The classical methodology approach in biomedical science, such as a randomised 
controlled trial, or a case-control study, is strongly driven by the hypothesis. The re-
sults are expected to give an answer on the question if the proposed hypothesis is 
right, or not. Relatively well elaborated theories guide the choice of parameters used 
for analysis [6]. Even a decision on the choice of parameters for a multivariant linear 
analysis is based on yet well known background [8].  

Differently, a methodology approach presented here, based on mapping the poten-
tially relevant parameters in the poorly recognised input space, is useful for problems 
lacking in evidence, facilitating their further research. By tailoring the parameters 
from the large input space to the specifically defined outcome (a phenotype or a func-
tion) - this approach is likely to select components naturally interrelated within the 
common networks. This is similar to learning on co-morbidity (co-occurence, or clus-
tering of diseases). In relation to this, it has been recognized that knowledge on causes 
of disease clustering can lead to better prevention strategies, by identifying yet un-
known risk factors which can affect the outcomes [9].  

Theoretical background of this sharing of diseases can be found in novel theories 
of aging, known as tending to reflect the complex and integrated nature of the human 
body [10]. An important assumption emerging from these theories is that, except for 
genetic and environmental factors, inner physiologic perturbations can also drive 
biological processes, thus implying self-sustaining (stochastic) nature of aging and 
developing chronic aging diseases. A step forward is a view that humans and their 
diseases are to be considered as the complex systems [11]. In complex systems,  
components respond to their environment by using internalised sets of rules that 
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emerge from the action of biological networks. This behaviour is due to the highly 
integrated structure of the human body, from the molecular and cellular, to the sys-
tems levels [12]. Features arising from this structure include non-linearity, depen-
dence on the starting position (in humans, this is the effect of the current health status) 
and fuzzy, rather than rigid boundaries between the biological networks. This is why 
it is not possible to predict the behaviour of the complex system with the certainty, 
just to make approximate conclusions on it, by mathematical modelling. In mathemat-
ical terms, that means that a complex system, to achieve its full description, should be 
determined by a range of numerical variables. The favourable fact is that a working 
mathematical model may not need to include all possible variables, as only a small 
number of them are likely to control the outcomes of the system. If we could identify 
these parameters, we would be able to reconstruct the biological network and to 
achieve better reasoning of the system.   

Intensive literature search is necessary, to gain information on pathophysiologic 
mechanisms potentially associated with the problem of interest. In this way, also, the 
health status of subjects must be determined by many aspects, more systematically, 
than by using the classical methodology approach. Since a large amount of poorly 
proved data enter the analysis, knowledge approximation is necessary, to reduce the 
large dimension of the input space.   

3.2 An Example: Low Response to Influenza Vaccination 

The research question was: Which medical conditions and pathophysiologic changes 
do contribute to low antibody response to influenza vaccination?   

The sample was consisted of 93 subjects, 35 males and 58 females, aged 50-89 
years (median 69), characterized with multiple chronic medical conditions. The sub-
jects were of the kind which are usually vaccinated against influenza in primary 
health care.  

After taking a careful search across the literature (MEDLINE/PubMed and refer-
ences screening), it could be realised that many disease-related factors and age-related 
pathogenetic changes, such as those indicating inflammation, nutritional, metabolic 
and neuro-endocrine status, chronic renal impairment, latent infections, and decreased 
humoral immune reaction, can alter the immune system functions of the importance 
for the response to influenza vaccine. Based on this information, a large number of 52 
parameters in a total were collected, to systematically, by many aspects, determine the 
health-status of examined patients. Data included information on diagnoses of the 
main groups of chronic aging diseases, anthropometric measures and a wide range of 
laboratory and biochemical tests. Only those laboratory tests available in the real pri-
mary care system organization, were performed.       

4 Knowledge Discovery - An Approximate Learning  

Knowledge discovery corresponds to “making sense“ of a large amount of data (a 
database). In other words, this is the process of “mapping low-level data (which are 
typically too voluminous to understand and digest easily) into other forms that might  
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be more compact, more abstract, or more useful“ [13]. The key step in this process is 
the application of specific data mining methods, capable to extract information con-
tents (patterns) from massive databases [14].    

4.1 An Example: Low Response to Influenza Vaccination 

On the prepared database, algorithms of the ILLM (Inductive Learning by Logic  
Minimization) system were applied, developed in the Laboratory for Information 
Systems, Institute Rudjer Bošković, Zagreb, to find meaningful patterns in the data. 
The main reasons for this choice were accessibility and good classification properties 
of this method [15,16]. In addition, this method seems to be appropriate for managing 
biomedical data because of its property to equally elaborate numerical and categorical 
data and to use a cut-off value for expression of the selected numerical parameters.  

The result of application of ILLM algorithms on a database is a cluster of six pa-
rameters, best descriptors of the target outcome value, with the first parameter on the 
list ranking most important. Statistical measures “sensitivity“ (the accuracy of the true 
positive results of the classification procedure) and “specificity“ (the accuracy of the 
true negative results of the classification procedure) are used for expression of the 
statistically significant properties of the parameters selected in the cluster.    

Since influenza vaccines are trivalent and factors related to past influenza viruses 
exposure also affect vaccination outcomes, it is not possible to establish the unique 
equation to link the health-status of patients with low antibody response to influenza 
vaccination (used as the target attribute value). For this reason, four reasonable defini-
tions of the target outcome value were set up, leading to the selection, from the input 
database, of the four sets of health parameters. In making definitions, an intention was 
to maximally exclude the influence of factors related to past influenza viruses  
exposure, allowing health parameters to gain their full effect. In this way, a relatively 
large pool of 16 health parameters was selected from the initial input space, which is 
probably sufficient to deal with the heterogeneity of the target groups in different  
real-life situations of vaccination. That is, an initial number of 24 selected parameters 
(6 in each of four classifications) was reduced to 16, due to parameters overlapping 
between the clusters  (Table 1).  
 

Table 1. The starting number of 52 parameters in a database is reduced to 16  

Classification Nonoverlapping parameters Overlapping parameters 
No. 1 homocisteine, creatinine 

clearance 
monocyte %, vitamin B12,  
fT4, tricep skinfold thickness 

No. 2 γ-globulins, IgA Helicobacter 
pylori, prolactin 

monocyte %, MCV (vitamin 
B12), β-globulins 
 

No. 3 fasting glucose, albumin lymphocyte%, fT4, 

β-globulins, monocyte % 
 

No. 4 age, TSH lymphocyte%, monocyte%, 
fT4, triceps skinfold thickness 
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Selected parameters, found to overlap between two or more data mining classifica-
tions, are likely to indicate common intermediate mechanisms, linking chronic diseas-
es with the immune system dysfunction (Table 1). Parameters specifically selected in 
particular classifications are likely to indicate specific, relatively well defined clinical 
conditions (clinical domains) associated with low response to influenza vaccination 
(Table 1). By comparing the results with the existing knowledge, following important 
clinical conditions were recognized: 1. impaired renal function, especially syndrome 
characterized with hyperhomocysteinemia [17,18], 2. chronic gastritis caused by He-
licobacter pylori infection and accompanied by chronic humoral immunisation [19], 
3. impaired glucose metabolism, accompanied by protein malnutrition [18], and 4. 
aging of the hypothalamus and pituitary gland, accompanied by the neuroendocrine 
system dysfunction [20].  

These results also indicate towards the preferable selection of hematological and 
biochemical laboratory tests over the diagnoses of chronic diseases. We can speculate 
that a distinct set of laboratory tests should determine chronic health conditions, rather 
than the conventional, diagnosis-based disease classification.   

5 Subsequent Data Mining, Supported by Expert Knowledge - 
Transforming Selected Parameters into Disorders  

5.1 An Example. Low Response to Influenza Vaccination 

We repeated the same data mining procedure, for most of selected health parameters, 
used as the target attributes. In this way, we could get closer insight into the clinical 
context a particular parameter is embedded in and in the way the selected parameters 
are interconnected forming functional units (Figure 2). By taking an additional search 
across the knowledge databases, for more information, and with the support of expert 
knowledge, meaningfull explanations could be joined to these newly formed groups 
of health parameters (Figure 2).  

In this way, eight different recognisable disorders were identified, four of them 
representing well known clinical conditions, similar to those already defined by the 
first-step data mining selection procedure (Tables 1 and 2).  

Based on this second-step analysis, four specific subgroups of patients, at higher 
risk for low response to influenza vaccination, could be identified, including: 1. 
patients with impaired renal function associated with hyperhomocysteinemia  
and impaired glucose metabolism, 2. patients with neurologic and mental disorders 
associated with hyperprolactinemia, 3. patients with chronic gastritis caused  
by Helicobacter pylori infection, and 4. patients with hypothyreoidism (Table 2, 
shaded).  
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Fig. 2. A detail of the three-stage protocol. Up: subsequent data mining. Middle:  
interconnected parameters based on parameters overlapping. Down: a part of the biological 
network 
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Table 2. Recognisable disorders identified by subsequent data mining  

 Identified pathogentic disorders Clusters of parameters 
1 Turning the bias of immune reaction from 

humoral and specific to cellular and  
nonspecific immune response  

Decreased lymphocytes and eosino-
phils and increased monocytes and 
neutrophyls 
in WBC differential, low IgE  
 

2 Vitamin B12 / folic acid deficiency/  
hyperhomocysteinemia 

Vitamin B12 / folic acid deficiency, 
hyperhomocysteinemia 
 

3 Low-grade inflammation / protein  
malnutrition / chronic immunisation   

Serum proteins electrophoresis  
(albumin, β, γ-globulins), 
increased triceps skinfold thickness   

   
4 The thyroid gland hormones hypofunction 

 
Decreased fT4 and fT3  
and increased TSH  
 

5 Impaired renal function / hyperhomocys-
teinemia / 
glucose metabolism impairment 

Decreased creatinine clearance, 
increased homocysteine, normal 
(decreased) fasting blood glucose  
 

6 Helicobacter pylori positive chronic gastri-
tis 

Increased Helicobacter pylori specific 
IgA and IgG  
 

7 Neurodegenerative disorders, especially 
those connected with the changes in the 
hypothalamus  
and the pituitary gland  

Increased prolactin and TSH,   
Diagnosis of the  
neuropsychiatric diseases 
 
 

8 Older age > 65 years  

6 A Chart Model of the Biological Network –– A Starting 
Position for Research in Comorbidity 

At the final stage of the protocol, eight identified groups of interrelated parameters 
were graphically presented, allowing for better visual cognition of defined pathoge-
netic disorders (Figure 2).  

By subsequent integration of these graphics, a comprehensive visual model of the 
common biological network, was built (Figure 3).   

The constructed chart-model represents four, relatively independent, but intercon-
nected clinical conditions, already mentioned above, which are likely to affect antibo-
dy response to influenza vaccination. These clinical conditions operate via common, 
partially shared mechanisms, including: the thyroid gland hormones hypofunction, 
vitamin B12 deficiency/hyperhomocysteinemia, inflammation, malnutrition and glu-
cose metabolism impairment (insulin resistance). Although only simple, widely  
available hematological and biochemical laboratory tests were used in this study, 
several important immunologic disorders were identified, responsible for low  
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Fig. 3. Visual presentation of the common biological network associated with low response to 
influenza vaccination 

antibody response to influenza vaccination, including: general lymphopenia, turning 
the bias of the immune reaction from specific to nonspecific and cellular immune 
response, and decreased humoral immune response (Figure 3).   

As the results also indicate, all of these disorders are concentrated in elderly popu-
lation (≥ 65 y), thus providing the mechanisms for the disability of elderly people to 
produce specific antibodies [21]. The fact that these identified clinical conditions are 
interconnected, means that several of them can occur in the same person. This corres-
pondes with comorbidity, which is the characteristic of chronic aging diseases.  

Construction of the chart-model provides more information, than it would have 
been by the simple extraction of health parameters from the prepared database. By 
mapping the relevant clinical conditions, relationships and mechanisms, within the 
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common biological network, this visualised model can significantly improve our un-
derstanding of the health-status impact on the immune reaction. It can serve as the 
background for target groups selection when planning influenza vaccination proto-
cols, or as a starting position for research in chronic aging diseases and comorbidity.    

7 A New Method in View of Human-Computer Interaction 

Clinical conditions and pathogenetic disorders, mentioned above as to be relevant for 
the issue, could not be identified strictly as the result of the automatic procedure of 
data mining application on the prepared database. Parameters linking into recognisa-
ble pathogenetic disorders were largerly supported by expert knowledge (Figure 1). It 
is difficult to define what does this concept exactly mean, but it is likely to be close to 
the idea of an experienced and knowledgeable person engaged in research of the top-
ic. In relation to this, some software developers has for a long time been trying to 
bring this matter to our attention. In general, there is an awareness that intelligent 
(automatic) processes for Knowledge Discovery may fail when data are weakly struc-
tured, leading to the modelling artefacts [22]. We suggest here the exact pathway of 
how to apply human cognitive resources to bridge this gap and to add meaning to the 
“bare words“ (selected parameters). In addition, this approach is likely to be appro-
priate for the computer-based simulation purposes, since it is possible, by using this 
approach, to identify, in relatively easy and the short-time manner, health disorders 
with the potential relevance for the issue [23]. 

8 Conclusions 

By using an example of low antibody response to influenza vaccination, we presented 
here an approach which can be introductory to research in comorbidity and medical 
problems lacking in evidence. As an indirect confirmation of the validity of this ap-
proach, there are evidence showing that human`s reasoning functions by considering 
temporally and spatially distributed information [24]. In this sense, graphical presen-
tation of the selected parameters, by bringing topology to the rough data, is close to 
what we know is human`s mental model [22]. In terms of Human-Computer Interac-
tion, this approach seems challenging, as it might become a preferable approach when 
managing massive biomedical data, usually weakly structured [22,23].     
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Abstract. Currently numerous websites contain dynamic content, but
it is difficult to create accessible websites with dynamic content compared
to those with static content. Because many platforms can realize Rich
Internet Applications (RIAs), it is important that this type of dynamic
content become accessible. We propose a method to improve accessibility
of RIAs. Our method consists of two phases. In the first phase, we develop
libraries to realize accessibility of RIAs. In the second phase, the libraries
are automatically applied to RIAs. As an example of platforms that
realize RIAs, our research focuses on JavaFX Script.

Keywords: Accessibility, RIA, Accessibility libraries, JavaFX Script.

1 Introduction

Although physically challenged and elderly users access many websites, there
are websites that usages by the users are not sufficiently considered. Often these
users cannot acquire sufficient information. To resolve this issue, web accessi-
bility, which means that all users regardless of background (e.g. age, disability,
computer experience) can use websites without difficulty, is important.

To develop accessible websites, guidelines are prepared, such as WCAG (Web
Content Accessibility Guidelines) [2] and WAI-ARIA (Web Accessibility
Initiative-Accessible Rich Internet Applications) [1]. WCAG focuses on tra-
ditional static websites written by HTML (Hyper Text Markup Language).
Strategies of HTML for satisfying WCAG are described. WAI-ARIA focuses
on dynamic websites realized by RIAs (Rich Internet Applications). Strategies
of AJAX, HTML and JavaScript for satisfying WAI-ARIA are described.

A. Holzinger and K.-M. Simonic (Eds.): USAB 2011, LNCS 7058, pp. 349–365, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Currently many websites are intricately designed with RIAs. Flash [3] is one
of popular platforms to realize RIA. For Flash, strategies to realize accessibility
of Flash contents are prepared [4], and there are many researches of supporting
to make Flash contents accessible [5][6].

As described above, there are many platforms realizing RIAs. Strategies to
realize accessibility are introduced for some RIA platforms. However, there are
RIA platforms that the strategies are insufficient. In these RIA platforms, it is
necessary for web designers to develop websites along with accessibility guide-
lines, such as WCAG and WAI-ARIA. However, it is difficult to apply strategies
for satisfying the guidelines like WAI-ARIA to the RIA platforms, because the
language specifications of the RIA platforms are different from the RIA platforms
in guidelines. Hence, it is difficult for web designers to implement accessible ap-
plications. As a result, challenged and elderly users have difficulty using websites
with JavaFX Script applications.

Thus, our research focuses on improving the accessibility of RIAs to satisfy
accessibility guidelines. As an example of RIA platforms, we focus on JavaFX
Script. Specifically, we strive to prepare libraries to add accessibility functions
to JavaFX components and provide a support system to apply these libraries to
JavaFX Script applications.

2 Related Works

To realize accessibility of RIAs, a lot of methods are proposed. They can be clas-
sified into three types, such as development of accessibility strategies, evaluations
of accessibility and realization of accessibility in user side.

Development of Accessibility Strategies

Gonzalez et al. have proposed accessibility APIs named Accessible Document
Object Model (AccessibleDOM) [11]. Their work aims to resolve accessibility
problems that occur in different platforms. Thus, AccessibleDOM is a platform
independent API and complies the W3C DOM specifications. Using Accessible-
DOM, some attributes, such as “name”, “role” and “sate”, can be attached to
target applications, and improved accessibility can be realized.

Kawanaka et al. have proposed meta data of improving web accessibility,
named Accessibility Commons [12]. Alternative text of images and headline tags
for navigations are proposed. Accessibility Commons realize flexible diagrams
for representing common meta data repository and a method of integrating dif-
ferent types of meta data. Web accessibility can be improved by Accessibility
Commons.

However, these methods are not automatically applied to the target appli-
cations. In our method, a support to automatically apply JavaFX Accessibility
Libraries to the target applications is available.



Method to Improve Accessibility of Rich Internet Applications 351

Evaluations of Accessibility

Fernandes et al. have developed “QualWeb” [13]. QualWeb evaluates web
accessibility based on WCAG 2.0 [2] in both browser and command line en-
vironments. Also, QualWeb can evaluate accessibility of AJAX. In command
line environments, HTML documents are evaluated. In browser environments,
the transformed versions of HTML documents are evaluated. Using QualWeb,
accessibility problems of not only HTML documents themselves but also repre-
sentation of HTML documents in browsers can be extracted.

Sirithumgul et al. have proposed a method to evaluate web accessibility fo-
cusing on characteristics of disabilities [14]. In their method, first, barriers that
challenged users use websites are extracted based on Walkthrough method, and
the relevant checkpoints of WCAG to the barriers are selected. Then, the selected
checkpoints are assessed. By this method, accessibility evaluations suitable for
characteristics of challenged users can be performed.

Accessibility problems can be extracted by these methods, however, how to
modify implementations is not often clear. Our method supports to automati-
cally modify implementations along with accessibility problems.

Realization of Accessibility in User Side

H. Miyashita et al. proposed a browser called “aiBrowser (Accessibility Internet
Browser for Multimedia)” [15]. Using aiBrowser, audio controls are provided to
multimedia contents in websites. Due to these audio controls, users can adjust
the volumes of multimedia contents and hear screen readers. Also, aiBrowser
provides alternative user interfaces to operate inaccessible user interfaces for
challenged users. Using aiBrowser, challenged users can easily operate multime-
dia contents.

D. Sato et al. proposed a strategy that resolutions are provided to users’
requests [16]. In their strategy, there are two types of users, such as end users and
support users. End users are challenged users that require to resolve accessibility
problems, and support users are users that answer to end users. When end users
find accessibility problems, they report the problems using the end user tool.
Then, support users create meta data to resolve the problems or answer the
problems using the supporter tool. In this strategy, challenged users can resolve
accessibility problems without website owners’ modifications.

However, to use these methods, it is necessary for users to obtain the specific
tools for the methods and learn how to use the tools. In our method, because
accessibility of RIAs are realized, users are not required to obtain any specific
tools for our method.

3 Features

We strive to realize accessible JavaFX Script applications by preparing libraries
for JavaFX Script applications and a system to apply these libraries. The features
of our method are followings.
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Realization of Accessibility of RIAs

When developing RIAs, it is difficult to realize enough accessibility, because
web designers do not recognize enough how to realize accessibility of RIAs, and
strategies of realizing accessibility are not enough provided for RIAs.

In our method, to make realization of accessibility of RIAs easy, libraries of
adding accessibility functions to JavaFX Script applications are prepared. Using
these libraries, strategies of realizing accessibility of JavaFX Script applications
are provided. Also, using these libraries, RIAs satisfy accessibility guidelines.
Thus, websites realized by RIAs become accessible for various types of challenged
and elderly users.

Support of Applying Libraries of Accessibility

Even if libraries of adding accessibility functions to JavaFX Script applications
are provided, it is necessary for web designers to learn how to apply these libraries
to JavaFX Script applications. In addition, there are some libraries, and the
usage of each library is different.

Thus, a support system for applying the libraries to JavaFX Script appli-
cations is provided. This system analyzes source programs of the applications
and modifies the source programs for applying the libraries to the applications.
Using this system, web designers can easily apply to the libraries to JavaFX
applications.

4 Strategies

Our method consists of two phases to realize accessibility of JavaFX Script appli-
cations. Phase one prepares accessibility libraries, while phase two automatically
applies these libraries to the appropriate applications.

4.1 Preparing Libraries of Accessibility

For JavaFX Script, strategies of realizing accessibility are not enough provided.
So, to make JavaFX Script applications accessible for users, we have devel-
oped four accessibility libraries. These libraries are called “JavaFX Accessibility
Libraries”.

It is necessary to consider following backgrounds of users for accessible JavaFX
Script applications. JavaFX Accessibility Libraries include support strategies for
these users.

Visually impaired users. Visually impaired users cannot recognize the screen
content with their own eyes, and often employ a screen reader, which is software
that reads the text on a screen aloud. Thus, the reader library provides compat-
ibility with screen readers. Thus, it is necessary to make screen readers available
for JavaFX Script applications.
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Also, it is difficult for these users to operate contents on JavaFX Script ap-
plications by a mouse, because a mouse is a device for pointing a content on a
screen. In many cases, they perform all operations by a keyboard. Thus, it is
necessary to make all operations of JavaFX Script applications available by a
keyboard.

Users with weak eyesight. Users with weak eyesight have difficulty recog-
nizing small content on a screen, and often increase the font size. Thus, the
size library provides the ability to customize the content size of JavaFX Script
applications.

Color impaired users. Color impaired users cannot recognize certain colors,
which may limit their understanding of a screen. Thus, the color library allows
the customization of the screen color.

Physically impaired users. Physically impaired users have trouble operating
JavaFX Script content with a mouse, and they often employ the keyboard in
lieu of a mouse. Thus, the keyboard library allows JavaFX Script applications
to be operable with a keyboard as well as a mouse.

Elderly users. Elderly users often face one or more of the aforementioned issues.
Thus, applications to support elderly users require similar support strategies.

4.2 Applying Libraries to JavaFX Script Applications

Even if JavaFX Accessibility Libraries are prepared, web designers must learn
how to use the libraries, which imposes a financial and time burden on web de-
signers. To aid web designers, we have prepared a system to apply the libraries to
JavaFX Script applications. In our system, web designers input source programs,
and code to apply the libraries is inserted into the source program.

Our method classifies the JavaFX Script components into two types: JavaFX
Swing and custom components where the former is compatible with Java Swing
components and the latter are developed by web designers. (Java Swing is a
package to realize GUIs in the Java Programming Language.)

Java Swing components implement Java Accessibility APIs (Application Pro-
gram Interfaces) [8], which are used to make Java applications accessible. Because
JavaFX Swing components are compatible with Java Swing components, they
can also be used to implement Java Accessibility APIs. JavaFX Accessibility
Libraries are developed based on Java Accessibility APIs. Thus, these libraries
can be applied to JavaFX Script applications.

However, specifications of custom components differ from JavaFX Script com-
ponents and are often incompatible with Java Accessibility APIs. Thus, Java
accessibility libraries cannot be automatically applied to custom components.

Currently JavaFX libraries are only automatically applied to JavaFX Swing
components.
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5 JavaFX Accessibility Libraries

In this paper, JavaFX Script components, which include both JavaFX Script and
components developed by web designers, indicate the Graphical User Interface
(GUI) components of JavaFX Script, such as button and text field components.
Currently, the JavaFX Accessibility Libraries include the following.

5.1 Library to Adjust Component Size

GUIs are often too small for elderly users and those with weak eyesight. Thus,
they are unable to understand the JavaFX Script components and text contained
in them. Hence, the component size library (hereafter size library) allows the size
of the GUIs to be adjusted. Specifically, the size of the window, components, and
text can be simultaneously adjusted. Once a user selects from a font size list,
their sizes are all altered.

Table 1 shows an example of the size library.

Table 1. Size library to adjust JavaFX Swing components

Component type JavaFX Script component

button component SwingButton
radio button component SwingRadioButton
toggle button component SwingToggleButton
label component SwingLabel
text field component SwingTextField
combo box component SwingComboBox
check box component SwingCheckBox

5.2 Library tp Adjust Component Color

In addition to those who are color impaired users, users with weak eyesight and
elderly users often cannot recognize the color of GUIs. Thus, users need to be able
to change the color. The color adjustment library (hereafter color library) allows
users to change the colors of the foreground and background. The user selects
a color combination from a list, and the JavaFX Script colors are automatically
adjusted.

Table 2 is a list of background and foreground color combinations, which are
defined based on Fujitsu ColorSelector [9], while Table 3 shows the components
to apply the color library. All these colors are defined in CSS (Cascading Style
Sheet) specifications [10].

5.3 Library of Implementing Keyboard Operations

Visually impaired and physically disabled users often have trouble operating a
mouse, and they typically only use a keyboard to operate GUIs. When writ-
ing programs, web designers assign a shortcut keys to a specific JavaFX Script
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Table 2. Color combinations for the background and foreground

Background color Foreground color

#000000 #C0C0C0, #FFFFFF, #FFFF00, #00FF00, #00FFFF
#808080 #FFFFFF, #FFFF00
#FFFFFF #000000, #808080, #800000, #FF0000, #008000, #008080,

#000080, #0000FF, #800080, #808000
#FF0000 #FFFFFF, #FFFF00
#008080 #FFFFFF, #FFFF00, #00FFFF
#00FFFF #000000, #800000, #008000

Table 3. Color library to adjust JavaFX Swing components

Component type JavaFX Script component

button component SwingButton
radio button component SwingRadioButton
toggle button component SwingToggleButton
label component SwingLabel
text field component SwingTextField
combo box component SwingComboBox
check box component SwingCheckBox

component. The keyboard operation library (hereafter keyboard library) groups
JavaFX components. Different shortcut keys are assigned to components in a
specific group. Buttons in different groups can be assigned the same short cut
keys. When users use shortcut keys, they focus a specific group and users type a
shortcut key. Then shortcut key event occurs on the component in the focused
group. Due to this library, even if there are a lot of buttons, short cut keys can
be assigned to all the buttons.

Table 4 shows the keyboard library applicable to JavaFX Script components.

Table 4. Library for keyboard operations of JavaFX Swing components

Component type JavaFX Script component

button component SwingButton
radio button component SwingRadioButton
toggle button component SwingToggleButton
text field component SwingTextField
combo box component SwingComboBox
check box component SwingCheckBox

5.4 Library of Implementing Usage of Screen Readers

Because visually impaired users cannot view GUIs, they often employ screen
readers. Consequently, it is important that they are able to hear the text. The
screen reader library (hereafter reader library) allows screen readers to acquire
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text for JavaFX components, enabling users to employ screen readers. Specifi-
cally, web designers attach a name and description for each JavaFX component,
and then the library places a transparent label component in JavaFX Swing,
which is compatible with Java Swing. Finally, the screen reader speaks the name
and description of the transparent label component.

Table 5 lists the JavaFX Script components the reader library is applicable
to.

Table 5. Library to apply JavaFX Swing components to screen readers

Component type JavaFX Script component

button component SwingButton
radio button component SwingRadioButton
toggle button component SwingToggleButton
label component SwingLabel
text field component SwingTextField
combo box component SwingComboBox
check box component SwingCheckBox
slider component SwingSlider

6 Generation of GUIs Realizing Accessibility

In our method, JavaFX Accessibility Libraries are automatically applied to
JavaFX Script applications through individual JavaFX Script components. Fig-
ure 1 depicts a flowchart for our system operations. Source programs of a JavaFX
Script application are analyzed, and accessibility problems are extracted. Then
code to apply the accessibility libraries is generated. Finally, the problematic
code is replaced with the generated code.

Hereafter we use a calculator program as an example. Figure 2 shows the GUI
of the program, which includes label components to describe the application, text
field to show a value, and button components to select numbers and operators.
Figure 3 shows part of the source program for this calculator program.

6.1 Component Extraction

After source programs of a JavaFX Script application are entered, our system
analyzes the source programs and extracts the JavaFX Script components. In
this step, source programs are deconstructed into tokens, and components are
extracted from the tokens. Then, the definitions of JavaFX Swing components
are stored. The extraction stores the line number of each token. The target
components of this extraction are followings.

• SwingButton • SwingCheckBox • SwingComboBox
• SwingLabel • SwingList • SwingRadioButton
• SwingSlider • SwingTextField • SwingToggleButton
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Fig. 1. System architecture

Fig. 2. Sample application (Calculator)

Figure 4 shows examples of the extracted tokens in a scenario with three
types of JavaFX Script components: label component called SwingLabel, text
component called SwingTextField, and button component called SwingButton.

6.2 Component Customization

Our system determines which JavaFX Accessibility Libraries are applicable to
each component extracted in 6.1 and then generates the necessary code.

Adjustment of component size. To adjust the component size, our sys-
tem evaluates each component separately to determine whether the size library
should be applied. If the component is listed in Table 1, then our system gen-
erates code to apply the size library. Using the example in 6.1, this library
is applicable to three types of components: SwingButton, SwingTextField, and
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1 var myText = SwingLabel {

2 fill: bind Color.web(colorButton.accessibleForeColor);

3 text: "This is a calculator program."

4 }

5 var t = SwingTextField {

6 width: 100

7 height: 40

8 foreground: Color.BLACK

9 }

10 var b_0 = SwingButton {

11 text: "0"

12 foreground: Color.BLACK

13 width: 60

14 height: 40

15 }

Fig. 3. Source program of the sample application

Fig. 4. Examples of extracted components

SwingLabel. Figure 5 shows an example of the code generated for the Swing-
Button component.

width: AccessibleSize.AccessibleStage.width

height: AccessibleSize.AccessibleStage.height

Fig. 5. Example of code to apply the size library

Adjustment of component color. Similar to component size, our system
determines whether the color library should be applied to each component. If
the component is included in Table 3, then our system generates code for the



Method to Improve Accessibility of Rich Internet Applications 359

color library. Figure 6 shows the generated code for this library using the exam-
ple in 6.1. Specifically code is generated to adjust the foreground color of the
SwingTextField component.

foreground: bind Color.web(AccessibleColor.accessibleForeColor)

Fig. 6. Example of code to apply the color library

Implementation of keyboard operations. To implement keyboard opera-
tions, our system evaluates each component individually. If the component is
included in Table 4, then code is generated to apply the keyboard library. To
use this library, a web designer must initially determine the assignment of con-
crete shortcut keys for each component. Using the example in 6.1, the keyboard
library is applied to all SwingButton components. Figure 7 shows the generated
code in the example.

var origScreen = MnemonicButtonScreen{};

var b_0 = MnemonicSwingComponent{

mnemonic1: KeyCode.VK_CONTROL

mnemonic2: KeyCode.VK_A

origScreen: origScreen

var MnemonicButtonGroup_g1 = MnemonicButtonGroup {

GroupForcusKey1: KeyCode.VK_ALT

GroupForcusKey2: KeyCode.VK_A

}

var g1_A = MnemonicButton_g1_a.getMnemonicSwingButton();

MnemonicButtonGroup_g1.add(g1_A);

origScreen.add(MnemonicButtonGroup_g1);

origScreen.getAccessibleScreen(),

MnemonicButtonGroup_g1.get(),

origScreen.requestFocus();

Fig. 7. Example of code to implement keyboard operations

Implementation of usage of screen readers. To implement the reader li-
brary, our system assesses whether a screen reader is applicable to each com-
ponent. If the component is listed in Table 5, then code is generated for the
reader library. Web designers must initially determine an accessible name and
description for the JavaFX Swing component where the former is a name and
the latter is a description read aloud to indicate how to use the components.
Using the example in 6.1, this library is applicable to all extracted components.
Figure 8 shows the code for the SwingButton component called “9”.

As described in 5.4, when executing the code in Figure 8, a transparent la-
bel, which includes a name and description, is placed on the target JavaFX Swing
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component. Screen readers speak the name and description of the transparent
label. Figure 9 shows an image using the reader library and the example program
shown in Figure 2.

var a = AccessibleContext.aButton {

accessibleName:"Nine"

accessibleDescription:"This button inputs nine."

toolTipText:"Nine Button"

}

Fig. 8. Example of code to implement screen readers

Fig. 9. Image of screen reader

6.3 Program Generation

After generating code to apply the JavaFX Accessibility Libraries, our system
modifies the source programs of the JavaFX Script application. Based on the
line number of each token extracted in 6.1, the target code is replaced with the
generated code.

As shown in Figure 10, for size and color libraries, button components for
adjusting are inserted. Using the “size” button allows users to select a font. Then
the sizes of the text, component, and window are simultaneously adjusted, while
the “color” button changes the combination of the foreground and background.
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Fig. 10. Application after applying the libraries

7 Evaluation

We evaluated our method based on efficiency and appropriateness of the gener-
ated code.

7.1 Code Generation Efficiency

To confirm efficiency of our method, we compared the time required to realize
accessibility and the amount of source programs. We assigned an evaluator, which
determines accessibility to the sample program in following three scenarios.

Scenario 1. Realizing accessibility without JavaFX Accessibility Libraries
Scenario 2. Realizing accessibility with JavaFX Accessibility Libraries, but

without our system
Scenario 3. Realizing accessibility with both JavaFX Accessibility Libraries

and our system

Figure 11 shows the program, which has one window that includes a SwingLabel
component, used in the evaluation.

Comparison of time. Table 6 shows the results where “scenario” indicates
the different scenarios to realize accessibility of the program. “Size”, “Color”,
“Keyboard” and “Screen reader” indicate size adjustment, color adjustment,
keyboard operations, and usage of screen readers, respectively.
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1 var label = SwingLabel {

2 fill: Color.WHITE

3 font : Font { size : 20 }

4 x: 20

5 y: 70

6 content: "Let’s create accessible contents!"

7 }

8 Stage {

9 title: "Application title"

10 width: 380

11 height: 200

12 scene: Scene {

13 fill: Color.BLUE

14 content: [ label, ]

15 }

16 }

Fig. 11. Sample program for the evaluation

Table 6. Time to realize accessibility (minutes)

Size Color Keyboard Screen reader

Scenario 1 32.7 12.0 Impossible Impossible
Scenario 2 5.0 1.2 5.9 1.5
Scenario 3 0.8 0.8 2.2 1.5

In scenario 1, because applying the “keyboard” and “screen reader” are time
consuming, they are labeled as impossible. In scenario 2, “size” and “keyboard”
require more time than “color” and “screen reader” because the evaluator is
unfamiliar with “size” and “keyboard”, they require more code modifications
than “color” and “screen reader”.

However, scenario 3 is the quickest. These observations indicate that our
method to realize accessibility is time efficient, even if the evaluator is unfa-
miliar with the modifications in the evaluation.

Comparison of amount of source program. Table 7 compares the amount
of source code required to realize accessibility. In this table, “size”, “color”,
“keyboard” and “screen reader” are the same as in Table 6.

For the same reasons as Table 6, “keyboard” and “screen reader” are labeled as
impossible as they required 497 and 174 lines, respectively. The amount of code
for scenarios 2 and 3 with JavaFX Accessibility Libraries is less than “scenario 1”.
These results indicate that JavaFX Accessibility Libraries decrease the amount of
code to be written, and web designers can effectively develop accessible JavaFX
Script applications using our method.
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Table 7. Amount of source program to realize accessibility (nubmer of lines)

Size Color Keyboard Screen reader

Scenario 1 73 63 Impossible Impossible
Scenario 2 51 52 59 46
Scenario 3 51 52 59 46

7.2 Appropriateness of Code Generation

To confirm the appropriateness of the generated source programs, we executed
the generated program of Figure 2 to confirm whether each library performed
accordingly.

Library of adjusting component size. As described in 6.2, the size library
added a button to adjust the size in the generated program. In our test, we
verified that the text size is adjusted by pushing the button. The window and
component sizes adjusted simultaneously and at the same rate.

Library of adjusting component color. Similarly, the color library added a
button to change the color in the generated program. Upon clicking this button,
the component colors changed accordingly where background and foreground
colors were defined as one-to-one combinations based on the accessible combi-
nations in ref. [9].

Library of implementing keyboard operations. To test the keyboard li-
brary, we assigned shortcut keys to each SwingButton component in Figure 2.
Then we used these keys to assess their performance. All shortcut keys worked
properly. For example, clicking SwingButton component “3” entered the num-
ber “3” in the SwingTextField component above the button. Thus, we assigned
a shortcut key of “Ctrl+3” to enter the number “3” into the SwingTextField
component.

Library of implementing usage of screen readers. Similarly, to test the
reader library, we assigned accessible names and descriptions to the components
in Figure 2. For example, we assigned an accessible name of “nine” and a de-
scriptor of “this button enters the number nine” to the SwingButton called “9”.
Although the reader spoke the text, applying both the reader and keyboard
libraries caused conflicts. Specifically, the reader library prevented implementa-
tion of the keyboard operations because the reader library places transparent
labels on target components, and requires shortcut keys.

However, the above results confirm that the JavaFX Accessibility Libraries
almost always perform appropriately. Thus, our system can effectively realize
accessibility for JavaScript applications.



364 J. Shirogane et al.

8 Conclusion

Herein we propose a method, which has two phases, to achieve accessibility of
JavaFX Script applications. The first phase realizes accessibility libraries for
JavaFX Script applications, while the second applies these libraries. Because
our system automatically applies these libraries to JavaFX Script applications,
the burden to web designers is small compared to other methods. Hence, our
method effectively realized improved accessibility.

There are following some future works.

– Resolving conflicts between keyboard operations and screen readers
– Applying JavaFX Accessibility Libraries to components other than JavaFX

Swing components
– Developing libraries of accessibility satisfying accessibility requirements,

which JavaFX Script libraries do not include
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Abstract. During the past decades, Web applications and industrial automation 
systems – and their combination in e.g. pervasive computing – have gained 
more and more importance in our daily life. However until now, user interface 
accessibility remains as an important quality aspect and a challenge for imple-
mentation. The majority of accessibility requirements are shared between these 
types of systems. 

This paper presents a research on user-centered design and model-driven de-
velopment of accessible user interfaces. The approach integrates the product  
requirements of Web and industrial automation systems. The use of different in-
terface models enables the description of particular UI aspects as structure or 
behavior. User-centered design facilitates the integration of user-driven accessi-
bility requirements. 

The focus on the requirements of software development processes for Web 
and automation systems shows that research on accessible user interfaces has to 
consider the requirements of product analysis and design. Additionally, upcom-
ing daily use in pervasive computing requires a comparison of requirements for 
both system types. 

Keywords: Accessibility, User-centered Design, User Interface Modeling, 
Model-driven Design.  

1 Introduction 

During the past decades, Web applications and industrial automation systems1 – and 
their combination – have gained more and more importance in our daily life. Research 
on Ambient Assisted Living (AAL) demonstrates new possibilities in daily life use of 
all people. However until now, the usage of these applications is often restricted for 
                                                           
1 With industrial automation systems we refer to products such as ticket vending machines, 

washing machines or automated teller machines (ATM) systems.  
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people with disabilities such as blind or deaf people since the User Interface (UI) 
design was not made with respect to their needs. 

Existing accessibility recommendations as the Web Content Accessibility Guide-
lines (WCAG 2.0) [1] address mainly the run-time behavior. They are difficult to 
adapt to the requirements of early product development phases. Additionally, they are 
mainly created for Web applications.  

Despite the importance of accessibility, it is still a big challenge integrating it to 
the industrial automation systems, due to reasons as the variety of user requirements 
for different groups or the difference between developer’s mindset with that of the 
user. Additionally, restrictions may come from limited UI technology as smart phones 
with small screens or obstructive environment conditions as noise. Thus, accessible 
usage includes limited technology as mobile devices and restricting environments. 

Both, industrial automation systems and Web applications share similar accessibili-
ty requirements. Here, the accessibility requirements are summarized in five criteria 
derived from the WCAG 2.0 [1], the WAI-Rich Internet Applications (WAI-ARIA) 
[2] and further research:  

A. Metadata for documents describes author, title, document relations etc. 
B. Navigation techniques as main or utility navigation, breadcrumbs or sitemap are 

supported. 
C. Navigation through documents as skip links, access keys or short cuts can be 

given. 
D. The UI model can describe user’s workflow and serial order of UI components to 

assure that the order of interface components corresponds with user’s workflow. 
E. UI elements are described with role, state and state changing (behavior). 

Often, User-centered Design (UCD) is recommended to ameliorate product accessi-
bility [3, 4 and 5]. User-centered design is focused on user’s needs and limitations 
during all the phases of the design process. Originally, UCD was intended to optimize 
the usability of products. Meanwhile, accessibility is seen as an essential part of usa-
bility and it is proposed to join users with disabilities in analysis, design and evalua-
tion to enhance product accessibility [4]. The adaption of recommendations as well as 
the integration of users with disabilities in design requires expert knowledge. Addi-
tionally, systematic processes are lacking. 

The focus of the presented research is the impact of product accessibility require-
ments on modern software development processes for Web software or automation 
systems. To overcome the mentioned problems, we propose user task analysis and 
modeling in early product design. Abstract task modeling allows describing user’s 
workflow independent from the input and output technology. It is used in modeling 
multi-target and multimodality UIs [6].  

Accessibility means that the products are usable for all users independent from 
their particular capabilities or age and without assistance by other persons [5] includ-
ing free perception and control of all relevant information [1]. Relevant information 
refers to those being needed by the user to follow the intended workflow  
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constituted by activities, actions and their relations. Therefore, the UI itself must as-
sist the user to fulfill his or her working tasks and the usage must be easy to learn. 

2 Related Research 

Meanwhile, accessibility in product design is addressed by numerous international 
and national recommendations [e.g. 1, 2, and 3]. The WCAG [1] have the greatest 
impact on scientific research and discussion. 

Accessibility in UCD is described by Henry [4] focusing on integration of users 
with disabilities in analysis and design and modeling is not included. 

Approaches for Model-driven Design (MDD) in UI development can be classified 
in more practical or analytical concepts. Practical approaches are focused on usage in 
platform-independent development of UIs including development tools. Some exam-
ples are User Interface Markup Language (UIML) [8], User Interface Description 
Language (UIDL) [9], and Extensible Application Markup Language (XAML) [10]. 
Recent technologies as Microsoft Silverlight or Adobe Flex provide the separation of 
UI layout from UI behavior as well as from system core functionalities. 

Analytical approaches are more abstract and include often a metamodel for all UI 
aspects, which describes UI structure, components, behavior, navigation, domain, and 
resources. Examples are User Interface Extensible Markup Language (UsiXML) [11], 
useML [12], Unified Modeling Language for Interactive Applications (UMLi) [13], 
Task Modeling Language (TaskML) [14] and Dialog Modeling Language (Di-
aMODL) [14]. However, analytical approaches are still under research and there is a 
lack of tool support for implementation. 

Despite the promising potential, only few publications address the integration of 
accessibility in MDD of UIs. The Dante project [15] uses annotations in UI modeling 
to improve the navigation capabilities for visually impaired users. The authors have 
discussed particular aspects of UCD and MDD for accessible UIs in former publica-
tions [e.g. 16, 17]. The integration of different target platforms as the Web and mobile 
technologies is also addressed by the AEGIS EU-Project and the Raising the floor 
initiave. 

3 Web Applications and Industrial Automation Systems 

3.1 Accessibility Requirements 

In this paper, Web applications and industrial automation systems are addressed. 
Their usage is more and more merged in pervasive computing e.g. navigation sys-
tems. Despite of obvious differences, many similarities form the ground for shared 
requirements and solutions in accessibility design. Some important similarities are: 

• User disabilities, technological or environmental limitations lead to restrictions in 
Human-computer Interaction (HCI) e.g. acoustic interaction may be impossible. 



370 H. Vieritz et al. 

• The combined use and limited interaction capabilities results in identical accessi-
bility problems such as touchscreens require an alternative information representa-
tion for blind users. 

• The spreading usage in daily life is associated with different user roles and charac-
teristics. 

• User and system workflow is automatized. 
• Web technologies as HTML are used for UI implementation. 

Regarding accessibility, important differences are: 

• Industrial automation systems have often limited resources whereas Web applica-
tions are running on powerful clients and servers. 

• Industrial automation systems have built-in UIs whereas interaction devices for 
Web applications e.g. browsers are running as separated clients allowing the usage 
of Assistive Technology (AT) for people with disabilities. 

• Accessible Web content is typically a requirement of users with disabilities  
whereas for automation systems, accessibility is often driven by limited UI tech-
nologies or environment restrictions. Nevertheless, the requirements are similar 
and solutions can be adapted to the other field (see [7]). 
 

We have used the WCAG to analyze and compare accessible HCI for Web and auto-
mation systems. A similar work was already done with the W3C Mobile Web Best 
Practices 1.0 [7]. More than 70% of the guidelines could be employed for the indus-
trial automation system [7]. Hence, our concept uses WCAG as the basis to address 
the critical accessibility issues. 

3.2 Model-Driven Design 

A generic approach for accessible Web and automation systems needs a process mod-
el – User-centered Design process – and a structural model – the architecture model – 
for the development of the application. Model-driven design is very common in soft-
ware engineering e.g. for automation systems. In Web development, MDD is already 
addressed by research activities. However, fast developing Web technologies and 
their diversity as well as the importance of creative aspects as layout impede the 
usage of MDD in Web engineering. 

Model-driven design of UIs allows the abstract description of particular aspects of 
UI behavior or structure. Meanwhile, the Unified Modeling Language 2 (UML, [19]) 
is the lingua franca for modeling and graphical notation in software design. Here, 
UML diagrams are used to describe the different models of the UI. The abstract de-
scription of UI behavior provides a universal design making the usage of the UI inde-
pendent from particular input and output devices. 

Generic Architecture Model. A common architecture model is needed to merge the 
development processes for Web applications and industrial automation systems. The 
generic architecture of both is slightly different. Web applications are typically de-
signed with layers for presentation, application logic and data persistence (three-tier 
architecture) e.g. the Model-View-Control (MVC) architecture pattern. 
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Fig. 4. Task hierarchy and elementary user actions 

Atomic user actions represent the basic level of task modeling. A set of five prede-
fined actions [12] (see Figure 4, right side) facilitates the modeling with UML activity 
diagrams. They are named: Inform, Select, Activate, Input and Edit. 

In UML 2, particular diagrams are well-suited for the graphical notation of models. 
The active part of the user can be modeled with use case diagrams and activity dia-
grams. The reactive behavior of the UI is described in state chart diagrams. Structural 
aspects are notated with class diagrams. Last but not least, sequence diagrams de-
scribe the sequential order of interaction. 

Task modeling with UML allows not only the hierarchical decomposition of user 
activities into basic actions but also the modeling of different workflow types as seria-
lized, parallelized, synchronized or competing. Even constraints and decisions are 
supported. 

Most aspects of task modeling are shared between Web and automation systems. 
Typically, Web applications are dealing with complex information for the user whe-
reas automation systems have decided sets of functionalities. The task model supports 
both task characteristics. 

3.4 Dialog Modeling 

The AUI represents the dialog model. Human-computer interaction is described with 
dialogs and modes of usage. Similar activities allow their combination within modes 
of usage as an editor for different types of texts. A mode of interaction with the UI 
provides a particular context for usage and only a certain set of user actions is al-
lowed. Modes are sets of UI states [21] and possible user actions. A specific action 
has a consistent effect within a given mode. Usability and accessibility requires an 
elaborated mode design. Navigation in application can be modeled as the change of 
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mode. Finally, the AUI is focused on the semantic description of the UI and 
represents a universal design of the UI which can be used with different type of in-
put/output devices as displays, screen readers, a mouse or keyboard. 

Dialog modeling supports Web applications as well as industrial automation sys-
tems. Typically, a Web application has more dialogs or modes but is less restricted in 
the capabilities regarding visual, acoustic or haptic interaction modality. Thus, the 
universal design concept is better suited for Web applications than for automation 
systems. 

3.5 Presentation Modeling 

In the presentation model, the modes and dialogs are represented as views, the inter-
nal structure of views and UI components. A view is a single representation of the 
application UI at one time. Its UI components enable a particular set of user actions 
which correspond with context of mode and usage. A view is often but not necessarily 
assigned to a file as an HTML file or a Java object as a view controller. Navigation is 
provided with main and utility navigation, a sitemap, breadcrumbs or metadata about 
view relations. 

Accessible main and utility navigation as well as a sitemap are additional accessi-
bility requirements in modeling. They provide orientation, overview and navigation 
through the application interface. Navigation and sitemap facilitate the user access. 
User orientation (especially with AT) is easier if modes are mapped to single views. 

For UI programming the object-oriented programming paradigm is extended with 
events to describe UI reactions and behavior on user activities. This programming 
paradigm is called event-driven programming. Therefore, UML class descriptions are 
extended with events (beside attributes and methods). To meet accessibility, only 
device-independent event handler as OnFocus or OnActivate are used. WAI-ARIA 
elements are used to describe the UI behavior during runtime. 

The hierarchy of UI components is described with a class diagram and UI behavior 
with state chart diagrams. Even, the class model allows the description of component 
hierarchy or serial order of elements.  

UI Components may be containers or single elements. UI containers as lists, table, 
articles, trees etc. consists of elements which are the basic components as buttons, 
headings, paragraphs, sliders, links etc. Here, the UI components for the presentation 
modeling are derived from recent UI development frameworks as Google Web Tool-
kit (GWT) [22], Microsoft Expression Blend (based on Silverlight and XAML) [23] 
or Java Server Faces (JSF) [24] implementations. These frameworks are focused one 
the design of interactive Web-based UIs and provide interactive components exceed-
ing hypertext markup as HTML with e.g. color or date picker. 

The MVC architecture pattern separates database design (model) from control and 
UI (view). The separation of UI and application design is well-suited to implement 
the user-driven models for the UI. Meanwhile, frameworks for Web application de-
velopment support the usage of accessible UI components. Here, Web frameworks are 
evaluated. The evaluation has included the capabilities for UI development, tools for 
implementation, support for accessibility design with WCAG and WAI-ARIA etc. 
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The JSF-technology (e.g. Apache MyFaces (AMF) including Trinidad and Tobago 
subprojects) and the GWT provide generic accessibility support. The Web frame-
works combine the MVC architecture pattern with libraries of UI components. My-
Faces is an open source implementation of JSF. MyFaces Trinidad and GWT have 
built-in support for accessible UI elements. Google Web Toolkit implements more 
client-side functionality to obtain application behavior similar to desktop applications. 
WAI-ARIA is also supported in GWT. Now, prototypical implementation serves for 
detailed evaluation of model integration. 

The mentioned technologies for implementation are typically Web-based. Thus, a 
good support is given for the integration of presentation modeling and implementa-
tion. Until now, automation systems with limited hardware resources may not support 
Web technologies for implementation. It is expected, that further development of 
technology will bring advances. 

4 Conclusion and Outlook 

The approach is focused on accessible Web applications and industrial automation 
systems. The majority of accessibility requirements are shared between these types of 
systems. Additionally, the usage of both systems is more and more merged in daily 
life use. Restrictions of user capabilities, technology or environment lead to similar 
requirements of product accessibility. 

The approach examines the potential of UCD and MDD for accessible UIs. Model 
data describe much information which can be used to support AT with necessary data. 
Modeling includes static behaviors as site structure and navigation links. UML is used 
for graphical notation. Model-driven design supports the design of complex applica-
tions since particular aspects of structure and functionality are described in separate 
models. The integration of accessibility requirements in the process of development 
may help in future to integrate in and approach the knowledge of accessibility experts 
and software designers for the easier design of accessible UIs. 

Until now, model data are translated manually into the runtime markup. Further 
work is necessary on accessibility-supporting model transformations as well as the 
design and implementation of a model compiler to support process automation. 

Further on, the graphical UML-based notation of UI models is not naturally access-
ible. Text-based modeling notation e.g. Human-usable Textual Notation (HUTN) [25] 
can avoid this problem but still needs adaption to the UML metamodel. 

The presented basic ideas are as well plausible for other platforms e.g. Desktop ap-
plications or for another user group e.g. elderly people. Further research may show 
that accessible Web and Desktop applications can be designed with one unifying ap-
proach and implemented with integrative technologies as Adobe Flex or Microsoft 
Silverlight. 
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Abstract. There are a number of mobile applications available to help patients 
suffering from Type 1 diabetes to manage their condition, but the quality of 
these applications varies greatly. This paper details the findings from a system-
atic analysis of these applications on three mobile platforms (Android, iOS, and 
Blackberry) that was conducted to establish the state of the art in mobile appli-
cations for diabetes management. The findings from this analysis will help to 
inform the future development of more effective mobile applications to help pa-
tients suffering from Type 1 diabetes who wish to manage their condition with a 
mobile application.   

Keywords: usability, keystroke level modelling, mobile, heuristic evaluation. 

1 Introduction 

The development of usability evaluation methods for mobile devices and their appli-
cations is a growing area of research which has been fuelled by the rapid growth in 
the use of smart phones in recent years. Healthcare services in particular stand to ben-
efit from the huge potential offered by the combined technologies of smart phones 
and cloud computing [1], particularly those associated with chronic conditions such as 
diabetes that require a high degree of self-management [2], but such interventions are 
likely to fail unless sufficient attention is paid to usability [3, 4]. Standard evaluation 
techniques [5] can be broadly applicable to mobile phone applications, but they often 
need to be adapted to consider additional factors such as context, connectivity and 
security [6]. 

This paper contains the results of a systematic evaluation of mobile applications for 
diabetes management. The study was conducted partly to discover the usability issues 
of existing applications in order to avoid repeating them in the design of a new appli-
cation for diabetes management, and also to elicit functional requirements for this 
new application. In total, over 400 apps were examined in order to give a broad over-
view of the current status of smart phone based diabetes applications from a develop-
er’s perspective. This evaluation was conducted by usability experts, and consisted of 
a methodical survey based on efficiency, heuristics and functionality. A subsequent 
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evaluation is planned to investigate the potential problems that are experienced by 
patients while using some of these applications and to determine which interface 
components are most suitable for data input and output. 

The methodology used here was devised in order to sift through the vast array of 
mobile applications that already exist for diabetes management, but it relies on gener-
al techniques that are equally applicable to other domains. This methodology has also 
been applied to spreadsheet packages [7]. The methodology comprises a series of 
steps that can be used to filter through a collection of applications by comparing func-
tionality, efficiency and various other attributes that have been identified for use as 
mobile heuristics [6] such as personalization, ergonomics, flexibility, security and 
error management. In addition, the process was used to elicit functional requirements 
by collating a list of features offered by existing applications that will subsequently be 
ranked by potential users.  

This paper is organized as follows. Section 2 introduces type 1 diabetes, Section 3 
describes related work that has been conducted in this area. Section 4 explains the 
general steps of the protocol used to perform the analysis, and Section 5 presents the 
results obtained at each step of the protocol. Section 6 presents a discussion of these 
results and Section 7 discusses the threats to validity. The paper is then concluded in 
Section 8 with a summary of the work completed thus far and the work that will be 
performed in the future. 

2 Type 1 Diabetes 

Type 1 diabetes occurs when the insulin producing cells of the pancreas are destroyed 
leaving the body unable to control its blood glucose levels. People with this condition 
have to take insulin regularly to try to keep their glucose levels within a safe target 
range, and failure to do so can lead to short term complications such as heart palpita-
tions or dizziness, and also longer term complications such as retinopathy and peri-
pheral neuropathy.  

Most medical professionals encourage patients to keep a diary containing their 
blood glucose levels before each meal, together with the corresponding carbohydrate 
intake and insulin dose, in order to help them stay within the target range. The insulin 
dose is usually calculated by the patient, according to the number of carbohydrates 
consumed and various other factors including exercise and hormones, but an increas-
ing number of glucose monitors now offer a degree of decision support with such 
calculations. In addition, a vast number of mobile phone applications have been de-
veloped that help patients collect and maintain this information. These applications 
can now be distributed easily and quickly through locations such as the App store 
from Apple and the Android marketplace, making it easier for patients to experiment 
with them. Their usability varies greatly however, and it has been shown [8] that usa-
bility can be a determining factor in a users’ choice of mobile application.   
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3 Related Work 

Previous studies have been conducted to evaluate the effectiveness of mobile phones 
for assisting with diabetes self-management [2, 9], and some standards are emerging 
with regard to how to design mobile applications in general [10], as well as mobile 
medical applications in particular [11], but research about the usability evaluation of 
applications for mobile devices is still a relatively new area [12]. A comprehensive 
survey of the status and trends of 200 mobile-health applications was conducted in 
[13] but it differs from the work presented here in a number of ways: it considered a 
broader range of healthcare applications, it was based on the user perspective rather 
than that of experts and it was restricted solely to the iOS platform. 

Some of the specific issues that affect the usability of mobile applications include 
the following [14]: 

• Mobile context: this includes the location, identities of nearby people, objects and 
environmental elements that may distract the user’s attention. In systems for di-
abetes management, the context is important as the need to measure blood glu-
cose can arise at any time, in any place. 

• Connectivity: network conditions (data transfer speed, reliability, strength of 
signals) may vary at different times and locations.  Connectivity is significant for 
diabetes management systems, as the information collected by these apps may 
need to be synchronized with on-line repositories such as Microsoft© Health-
Vault. 

• Small screen size: the small screen size can significantly affect the usability of 
mobile applications. More specifically in systems for diabetes management, 
screen size affect the ability to visualize the stored data and graphics, which 
could be particularly problematic for patients with retinopathy, a common com-
plication of diabetes. 

• Different display resolution: different levels of display resolution on different 
mobile devices may cause different usability test results. As in the previous case, 
display resolution affects the ability to visualize data in graphics, and this could 
be a serious problem for patients with retinopathy. 

• Limited processing capability and power: computational power and memory 
capacity of mobile devices are much less than those of desktop computers.  
Because of this, developers may have to disable some functions (e.g., high-
resolution images and dynamic frame movement). In systems for diabetes  
management, the limited processing capability could affect the choice of dosing 
algorithm. 

• Data entry methods: small buttons and labels limit users’ effectiveness and effi-
ciency in entering data, which may reduce the input speed and increase errors. 
The data entry method is crucial in diabetes management applications, since 
people must log data frequently, and they could be hindered by peripheral neuro-
pathy, a common complication of diabetes. 
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4 The Evaluation Method 

The methodology used here was devised as a way of filtering the large number of 
mobile applications that already exist for diabetes management to obtain a set that 
was small enough to evaluate in greater depth using relatively traditional techniques. 
The protocol used has been applied to other studies of mobile applications [7] and 
consists of the following steps: 

1. Identify all potentially relevant applications. This step consists of searching the 
applications related to a particular keyword. Current online stores facilitate this 
task, such as the App Store from Apple, the Android Market from Google and the 
App World from BlackBerry. 

2. Remove light or old versions of each application. The trial versions (those that 
offer a subset of the functionality offered by the corresponding full application or 
access to the full application for a limited period of time) should be removed as 
the corresponding full version will also be evaluated. 

3. Identify the main functional requirements and exclude all applications that do not 
offer this functionality. Only the applications that meet all main requirements are 
carried forward to subsequent steps of the protocol. 

4. Identify all secondary requirements. This step consists of identifying the second-
ary requirements that each application offers, i.e., the additional functionality that 
is not required in the step 3. 

5. Construct tasks to test the main functional requirements using each of the me-
thods below: 
a. Keystroke level modelling (KLM) [15] is used to provide a measure of effi-

ciency for each application. New interaction methods provided by mobile de-
vices have not been incorporated into KLM. Therefore it was not possible to 
predict the efficiency in terms of time, however it was possible to use the 
number of keystrokes as an indication of the efficiency of these applications. 

b. Heuristic evaluation [16] is used to identify some usability problems. Niel-
sen recommends performing the heuristic evaluation with between three 
and five evaluators. The heuristics used during this evaluation, shown in 
Table 1, were developed specifically for mobile applications in [6]. 

Table 1. Mobile usability heuristics 

Heuristic Description 
A Visibility of system status and losability/findability of the device 
B Match between system and the real world 
C Consistency and mapping 
D Good ergonomics and minimalist design 
E Ease of input, screen readability and glancability 
F Flexibility, efficiency of use and personalization 
G Aesthetic, privacy and social conventions 
H Realistic error management 
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5 The Results 

The following section details the results obtained at each step of the protocol. 
 
Step 1: Identify all potentially relevant applications. 

 
To identify all potentially relevant applications a search of the online store of each 
platform was conducted using the keyword “Diabetes”. The results of the search on 
each platform are presented in Table 2. It can be seen that there are over 150 applica-
tions returned on both the iOS and Android platforms, but only 28 apps were found in 
the Blackberry App World.  

Table 2. Number of apps returned by platform 

iOS Android Blackberry 
231 168 28 

Step 2: Remove light or old versions of each application. 
 

The next step of the protocol is to remove any light or old versions of applications 
already included in the results. As these applications are already represented, to eva-
luate both would require additional, unnecessary resources. The number of applica-
tions that were removed on each platform is presented in Table 3. It can be seen that 
only a small number, (less than 10%) of applications were removed, indicating that 
most applications are unique.  

Table 3. Number of apps remaining after removing old and light versions 

 iOS Android Blackberry 
Number of Applications 231 168 28 
Old or light versions 9 6 1 
Apps remaining 222 162 27 

Step 3: Identify the main functional requirements and exclude all applications that do 
not offer this functionality. 

 
Recent studies have shown that users of healthcare apps prefer those that facilitate 

everyday tasks such as tracking blood glucose to those which are designed as refer-
ence tools [13]. The primary functionality was therefore chosen to model a daily di-
abetes management diary. The diary is only useful if the results can be visualized and 
transmitted to a backup computer however, and so tasks were developed to test these 
features as well. The functionality that was considered to be the minimum for any 
such application was mapped to the tasks shown in Table 4: 
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Table 4. Tasks to evaluate main functional requirements 

Task Functional requirements 
1 Set measurement units 
2 Log blood glucose level 
3 Log carbohydrate intake 
4 Log insulin dose 
5 Display data graphically 
6 Export data via email or similar 

The reasons for choosing this functionality are outlined below: 

• Set measurement units: some applications only permit units to be set to those 
used in a particular country, such as Mmol/L in Europe or Mg/dl in the United 
States. To be used internationally the app must allow the measurement units 
to be changed according to the users’ preference. 

• Log blood glucose, insulin and carbohydrate: Maintaining the blood glucose, 
insulin and carbohydrate levels over time can help patients with diabetes to 
better predict the onset of symptoms and take corrective action when neces-
sary.  

• Display data graphically: data in graphics can be easily understood and 
shows trends and patterns that can be used to indicate when patients are re-
quired to adjust the amount of insulin they are required to inject.  

• Export data via email or similar: mobile devices have a very limited storing 
capacity, so there needs to be a facility to export data to an external source. 

The descriptions and the developers’ websites for each application were examined to 
exclude those that clearly did not offer the primary functionality shown in Table 4. 
After this, the remaining applications were downloaded and tested in order to deter-
mine if all six tasks could be completed and the results are summarized in Table 5. It 
can be seen that only a very small number of applications on each platform provided 
all of the necessary functionality.  

Table 5. Number of apps on which all tasks can be performed 

 iOS Android Blackberry 
Number of apps  8 6 1 

 
The applications that were excluded at this step were varied and included general 
medical information references to cookbooks offering recipes suitable for patients 
suffering from diabetes. Some of the applications did offer some of the desired func-
tionality, but these applications were removed since the completion of all of the tasks 
was deemed to be essential for the effective management of diabetes. 

Step 4: Identify all secondary functional requirements. 

The purpose of this step was to elicit potential functional requirements that go beyond 
the minimum level identified in Step 3, which could subsequently be ranked by  
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patients to obtain a measure of their usefulness. The requirements common to all the 
three platforms were as follows: 
 
• Log physical activity and other medication: these factors, among others, can af-

fect the insulin dose and are therefore logged by some applications. 
• Allow personal settings: nearly all of the applications include a number of per-

sonal settings, such as the target blood glucose level. Some applications which 
featured a dosage calculator, for calculating the correct dosage, also allowed ad-
ditional personal settings required for this calculation. 

 
A number of additional features were found on only one or two platforms: 
 
• Decision support: some applications offer basic support in calculating the insulin 

dose, but none offers any intelligent decision support. 
• Alcohol intake, illness, weight, blood pressure, allergies and hypoglycemia: these 

factors, as well as physical activity and other medication, can affect the insulin 
dose and are therefore considered by some applications. 

• Carbohydrate database: some applications include a database of nutritional in-
formation of certain types of food to facilitate calculations. 

• Discussion forums: anonymous discussion forums can be a source of support for 
people with diabetes. 

• Export to online healthcare systems: there is a growing demand for applications 
that store information securely in a way that can be shared with other selected us-
ers [17], including clinicians. 

• Ability to set reminders: a number of applications have this facility, which is 
useful for long-acting insulin. 

• Backup and restore: some applications have automatic backup and restore facili-
ties over a wireless network. These facilities allow data to be recovered if the app 
is lost or damaged. 

• Add notes: some applications allow users to enter a note with the logged data to 
record additional information about the data entered. 

• Insulin dose calculator: some applications include a calculator for recommending 
insulin dosages. 

• Log pharmacies: some applications have an option to log the information (phone, 
address, etc.) of pharmacies. 

• Log lab results: there is an option to log the results of the laboratory analysis like 
sugar, A1C, HDL, LDL, cholesterol, triglycerides and creatinine. 

 
A summary of the fulfillment of these requirements by applications on the three plat-
forms is shown in Table 6. 
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Table 6. Additional requirements met by applications on each platform 

Requirement iPhone Android BlackBerry 
Ability to set reminders X X 
Add notes X 
Allow personal settings X X X 
Backup and restore X 
Carbohydrate database X 
Decision support X 
Discussion forums X 
Export to online health system X 
Insulin dose calculator X 
Log alcohol intake X 
Log allergies X 
Log blood pressure X 
Log hypoglycaemia X 
Log illness X 
Log lab results X 
Log other medication X X X 
Log pharmacies X 
Log physical activity X X X 
Log weight X 

Step 5a: Perform keystroke level modelling analysis. 

Each of the 15 apps that resulted from Step 3 were now subjected to a keystroke level 
modelling analysis, using the tasks listed in Table 4. The KLM was performed by 
counting the number of interactions required to complete each task.  

Results for iOS 

The results of the KLM analysis performed on the final 8 applications on the iOS 
platform are shown in Table 7. 

Table 7. Results of KLM for iOS applications 

Application                                      Task: 1 2 3 4 5 6 Total  
RapidCalc Insulin Dose Manager 10 2 1 3 2 1 19 
GluCoMo 5 5 4 4 1 3 22 
Diabetes Diary 5 3 3 2 3 6 22 
Diabetes Personal Manager 3 7 4 3 3 6 26 
DiabetesPlus 2 7 6 6 1 6 28 
LogFrog DB  6 5 6 5 1 7 30 
Diabetes Buddy Control your Blood Sugar 3 9 10 7 1 8 38 
Diabetes Pilot 5 5 7 3 3 27 50 
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In Table 7 it can be seen that task 6 (export via email or similar) is far less efficient 
on the Diabetes Pilot app than any of the others. This is because it requires the user to 
type the entire address which can be difficult on a small keyboard rather than using 
default settings or the contact list. 

Also task 1 (set measurement units) is less efficient on the RapidCalc app than the 
other applications because it is necessary to exit the application and enter the iPhone 
settings to carry out this task, but it is arguable that efficiency is less crucial here since 
the task is usually only carried out once. 

The data logging occurs so frequently that it is essential for it to be as efficient as 
possible. The tasks that are concerned with data logging are 2 (log blood glucose), 3 
(log carbohydrate) and 4 (log insulin), and the figures in Table 4 suggest the Rapid-
Calc app and the Diabetes Diary app use the most efficient methods for this. Unfortu-
nately this does not tell us anything conclusive about data entry methods, since Ra-
pidCalc uses sliders, whereas Diabetes Diary uses either a picker or a keyboard. The 
input methods used for each application are shown in Table 8. 

Table 8. Data entry methods for iPhone applications 

Application                                       Data Entry Method 

RapidCalc Insulin Dose Manager Sliders on same screen 

GluCoMo Pickers on separate screens 

Diabetes Diary Pickers or keyboard on same screen  

Diabetes Personal Manager Keyboard on same screen 

DiabetesPlus Pickers on separate screens 

LogFrog DB  Dials on separate screens 

Diabetes Buddy  Keyboard on separate screens 

Diabetes Pilot Keyboard on separate screens 

 
Results for Android 
The results of the KLM analysis performed on the final 6 applications on the Android 
platform are shown in Table 9. It can be seen that tasks 3 (log carbohydrate) and 4 
(log insulin dose) are less efficient on the GlucoJournal app than on any of the others.  

Focusing on data logging (tasks 2, 3 and 4), the most efficient application is Glu-
cometro, and the least efficient is GlucoJournal. These data are consistent with the 
total scores, because the GlucoJournal and DiabetesBox apps score the worst in the 
KLM analysis, as they need 38 touches of the screen to fulfill all tasks, and the Glu-
cometro app is the best, as it only needs only 29 interactions. 
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Table 9. Results of the KLM analysis for Android applications 

Application                                    Task: 1 2 3 4 5 6 Total 
OnTrack Diabetes 4 7 8 9 2 5 35 
Glucool 3 9 8 9 2 3 34 
DiabetesBox 5 9 8 10 3 3 38 
Glucometro 4 7 7 6 1 4 29 
Track3 Diabetes Planner 5 9 9 6 2 4 35 
GlucoJournal 3 5 10 13 2 5 38 

 
The data entry methods of these applications shown in Table 10 do not really explain 
the differences in efficiency since all of the applications used a keyboard, and in gen-
eral each number had to be input on a separate screen.  

Table 10. Data entry methods for Android applications 

Application Data Entry Method 

OnTrack Diabetes Keyboard (on same or separate screen) 

Glucool Keyboard or "+" and "-" buttons (on separate screens) 

DiabetesBox Keyboard on separate screens 

Glucometro Keyboard on separate screens 

Track3 Diabetes Planner Keyboard on separate screens 

GlucoJournal Keyboard (on same or separate screen) 

 

Results for Blackberry 

The results of the KLM for the BlackBerry application are shown in Table 11. 

Table 11. Results of KLM for the BlackBerry application 

Application                                    Task: 1 2 3 4 5 6 Total 
iRecordit Diabetes Sugar Glucose and 
Health Tracker 

20 57 16 13 2 11 119 

 
As there is only one relevant application on the BlackBerry platform there is no 

comparison we can perform, but it is clear that task 5 is the easiest to accomplish 
(only 2 interactions) and task 2 is the most difficult to perform (57 interactions). 

The data entry methods of this application is a picker for glucose and keyboard for 
carbohydrate and insulin, all on the same screen, as it is shown in Table 12. The pick-
er for glucose is very small, and it contains only default values from which the  
user has to select one. The carbohydrates and the insulin can be entered through the 
keyboard. 
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Table 12. Data entry methods for the BlackBerry application 

Application                                       Data Entry Method 

iRecordit Diabetes Sugar Glucose 
and Health Tracker 

Little picker (for glucose) and keyboard 
(for carbohydrate and insulin) on same 
screen 

 
Summary of KLM Results 

The process of conducting the KLM led to the following observations, all of which 
can affect the usability of mobile applications: 
• Neither of the standard numeric keyboards offered by the iOS platform is ideal 

for the efficient input of decimal point numbers, since one is intended purely for 
integers and the other includes unnecessary symbols such as currency delimiters 

• Pickers and sliders need to be designed carefully, since they are very difficult to 
use if they are too fine grained. 

• If several numbers need to be input together then the screens should be designed 
so that they can all be input from the same screen. 

• The haptic feedback offered by the keyboard on the Blackberry does not appear 
to offer increased efficiency but it may increase satisfaction. 

 
Step 5b: Perform heuristic evaluation.  
 
The applications that scored the best in the KLM analysis were then the subject of 
heuristic evaluation by three to five expert evaluators. For the purposes of this study, 
each mobile heuristic, defined in Table 1, was broken down into sub-divisions to be 
assessed by each evaluator using Nielsen’s severity Ranking Scale as detailed in  
Table 13. Some of these sub-divisions were specific to the domain of diabetes  
management and are given in Table 14. 

Table 13. Nielsen’s Severity Ranking Scale (SRS) 

Rating   Description 

0 I don’t agree that this is a usability problem at all 

1 
Cosmetic problem only. Need not be fixed unless extra time is available on 
project 

2 Minor usability problem. Fixing this should be given low priority 

3 Major usability problem. Important to fix, so should be given high Priority 

4 Usability catastrophe. Imperative to fix this before product can be released 
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Table 14. Heuristic sub-divisions 

 
A 

A1The battery status is visible 

A2 The network status is visible when transmitting data 

A3  The time is visible when entering data 

A4  The previously logged data and personal settings can be recovered if the 
device is lost 

B B1 The information appears in a natural and logical order 

B2 The information is presented clearly  

B3 You can see where everything is that you might need 

C C1 It is easy to see how to do tasks like entering blood glucose and  
carbohydrates 
C2 There are no objects on the interface that you would not expect to see 

D D1 The screens are well-designed and clear 

D2 The dialogues  do not contain information that is irrelevant or rarely used 

E E1 It is easy to input the numbers 

E2 It is easy to see what the information on each screen means 

E3 You can easily navigate around the app 

E4 The screens have a ‘back’ button 

E5 The user can get crucial information ‘at a glance’ 

F F1 The user can personalise the system sufficiently  

F2  The system allows efficient input of data 

G G1 The design looks good  

G2 There are suitable provisions for security and privacy (eg Transmission of 
data is encrypted.)  

H H1 Users can recover from errors easily (If something goes wrong you can get 
back to where you were easily.) 
H2 If data is input incorrectly, it can be edited  

H3 There an Undo button,  where appropriate 

 
Each evaluator ranked each sub-division and provided evidence and comments for 

each ranking. This evaluation highlighted some problems that had not been identified 
by the KLM. For example, there are some applications that include unnecessary op-
tions or irrelevant information, which may confuse the user. Security was also identi-
fied as a problem of the evaluated applications, because none of these encrypt the data 
transfer, which would be appropriate for sending personal healthcare information over 
the Internet. Some applications show errors that are unrecoverable and cause the ap-
plication to shutdown, which is disconcerting and annoying to the user. It is beyond 
the scope of this paper to give a full qualitative summary of the evaluation, which is 
presented in [18], but the summaries of the numerical rankings are included here. 
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Results for iOS 
 
Five evaluators ranked the iOS applications, and a summary of the results is shown in 
Table 15.  

Table 15. Average heuristic ranking for iOS applications 

Heuristic: A B C D E F G H Total 
RapidCalc 1.1 0.9 0.4 0.4 0.8 1.3 1.3 2.0 8.2 
GluCoMo 0.6 1.4 1.2 1.7 0.8 1.3 1.3 1.7 10 
Diabetes Diary 0.5 0.8 0.9 0.5 0.9 0.7 1.4 0.8 6.5 
Diabetes Personal Manager 0.6 0.8 0.9 1.1 1.1 0.9 1.6 2.3 9.3 
Total 2.8 3.9 3.4 3.7 3.6 4.2 5.6 6.8 34 

 
The application which produced the lowest score, and hence is deemed the most 

usable, was Diabetes Diary; and the least usable was GluCoMo, because it scored the 
most severe usability ranking. The heuristics that GluCoMo scored least well on were 
D and H, which were those concerned with minimalist design and error management, 
and this was probably because this application includes a lot of additional functionali-
ty beyond that specified by the tasks in Table 4.  

The heuristics that had the highest total scores and were therefore the worst overall 
were G (Aesthetic, privacy and social conventions) and H (Realistic error manage-
ment).  This is because most applications did not offer any form of security when 
transmitting data, and because the iPhone does not include a ‘Back’ or ‘Undo’ button, 
unlike the other platforms considered here. 

 
Results for Android 

 
The four applications that were determined to be most efficient through the KLM 
analysis for the Android platform were also subject to heuristic evaluation, but this 
time by four expert evaluators. The average rankings for the Android applications are 
shown in Table 16. 

Table 16. Average heuristic ranking for Android applications 

Heuristic: A B C D E F G H Total 

OnTrack Diabetes 0.1 0.8 0.9 0.5 0.8 0.6 0.6 1.0 5.3 

Glucool 0.3 0.3 0.4 0.4 0.3 0.6 0.6 0.3 3.2 

Glucometro 0.5 1.0 1.4 0.8 0.9 1.1 0.6 1.7 8.0 

Track3 Diabetes Planner 0.8 1.3 1.1 0.9 1.00 1.1 1.3 2.0 9.5 

Total 1.7 3.4 3.8 2.6 3.0 3.4 3.1 5.0 26 

 
 



392 E. Garcia et al. 

The application which scored the lowest, and hence was most usable, was Glucool; 
and the least usable was Track3 Diabetes Planner. Some of the features that caused 
Glucool to score well were its good backup and restore options, its ability to log all 
data on a single screen and the clarity of its graphs. Track3 on the other hand was 
over-complicated with graphics that were difficult to interpret and no option to edit 
data. The heuristics that had the highest total scores and were therefore the worst 
overall were C (Consistency and mapping) and H (Realistic error management).   

 
Results for Blackberry 

Four expert evaluators performed the heuristic evaluation on the Blackberry applica-
tion, and the averages of their evaluations are shown in Table 17. 

Table 17. Average heuristic ranking for the BlackBerry application 

Heuristic: A B C D E F G H Total 

iRecordit Diabetes  
Sugar Glucose and 
Health Tracker 

2.44 1.58 1.38 1.88 1.5 1.5 1.75 0.42 12.4 

 
The heuristic that was scored worst was A (Visibility of system status) because the 

battery status and the network status are never visible while using the application; the 
time is visible at the top of the screen but it is necessary to scroll down to add data 
which loses visibility of the status bar, including the time; and there is no option to 
backup up and restore the data leading to recovery problems. Heuristics D (Good 
ergonomics and minimalist design) and G (Aesthetic, privacy and social conventions) 
were found to be the next worst source of problems because some screens are too long 
and difficult to use; and the application does not have provisions for security and 
privacy as data is sent by unencrypted email. 

6 Discussion of the Results 

Perhaps the most striking observation is the sheer number of applications that are 
associated with diabetes management on each of the three platforms considered here. 
There were far more applications available for iOS and Android than Blackberry per-
haps because the latter is aimed predominately at the business market. The quality of 
the applications was highly variable, with those written for the Android platform be-
ing particularly prone to crashing.  

The keystroke level modelling highlighted some differences in the usability and ef-
ficiency of the apps on the various platforms. The number of keystrokes for finishing 
the tasks on average was 29 on the iPhone, 34 on the Android and 119 on the Black-
Berry. The difference is evident especially between BlackBerry and the other plat-
forms. This is due to the hard buttons that are on the BlackBerry devices, as opposed 
to the soft buttons and touch screens of the Android and iPhone devices. So with a 
Blackberry a key must be pressed several times to move the mouse or the cursor 
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across the screen, but the other devices only need one click. The efficiency analysis 
has led us to suggest the following guidelines: 

• Use default settings where possible (eg email addresses, dose calculation pa-
rameters) 

• When using pickers and sliders, do not make them too fine grained, otherwise 
data entry is very inefficient 

• When entering numeric data, display a numeric keyboard instead of an alpha-
betical keyboard, and only use the integer keyboard when appropriate. 

• Do not use acronyms without explaining what they mean [19]. 
• Personalisation of settings should be adjusted within the app, rather than with-

in the device settings 

The heuristic evaluation exposed a different set of problems from the KLM, be-
cause it was guided by the mobile heuristics of [6], which are not related to efficiency.  
The most commonly breached heuristics were A, C, D, G and H, which lead us to the 
following associated guidelines  

• The battery status and time should be visible while using the application. (A) 
• The network status should be visible while sending data. (A) 
• Provide options for backing up and restoring data. (A) 
• Do not include unnecessary options or irrelevant information. (C) 
• Do not overload a screen with too many elements [20]. (D) 
• All data transmission should be encrypted.(G) 
• Do not allow unrecoverable errors.(H) 

The heuristic evaluation also showed that the most usable application was found on 
the Android platform. Glucool on the Android was found to contain the least usability 
issues across all platforms. The leading application on either of the other platforms 
was Diabetes Diary which was found to be less than half as usable as Glucool. The 
following shows how the best rated apps on each platform compare. 

• The best application for the iPhone for the heuristic evaluation is the Diabetes 
Diary (rated 6.5), which was the second best rated (with 22 keystrokes) appli-
cation in the KLM analysis of the iOS applications. 

• The best application for the Android platform for the heuristic evaluation is 
Glucool (rated 3.2), which was also the second best rated (with 34 keystrokes) 
application in the KLM analysis. 

• Finally, the best (and unique) application for the BlackBerry platform for the 
heuristic evaluation is iRecordIt (rated 12.4), which had 119 keystrokes in the 
KLM analysis. 

The Diabetes Diary application has now been tested further on potential users in a 
subsequent experiment, which was restricted to the iOS platform for practical reasons. 

The gathering of secondary functional requirements generated a wider range for 
the iOS platform than in the Android or Blackberry platforms, the latter of which was  
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the most restricted, with only four additional functions. The full list of functionality 
gathered in Step 4 has also been presented to all of the participants in the user study 
for utility ranking. The most common functions are logging physical activity, logging 
other medication and allowing personal settings as they are included in applications of 
each of the three platforms, and so it is expected that these features will be rated high-
ly by users. 

7 Threats to Validity 

This study had a number of limitations. First, it was restricted to applications running 
on the iOS, Android and Blackberry smart phone platforms. These were chosen be-
cause they have the highest market share in the UK [21], and jointly occupy 75.5% of 
the total market. It was also restricted to native applications, since such applications 
can take advantage of device-specific features which are particularly interesting to 
developers. The user perception of applications, as demonstrated by characteristics 
such as the popularity rating, was ignored because the goal was to assess each one 
solely according to the attributes listed above. Finally, recent studies have shown that 
users overwhelmingly prefer apps that use the unique features of mobile phones to 
facilitate tedious tasks such as tracking blood glucose to those which offer purely 
reference information [13]. Therefore, this survey was focused on apps that were 
designed for such purposes, and tasks were devised specifically to evaluate data entry 
methods, data visualisation and personalisation.  

8 Conclusions and Future Work 

This paper contains a summary of the results of a systematic survey of mobile appli-
cations for diabetes management across three smart phone platforms. The platforms 
operated on devices with different characteristics, with the iPhone being entirely 
touch screen, the Blackberry having no touch screen capability and the Android phone 
with touch screen capability, as well as the three standard keys (Home, Menu and 
Back). 

This study concentrated on apps that were designed for frequent logging of  
data, but which also offered the capability for data visualisation, transmission and 
personalisation. The research has achieved its goal in terms of exposing problems 
with efficiency and various other attributes corresponding to mobile heuristics, as 
well as helping to elicit functional requirements, and this has resulted in a list of 
guidelines for development. It is hoped that the protocol followed here will therefore 
also prove useful to developers in other application domains, as it is a lightweight 
protocol which is not too time-consuming. 

The study was restricted both in the choice of platforms, and in the choice of di-
abetes as a healthcare domain. Future work will include a survey of similar apps on 
other platforms, and research into self-management applications for other branches of 
healthcare. The work described here was restricted to expert evaluators rather than 
potential users, and utilised only two of the many existing techniques for evaluating 
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user interfaces, namely KLM and heuristics. It might therefore be useful to consider 
incorporating other techniques in the future, such as cognitive walkthrough. Users are 
also being involved in a complementary user study, using the iOS app that scored best 
in this heuristic evaluation (Diabetes Diary). The purpose of the user study is to de-
termine the nature and frequency of user errors, and to establish a comprehensive list 
of functional and non-functional requirements for the apps.  

One of the shortcomings of this work was the KLM analysis, which involved 
counting the number of keystrokes to accomplish a task. This can be rather error-
prone, since (for example) the number of finger swipes required to move a picker to a 
desired location can vary considerably, depending on the user. This is just one type of 
interaction introduced by mobile technologies that will be investigated in the future to 
determine how the KLM analysis technique can be adapted to provide a more accu-
rate measurement of efficiency. 
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Abstract. eHealth services just as general Health services mostly em-
phasize on patient record management systems. Unfortunately the infor-
mation in these records is rarely used to provide quicker, personalized
eHealth services and appropriate treatment especially in a low infras-
tructure context where health service providers are often overwhelmed
by numbers leading to acute degradation in service delivery. Domain
specific service discovery with personalization aims at providing user-
aware services. This is very important in a low infrastructure context
where most patient requirements particularly from rural areas are a con-
sequence of low literacy levels. The focus of this paper is to describe a
framework for eHealth service discovery in a low infrastructure context.
To do this, we categorize the context of users and augment it with a user
specific profile. Our framework provides ontology based, context-aware
semantic and personalized services.

1 Introduction

Health services in a low infrastructure context are characterized by long queues,
insufficient drugs, insufficient service providers and generally low literacy levels
on the side of service consumers [22,19,18,6]. Services tend to be generic due to
lack of specialized resources and a reasonable number of ailments can be avoided
with appropriate education and advisory support. eHealth services are prolifer-
ating in countries with limited infrastructure (electricity, Internet) as a means of
supporting the general health services. However, appropriate services need to be
discovered first in order to support the provision of appropriate services to the
right consumers. Moreover, customizing health services to different segments of
patients can greatly save time while providing the available service to those that
need it most.

In most developing countries, health services are provided by a combination
of private and government centers, each with different capacity and competen-
cies. As a result, health service providers are autonomous but rely on other
centers for capabilities that they can not provide. To support this autonomous
and dependence nature of health services, we consider the service-oriented archi-
tecture (SOA) (see [3,10]). The corresponding service-oriented computing (SOC)
provides a system architecture in which a collection of loosely coupled services
(components) directly communicate with each other using standard interfaces
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and message-exchanging protocols. Software services or simply services are self-
contained, platform-agnostic computational elements that support rapid, low-
cost and easy composition of loosely coupled distributed software applications.
The functionality provided by a service can range from answering simple requests
to executing sophisticated processes requiring peer to peer or client/server rela-
tionships between multiple layers of service consumers and providers [3,10].

Existing service oriented health care systems emphasize on patient record
management, giving personalized health care assistance to patients, online con-
sultation and advisory of patients. However, the communication among health
professionals by modern technology has not yet been addressed. For example,
Uganda implemented a wireless regional health care network to assist the rural
health care workers in providing learning materials, email, and to enable out-
break reporting. Generally, this network is used for data collection systems. The
eHealth systems developed so far does not provide professional assistance, for
example when new cases or symptoms are encountered.

In this paper we first shortly describe some related work. In section 3 we
elaborate on the application of Service Oriented Architecture in the health care
domain. Then in section 4 we analyze the current situation of Ethiopia, derive
next steps using a SWOT analysis and show how the architecture proposed is
motivated from these next steps. In section 5 we describe service discovery in
more detail and go into more detail about personalization and context awareness.
We close in section 6 with some conclusions.

2 Related Work

Service discovery is one of the challenging activities of SOA. For example, Has-
selmyer [10] describes the process of finding services. Most studies done sofar in-
clude service semantics, ontology based and context based service discovery. To
the best of our knowledge, these three components have not been used together to
discover services. In previous work service personalization or user profiling (user
behavior and preferences) was given no attention. However, Hasselmyer [10] and
Vu et al. [28] report that contextual information of services is available, complete
and unambiguous. They ignore how to handle missing, redundant, or incomplete
context information. In this paper we have divided context-awareness of services
into service context and user context, which enables a richer handling of context.

In relation to health care service discovery very few research has been con-
ducted [6,22]. For example, John et al. [22] mentioned eHealth projects un-
der implementation in Uganda, South Africa and Nigeria (UHIN, Cell-Life and
MindSet Health, LAMIS respectively), however as cited by Kehinde et al. and
Drury [18,6], there are 12 million AIDS orphans in Africa. In line with this, Ke-
hinde et al. [18] indicated that developing countries face challenges in providing
accessible, efficient and equitable quality health services to their people.
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3 SOA for Healthcare

The advancement of ICT and its application in different aspect have change the
way we live, communicate and behave. Information Communication Technolo-
gies have gradually become part of our daily lives through Internet that allow
computers and mobile phones to provide various remote services.

The application of ICT has become a worldwide trend. Impregnating Service-
Oriented Architecture (SOA) to provide common activities and interests such
as business, medicine, lifestyle, traffic, education, and entertainment has also
become one of the popular methods in various industries.

The rapid rise of technology and its adoption into the healthcare field has
caused healthcare organizations to collect an accumulation of non-interoperable
systems that not only need to work together within the organization, but also are
accessed from the outside. The burden of integration usually falls on the users of
the system, who often are forced to access many different systems to complete one
task. The use of a service oriented architecture (SOA), however, can improve the
delivery of important information and make the sharing of data across a commu-
nity of care practical in cost, security, and risk of deployment [14]. According to
Peter [12] SOA for healthcare is designed to give healthcare providers, healthcare
benefit organizations, public health, and pharmaceutical companies the flexibility
to leverage clinical and administrative business applications independently of the
underlying computing platform.

The ultimate purpose of integrating SOA for healthcare domain is to improve
effectiveness, efficiency and service delivery. The application of SOA to health-
care service has the following objectives [12,14]:

– reduced stay
– improved patient outcomes/reduce risks
– revenue improvement
– staff efficiency
– improved patient and staff satisfaction
– reduced IT expenditure/maintainance costs
– improved information accuracy and availability
– exchange of medical information between care providers (hospitals, clinics,

health posts) in order to get key information like patients’ history, aller-
gies, persistent medical problems, current medication (if any), and active
treatments

– exchange of referrals between healthcare providers, labs and feedback of those
referral visits

– a means to electronically order and monitor consumption of prescriptions

Effective and timely communication between patients, physicians, nurses, phar-
macists, and other healthcare professionals is vital to good healthcare. Current
communication mechanisms, based largely on paper records and prescriptions,
are old-fashioned, inefficient, and unreliable. In the era of electronic record keep-
ing and communication, the healthcare industry is still tied to paper documents
that are easily mislaid, often illegible, and easy to forge [16]. When multiple
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healthcare professionals and facilities are involved in providing healthcare for a
patient, the healthcare services provided are often not coordinated.

This section provides the application of Service Oriented Architecture (SOA)
for healthcare domain in order to make health services accessible by anybody
anywhere and anytime. Section 3.1 deals with the impact of SOA in healthcare.
Section 3.2 addresses the use of mobile phones to improve healthcare services in
low resources environment and a case study is presented in section 3.3.

3.1 The Impact of SOA in Healthcare for Developing Countries

A healthcare system based on a SOA has the potential to address many of the
issues faced by health systems around the world by 1) extending the utilization
of medical applications to different types of people including physicians, medical
staff, personnel with limited training, and in some cases patients, 2) allowing
for the coordination of various different types of multimedia inputs and outputs
(text, images, and speech), and 3) creating a system that is flexible, nimble, and
highly equipped for system changes [16]

Low level infrastructure development is one of the impediments of setting up
a mobile health care system in a low-infrastructure country such as Ethiopia.
Despite of its aggressively expanding ICT infrastructure a single state monop-
olized ETC (Ethiopian Telecommunication Corporation) hardly can meet the
infrastructural demands for reaching the huge majority of the rural population.

Building a nationwide eHealth system on existing IT solutions would improve
the efficiency of service delivery, enhance quality and enable cost savings for the
health system- as well as for private health service providers. To establish such
a system and reap its benefits, Ethiopia would need:

– establish centralized electronic health records (EHR) or customize the exist-
ing EHR;

– develop infrastructure utilizing already developed infrastructures (WoredaNet,
SchoolNet, and mobile networks);

– enable migration from paper to electronic documents.

The ultimate purposes of developing electronic health system in Ethiopia are:

1. Information technologies are used to exchange medical information over a
distance using audio, visual and data communication. The application com-
prises healthcare delivery and management such as diagnosis, treatment,
consultation as well as education.

2. The doctor to population ratio is very low (1:37,000). To tackle this problem
with mobile health is one of the options for the rural population. In addi-
tion, it gives an opportunity to share specialists’ knowledge and experiences
for remote hospitals, clinics and also for individual healthcare workers and
patients, also at an international level.

3. The available health institutions can strengthen their network with referral
and teaching hospitals. The existing few number of laboratories and research
centers can disseminate their findings and laboratory results to other health
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institutions. As an example, IIT Delhi and Tikur Anbesa hospital are work-
ing on TeleDermatology.

The existing ’digital divide’ in communication technologies such as Internet is
lessened by the mobile phone in the resource limited countries.

There is a significant growth of the number of mobile phone (12.2%) sub-
scribers compared to fixed and Internet(1%) subscribers. Consequently, mHealth
can play a pivotal role to provide health services for the rural population.

3.2 Anywhere Anytime mHealth

The application of mHealth carries the following promises [11]:

– quick and timely high quality affordable healthcare for all, everywhere, at
anytime;

– overcoming healthcare shortage of staff and funding and optimization of
patient care;

– enhancing preventive care;
– protecting human rights;
– educating and empowering citizens, etc.

No doubt the potential of mobile communications to radically improve healthcare
services is enormous. The time has already proven this. Even in some of the most
remote and resource-poor environments mobile health may drastically increased
the quality and quantity of healthcare [11].

Mobile health is applicable for collecting clinical data and for quick exchange
of information back and forth to medical staff, care givers and patients; for
continuous education of healthcare professionals and providers. Many researchers
suggest that mHealth is the top priority to alleviate chronic disease burden,
scarce infrastructure and in general high level morbidity and mortality in the
developing countries [11,6].

Mobile Health is no more an optional choice. The service is more and more
advancing and acceptable both by citizens and medical professionals. It is al-
ready proven that remote care management service can enhance self-care, change
health-related behaviors and improve outcomes in patients with a number of
long-term conditions [1].

“Mobile Health is already a must, a fantastic challenge for the future
but it requires cooperation and coordination at all possible levels, it re-
quires networking and planning, readiness to learn from the others and
no efforts to re-invent the wheel” [11].

3.3 Case Study: Antiretroviral Treatment (ART)

Alexander is a farmer living in the village called Sana found in South Gondar
zone in Amhara region. He lives with HIV viruses for the last two years. Two
weeks ago he started taking antiretroviral viral drugs. However, recently, he
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experiences new symptoms such as nausea, diarrhea and headache. Alexander
picks up his mobile phone dialling the special number he got for a consult. An
automated dialogue system answers the call, asking Alexander the following in-
formation: name, age, address, when did he start antiretroviral treatment, when
the new symptoms started and how severe they are, and also asks if he has any
allergy. After obtaining the necessary information, the dialogue system sends the
user request to the query interpreter, an agent that further analyzes the request.
by adding personal profile information from the profile database and context in-
formation from the context repository. The enriched request is sent to the match
making agent to look for the necessary consultation and treatment advises. As a
result, the system responds to Alexander that such kind of additional symptoms
are common for the couple of weeks after starting the antiretroviral treatment,
therefore he has to continue the treatment for a couple of weeks and would the
symptoms not disappear to consult a doctor face to face in the nearby health
institution.

After 10 days Alexander’s condition is getting worse so based on the rec-
ommendation of the system he travels to the health center. This story will be
continued in section 5.1.

The above scenario depicts that mobile technology permits the venue of health
control to shift from hospital systems to information systems deployed at the
location where users live and move, promoting the evaluation from facility-
centered services, mainly focussed on patient treatment within hospitals, to
patient-centered services, providing anywhere anytime care support to patients
while they are at home or on the move. Mobile aeromedicine, remote patient
monitoring, location-based medical services, and emergency response represents
examples of novel patient-centered services [27]. According to Toninelli et al. [27]
security, interoperability and user and service mobility are some of the challenges
in delivering mobile based healthcare enterprises. For example, Alexander needs
to be provided with lists of treatments and precautions advices/consultations
based on his physical conditions and his context.

Effective healthcare service discovery is a complex task in mobile healthcare
environment and requires tackling several technical challenges at the state of the
art, including security, mobility (user and device), interoperability, accessibility
(availability), heterogeneity and reliability.

4 The SWOT Analysis

In this section we perform a SWOT analysis of the health care organization
in Ethiopia as a motivation for the approach as presented in this paper. Typ-
ically a SWOT analysis is used to identify on the one hand the strengths and
weaknesses (internal factors) of an organization and on the other hand the oppor-
tunities and threats (external factors) that come from its external environment.
By confronting these internal and external factors in a so-called confrontation
matrix, alternative best next steps may be obtained. A SWOT analysis is the
base for developing a strategy for an organization that takes benefit from its
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strengths and the available opportunities, and is aware of the weaknesses of the
organization and its external threats.

4.1 Background

Ethiopia is still ranking among the lowest income countries worldwide. The coun-
try also ranks high amongst the donor receiving countries worldwide. As a devel-
oping country, Ethiopia, has promising prospects with Figure 1 indicating one
of the fast developing [7].

Table 1. Worlds top 5 fastest growing economies, taken from [7]

2001-2010 2011-2015

1. Angola 11.1 1. China 9.5
2. China 10.5 2. India 8.2
3. Myanmar 10.3 3. Ethiopia 8.1
4. Nigeria 8.9 4. Mozambique 7.7
5. Ethiopia 8.4 5. Tanzania 7.2

Currently, Ethiopia still ranks among the worst countries in the world in terms
of health service coverage and health outcomes. Per capita health expenditures
are approximately 25$ PPP, which is significantly lower than the Sub-Sahara
Africa average of 89$ PPP (World Bank 2004). The number of health workers per
capita (11 nurses and 2 physicians per 100,000 inhabitants) remains extremely
low even by African standards.

As in most low income countries, the Ethiopian health sector is dominated
by the public sector: 73% of the nurses and 82% of the doctors work for the
public sector. However, both the profit and non-profit sectors are growing. The
governments’ upcoming five years (2011- 2015) Growth and Transformational
Plan (GTP) [21] looks promising for the health sector. In the year 2015, the
primary health service coverage will reach 100%, maternal mortality rate will
reduce to 267 per 100000 and number of mobile subscribers will be expected to
reach 61.4 million.

Imbalance distribution of health professionals in the country: with only 36%
of nurses and 17% doctors working in rural locations.The public sector remains
by far the largest employer, with most doctors (74% working in public hospitals
and the majority of nurses working in public hospitals (29%) or public health
centers (27%). One-fifth of the doctors and a small proportion of nurses has
secondary jobs in private and for-profit clinics in urban areas. Doctors in rural
areas earn significantly more than those in urban areas, both in the public or
private sector, whereas nurses earn slightly more in urban areas. Doctors working
in urban public facilities receive more training and formal evaluation compared
to their counterparts, whereas nurses in rural areas seem to work more hours
and have more access to training compared with nurses in urban settings [23].
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4.2 Strengths and Weaknesses

In this section we discuss the intrinsic (internal) factors of the Ethiopian health
care system to consider their strengths and weaknesses.

Information and Communication Technology (ICT) developments in develop-
ing countries are still in their infant stage compared to developed countries. In
most developing countries ICT is incorporated in governmental policy to solve
societal problems. A strong point in the case of Ethiopia is that in the last five
years every governmental organization has been involved in business process re-
engineering (BPR), using ICT as a tool for improvement. We will refer to this
strong point as S1.

Also the Ethiopian government has improved connectivity by launching (1)
an administrative network (WoredaNet) to connect all Ethiopian districts using
VSAT technology and (2) a network for high schools (SchoolNet). We will refer
to this strong point as strength S2. However, these networks are provided by
the Ethiopian Telecommunication Corporation (ETC) only, leading to a lack of
competition in this market. Ethiopia is the last country in Africa monopolizing
the telecom services including fixed, mobile, Internet and data communications.
This monopolistic control has stifled innovation and retarded expansion. This is
referred to as weakness W1.

Mobile penetration is not huge yet but there is a lot of improvement from
year to year. For example the number of mobile subscribers has grown from
500,000 in 2003 to 10.5 million in 2011. There are huge expansion programs, for
instance the program to introduce fiber optic cables across the whole country.
For example in Amhara region the mobile network coverage reaches about 90%,
which provides the rural village to use mobile phones. This will be strength S3.

The number of health facilities in the country has increased by 55% during
1997 to 2002. This increase rate is greater than the population growth rate in
the same period, leading to an improved population-facility ratio. We also see
a huge boost up of health professionals. Ethiopia’s National Health Accounts
show that total health expenditure had grown significantly from $230 million in
1996 to $1.2 billion in 2008. The country’s per capita health expenditure has also
increased over the last decade, from $4.09 in 1996 to $16.1 in 2008. The increase
of health expenditure has been: 1996: $4.09, 2000: $5.6, 2005: $7.13, and 2008:
$16.1. The strong point (referred to as S4) is that we see growth, the weak point
is that the actual levels still are very low (weak point W2).

ICT as means of facilitating a solution to social problems has not yet been
fully considered neither by government nor by society. Another problem to make
a break through in the usage and development of ICT in healthcare and other
sectors are low level education and less priorities given by the government for the
advancement of the information and communication technology. This is referred
to as weak point W3. Creating awareness of ICT as an enabler of daily business
processes needs to exert some extra efforts. ICT is delivered in schools only in
the higher grades (11th and 12th). In most private schools, an ICT course is
incorporated in the curricula contrary to governmental or public schools.
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4.3 Opportunities and Threats

In this section we focus on the opportunities and threats (external factors) for
the Ethiopian health care system that come from the external environment.

After years of international expansion of the Internet, in many areas we see
new developments in developing global networks for cooperation and knowledge
sharing internationally on the Internet. Around specific topics there are emerg-
ing worldwide communities that cooperate to develop such applications. Also for
health care we see such developments. Examples are: Health Level 7 (HL7), Eu-
ropean Telecommunications Standards Institute (ETSI). In the context of mobile
applications we see mHealth Ecosystems and mHealth Initiatives. Most countries
have established their eHealth and mHealth systems (Australia, Finland, USA,
etc). These new developments offer interesting opportunities to improve facilities
in Ethiopia taking advantage of international cooperation. This opportunity is
referred to as O1.

Opening up a society also has some well-known threats, mostly related to
brain drain effects. For example, when people see new opportunities they want
to make profit of them. This may cause a move of people from rural areas to
cities, and from cities to international positions (outside Ethiopia). Migration
of health professionals is one of the threats. For example Serra et al [23] say
more than 50% of health professionals plan to migrate abroad in the next two
years, expecting to earn higher salaries abroad. Also voice-online [30] reported
that about 80% of doctors migrate to USA, Botswana , South Africa and middle
est countries for better pay and conditions. Accordingly, the number of doctors
working in US is more than the doctors working in Ethiopia. They also report
that the satisfaction of health professionals with their career choice, economic
situation and life in general, has deteriorated between 2004 to 2007. This threat
is referred to as T1.

Exponential growth both is an opportunity and a threat. We have seen many
new developments to start following an exponential growth process. For example
the introduction of the mobile phone. Exponential growth makes it possible to
formulate strategies in a more ambitious way. Note that growth processes in
society/nature usually follow the plateau model. The expected growth rate for
Ethiopia (see Figure 1) for the coming years may indicate the start of exponential
growth. This opportunity is referred to as O2.

Exponential growth also poses some threats. Introducing new technology too
fast will make the country too dependent from external sources. Especially when
capacity building at a managerial level is not going hand-in-hand with the new
introduction. This threat is referred to as T2. This requires students to be trained
at the international academic levels (bachelor, master and PhD) to manage ac-
tual technological processes, to find creative solutions for new problems, and to
develop new policies.

Another opportunity is the continuing willingness of donor countries to sup-
port Ethiopia in their development process via special programs. This will be
opportunity O3.
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Lower level education, lower level/no digital skill, and lower income may be
some of the barriers to diffuse eHealth is a major threat to access ICT related
services and equipments. This threat is referred as T3. Inadequate technical in-
frastructure, knowledge and financial resources have an impact on the expansion
of eHealth services.

4.4 The Proposed Strategy

The confrontation matrix combines internal factors (strengths and weaknesses)
with external factors (opportunities and threats). In Table 2 we present the
confrontation matrix for our case; + indicates a positive effect and − indicates a
negative effect. For example a good infrastructure will help to fight brain drain,
but monopoly will have a bad influence on taking advantage of opportunity
O1. From the confrontation matrix we see that the strong infrastructure and
mobile phone both have a positive influence on the Internet. So using Internet
opportunities to improve the health system seems a good option.

Table 2. Confrontation matrix

Opportunities Threats
O1

Inter
net

O2

exp
growth

O3

funding

T1

brain
drain

T2

exp
growth

T3

low
educ

Strengths
S1: global awareness + + + + + -+
S2: infrastructure ++ + + ++ + +
S3: mobile phone ++ ++ + + + +
S4: fast increase + + + + + -+

Weak
nesses

W1: monopoly - -+ - - - - -
W2: low level - - - - - - - -
W3: ICT facilitator -+ -+ - - - -

4.5 Analysis of the Confrontation Matrix

The confrontation matrix relates the internal factors of an organization
(strengths and weaknesses) with its external factors (opportunities and threats).
A high correlation between an internal and external factor (++) suggests a can-
didate for a next step. In case of an strength, the next step tries to use this
strength to take advantage of the related opportunity, or to protect from the
related threat. In case of a weakness the next step is to avoid the weakness hin-
dering in taking advantage of the opportunity, or in materializing the threat.
We first focus on the most promising next steps and then discuss the main
weaknesses to overcome.

First we focus on the strengths that are most helpful for the identified oppor-
tunities or most helpful to overcome threats.
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S2 Infrastructure - O1 Internet. As we discussed in the previous subsection,
the expansion of networking, electricity, telecommunication boosts up the
number of internet users and increases the accessibility of the internet all
over the country. The expanding infrastructure is a strong enabler for an
efficient introduction of Internet technology.1

S2 Infrastructure - T1 Brain drain. The strongly emerging infrastructure
can also help to overcome the brain drain threat in 2 ways. First, it might
encourage educated people to find challenges by staying in their country,
and it may make them a member of the international community without
the need to actually move there. Second, those who still leave the country
will more naturally and easily stay a member of their root community.

S3 Mobile phone - O1 Internet. As we discussed, the Internet is an excellent
opportunity for Ethiopia to overcome infrastructural disadvantages. Since
Ethiopia has a strongly developing mobile phone coverage, using the mobile
phone is a good choice to benefit from the Internet opportunity. One of
the specific opportunities we found in the SWOT analysis is the provision
of internet services using mobile phones. Without any extra payment or
charge, a user can access internet with the cost rate of air time. Its most
simple format, the SMS messaging system, already provides such an access.

S3 Mobile phone - O2 Exponential growth. The effectiveness of the mo-
bile phone strength is especially emphasized by the exponential growth that
is to be expected from the introduction of this new technology.

Next we consider the weaknesses that are most threatening for the identified
opportunities, or may be considered as negatively influence the threats identified.
First we see from the confrontation matrix that there seem to be no major threats
for the opportunities identified. With respect to the threats we have:

W1 Monopoly - T1 Brain drain. Monopoly may prevent newly educated peo-
ple from being able to identify an effective way to define their contribution.
Next steps can really hurt from a market situation that is too inflexible when
it comes to adapting to a new technology.

W2 Low level - T1 Brain drain. Low level is seen as a major cause of brain
drain.

W2 Low level - T3 Low education. Low education level is the major cause
for low level.

In the next section we further explore on the role that the Service Oriented
Architecture (SOA) can play for healthcare, and then we present a framework
that conforms to the findings of the confrontation matrix as described above,
and leads to the next steps as suggested by this matrix.
1 For example, the number of mobile sites in Amhara region is about 501 which almost

cover all the rural villages/kebeles of the region. Among this mobile stations 95%
of them are functional and 5% will be start functioning in a few months. In 2010
the government of Ethiopia bought hundreds of VSAT from Gilat Satellite Networks
Ltd company based in Israel. The satellite provides high quality voice, broadband
data and video services for school-net and WoredaNet projects.
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4.6 The Main Architecture
A health worker is performing medical tasks. At some moments, the health
worker needs specific information, and will start a seeking task. As a part of this
task concrete information units have to be matched with the actual information
need as described in a query. This scheme of working has been described by
Jarvelin and Ingwersen ([15]) and is displayed in Figure 1.

According to these authors, interactive IR comprises the work task, information
seeking behavior of the user and context of retrieval. The figure considers different
contextual factors in the process of service discovery, each contextual factor spec-
ifies its own information need/ information request in different perspectives, and
its effect is independent from another contextual factors. The advantage of having
these contexts helps to identify the appropriate services for the user request by con-
sidering current environment constraints, medical status and information seeking
behavior of the user besides to personal profile and personal context.

Fig. 1. Service Seeking frameworks and criteria adopted from [15]

In our architecture we focus on the seeking task, and how this can be sup-
ported by a service oriented architecture. The agents as described in our case in
section 3.3 are presented in the architecture in Figure 2. The medical context is
the dominating context, where technical support is obtained from modern tech-
nology. Figure 2 described the seeking process from a technical point of view.
The dialogue system negotiates with the health worker to obtain a (completed)
information or service request. Then the query interpreter further elaborates on
the request by adding contextual and personal information to the request. Fi-
nally the match maker matches the request with the available services, and tries
to find the best treatment (defined as a composition of services) for this request.
When the match maker can not resolve the request, a human expert may be
asked for advice. From the architecture we see how mobile technology is helping
to empower the implemented knowledge distribution, and how experts can be
involved with minor dependencies to the location.
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Fig. 2. The main architecture

5 Service Discovery

Typical eHealth setups in low infrastructure context involve Health Extension
Workers (HEW) whose main role is to link the largely uneducated masses with
Health centers. The proposed framework is presented in Figure 3 in detail. The
figure consists of five components: service Consumer, service provider, spoken di-
alogue system, service discovery engine, and service repository. Service providers
advertise services. Service consumer as denoted by its name requests services us-
ing either voice or text. In this framework our focus lies on voice/spoken based
service request using mobile phone. The spoken dialogue performs speech recog-
nition and converts the speech into text and vice versa (for detail see figure 4).
The intention of using spoken based service query is to allow semi-literate and
illiterate people to use the system. The service discovery engine performs query
reformulation by incorporating additional information about users: user profile
and user context. After formulating the user query, it processes the matchmak-
ing, ranking and selection of services with respect to the user request. The service
repository stores the advertised services.

Fig. 3. Service discovery framework/architecture
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5.1 Sample Session

In this part we present a sample session within our framework, continuing the
case from section 3.3.

After 10 days Alexander’s condition has gotten worse so based on the rec-
ommendation of the system he travels to the health center. The health center
measures his CD4 finding no difference with the previous measurement. The
nurse doesn’t know what brought the additional symptoms therefore she uses
her mobile to contact the eHealth System. Since the nurse is recognized as a
health worker, she will get a higher access level into the system. She informs the
health system about the symptoms, the lab results, the number of CD4 counted
and when the treatment started. The system then asks the nurse to take ad-
ditional tests and to send the results to the system. The match making agent
matches the new patient request with the advertised services. Suitable (combina-
tions of) service(s) found in the repository, are ranked based on user preferences,
QoS, and semantics of services. If no matching (combinations of) services are
found, then the match maker agent sends the request to the specialist team as-
sociated with the eHealth system. The specialist team forwards the services to
the requester and to the service repository.

As a result, the nurse will receive the most promising alternative for treatment
and reference materials. However HIV is a complex disease that requires specially
trained physicians to deliver the complex care necessary for a healthy life. Com-
plicated drug regimens with multiple side effects and long-term complications
make treating the HIV disease a challenge. Hence, the system forwards Alexan-
der’s data to the HIV specialist. After accessing Alexander’s health record, the
HIV specialist will follow Alexander’s dossier, and may for example contact the
the nurse with the request to take an additional test.

The above scenario depicts how the working of the proposed framework. This
framework can run on a mobile phone since the communication with the health-
care worker is based on relatively text or voice.

Fig. 4. Spoken dialogue system
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5.2 Ontology Based Semantic Service

Service Ontology for Discovery. Ontology from the philosophical perspec-
tive is the science of study of being. Philosophical ontology handles the precise
utilization of words as a descriptions of entities, it gives an account for those
words that belongs to entities, and those do not [17]. In computing and infor-
mation sciences an ontology represents the set of relevant concepts within a
domain of interest and their relationships [17]. The ontology is a formal, explicit
specification of a shared conceptualization of a domain, expressing the com-
mon understanding of the structure of descriptive information. The ontology
makes explicit assumptions thereby separating domain knowledge from opera-
tional knowledge. A most important advantage is that an ontology is the basis
for logic inference, giving a formal reasoning system for the underlying applica-
tion domain. By mapping concepts in different ontologies, structured information
can be shared. Hence, ontology is a good candidate for expressing context and
domain knowledge.

According to D’Mello and Ananthanarayana [5], domain ontology (service
ontology) plays a major role in matching service requests with web-based service
functionality. Matchmaking algorithms make use of functional elements of web
services and semantic relationships of concepts provided by the domain ontology.

The goal of domain ontology is (1) to capture the knowledge of related do-
mains, (2) to provide common understanding of domain knowledge, (3) to de-
termine terms commonly recognized by domain experts, and (4) to well-define
these terms and their relationship from formalized patterns of various levels.
Domain ontology provides (1) the definition of the domain concepts and their
relationships, (2) the actions that may occur in this domain, and (3) the basic
principles of this domain [13,5].

Describing Web services using ontology will enhance service discovery. The
quality of that discovery depends on the used algorithms and techniques.

Semantic Service Discovery. The semantic matching based discovery mech-
anism retrieves meanings (semantics) from service descriptions through various
means. Depending on the type of information obtained for match making, they
are classified as information retrieval based methods, ontology driven methods,
context information based methods, goal based methods and functional seman-
tics based methods.

eSDF [25] deals with semantic matching discovery and the quality of service
based matching. The former deals with the meaning of the services and the latter
with QoS, usability, and personalization (preferences and interests). These two
methods of service discovery will facilitate the selection and ranking of services
with respect to the advertised and requested services.

The process of semantic service discovery consists of two steps: matching of
functionality service aspects (the functional requirement) and service selection
based on non functionality aspects of the services. Service selection involves
semantic matching and ranking to select a single most relevant service to be
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invoked, starting from a given set of available services. Semantic service match-
ing is the pairwise comparison of an advertised service with a required service
(query) to determine the degree of their semantic match [5]. This process can be
non-logic-based, logic-based or hybrid, depending on the nature of the reasoning
style used by the matchmaker to compute partially or totally ordered matching
degrees for the representations of service semantics. Subsequent ranking of ser-
vices determines the order of their individual degrees of semantic matching with
the given query.

The semantic based web service discovery explores all relevant web services
based on the semantics of service functionality, service context, service usability,
quality of service QoS) and service goals [3,5].

5.3 User Profile (Consumer Profile)

When a user wishes service behavior to be personalized based on the request a
profile will be required. A user profile is a set of information, preferences, rules
and settings recorded for that user [8]. In our framework we use personalization
of service discovery as important element to discover eHealth services that better
suit the user needs. Profiles may contain many individual data items (informa-
tion, preference and rules) coming from various sources [8,25,26]. The profile will
change by its usage or may be changed by a special profile updater agent.

User Profile Acquisition. To acquire user profile, the required information
can be obtained explicitly, that is provided directly by the user, or implicitly
through the observation of user actions/behaviors.

- Explicit information. The simplest way of obtaining information about
users is through the data they input via filling forms or question answering
techniques or from the user interfaces provided. Generally, the information
gathered in this way is demographic data such as user’s name, age, gender,
job, marital status, and hobbies. Besides, user interests and preferences can
be obtained explicitly. In this study we use spoken dialog systems to obtain
user’s information explicitly.

- Implicit information. User profile are often obtained based on implicitly
collected information form user behavior or from user feedback. The main ad-
vantage of this technique is that it does not require any additional intervention
by the user during the process of constructing profiles. Gauch et al. [9] give an
overview of the most popular techniques used to collect implicit feedback, and
the type of information about the user that can be inferred from the users be-
havior.User’s browsing history, browsing activity, and search logs are some of
the techniques used for implicit acquisition of user profile.

User profile Representation. According to Gauch [9] user profiles are gen-
erally represented as a set of key words, semantic networks and concept-based
profiles. User profiles represented as weighted keywords are extracted and up-
dated from the user request. The semantic network profile representation deals
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with the semantic relationship of keywords in the network. The bigger the weight,
the more relevant the connected nodes. In concept based profiles, the user pro-
file is compared with the whole concept of the user request rather than specific
keywords. However, recently ontologies are used to represent user profile.

5.4 Context-aware Service Discovery

Context is defined by Dey and Abowd [4] as: Any information that can be used

to characterize the situation of entities (i.e. whether a person, place or object) that

are considered relevant to the interaction between a user and an application, includ-

ing the user and the application themselves. Context is typically the location identity

and state of people, groups and computational and physical object. Thus, context is
used in three main cases: (i) presentation of information and services to a user,
(ii) execution of a service and (iii) tagging of context to information for later
retrieval.

In our framework we include characteristics as location, time and activity in
the context. Furthermore, Dey and Abowd [4] says that context answers ques-
tions as: what, where, when and who. We therefore categorize context into service
context and user context. The above information defines the context of the user
whereas the service context includes: service price, service location, etc.

The context updater agent provides additional information about a service
and a user, for example location. For that purpose, the context update is equipped
with special agents. For instance a GPS agent that can track the user position,
with the added benefit of being able to utilize location-related information. This
extra information will improve service discovery.

The context can vary in time, therefore the context update may also involve
a tracking function to signal context changes when they occur. The context
updater might be a human, a system, or an digital agent on the Internet.

During service discovery the user context is matched against the service con-
text in order to retrieve relevant services with respect to context-awareness.
Context is very important for service discovery in an infrastructure-less and in-
frastructure based networks, since it can retrieve services that conform to the
user’s current context and service context. Healthcare services are very sensitive
since the services are related to prevent human beings from death. Hence the con-
text of the patient (such as blood pressure, temperature and other symptoms)
should be accurate to provide remotely appropriate prescription, consultancy
and support. Otherwise it would be cumbersome to treat the patient and to
provide assistance to the health worker at a distance.

5.5 Personalized and Context Based Matchmaker

The process of service matching is to implement difference operation between
service advertisements(SA) and service requests(SQ). Such an operation enables
to extract from a subset of web service descriptions the part that is semantically
common with a given service request and the part that is different.
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The match maker ensures that the user will receive the service that is pertinent
with user preferences, interests and user contexts. To do so, it receives the user
profile, preferences and context from the request interpreter and it combines
with service ontology in service repository/registry. After that the match maker
matches the requested services with advertised services. The extracted services
will be forwarded to reasoning to verify the services with respect to users profile,
service description and contextualization. Later the ranking module ranks the
extracted services (matched services) based on user preferences, user context and
non functional properties of services. Finally, the services with maximal rank will
be presented to the requestor. The match maker will further perform consistency
check and validity of the user profile and quality of service [2].

5.6 eHealth Service

Internet-based health care is the application of information and communication
technology in the whole range of health care functions. It covers everything from
electronic prescriptions and computerized medical records to the use of new
systems and services. This will cut down waiting times and reduce data errors
[19,26]. Obviously the use of Internet, alike other sectors (e-business, e-learning),
has facilitated the health care industry with access to information anywhere and
anytime. Different challenges of eHealth have been identified (see [22]), for exam-
ple process of design, implementation, delivery of services, identity management,
infrastructure (wired/wireless), and security of information. However, most ex-
isting systems are in an experimental or infant stage [22]. In developing countries
eHealth is an almost non-addressed issue. The emergence of e-Health has been
shown to reduce the cost of health care and to increase efficiency through better
retention and retrieval of records, better management of chronic diseases, shared
health professional staffing, reduced travel times, and fewer or shorter hospital
stays [20,29].

According to Tan [24], there is an eHealth paradigm shift: hospitals have been
downsizing, reducing staff and closing hospital beds, new form of health providers
alliance and new modalities of health service delivery is emerged in the intro-
duction of the eHealth system. Thus the evolving eHealth system is a dynamic
entity that is being continually shaped by economic, political, technological, and
social forces.

Email, phone, PDA, cellular phones enhance long distance communication
among health workers, patients, and other professionals. Besides, the eHealth em-
power the health workers and patients through e-learning, e-consultations, tele-
conferencing, etc. Moreover, eHealth system can help attract and retain health
professionals in rural areas by providing professional development training and
by creating a collaborative environment among the health professionals [6,24].

6 Conclusion

The emergence of Internet is changing the way people live. Service orienta-
tion is being applied to all sectors of human life, such as health care. Most
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developing countries have little coverage of society’s health even though the
spread of disease is high. In order to reduce this problem electronic health is an
option. As eHealth has impacted on developed countries, it will bring a change
also in developing countries such as Ethiopia that suffer from high migration
of medical doctors inside and outside the country. In this paper we propose
an eHealth service discovery framework which can facilitate the effectiveness of
eHealth. The framework provides various facilities to create, specify, discover and
select health care services. Especially, the framework covers the ignored part of
service orientation to customize services based on user/consumer requirements.
Our framework will serve for both wired and wireless networks.
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Abstract. Preoperative evaluation is carried out in an inhospital and outpatient 
way and may easily cause double examinations. This paper deals with the 
initiation of a medical application, named “Präoperative Befundung“ (PROP) 
which is applied by clinicians, internists, family doctors and pediatricians since 
the year 2008 within the framework of an Austrian Reformpoolproject. The 
aims of the project are the standardization of preoperative evaluation, the 
prevention of double examinations and unnecessary tests, by a unique Patient-
Anamnesis-Matrix. Moreover knowledge discovery about the preoperative 
process in general and economical optimization for public health insurance 
companies was focus of the project. How the system exactly works and how it 
was possible to make medical professionals using it will be explained in the 
paper. Empirical results from a two year application of PROP within a 
Reformpoolprojekt in the state of Salzburg, Austria will be demonstrated. 

Keywords: Preoperative evaluation, preoperative diagnostic guideline, data 
analyses. 

1 History and Motivation 

Patients undergoing surgical procedures have to be evaluated preoperatively. In most 
of the involved institutions stringent guidelines for preoperative testing are missing. 
Thus local algorithms based on expert opinion are widely spread. The current process 
of preoperative evaluation may easily cause double examinations. One reason 
therefore is a communication gap between inhospital and outpatient medical 
professionals. To prevent such double examinations and to standardize preoperative 
evaluation was the main reason to initiate the development of a user-friendly web 
based preoperative diagnostic guideline (PROP) focusing on the improvement of the 
preoperative process [1, 2, 3, 4]. 

The main goals of the project were: 

─ Standardization and optimization of the preoperative processes 
─ Economization by reducing the quantity of tests 
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─ Forcing the medical quality in the special sphere of risks 
─ Efficient usage of resources in the hospital by using outpatient structures 
─ Optimization of the preoperative procedures: shorter ways for patients, physical 

and mental stress of older patients and children and 
─ Knowledge discovery for the preoperative evaluation process in general. 

During the start-up period of the project (from 2006 to middle of 2008) a prototype of 
PROP was implemented and applied by test users. Later, the PROP project team 
decided to adapt the “ÖGARI guideline” [5] in order implement a unique Patient-
Anamnesis-Matrix within PROP for standardization purposes of the preoperative 
diagnosis. This guideline has been created by a team named “Präoperative 
Evaluierung” and defines the standardization and harmonization of preoperative 
patient evaluation for interior departments in anesthesiology and extra mural 
institutions. PROP is applied by clinicians, internists, family doctors and pediatricians 
since the year 2008 within the framework of an Austrian Reformpoolprojekt in the 
state of Salzburg. The execution of this project and the achievement of its objectives 
have been evaluated by the Paracelsus Medical University in Salzburg [7, 8]. 

The following chapters contain a general description of the functionality of the 
software, special software features and technical information, application details 
within the Reformpoolprojekt and empirical results during a constant two year 
application period of PROP. 

2 General Functionality of the Software 

The web-based preoperative diagnostic application PROP (http://prop.fh-salzburg. 
ac.at) is a “self-explanatory” expert system where medical professionals may input 
anonymous, patient-related information in order to get a standardized preoperative 
indication.  

A number of 32 parameters classified in 13 categories (type of surgical procedure, 
ASA-Classifications, lung, metabolism, liver, kidney, coagulation, neurology, 
oncology, gynecology, drugs, dyspnoea, hematology, heart) of the patients, the 
patients’ history, and some general information such as demographic measurements, 
type of public health insurance company and related parameters are requested. For 
outpatient users, the hospital of referral is also stored. Via a standardized Patient-
Anamnesis-Matrix the system generates a preoperative indication based on the input 
data. As mentioned above, the matrix is based on the 13 categories. The first category, 
namely types of surgical procedure is itself defined by 5 parameters: minor-, heavy-, 
adipositas-, major orthopedic- and pulmonary surgery. The other groups except of the 
group heart which has three different types of cardial risc factors with 5 subgroups 
have between 1 and 3 subgroups. Every parameter accords to defined examinations.  

The PROP user is able to see a preview list of his activated information and the 
proposed preoperative tests. After activation of the “finalization” button the data is 
stored and a print out of the diagnosis is provided containing an anonymous Patient 
Identification (Pat_ID). The printout is the basis for the preoperative examination and 
is handed out to the patient. More details about the functionality and features will be 
explained in the following section. 
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2.1 Special Software Features and Further Details 

The software PROP provides a platform for inhospital and outpatient health 
professionals, for special users like insurance companies and the PROP administrator. 
The different users receive selected views and special roles within the system. 
Medical professionals generate their preoperative tests slightly differently for the 
inhospital or outpatient application.  

PROP Administrator 

The PROP administrator is able to automatically perform certain statistical 
evaluations, like user statistics or details about the diagnosis combinations which 
were carried out and further descriptive statistics. 

Additionally, the administrator is able to generate user identifications and 
permissions (username, password), certain user group assignments and may define a 
clear assignment of the symptoms to the necessary examination within the Patient-
Anamnesis-Matrix. Via the administrator, the diagnosis guideline changes are entered 
and can be applied immediately by the users. Thus the users have access to the most 
recent version of the algorithm. 

Patient-Anamnesis-Matrix 

The Patient-Anamnesis-Matrix is the basis for the generation of the standardized 
preoperative evaluation via PROP. It is based on currently 32 parameters which result 
in the necessary examinations from the derived symptoms which are certain 
combinations of these parameters (see the introduction in Chapter 2). The matrix was 
fixed in the year 2008 in the “ÖGARI guideline“ [5]. 

Public Health Insurance Company User  

Every medical professional need to provide the insurance company with the PROP 
generated Pat_ID to be able to get the corresponding medical fee. For quality 
management purpose of their service and the ability to countercheck the diagnosis 
results according to a certain Pat_ID, it is possible for public health insurance 
company users to insert this ID into a defined interface in the PROP system and to 
verify the results.  

Anonymity and Login of Users/Patients 

One of the main requirements of the project was to provide anonymity protection of 
medical professionals and patients. No user/patient details are stored in the current 
system. As already mentioned above, the patient is identified via the anonymous 
Patient Identifier. The medical professionals get their user name and password after 
the execution of a PROP-workshop at the medical council of Salzburg. From the 
system it would hardly be possible to find out which of the users applied which 
patient, only if the finalization date and timestamp is known exactly. 
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2.2 Procedures for PROP Users 

If a user wants to generate a preoperative evaluation using PROP, someone opens a 
browser with the current URL http://prop.fh-salzburg.ac.at. The first page of the 
application is opened which shows some general information about team members in 
charge and other participants of PROP. It is then possible to continue the process by 
signing in. Therefore, it is important that cookies are activated in the browser. After 
the login, a general page is opened with information for new users about PROP and 
about the philosophy of the project. 

For being able to fill in the anamneses form, the “Start” button in the text or  
the “Anamneses” link on the left hand side has to be activated. The first part of the 
questionnaire is opened where general patient information like sex, age, referral to the 
hospital (only for outpatient area) and to which public health insurance company  
the patient belongs is queried. Then the user can switch to the next page where 
information about the “Type of surgical intervention” is asked. It is necessary to 
choose one selection of the radio button list. As an example, this page from the PROP 
System is shown in Fig. 1. The continuative pages described in the following are 
generally structured in the same way. At the next page the “Anamneses” based on the 
“ASA-Classifications” [5] is asked. The “Explanation” pages which may also be 
activated from the left menu answer how the classification is defined. If a user inserts 
incorrect data it is possible to return to the previous page via a special button in order 
to correct the input. Hereby it should be mentioned that the “Back” button offered 
from browsers is not the correct way to return, because information could be stored 
wrongly.  

 

Fig. 1. Example-page from PROP where a user can choose the “Type of surgical intervention”  

The next page of the form shows the “Cardial Risk factors” which are categorized 
in three areas, namely low, intermediary and heavy risk factors. In future versions of 
PROP this section will be abandoned as guidelines [6] do not use this grading 
anymore. The “Show Diagnosis” button which can be activated on this last page 
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completes the anamneses process. The user gets a preview list of all his activated 
buttons and the resulting preoperative tests which are recommended. The evaluation 
process may be finished via the “Cancel”, the “Fill in a new form” or the “Finalize” 
buttons. Only the “Finalize” button generates the Patient Identifier and forces the 
process to store the date in the system. From this moment the user is not able to 
change information of the current patient any-more.  

As a final step the preoperative evaluation result may be stored or printed out by 
activating the “Printout” button. Then, a print version of the result will be generated 
containing the Patient Identifier. Additionally, the referral to the corresponding 
hospital is given. In the current preoperative process in the state of Salzburg, the 
medical professional provides the printout to the patient who takes it to the hospital 
where the preoperative testing is carried out. The medical professional saves the 
Patient Identifier and provides it to the public health insurance company. The saving 
process of the results and the corresponding ID can be easily carried out locally on 
every computer with HTML, but cannot be opened again by the user via the PROP 
system. Otherwise, data security and transparency of the user could be violated. 

2.3 Technology and Infrastructure 

The software is written in the programming language C#1. As development platform 
Microsoft Visual Studio 20081, Microsoft SQL Server 20081 as database is used. The 
current PROP system is running on a Windows 2008 Server1. The backup has a size 
of 2 Gigabytes which currently contains about 40 000 patient results and user 
information.  

The server is located at the Salzburg University of Applied Sciences and provides 
online access for the PROP users. Additionally a virtual private network (VPN) 
connection via a Cisco2 PIX firewall is provided in order to allow outpatient medical 
professionals to apply PROP using their e-Card system3. It has to be mentioned that 
the main part the PROP users connect to the application via the Internet. Fig. 2 
exhibits the current architecture of the system. 

 

Fig. 2. Architecture of the PROP system during the period of the Reformpoolprojekt 

                                                           
1 http://www.microsoft.com/ (Jul. 2011) 
2 http://www.cisco.com/ (Jul. 2011) 
3 http://www.peeringpoint.at/ (Jul. 2011) 
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Consortium and license holder of PROP 

Currently, the owner of the PROP license is the SAGES KV - a union of the 
Salzburger Gesundheitsfonds (SAGES http://www.salzburg.gv.at/sages) and the 
public health insurance organization, i.e. the Krankenversicherungsträger (KV) in 
Salzburg.  

Until the end of the year 2011 the project will be applied as an extended form of 
the Reformpoolprojekt in Salzburg. The Austrian countries Burgenland, Lower 
Austria and Upper Austria are also testing the software since the beginning of this 
year. Further members of the PROP project are: 

• the Austrian Medical Chamber (http://www.aerztekammer.at/) as a part of the 
development team and provider for the training workshops for medical 
professionals; 

• the Paracelsus Medical University (http://www.pmu.ac.at) where the external 
evaluation [7] of the Reformpoolprojekt was carried out; 

• the Medical Center of Salzburg (SALK http://www.salk.at/) with the Department 
of Anesthesiology, Perioperative Medicine and Intensive Care Medicine as a part 
of the development team; 

• the Austrian Society of Anesthesiology, Resuscitation and Intensive Care Medicine 
(ÖGARI http://www.oegari.at/); 

• the National Health-Insurance of Austria (http://www.sozialversicherung.at/); 
• the Salzburg University of Applied Sciences (http://www.fh-salzburg.ac.at/) where 

the software was developed and hosted during the project phase. 

3 Empirical Results 

This section contains first results from an empirical analysis of a constant two year 
application of PROP during the final period within the Reformpoolprojekt in 
Salzburg, from March 2009 to March 2011.  

Currently, 403 users are employing the application and are assigned to certain roles 
(compare Table 1). In Salzburg seven inhospital, 362 outpatient members and five 
users for public health insurance companies have access to the role-adapted system. 
Other users like the PROP administrator, four test users for Lower Austria and eight 
for Burgenland are implemented as well. Sixteen other test users are installed in order 
to provide temporary accesses for interested organizations. 

Table 1. Current number of users listed in roles 

Number  Role names 
1 PROP administrator 
5 Health insurance company users 
7 Inhospital users Salzburg 
28 Test users for Burgenland (8) and Lower Austria (4) and others 
362 Outpatient users in Salzburg 
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The following statistical analyses are carried out using the software SPSS 18.0.04. 
In Table 2, the patient quantities and frequencies applied by PROP are shown per 
quarter. Within the two year period a total number of 22 646 preoperative evaluations 
are stored. The first quarters contain between 2 400 and about 3 900 patients. In last 
year’s 2nd and 3rd quarter the number of evaluations is significantly lower, since 
inhospital and outpatient users applied a smaller number of patients. The reason 
therefore is that the external evaluation period of the Reformpoolprojekt finished at 
this time and therefore inhospital users stopped their trial execution of PROP. At the 
beginning of 2011 these users started the application of PROP again. Table 3 below 
shows the amount of applied patients for the inhospital and outpatient case. 

Table 2. PROP application frequencies during a two year period 

Quarterly Division Year Period Absolute frequency Relative frequency 

2nd Mar. – 31st May 09 Q1_1 3 853 17,0% 
1st Jun. – 31st Aug. 09 Q2_1 3 266 14,4% 
1st Sept. – 30th Nov. 09 Q3_1 3 887 17,2% 
1st Dec. – 28th Feb. 09/10 Q4_1 2 856 12,6% 
1st Mar. – 31st May 10 Q1_2 2 367 10,5% 
1st Jun.– 31st Aug. 10 Q2_2 1 737 7,7% 

1st Sept. – 30th Nov. 10 Q3_2 2 163 9,6% 
1st Dec. – 2nd Mar. 10/11 Q4_2 2 517 11,1% 
Total  22 646 100,0% 

Table 3. Frequencies of patients in the outpatient and inhospital area for the two year period 

Grouping Frequency Percentage  

outpatient 14 689   64,9%  
inhospital   7 957   35,1% 

Total 22 646 100,0% 

 
In Fig. 3 an error bar plot (99% confidence interval) of the user access times in 

minutes (time between login and preoperative evaluation result in the database) 
divided into the number of patients in the outpatient and inhospital area is shown. In 
the outpatient area the users need less than 5 minutes for finalizing one patient and the 
estimation of the average access times is very accurate. A slightly decreasing trend is 
visible during the observation period. Because of the fact that outpatient users apply 
trainings before getting their PROP access, the time for preoperative evaluation via 
PROP is continuously low. In comparison, the inhospital users need time to learn how 
to apply the system. Furthermore, the login session of inhospital users is longer than 
in the outpatient case in general.  
 

                                                           
4 http://www.ibm.com/software/analytics/spss/ (Jul. 2011) 
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Fig. 3. Access times for inhospital and outpatient PROP users (99% confidence intervals) 

In the inhospital case there seems to be more time provided for the evaluation 
process in general. In the first five quarterly periods there is a continuous decrease of 
the access time which demonstrates how the users learned to deal with the system. In 
the 6th and 7th quarter the access time is very low whereas in the 8th quarter the 
average time increased rapidly from about 5 minutes up to over 20 minutes. As 
already mentioned above, this is due to the fact that the period for external evaluation 
of the PROP project finished at this time and therefore inhospital users stopped the 
trial execution of PROP. At the beginning of 2011 the usage of PROP was started 
again by new inhospital users and therefore the access times obviously increased. 

In Fig. 4 the frequencies for the type of surgical intervention for the whole 
observation period are shown as bar chart. Table 4 contains the corresponding 
absolute quantities. As can be seen from the chart, the number of female patients is 
significantly higher than those of male patients except in the case of “lung surgery”. 
Minor surgeries are carried out for female patients about 10% more often than for 
male patients. The reason therefore may be that women take part in preventive 
medical examinations to a greater extent. In relation to the other type of surgical 
interventions, the “adipositas surgery” is carried out rarely, but for female patients 
50% more often than for masculine ones. This surgical intervention is in the state of 
Salzburg only offered in the hospital of Hallein.  
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Fig. 4. Type of medical intervention for female and male patients for the period of two years 

Table 4. Type of operation in absolute and relative frequency for male/female patients 

Type of Operation Frequency Percent Men Women 
minor surgery 18 217 80,4% 7 738 10 479 
heavy surgery 1 892 8,4% 698 1 194 
adipositas surgery (hospital of Hallein) 195 0,9% 56 139 
major orthoped. surgery (HTEP, KTEP, …) 2 149 9,5% 851 1 298 
pulmonary  resection 164 0,7% 92 72 
Total 22 617 100,0% 9 435 13 182 

 
Fig. 5 shows an overview of the number of PROP patients belonging to a certain 

public health insurance company. The corresponding numerical values are given in 
Table 5. In the latter table the English denominations with German abbreviations in 
brackets are given. The abbreviations stand for Versicherungsanstalt öffentlich 
Bediensteter (BVA), Salzburger Gebietskrankenkasse (SGKK), Sozial-
versicherungsanstalt der gewerblichen Wirtschaft (SVA), Sozialversicherungsanstalt 
der Bauern (SVB) and Versicherungsanstalt für Eisenbahnen und Bergbau (VAEB). 

Most of the patients (82%) in Salzburg are members of the SGKK, of which 32% 
are male and 50% female patients. A number of 8.5% of all patients in PROP are 
members of the BVA and the remaining 9.2% are members of SVA, SVB or VAEB.  
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Fig. 5. Number of female and male patients per public health insurance company 

Table 5. A list of public health insurance companies and their patient frequencies 

Public Health Insurance Company Frequency Percentage Men Women 
Insurance institution of public servants (BVA) 1 917 8,5% 958 959 
Regional medical insurance of Salzburg 
(SGKK) 

18 581 82,0% 7 411 11 170 

Social Security institution of the industrial 
economy (SVA) 

860 3,8% 451 409 

Social Security Institution of the farmers (SVB) 668 2,9% 266 402 
Insurance institution of railway and mining 
(VAEB) 

620 2,7% 361 259 

Total 22 646 100,0% 9 447 13 199 

4 Summary and Future Perspective 

From the project start up to now, about 40 000 patients have been preoperatively 
evaluated using the web application PROP which was applied within a 
Reformpoolprojekt in the state of Salzburg, Austria from 2008 to 2011. The 
evaluation algorithm of PROP is based on the “ÖGARI guideline” for preoperative 
testing [5]. Application experience and evaluation of the project have demonstrated 
the economic potential of this standardized preoperative procedure and the prevention 
of double examinations was verified [1, 2, 3, 7, 8]. 

Since then, the usage of the software is well accepted by the PROP users and the 
usage is reported to be very easy. The acceptance of the application was constantly 
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improved due to the introduction and information process by the PROP consortium 
(Sect. 2.3) and the training workshops organized by the Austrian Medical Chamber. 
The team at the Salzburg University of Applied Sciences had to deal with requests 
from the outpatient medical professionals via telephone but mainly with very easy 
duties such as password resets, login support and general questions on the IT 
infrastructure of their medical practice, such as support for printout from a web 
browser, i.e. questions which are not directly related to with PROP. Therefore, the 
system was provided with small services for user support in order to answer general 
technical questions like “How and where can I print out the diagnosis?”, “How may I 
reset username and password?”, “How is it possible to save the password permanently 
in the browser?” and so on. 

The goal of the present paper is to provide a technical description of the PROP 
system and to demonstrate empirical results from a constant application PROP during 
a two year period within the Reformpoolprojekt. These results contain general patient 
frequencies, types of medical interventions, insurance classifications and important 
differences between female and male patient behavior. The user access times (time 
between login and preoperative evaluation result) demonstrate the learning effect of 
the application of PROP in the inhospital and outpatient case.  

The application of PROP during the Reformpoolprojekt phase also showed some 
suggestions for possible future adaptions. In Fig. 6 recommended further extensions 
for an improved PROP system are visualized. In order to provide a connection to 
medical information systems, a universal interface which allows a standardized data 
transfer is necessary. The export of the diagnoses may be realized in the format HL7 
(Health Level 7) which is a standard medical protocol. The diagnosis itself could be 
stored in in the system in form of Extensible Markup Language (=XML) files which 
offer a standardized data format and well defined options for data exchange and -
processing. 

 

Fig. 6. Recommended architecture for a future PROP system 
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Abstract. In today’s healthcare systems; health records are the bases to exchange 
information and knowledge among healthcare professionals. Thus Electronic 
Health Record (EHR) is considered as one of the main elements of Knowledge 
Management (KM) in healthcare organizations. Despite all advantages of EHR, 
the vast amount of data, information and knowledge leads to difficulties for 
defining a practical-oriented framework. Thus simplification of the analysis, 
presentation and usage of information and knowledge acquired from EHR is 
significantly important.  In this paper a new Dashboard-Oriented EHR Model 
(DOEM) is proposed for the KM in healthcare, based on using EHRs for 
gathering health records from health organizations and KM techniques for 
processing and analyzing the acquired data and information. DOEM is designed 
for customizing different healthcare stakeholders’ requirements, for effective 
transforming of data and information into actionable information (knowledge), 
and for efficient sharing of experiences and creativities of healthcare knowledge 
contributors.  

Keywords: Knowledge Management, Electronic Health Record, Knowledge 
Discovery, Knowledge Sharing, Dashboard. 

1 Introduction 

Over the past decade, with the rapid advance in Information Technology (IT), the 
healthcare industry has increasingly embraced new IT and web based applications in 
the search for opportunities for higher-quality care [1]. Recently, a growing interest in 
the electronic health (E-health) concept is causing significant changes in the 
healthcare environment [1], [2]. As healthcare industry moves into the e-health era, 
healthcare organizations are becoming knowledge-based communities connected to 
hospitals, clinics, pharmacies, and customers for sharing knowledge, reducing costs, 
and improving the quality of care. Thus, the success of e-health depends critically on 
the collection, analysis and seamless exchange of clinical and medical information or 
knowledge within and across the above organizational boundaries [1], [3]. ‘Electronic 
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Health Record(EHR) is an important e-health concept for shared medical 
documentation, where data objects of care providers' local Electronic Medical 
Records(EMRs) can be conditioned to communicate with other care providers in 
order to maintain, review or share medical data objects’ [4]. ‘Although EHR can 
provide legal support, or allow the development of population studies that constitute 
another type of knowledge with a purpose like, for example, resource allocation, the 
basic objective of EHR is to integrate knowledge on the health of patients. Therefore, 
the contexts of healthcare in which EHR for Knowledge Management (KM) can have 
an outstanding interest include healthcare planning (i.e., Public Healthcare Systems), 
management (i.e., healthcare services, hospitals or primary care areas) and to support 
the professionals (i.e., medical, surgical and nursing services)’ [5]. As mentioned in 
World Health Organization KM strategy (WHO KM strategy), translating knowledge 
into policy and action, sharing and reapplying experiential knowledge, and leveraging 
E-health in countries are strongly required to fill the gap between “what is known” 
and “what is done in practice”[6]. Due to the vast amount of data, information and 
knowledge in EHR the technical issues of practical implementation has its own 
challenges. Even though ample research is done on tracking, logging and 
authenticating data access, little research is done on: (i) how valuable was the 
accessed data to the healthcare professional, (ii) how this data was utilized by the 
healthcare professional and (iii) what data would this healthcare professional have 
actually been exposed to if this data was not present at the time of search [7].  The 
emergence of such questions is because of the complex nature of the issue and the 
need for a better model to properly address the related problems. Based on studying of 
prior efforts indicated either as research projects or empirical studies, prior proposed 
models are quite complex to be practically applicable and most of healthcare 
organizations are not motivated to use complex systems because of time, resource and 
cost-intensive issues. Also, while proposed models tend to be comprehensive and 
globally utilizable, they are suffering the lack of simplicity for easy implementation, 
maintenance and development. Thus simplification of the analysis, presentation and 
usage of information and knowledge acquired from EHR is significantly important. 

In this paper first an introduction is given on EHR, its contents and where it stands 
in the healthcare environment. Further, the role of KM in healthcare is described by 
reviewing the available literature. Finally a new dashboard-oriented model is 
proposed for the KM in healthcare, based on using EHRs for gathering health records 
from health organizations like hospitals, clinics, health insurance, etc., and KM 
techniques for processing and analyzing the acquired data and information. This 
dashboard is also designed for customizing different healthcare stakeholders’ 
requirements, for effective transforming of data and information into actionable 
information (knowledge), and for efficient sharing of experiences and creativities of 
healthcare knowledge contributors. Basically this paper is the outcome of literature 
study and analysis of existing EHR approaches for integration of KM methods and 
techniques in healthcare practices particularly for healthcare initiatives and 
contributors. 
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2 EHR Data Management  

‘An EHR is a collection of data and information gathered or generated to record 
clinical care rendered to an individual. It is a comprehensive, structured set of clinical, 
demographic, environmental, social and financial data and information in electronic 
form, documenting the health care given to an individual. Considerable effort is spent 
in standardization of EHR in different regions. Different standards -CDA, CCR, HL7 
and DICOM- exist but most of the countries suffer from lack of using these standards’ 
[8], [9]. EHR as defined by ISO is a bank of a comprehensive and longitudinal (long 
term from cradle to grave) patient-centered health-related information to support 
efficiency and integration of healthcare quality of care by also providing plans, goals 
and evaluations of patient care [10], [11]. By definition, EHRs are distributed medical 
patient electronic data and, in due time, will partially (if not fully) replace paper-based 
medical records to improve the quality of healthcare for patients. EHRs are distributed 
in order to get assistance from multiple healthcare professionals. Authenticated 
healthcare professionals are able to gather data in an EHR, in or out of a healthcare 
environment, from multiple locations [10]. 

The primary purpose of an EHR is for continued care of the patient. The EHR 
should be comprehensive with all significant clinical and administrative information 
pertaining to a given patient, enabling the attending clinician to provide effective 
continuing care and to determine the patient’s condition at any given time. EHRs 
should enable all activities that physicians perform with paper records. The EHRs 
should also enable healthcare providers other than the attending clinician to review 
the patient and render his/her expert opinion or continue the patient’s care at any time. 
Secondary purposes are research/historical, epidemiology/public health, statistics, 
education, peer review, utilization studies, quality assurance, legal document (used as 
evidence) and healthcare policy development [8]. 

The content of an EHR consists of administrative and clinical data. This content 
should be comprehensive and expressive, addressing all aspects of the healthcare 
process for all related disciplines and authorities. There should be no restrictions on 
the type of data that can be entered into the EHR. The administrative content includes: 

• Identification/demographic data - patient unique identifier or medical record 
number, address, next of kin/guardian, sex, ethnic origin, complete name, date 
of birth, place of birth, marital status, religion, mother’s maiden name, etc.  

• Financial data - Employer, health insurance, type of coverage.  
• Social data - Race, family status, etc. 

Clinical data includes medical history, physical examination, clinical orders, progress 
notes, pathology reports, radiology reports, ECG, EEG, EMG, consultations, 
operative data, anesthesia, medication data, monitoring data and observations. 

Ideally, the EHR includes all available patient data, irrespective of its source and 
provides medical professionals with meaningful views on these data [8].  

It can be seen that there is a large amount of data for every person and effective 
management of this data is a very challenging task. The use of EHRs offers 
significant benefits in healthcare. Direct access to patient history, lab tests and 



432 S. Nasiri, M.M. Sepehri, and M. Khobreh 

imaging from the point of care eliminates the delay required for the medical 
attendants to dispatch and retrieve physical records from distant physical locations. 
Loss and misplacement of patient records x-ray films, which frequently happen with 
physical paper folders, can be considerably alleviated [12]. ‘The system supports 
better decision making in patient  treatments with ability to countercheck interaction 
between drugs, allergies, as well as abnormal result of investigation to lessen life 
threatening situations’ [13]. With respect to the mentioned benefits of EHR in 
healthcare, as healthcare organizations are drowning in information overload, KM is 
believed to be the current savior of organizations [14]. 

3 Healthcare Knowledge Assets  

Data is a series of facts that has not been processed for use i.e. no specific effort has 
been made to interpret or understand the data. Information is data given context, with 
meaning and significance. Knowledge is created by transforming information through 
reasoning and reflection into beliefs, concepts, and mental models [15], [16]. A KM 
cycle process can turn data into information and form information into knowledge 
involving various activities [1], [17]. The Healthcare Information and Management 
System Society (HIMSS) broadly defined e-health as IT-enabled healthcare system 
that improves the access, efficiency, effectiveness and quality of clinical and business 
processes utilized by healthcare organizations, practitioners, and patients in an effort 
to accomplish some combination of the following objectives: cut costs, increase 
revenues, streamline operations, improve patient satisfaction, and contribute to the 
enhancement of medical care. As healthcare organizations are drowning in 
information overload, KM is believed to be the current savior of organizations [14]. 
Currently, IT allows for supporting a knowledge-centric view so the e-health 
solutions must begin to take advantage of these new capabilities. The health care 
industry has increasingly tried to embrace the KM–enabled technologies and 
applications to improve the access and transfer of e-health information and knowledge 
at all levels (physicians, nurses, therapists, diagnosticians, and pharmacists) [1], [3]. 
The KM-enabled healthcare system is becoming the new trend in e-health. In the 
context of healthcare processing data and generating information is crucially vital to 
support healthcare services e.g. clinical decision making [5]. Healthcare data sources 
are administrative, basic healthcare or clinical complexes (e.g., diagnoses, procedures, 
evolutions, comparatives, assessments, etc.)[5]. However in healthcare organizations, 
applying KM is only fulfilled on the basis of well structured and managed 
information. ‘When referring the concepts of information and knowledge in the scope 
of health, there are differences between explicit, tacit, and implicit information, 
according to the source from where they come’ [5]. 

Thus, explicit information is the result of scientific research in the biomedical 
sector, but also of the assessment of healthcare services and assistance. Tacit 
information is the result of healthcare professionals experience in their clinical 
practice, and implicit information is contained in clinical files. Similarly, explicit 
knowledge is acquired by means of documentary sources, both internal and external. 
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Tacit knowledge is the one present in people as a result of their experience and 
Implicit knowledge results from the working practice of healthcare professionals. The 
main knowledge sources in the area of health  are healthcare professionals who own 
the tacit knowledge intrinsically. This sort of knowledge is the one with a greatest 
value in the KM process [5]. The process can be subdivided, for example, into 
creating internal knowledge, acquiring external knowledge, storing knowledge in 
documents versus storing in routines, as well as updating the knowledge and sharing 
knowledge internally and externally [1], [18]. In light of the extant literature [17], 
[19], the KM process can be generically represented as four cyclic activities: 
knowledge acquisition, knowledge codification, knowledge transfer, and knowledge 
application as shown in Fig 1. Knowledge acquisition includes all activities involved 
in the acquisition and development of knowledge. Knowledge codification involves 
the conversion of knowledge into accessible and applicable content. Knowledge 
transfer includes the sharing of knowledge from its point of creation or codified to the 
point of use. Knowledge application includes retrieving and applying codified 
knowledge in support of actions, decisions or problem-solving. Ideally, these 
activities do not represent a monolithic set of activities, but an interconnected and 
intertwined set of activities. 

 

Fig. 1. KM Cycle, [17], [19] 
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Data and text mining is often used during the knowledge discovery process and is 
one of the most important subfields in knowledge management. Data mining aims to 
analyze a set of given data or information in order to identify novel and potentially 
useful patterns [20]. These techniques, such as Bayesian models, decision trees, 
artificial neural networks, associate rule mining, and genetic algorithms, are often 
used to discover patterns or knowledge that are previously unknown to the system and 
the users [21] . Because of their predictive power, data mining techniques have been 
widely used in diagnostic and healthcare applications. Data mining algorithms can 
learn from past examples in clinical data and model the oftentimes non-linear 
relationships between the independent and dependent variables. The resulting model 
represents formalized knowledge, which can often provide a good diagnostic opinion. 
Data mining is also used to extract rules from healthcare data. For example, it has 
been used to extract diagnostic rules from breast cancer data [22]. Text mining aims 
to extract useful knowledge from textual data or documents [23], [24]. Although text 
mining is often considered a subfield of data mining, some text mining techniques 
have originated from other disciplines, such as information retrieval, information 
visualization, computational linguistics, and information science. 

Based on KM process steps and these techniques, a conceptual model to customize 
a dashboard for KM based on using EHR is proposed in the next section. 

4 Dashboard-Oriented EHR Model (DOEM) 

KM activities can supply healthcare industry with enhanced quality of care and is 
increasingly becoming a knowledge-based community [1]. Utilizing KM Systems 
(KMS) to manage medical information and healthcare knowledge to support the full 
spectrum of knowledge needs in the EHR has become an important issue for patients 
and professionals. Due to the vast amount of data and information in EHR, it is 
always a very complex task to find out the relations between different instances of 
data and information. It would be significantly convenient if data and/or information 
are presented to the target group according to their needs and demands. This would 
also help in sharing the knowledge more effectively. It is also important to devise a 
model that could satisfy every stakeholder in healthcare, from patients to physicians 
and etc. The proposed model can be seen in Fig.2 which includes different contents of 
EHR, customizable dashboards, knowledge types and the KM activities. As 
mentioned before EHR consists of different contents like administrative 
(identification, finance and social data) and clinical data (medical history, physical, 
examination, clinical orders and etc.). 

In this context, KM has an important functionality to deploy strategies, techniques, 
methods and tools to capture, refine, organize, store, share and transfer 
explicit/tacit/implicit knowledge [25]. In fact, EHR can be used as a tool for KM to 
acquire data, information and knowledge.  The knowledge cycle can also be seen in 
Fig 2. First, explicit knowledge can be acquired from data and information stored in 
 



Utilizing Acquired Healthcare Knowledge, Based on Using Electronic Health Records  435 

 

Transfer&
 A

pplication

Public 
Health 

PH Provider 

 

Pharmacy 

Pharmacist 

 

Radiology  

Radiologist, 
etc  

Image
Info 

Laboratory 

Lab Clinician 

Lab 
Data 

EHR 

 

Admin 
Info 

   Health 
Insurance 

Insurance 
Provider 

 

EHR 

Patient

EHR 
Index  

Hospital/       
I Office            

Physician 

Health 
Info 

Health 
Info 

Drug 
Info 

Insure 
Data 

Administrator 

Stakeholders 

EHR

Codification 

A
cq

ui
si

tio
n 

Explicit Knowledge

Acquisition 

Share & Transfer 

Customizable Dashboard 

K
no

w
le

dg
e 

S
ha

rin
g 

Medical Clinical 

Public 
Health 

Other 

Co
di

fic
at

io
n 

Knowledge 
Repository 

Transfer & Application 
Tacit / Implicit 

Knowledge 

 

Fig. 2. DOEM Architecture 

EHR using proper data and text mining methods. This knowledge will then be 
codified to be stored in the knowledge repository. It can also be transferred and shared 
by the use of dashboards to the users of each dashboard. On the other hand the 
stakeholders (shown in Fig.2) as the owners and contributors of knowledge, play  
the main role in KM and their tacit and implicit knowledge should be revealed by the 
means of dashboards. The acquired knowledge will also be codified to be stored in the 
knowledge repository. The gathered knowledge in knowledge repository is also 
transferred to be used and applied by the stakeholders of EHR. Each of these KM 
processes in knowledge cycle is powered by its own IT tools. A list of such tools can 
be seen in Table 1. 

A customizable dashboard is proposed in our conceptual model in order to discover 
and gather the tacit and implicit knowledge of knowledge owners. The dashboard 
should be designed based on the related EHR content, knowledge stakeholders and 
their workplace culture. Customizable Dashboard is the means to help understanding 
the relations of different data acquired from EHR while giving the right information 
in the right time to the right person. It also provides each group of stakeholders with a 
selected set of knowledge and information based on their role in the healthcare. 
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Table 1. Selected IT tools to support certain KM activities, Adapted from [1] 

ID KM Process IT Tools 

1 Acquisition 

Data mining 
Text mining 
Discussion forums 
Dashboards 

2 Codification 

Databases 
Data warehouse 
Knowledge repositories 
Operational knowledge store 
Electronic publishing 

3 Transfer 

Intranet and Extranet 
Workflow systems 
Groupware 
Dashboards 

4 Application 

Rule-based personalization 
Intelligent agent 
Knowledge-based systems 
Expert systems 
Case-based reasoning 
Clinic decision support systems 

 
Different dashboards should be designed to fit the various requirements of the 
professionals of every healthcare domain. Some of the main features and attributes of 
dashboards are as follows. 

• They should be designed according to the level of expertise and the needs of 
their users. 
 

• They should only show what each user must know. Thus time is not wasted on 
unwanted information and no mistakes are made due to lack of information. 

 

• Using IT enabled equipment; real-time feedback of the user can improve 
knowledge and information presentation. Such interactive interface can also be 
used to gather the information needed for knowledge discovery. 

 

 

By using well-designed dashboards with the mentioned properties great advantages 
can be gained. These advantages are listed in Table 2.   

The inclusion of the mentioned benefits depends on the type and the usage of the 
dashboard. For instance, in the domain of clinical healthcare, medical and clinical 
histories of patients grow larger and larger through time and it is important to only 
show the effective information and knowledge in the dashboard for healthcare 
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Table 2. Advantages for DOEM 

ID Benefit Description 

1 
Collaboration 
and Knowledge 
Sharing 

Dashboards provide a good framework for collaboration of 
healthcare stakeholders to share their ideas and experiences 
about different medical and clinical issues. It can also improve 
the culture of knowledge sharing in the healthcare society. 

2 Interoperation 
Dashboard can provide interoperation between different 
implementation of EHR and KMS. 

3 Categorization 
Data and information categorization in dashboards enables 
easy codification of the discovered knowledge. 

4 Education 

A dashboard can provide its users with up-to-date knowledge 
tailored to their needs, obtained from the knowledge 
repository. In long term, this can be seen as a tool for 
educational purposes. 

professionals. This can be done by proper data/text mining which is the task of 
knowledge discovery in KM. When healthcare professionals have the right 
information and knowledge in the right time and are able to share their knowledge 
with each other, they will be able to make more accurate decisions. Moreover, with 
the help of KM these decisions can be used to acquire the tacit and implicit 
knowledge of healthcare professionals which can be stored in the knowledge 
repository and can be used by other persons. It should be noted that such knowledge 
should be verified by a certified group of experts before it can be used as a new 
source of knowledge. Using such dashboard not only decreases medical errors, but 
also increases the available knowledge in the healthcare society. The following items 
can be included in a dashboard designed for a physician: patient demographics, 
problems/diagnoses, medication, allergies, patient charts, documents, lab tests, 
confidential notes, images and other helpful data. Custom-designed forms and 
questionnaires can be present in the physicians’ dashboard to acquire his/her 
diagnostics results and decisions.  Another example could be the patient dashboard 
which can be used to inform the patient and his/her family about his/her 
circumstances and give him/her the proper advices according to the information in the 
EHR and knowledge about his/her clinical and medical issues. This will help to 
improve the awareness of the patients which is a very big challenge in today’s 
healthcare. The patient dashboard can also be used by him/her to enter or correct 
his/her information in his/her records and also guide him/her through the medical and 
clinical process if needed. Accordingly, the following items can be included in a 
patient dashboard: allergies, vaccinations, medical family history, prior prescriptions, 
medical guidelines and other helpful data. 
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5 Conclusion and Outlook 

Regarding the WHO KM strategy and the importance of e-health in today’s world, 
reconsideration in implementation of EHR as one of the main elements of e-health 
seems inevitable. Also, effective usage of the huge amount of data in EHR is a 
challenging task and every stakeholder in the healthcare society should be satisfied. 
Furthermore, building a sharing culture and capacity to use and reapply scientific and 
experiential knowledge is of great importance [6]. Some of the interesting aspects of 
KM are knowledge sharing and knowledge transfer with great potential for 
innovation, time and cost savings [26]. Eventually, using KM techniques will help 
building the sharing culture and along with tacit and implicit knowledge discovery, 
paves the way for reapplying scientific and experiential knowledge. In this regard, a 
conceptual model for EHR with a KM approach is proposed in this paper. In this 
model, customizable dashboards are used to highlight the relations between the data 
from EHR, help in discovery of tacit and implicit knowledge of the knowledge 
owners and ease the knowledge sharing between stakeholders. Different dashboards 
should be designed for every domain to meet the requirements of the related 
stakeholders. While KM activities are done on the explicit knowledge derived from 
EHR, the knowledge stored in the knowledge repository can be reused and shared by 
the use of dashboards. Although some attributes of the mentioned dashboards are 
described in this paper, selecting a framework and defining the steps needed for real 
implementation of such dashboards can be the subject for more work. Moreover, 
adapting different clinical workflows and procedures into this model should be taken 
into account for any implementation.   Further work can also be done by extending 
different aspects of KM described in the model, for real implementations.  
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Navigability of an Ontology-Based Web Site
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Abstract. A web site should be designed carefully because if the struc-
ture of the site is complex, users can be disoriented. A navigable web
site is one where users can find desired information as they freely move
around at the site. It is important to construct a navigable web site
because the navigability of a web site can indicate how accessible the in-
formation contents in the site might be. In this paper, we present a way
by which a navigable web site might be created. Our method utilizes
an ontology that specifies important concepts in the domain of interests
and describes how they are related. A web site is modeled as a directed
graph and navigability is measured by two quantities: time spent and the
number of web pages visited by a user during an information retrieval
task. Experimental results indicated that navigability increased as the
degree of similarity between the structure of the site and that of ontology
increased.

Keywords: ontology, navigability.

1 Introduction

Working with computers in the information society becomes necessary for most
people regardless of age and profession. Thanks to the Internet which is often
called the sea of information has developed, people can rapidly exchange infor-
mation and communicate with others. While surfing the Internet, people can
search the information they need to know or share the information with others.
At that time, while they easily find the right information in some web sites, they
cannot find out the desired information in other web sites even though it exists
somewhere in the web site. In addition, when surfing the Internet, some people
do not know why they have followed specific paths and have seen the wrong in-
formation which they do not need. This symptom is called ’lost in hyperspace’ or
’disorientation’ [2][5][6][9]. It means that people lose their contexts of searching
and they do not know where they are located in the sea of information.

In this paper, we present a way by which a navigable web site could be cre-
ated, where the navigability of the web site refers to how efficiently a user finds
the information that the user wants when navigating through the site [1]. A
navigable web site allows a user to find out information in the web site easily
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and reduces the symptom of lost in hyperspace. Our method utilized an ontol-
ogy that describes concepts and their relationships in a domain of interests [13].
More specifically, information that exists in the web site is connected using hy-
perlinks according to the structure specified by an ontology so that it can help
users follow meaningful links in the web site.

To evaluate how ontology influences the navigability of a web site, we mea-
sured time spent and the number of web pages visited by users during infor-
mation retrieval tasks in web sites that contained the same contents, but had
different link structures.

We conducted two types of experimentations.
First, in order to test whether an ontology influences navigability at all, we

created a web site that reflected the structure of an ontology completely (type A)
and created a web site that reflected the structure of the ontology partially (type
B). Both types of the sites had the same contents, but their linking structures
were different. It turned out that users could navigate better in type A site than
type B site.

Second, to evaluate how the degree of similarity between the structure of an
ontology and the structure of a web site influences the navigability of the site,
we created three web sites. The contents of the sites were the same, but they
had different link structures. More specifically, one site reflected the structure
of the ontology completely (100 %), another site reflected the ontology nearly
completely (70 %), and the other site reflected the ontology partially (30 %).
It turned out that the more the site reflected the structure of the ontology, the
navigable the web site was.

So, the problem of designing a navigable web site reduces to the problem of
designing a good ontology for the domain of interests that constitute the contents
of the web site. In addition, since ontologies can be processable by machines [16],
it becomes possible to measure the navigability of a web site by checking how
much the linking structure of the site resembles the structure of an ontology for
the site.

This paper is structured as follows. Section 2 describes related works to our
research. Methodology of the current research is explained in section 3. Section
4 describes experimental results and the paper concludes in section 5.

2 Related Works

The success of a web site is influenced by how easily users can navigate the web
site [10][17] and the design of a web site to minimize the symptom of ’lost in
hyperspace’ is an important issue for web based education, distance learning, and
hypermedia-based learning environment such as VLE [17][14][20][21]. Especially,
if the amount of information in the site is large, users can easily get lost in the
sea of information [19]. However, the measure of navigability is not simple or
easy to define [8].

There have been approaches to evaluate how navigable a web site is. Navi-
gable web sites refer to ones where users can find desired information easily as
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they move around at the sites. Since navigability is a qualitative attribute of a
web site, quantitative evaluation is not always easy and certain assumptions or
approximations have been made.

Aaronson [1] presents a numerical index that measures how well-organized or
easy to navigate a hypertext system is. A hypertext is modeled as a directed
graph, where a node represents a web page and directed links exist between
nodes if their contents are related. In order to specify how two nodes may be
linked, three types of links are defined. A first type is a virtual link which is an
ordered pair of web pages (pa, pb) meaning that pa could conceivably contain a
link to pb based on the content of pa and pb. A second type is a mandatory link
that is an ordered pair of web pages (pa, pb) that must exist because the contents
of pa and pb are closely related. A mandatory link is included in the virtual links.
The virtual and the mandatory links should be chosen by the hypertext designer
or someone else who has knowledge about the hypertext’s content and purpose.
A third type is a real link that is an ordered pair of web pages (pa, pb) signifying
that pa actually links to pb in the hypertext. The set of real links should contain
mandatory links.

Figure 1 depicts two possible hypertexts that can be constructed given a
specification about virtual links, mandatory links, and the number of maximum
links.

Fig. 1. Construction of a hypertext subject to the constraints (i.e., virtual links,
mandatory links, and the maximum number of links that can exist in the hypertext)

Left part of the figure shows that there are five web pages (i.e., A, B, C, D, E),
eleven virtual links (i.e., dashed links such as a link from A to B, B to A, etc), and
four mandatory links (i.e., A to B, B to C, C to D, D to E). We assume that the
maximum number of links that can exist is six. Since there are four mandatory
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links, it means that two more links need to be selected from the set of virtual
links. Right part shows two possible hypertexts that can be constructed which
satisfy the constraints; i.e., both of hypertexts include mandatory links and two
additional links are selected from the set of virtual links.

The index reflects user demands for a page denoted as dpa which represents
how important the hypertext designer judges to pa. It also incorporates a factor
α called attention span that represents the likelihood that users will follow a
path through the hypertext without becoming sidetracked. The index is defined
as follows:

ψ =
∑

pa,pb∈P,pa �=pb
dpadpb

αrpa,pb
+γpa,pb

−2

where rpa,pb
represents the length of the shortest real path from pa to pb and

γpa,pb
represents the length of the shortest virtual path from pa to pb, respec-

tively. The experiment on actual hypertext systems shows that as the index value
increases, the number of pages accessed to find information decreases and the
speed of finding information increases.

Smith [2] defines various path measures such as indicators and ratings of
user’s lostness, efficiency and confidence while using a hypertext system. The
measures of lostness are produced in terms of the path measurements. There are
two lostness indicators. One considers the number of different nodes accessed
while searching (N) compared with the total number of nodes accessed while
searching (S). The other is a comparison of the number of nodes required to
complete a task (R) and the number of different nodes visited while search (N).
It also produces a lostness rating (L) compared to a user performing a ’perfect
search’ as follows:

L =
√

(N
S − 1)2 + ( R

N − 1)2

It assumes that in a perfect search a user visits exactly the number of nodes
accessed as being required to complete a task. It means that the value of N/S is
1 and the value of R/N is 1. The lostness rating increases as lostness increases.
The lostness rating is 0 in a perfect search.

Gwizdka and Spence [3] used lostness measure based on counts of visited web
pages such as revisits and lostness, and statistical properties of the web naviga-
tion graph such as compactness, stratum and similarity to the optimal path. These
measures canbe used to diagnose user navigational problems and identify problems
in web site design. It is because users in hypermedia navigation have often experi-
enced cognitive overloadand lostness.They examine some structural and temporal
measures to predict lostness and task success during the web navigation.

Metacognition can help users learn materials in hyperspace and Chiazzese et
al.[18] presented results of a pilot study for an educational tool which improved
students’ awareness during surfing activities.

Recently, ontology has been used to help users navigate in a hyperspace. In gen-
eral, ontology [11] defines a set of representational primitives to model a domain
of knowledge. The representational primitives consist of classes, attributes and
relationships and their definitions contain information about their meaning and



Navigability of an Ontology-Based Web Site 445

constraints on their logically consistent application. The ontology is a specifica-
tion of an abstract data model that is independent of its particular form.

Woukeu et al. [12] present ontological hypermedia which is the use of ontolo-
gies as conceptual models of knowledge to improve navigational capabilities in
hypermedia systems. The resources are represented by using concepts and their
relationships in a defined ontology are used to create conceptual links as well
as classical links. The resulting hypermedia is more beneficial to the users and
enables reasoning over the resources by queries.

Jung et al. [4] presents a system that automatically provides a user with links
that are semantically related using an ontology.

3 Methodology

In this section, we describe the main ideas behind our approach.
There are two research problems that we address. First, we intend to construct

a navigable web site. Second, we would like to measure how the navigability of
a web site changes as the degree of similarity between the ontology and the web
site increases.

For the first problem, we propose to use the information specified in an on-
tology. As we can see from figure 1 in section 2, in general there are different
hypertexts that satisfy the constraints about virtual links, mandatory links, and
the maximum number of links. When creating a hypertext, ontology is viewed
as specification about virtual links and when real links are added, we refer to
the ontology and select links until the number of links becomes the maximum
number of links that can exist in the hypertext.

Figure 2 shows this idea.
Left part of the figure describes the information in an ontology which can

be easily expressed using an ontology language such as OWL [16], where the
concepts are represented as classes and the concept relations are represented as
properties.

For example, the concepts are defined by <owl:Class> and the concept rela-
tions are defined by <owl:ObjectProperty> which describes relations between
two classes. <owl:ObjectProperty> specifies the domain and range class and
then relates the domain class to the range class. So, part of the above ontology
can be expressed as follows:

<owl:Class rdf:ID="A">
<owl:Class rdf:ID="B">
<owl:ObjectProperty rdf:ID="fromAtoB">
<rdfs:domain rdf:resource="#A" />
<rdfs:range rdf:resource="#B" />

</owl:ObjectProperty>

For the second problem, we evaluate how an ontology influences the navigability
of a web site using two measures: time spent and the number of web pages visited
by a user during an information retrieval task. To verify that an ontology-based
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Fig. 2. Construction of a hypertext subject to the constraints specified in an ontology

site is more navigable than sites that do not reflect ontological information, we
constructed sites that contained the same contents with different link structures.
Then, we conducted information retrieval tasks against users, where each user
was asked to find a web page that contained target information. When the
information retrieval task ended, we checked how differently the users performed
the navigational tasks by analyzing their navigational data. (i.e., we measured
the number of web pages visited by a user and the total time spent on each
question.). It turned out that as the degree of similarity between the structure
of an ontology and the structure of a web site increased, the site became more
navigable.

4 Experimental Results

In this section, we describe experimental results. We had two types of experi-
ments. The first experiment was to check whether a web site that reflected the
structure of an ontology completely (type A) was more navigable than a web
site that was constructed by reflecting the same ontology partially (type B). The
second experiment intended to evaluate how the degree of similarity between the
structure of an ontology and the structure of a web site affected the navigability
of the web site.

In the first experiment, we developed two types of web sites for learning
Japanese; A-type site was designed based on an ontology, Japanese WordNet
which is available up at http://nlpwww.nict.go.jp/wnja/index.en.html; B-type
site was designed by modifying the structure of A-type site slightly.

Each page in both type of sites had one entry word and was connected to at
least one other page. However, while all pages in A-type site were connected to
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other pages according to the semantic relation, some of the pages in B-type site
were connected to other pages randomly. Each type of web sites contained 25
web pages and the number of different links between A-type and B-type was 10.

Figure 3 depicts the idea about constructing two types of the web sites. There
are seven concepts (w1, w2, · · ·, w7) in the J-WordNet which are connected each
other. We need to construct a hypertext using seven web pages (n1, n2, · · ·, n7)
each of which corresponds to a concept in the J-WordNet. A-type site follows the
structure of J-WordNet completey, but B-type site follows the structure partially.

Fig. 3. Two types of Japanese language learning web sites
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Specifically, A-type site was constructed as follows;

1. We chose an initial word. By using the word as a query, we searched the
related words in Japanese WordNet.

2. In the words that were found, we selected some words that students at the
intermediate level could understand. (This experimentation was conducted
for Korean students who were taking intermediate level Japanese class.)

3. We created web pages whose entry words were either the initial word chosen
at step 1 or its related words selected at step 2. Then, we made a hyperlink
from the initial word to the selected words as its related words. (Note that
each web page had one entry word.)

4. By using each entry word as a query, we repeated searching the related words
in Japanese WordNet and made hyperlinks from the web page that had the
entry word to web pages that had related words until the total number of
the web pages became 25.

B-type web site was constructed as follows;
In the web pages created in A-type, we chose some pages randomly and made

the pages link to other web pages that were not semantically related. We made
sure that each web page had at least one incoming link to avoid a situation where
some web pages existed as islands. In other words, all web pages were accessible
from some other web pages.

We tested each web site against eight college students (ID 1 to ID 8) and
calculated the navigability of each site using WebNavi program [7] that can
record the web pages visited by the students and elapsed time for each of the
visited pages. Students were asked to find specific information in the web sites.
Four students performed the task in A-type first and then did the task in B-type,
and the remaining four performed the task in B-type first and then did the task
in A-type. At that time, they did not know which site was constructed based
on Japanese WordNet. There was a time limitation (10 minutes for each site).
After 10 minutes passed or students completed the answer sheet in one type,
they were asked to move to the other type. When they completed the answer
sheets in each type, the experiment ended.

The result of the experiment showed that A-type site was more navigable
than B-type site. The students spent less time finding the target information in
A-type site than in B-type site. While the students spent about 5 minutes on
average in A-type site, they mostly spent more than 10 minutes in B-type site.
In addition, the students in A-type site visited fewer web pages than in B-type
site. The number of web pages visited in B-type site were approximately 4 or 5
times more than those in A-type site

We also found that the students performed the task faster in A-type site than
in B-type site regardless of the order of experimentation (i.e., A-type → B-type
or B-type → A-type). Especially, some students in B-type site did not complete
the answer sheet. Except for one student whose log was erroneously recorded,
the time spent in A-type site was less than that in B-type site and the number
of web pages visited in A-type site was fewer than those in B-type site. As for
the order of the experimentation, the students who moved from A-type site to
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B-type site spent more time than those who moved from B-type site to A-type
site. Our interpretation is that because the student felt the psychological anxiety
when they did not complete the first answer sheet in B-type site, it might have
affected their abilities to complete the second answer sheet in A-type site.

Table 1 shows the results of the first experiment.

Table 1. The experimental result about Japanese learning site

sequence student the spent the spent the number of the number of
of the ID time in time in web pages visited web pages visited
performance A-type B-type in A-type in B-type

A-type 1 4’ 24” More than 10’ 31 125
→ B-type 2 4’ 23” More than 10’ 31 151

3 2’ 3” More than 10’ 24 265
4 5’ 22” More than 10’ 69 218

B-type 5 5’ 13” 5’ 54” 33 27
→A-type 6 3’ 22” More than 10’ 31 240

7 7’ 16” More than 10’ 64 89
8 5’ 35” More than 10’ 56 89

In the second experiment, we built an ontology about data structure and
developed three types of web sites for studying data structure each of which
reflected the structure of the ontology differently.

Figure 4 depicts the idea of constructing three types of hypertexts. There are
eight concepts (C1, C2, · · ·, C8) in the ontology. We need to construct a hypertext
with eight web pages (n1, n2, · · ·, n8) each of which corresponds to a concept in
the ontology. The first site (fully corresponding site) reflects the structure of the
ontology completely. The second and the third sites reflected the structure of
the ontology nearly and partially, respectively. Specifically, each web site had 57
nodes and 80 links. The link structure of the first site fully corresponded with the
structure of the ontology. In other words, the structure of the web site reflects
the structure of the ontology completely. The link structure of the second site
nearly corresponded with the structure of the ontology. The structure was 70 %
similar to the structure of the ontology. The other links in the site were randomly
rearranged, but each web page had at least one incoming link. The link structure
of the third site partially corresponded with the structure of the ontology. The
structure was 40 % similar to the structure of the ontology. The other links were
randomly rearranged, but each web page had at least one incoming link.

We tested each of three sites against nine college students (ID 9 to ID 17).
Each student was assigned to each site and given information retrieval tasks
that consisted of 15 questions. They were asked to finish the task within 50
minutes. The results of the experiment showed that the students spent least
time finding the target information in the site whose structure corresponded
with the ontology 100 percent. The number of web pages visited by the students
was the smallest in the site whose structure corresponded with the ontology
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Fig. 4. Three types of web sites that reflect the structure of an ontology differently
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100 percent. Students spent most time finding the target information in the
site whose structure corresponded with the ontology 30 percent. The number of
web pages visited by the students was the largest in the site whose structure
corresponded with the ontology 100 percent.

Table 2 and table 3 show the experimental results about the second
experiment.

Table 2. The experiment of Data structure learning site

the rate of the student the spent the number of
correspondence ID time visited web pages

40 percent 9 43’ 7” 373
10 50’ 1” 318
11 33’ 10” 345

70 percent 12 31’ 37” 113
13 22’ 31’ 136
14 45’ 1” 183

100 percent 15 15’ 59” 100
16 16’ 12” 139
17 16’ 46’ 117

Table 3. The result of the experiments

the rate of the visited the spent time the number of web
correspondence on average pages on average

40 % 42’ 6” 345.3
70 % 33’ 3” 144
100 % 16’ 19” 118.7

5 Conclusions and Future Works

Navigability of a web site can affect the quality of the web site [15]. Even if a lot
of information exist in a web site, if the site is not navigable, users can become
easily disoriented. So, navigability of a web site can indicate how accessible the
web site might be.

In this paper, we addressed two research problems that are relevant to acces-
sibilty of information. First, we dealt with how a navigable web site could be
constructed. To this end, we utilised an ontology that specified important con-
cepts and their relationships in a domain of interests. Second, we evaluated how
the navigability of a web site increased as the similarity between the structure
of an ontology and the structure of a web site increased.

We conducted two types of experiments.
First, in order to test whether an ontology could influence the navigability of

a web site at all, we created two types of web sites with the same contents (i.e.,
Japanese language learning materials) that had different link structures. In this
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experiment, we found that a web site that reflected the structure of an ontology
completely was more navigable than the site that reflected the structure of the
same ontology partially.

Second, in order to measure how the similarity between the structure of a web
site and the structure of an ontology influences the navigability of a web site,
we created three web sites with the same contents (i.e., data structure learning
materials) that had different link structures. It turned out that as the similarity
between the structure of a web site and the structure of an ontology increased,
the navigability of the site increased.

Designing a navigable web site is an important and diffult problem that in-
volves some issues.

First, we should start with a right ontology. Since there could exist different
ontologies for the same domain of interest, we have to select reasonably good
ontologies that can indicate what might be good virtual links.

Second, assuming thatwehave selectedanontology,weshouldalso selectmanda-
tory links and real links from the set of virtual links specified in the ontology.

Third, once a web site is created according to this approach, the navigability
of the site needs to be calculated realistically using a formula as well as pilot
experimentation.

Currently, we are working on an ontology-based quantitative formula that can
evaluate the navigability of a web site. The formula will still incorporate factors
such as user demands and relevance of pages as in [1], but include a term that
indicates the similarity between the structure of a web site and the structure of
an ontology.

In the future, we plan to generalize the results of the current work. For ex-
ample, quality of navigation can be determined by various aspects which were
not reflected in the current work and browsing context of a user can contribute
as well. These should be reflected when navigabilty of a web site is evaluated.
We also plan to experiment with more realistic web sites and a set of ontologies
rather than just one ontology. Finally, we plan to work on how the concept of
navigability changes in the context of the Semantic Web [16]. We believe that in
order to access the information on the Semantic Web, users still need to browse
the Web site since the structure of the Semantic Web is hypertext [22]. In other
words, even though information is represented in a way that computers can inter-
pret directly on the Semantic Web, users still need to surf on the Semantic Web
in order to access the information. But, the situation is different from the Web
since some computations can be done by aoftware agents. So, the navigability of
a Semantic Web site should be defined differently.
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Abstract. Despite the prevalence of informatics and advanced infor-
mation systems, there exists large amounts of unstructured text data.
This is especially true in medicine and health care, where free text is
an indispensable part of information representation. In this paper, the
motivation behind developing information retrieval systems in medicine
and health care is described. An overview of information retrieval eval-
uation is given, before describing the architecture and the development
of an extendible information retrieval evaluation framework. This frame-
work allows different information retrieval tools to be compared to a gold
standard in order to test its effectiveness. The paper also gives a review
of available gold standards which can be used for research purposes in
the area of information retrieval of medical free texts.

Keywords: information retrieval, medicine, text mining, evaluation, gold
standards.

1 Introduction and Motivation

Retrieving information from a large amount of medical free text is an important
factor in clinical research, quality assurance, and medical accounting [1]. Also,
with the introduction of large medical information systems, legacy texts are being
processed by optical character recognition systems, digitized, and fed into archive
systems. Medical professionals are often confronted with masses of free text and
must deal with the task of finding the relevant information. Consequently, there
is a need for smart information retrieval systems that can operate on this type of
text, and the current systems in use are far from being infallible [2]. We believe
that to make this data more accessible, usable, and useful, both the technological
aspects, as well as human aspects, must be taken into consideration [3].

Although language understanding in general is still an unsolved problem, re-
stricted domains such as medical notes and letters seem to be more tractable.
This holds even more for the task of information retrieval where a thorough text
understanding is not required and the identification of the concepts mentioned
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in a text together with the detection of their polarity suffices in most cases.
However, the medical language used in our system poses a number of particular
challenges:

– Abbreviations are frequent, often ambiguous or even ad hoc.
– There may be typos and optical character recognition (OCR) errors.
– A mixture of different languages (e.g. German, Latin, English) is used to-

gether with expressions of medical jargon.
– The same concept may be expressed in various ways using synonyms and

linguistic variations.

As far as the context is concerned, homonyms are often only resolvable when
knowing the context in which they belong. For a doctor, as long as the free text
content is clear, correct spelling is not entirely important.

Meeting the information demand of medical professionals poses challenges
that go beyond classical information retrieval. The first is robustness with re-
spect to the mentioned variability and noise of the underlying texts. Another
challenge is to take into account the semantic relations in the medical domain.
These involve, in particular, taxonomic, functional, and anatomic relations. For
instance, searching for reports of neoplasms in the gastrointestinal tract means
having to match to all kinds of tumors and carcinomas in many parts of the
body, such as the esophagus, stomach, intestines etc.

Of course, it must also be possible to evaluate a system’s performance, in
order to compare it with other solutions currently being used or systems that
are under development. Furthermore, it is of importance to be able to compare
any system’s performance against a human expert who is executing the same
task. Human experts possess knowledge about the typical idiosyncrasies that
are contained within free texts, and are able to apply previous experience and
knowledge to the search request to get high precision and high recall values from
the information retrieval process. On the other hand they must use much longer
expressions in their chosen query language to get the required information, which
contrasts the way semantic information retrieval works; the input to the tool is
in a human readable form.

This paper, besides providing a review of information retrieval testing and
available gold standards that can be used for this purpose, concentrates on the
description of a test environment for information retrieval systems working on
medical free text copora. The test environment allows the comparison between
the human expert’s results and the retrieval tool’s results according to an in-
formation need. The core elements of the evaluation framework that must exist
were identified, and these components were grouped together as one graphical
user interface (GUI) in order to provide a user-friendly front end to the system,
following usability engineering methods [4]. The GUI supports the speedy eval-
uation of an information retrieval tool (IR Tool) and also aids the developer of
the tool in further enhancing it.

The remainder of the paper is organized as follows: Section 2 motivates in-
formation retrieval in medicine and health care and gives a review regarding
information retrieval evaluation. Furthermore, openly available gold standards
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that can be used for free text information retrieval testing are listed. Section
3 describes the entire evaluation architecture identifying the main components
that the architecture consists of and logically groups them together. Section 4
depicts the results of the evaluation environment concentrating on the arrange-
ment of components in the GUI. Finally, Section 5 concludes the paper and gives
an outlook of open questions and future research directions in this area.

2 Theoretical Background and Related Work

In this section we are motivating information retrieval in the context of medi-
cal textual data. Afterwards, a short overview of information retrieval testing is
given, concentrating on available gold standards which can be used for informa-
tion retrieval research. This is an important aspect due to the fact that in order
to test any information retrieval system’s usefulness in the medical domain, data
must be used which, by its nature, is very sensitive.

2.1 Information Retrieval in Medicine and Health Care

To enhance quality of patient care and to provide a better use of evidence, in-
formation retrieval systems are increasingly used by physicians [5]. Information
retrieval system evaluation is an ongoing are of research [6,7,8] and advanced
text mining techniques help to handle the information overload, for example in
medical literature [8,9]. In contrast to this, text mining methods lack enhance-
ment in the area of medical information and documentation systems [1,3,10].
Sophisticated medical information retrieval systems have to handle very large
sets of medical documents, where typically non-standardized text makes up a
significant amount of this patient data. This data, often called free text in lit-
erature, has been very long in the focus of research [11,12,13] and has not lost
its importance [14]. The automatic analysis of text is still a challenging problem
[15,16,17], which is in contrast to the effort which has to be made to produce
text. Relevant relationships can stay completely undiscovered, because relevant
data are scattered and no investigator has linked them together manually [18].

2.2 Information Retrieval Evaluation

According to [19] the standard procedure to measure information retrieval effec-
tiveness comprises; a document collection, a test suite of information requests ex-
pressible as queries and a set of judgments for each query-document pair, which
defines each pair as either relevant or not relevant. The result of this binary
classification process to an information need is called a ground truth judgment
of relevance or simply a gold standard. Another important fact is that the test
collection should be a sample of the kinds of text that will be encountered in
the operational setting of interest and particularly for testing information re-
trieval systems that work on medical free text data, it is hard to find utilizable
corpora that can be used for information retrieval research [20]. In extension
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to [20] we want give a review of openly available free text corpora which can
be used as gold standards for research purposes (Table 1). We therefore con-
centrate our review on copora containing text types which pose the challenges
mentioned in Section 1 which differ significantly from text corpora used in the
field of biomedical natural language processing (bioNLP) for example. Typically
in bioNLP most of the annotated texts are drawn from biology literature or from
abstracts of scientific literature (e.g. MEDLINE), so not reflecting the difficul-
ties in computer based patient records. For the sake of completeness we want to
mention The National Centre for Text Mining (NaCTeM)1 which is an excellent
resource finding corpora which can be used for bioNLP. Table 1 which is an
extension to [21] gives an overview of available test corpora for medical free text
information retrieval and extraction evaluation. An excellent overview to other
copora which can be used for natural language processing (NLP) can be found
at http://nlp.stanford.edu/links/statnlp.html#Corpora.

Table 1. Available free text gold standards in the medical domain

Corpus Name Description

Computational
Medicine Chal-
lenge

1954 reports are assigned with ICD-9-CM codes from a radiol-
ogy department. The corpus was initially used for testing and
evaluating different classifiers [22].

ImageCLEFMed The data set comprises ca. 50 000 images with textual annota-
tions. Even though made up for content based image retrieval,
the textual content to each picture plus annotations can be used
as a gold standard for text based information retrieval testing
[23,24].

Ogren The corpus contains 60 clinical notes annotated with functional
disorders. [25].

CLEF Corpus The set exits of 167 medical documents annotated with diseases,
drugs, body regions etc. as well as their internal relations [26].

i2b2 The text corpus comprises 889 anonymized epicrises and contains
annotation which can be used for evaluating algorithms for the
task of de-identification of clinical records. A subset of the texts
further on contains annotations about the smoking status of the
patient [27,28].

BLULab The BLULab NLP Repository contains a collection of ca. 100
000 de-identified clinical records from multiple U.S. hospitals
during 2007. The reports are annotated with ICD-9 Codes.
http://nlp.dbmi.pitt.edu/nlprepository.html

The Text REtrieval Conference (TREC, http://trec.nist.gov/tracks
.html) has recently started a track with the following aim: ”The goal of the
Medical Records track is to foster research on providing content-based access
to the free-text fields of electronic medical records.” The BLULab corpus will

1 http://www.nactem.ac.uk/

http://nlp.stanford.edu/links/statnlp.html#Corpora
http://nlp.dbmi.pitt.edu/nlprepository.html
http://trec.nist.gov/tracks.html
http://trec.nist.gov/tracks.html
http://www.nactem.ac.uk/
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be used for this purpose and judged information needs through pooling will be
available soon.

Having chosen a collection of interest, a metric must be decided upon.
Typically one differs between metrics for ranked (Precision, Recall, Fallout,
F-Measure) and unranked retrieval results (R-Precision, Precision at k, Mean
Average Precision (MAP), Normalized Discounted Cumulative Gain (NCDG))
[29,30]. Beside pure statistical evaluation metrics other levels of testing should
be considered. [31] stated testing at the engineering level, the input level, the
processing level, the output level, the use and user level, and the social level that
should be accounted for. Furthermore the human factor and human information
behavior [32], in the context of information retrieval systems, are important
factors when developing such systems. The systems must be capable of satisfy-
ing user needs and therefore human factors play an important role [33] for the
acceptance of the retrieval systems as a whole.

3 Methods and Materials

This section describes the generic architecture that was developed for informa-
tion retrieval testing based on medical free text corpora. We start by specifying
the objective target and requirements of the overall system. Based on these re-
quirements main components are identified, which are described in Section 3.2.
The next section concentrates on the human computer interface (HCI) aspects
that were considered when developing the GUI for the test framework, by log-
ically grouping together the mentioned components. At the end we depict the
overall architecture, containing the different parts identified previously.

3.1 Objective Target and Requirements

The main objective was to evaluate an information retrieval system within an
integrated test environment and to compare the performance achieved by the
IR Tool to that of a human expert who searched for the same task. As a rep-
resentation metric the precision, recall, fallout, and F-measure operating figures
were chosen to gauge the performance of the IR Tool. A further requirement for
the test environment was that different versions of one IR Tool and their corre-
sponding evaluation values could be saved. As a consequence, different versions
can be loaded and compared according to their performance values. Besides test-
ing different versions of one IR Tool, the framework working in the background
also supports the integration and test of different IR Tools. Therefore the main
requirements for the system are:

– To support the developer in enhancing the IR Tool. Therefore, both a test
set (3034 ICD-annotated pathology reports) and a training set (508 ICD-
annotated pathology reports) were created. The test set allows the developers
to only see the statistical evaluation. The training set, on the other hand,
provides the developer with the chance to view details as to why a text was
found or not found by the IR Tool.
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– Evaluation results with preset information retrieval parameters can be saved
and compared to evaluation results from previous test runs. For example two
runs with different information retrieval parameters.

– A user friendly graphical interface, which logically groups together compo-
nents in a consistent way. In particular, statistical evaluation values between
different IR Tool versions, and between the training and test data, were
arranged in a way that makes them easy to compare them at a first glance.

– To be easily extendable to accommodate new test or training sets of different
text types. For example, pathology inflammation and radiology thorax.

– The framework should also support the integration of different IR Tools.
This makes it possible not just to compare different versions of one tool but
different versions of different IR Tools.

– To make it easy to navigate through the different result sets of the IR Tool
(true positives, false positives, false negatives, true negatives and all found).

– To highlight texts that differ between different result sets of the expert and
the IR Tool according to an information need, to gain quick access.

– To ensure that the evaluation environment is accessible online with different
user rights for different developers.

3.2 Component Identification

Considering the requirements from the previous sections, we identified the core
components that the evaluation architecture must consist of. These components
are:

Data Base. A data base specifies a certain type of medical free text reports.
The text’s type in our case are pathology reports. It is the data that the IR
Tool must perform actions on.

Training Data. The training data is an annotated set of medical reports which
belong to a certain data base. All medical reports which belong to a certain
training data type can be fully accessed, so all details belonging to this text
are displayed. This means that it is possible to enhance the information
retrieval system for this particular type of data.

Test Data. The test data is an annotated set of medical reports which belong
to a certain data base. No medical reports that belong to a certain test data
type can be accessed, and therefore no details belonging to this text are
displayed.

Test Case. A test case defines a specific set of queries. For example, the test
case ”One Word” comprised the queries ”Hepatitis”, ”Appendicitis”, ”Coli-
tis”, and ”Gastritis”.

Query. A query belongs to one or many test cases. A query on its own consists
of three search requests.

Search Request. There are three types of search requests.
– Expert Search Request. This is the human expert’s search statement used

to fulfill the information retrieval task.
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– Information Retrieval Search Request. This is the statement that is used
as an input for the IR Tool.

– Gold Standard Search Request. This is the statement that is used to
get the truth out of the gold standard. That means that reports that
correctly belong to the diagnosis ’hepatitis’ are returned, for example.

Test Case Result. An evaluated test case returns a test case result. A test
case result consists of one or many query results.

Query Result. An evaluated query returns a query result. The query result
also contains the results of different evaluation metrics.

Information Retrieval Tool. This is the IR Tool, where benchmarks should
be performed on.

Information Retrieval Parameters. The information retrieval can be en-
hanced by further tuning specific parameters which influence the results.

Evaluation Metric. To determine the quality of the information retrieval sys-
tem an adequate metric has to be used.

3.3 Component Grouping

Concerning the requirement that a user-optimized GUI had to be created, this
section describes the logical grouping of the components identified in the previous
section which are finally associated to a view. This grouping resulted in the
following three views and functionalities:

Search and Evaluate. Abstractly spoken, a test case is used in conjunction
with specific information retrieval parameters on training data and/or test
data that belong to a certain data base, with the aim of evaluating the
performance of the IR Tool. Therefore, the data, test case, query, and infor-
mation retrieval parameter selection process should be grouped together in
their own section of the GUI. We refer to these elements as Komponenten
Pool I.

The evaluation of a test case produces a test case result. To cater for this,
there must be a section in the GUI where different views of the test case
result can be selected. This result view selection comprises of:
– Data Selection. This is used to choose whether to show the evaluation

results that belong to the training data or to the test data.
– Query. This is used to select a specific query result from the test case

result.
– Sub Set. This is used to select the amount of true positives, false positives,

true negatives, false negatives or all found.
We refer to these elements as Komponenten Pool II.

The result view is the third section of the GUI. It comprises of the following
components:
– Training data based evaluation results from the expert and the IR Tool.
– Test data based evaluation results from the expert and the IR Tool.
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– A section that comprises of a list of found reports along with their iden-
tifiers, how many were found, and the search request that lead to the
result. Such a section has to be set up for the Expert, the IR Tool and
the Gold Standard.

– A field where query results can be annotated with further information.
– A field where any save options can be selected. This is required as it is

possible for test case results to be saved to a data medium.
We refer to these elements as Komponenten Pool III.

Load and Compare. As mentioned in Section 3.1, it is essential that evalua-
tion values for previous versions of the information retrieval system can be
loaded and compared. To achieve this, the following elements are required:
– Test Case Result Filter. Because many different IR Tool versions will be

tested using different test cases, it was deemed necessary to allow certain
test case results to be filtered that match certain criteria.

– Filtered Test Case Results. If the filtering process results in different test
case results, the user can choose to compare these.

Again we refer to these elements as Komponenten Pool I.

The comparison of two test case results should be feasible in a user friendly,
well-arranged way. The following menu items are necessary:

– Data Selection I. This menu item allows one to toggle whether the results
belonging to the training- or test data should be shown. The selection is
connected to the first loaded test case result.

– Query. This menu item allows one to toggle which query result of the test
case result should be shown. The selection is connected to both loaded
test case results.

– Sub Set. This menu item allows one to toggle what result set should be
shown (true positives, false positives, false negatives, true negatives and
all found). The selection is connected to both loaded test case results.

– Data Selection II. This menu item allows one to toggle whether the
results belonging to the training- or test data should be shown. The
selection is connected to the second loaded test case result.

We refer to these elements as Komponenten Pool II.

Two loaded test case results must be compared in a user-friendly way with
the following content:
– Evaluation results based on the selected data (either training data or

test data) from the human expert and the IR Tool.
– A section that comprises of a list of found reports along with their iden-

tifiers, how many have been found, and what the search request was that
led to the result.

– A field where query results can be annotated.
Both these fields must appear twice, so that it is possible for two case results
to be compared. Again, we refer to these elements as Komponenten Pool III.



Navigating through Very Large Sets of Medical Records 463

Details. When developing the IR Tool, it is possible to not only get evaluation
values but also to get detailed information as to why a certain report was
found or not. Developers of the IR Tool are allowed to have a certain amount
of insight into these details, but only for reports which belong to the train-
ing data. If required, they can get detailed feedback regarding each report in
order for them to be able to enhance the retrieval performance. Conversely,
developers have no insight into the details of the medical text corpora that
belong to the test data. Performing a test run using test data only returns
evaluation values according to the chosen metrics, as stated in Section 3.2.
Any further access is disallowed. Aside from the aforementioned details, de-
velopers are also able to change the inspected report in this view in order
to inspect how the information retrieval system deals with the altered text.
Developers can then see if the changed text is found or not, according the
details contained within that text. With the IR Tool Console the following
functionality and content is mapped:

– The full content of the report is displayed.
– The IR Tool parameters which are responsible for this result are dis-

played and can be altered.
– Information about the scoring-process regarding the reports affiliation

to the information need can be read.
– The report can be altered and the outcome of the retrieval process using

the altered text can be checked.
– The semantic presentation of the report (Concept Graph) is displayed.

These elements are referred to as Komponenten Pool Details.

3.4 Architecture

This section describes the architecture and the components within this architec-
ture as displayed in Fig. 1. The design is a typical three-tier architecture, which
is specified in more detail in the next paragraph.

Client Tier. Contains the views as described in Section 3.3. The user is inter-
acting with the environment via a web-browser.

Logic Tier. The communication with the server is realized with the Spring
MVC paradigm. Important server side components are the corresponding
controllers for the views (Search and Evaluate, Load and Compare, Details).
The controllers are using the Java-based evaluation framework to handle
the test logic. The framework consists of an evaluation logic, communicating
with three main components: Data Bank Handler (DB Handler), the Metrics
Module (Metrics) containing different statistical evaluation measures and IR
Tool handler (IR Handler).

Data Tier. The data tier exists of three elements:
– Every data basis is stored in a data bank, containing medical reports

split up into training- and test data. Further on test cases, queries and
corresponding results are saved. A new data basis (e.g. radiology thorax)
is saved in a new data bank.



464 M. Kreuzthaler et al.

Fig. 1. Architecture of the evaluation environment

– The IR Tool under test. As well as the testing of different versions of
one IR Tool is supported, different information retrievals tools can be
integrated.

– Lots of information retrieval technologies communicate in the background
with a rule base, which contains further logic that is needed for the re-
trieval process.

4 Results

This section describes the results of the GUI and provides some screen shots of
the completed system. Therefore this section concentrates on the arrangement
of the components of the developed information retrieval test environment. Sta-
tistical evaluation results and a detailed survey of the benchmark can be found
in [34].

4.1 Hardware and Software Setup

The entire system was developed as an online, web application. The website
itself runs on the Apache Tomcat web server, has a MySQL backend and was
developed using the Spring Model-View-Controller paradigm in the Java pro-
gramming language. The physical server runs the FreeBSD operating system on
an Intel processor. The IR Tool under test was developed by ID Berlin (ID In-
formation und Dokumentation im Gesundheitswesen GmbH & Co. KGaA ID)
and uses the ID MACS R© Server as rule base in the background. The IR Tool’s
retrieval process is based on a semantic text representation of the medical re-
ports. This is achieved by applying a natural language processing technique to
the texts, and the resulting concepts are parsed to a Wingert nomenclature
[35,36,37].
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4.2 Graphical User Interface

In Fig. 2 it is possible to see the arrangement of all important GUI components
that were defined in Search and Evaluate. At the top of the web page all elements
belonging to Komponenten Pool I are visible. Beneath these are the result view
selection elements grouped into Komponenten Pool II - most of the page is
dedicated to Komponenten Pool III. As mentioned in Section 3.1, one of the
requirements was to compare the results achieved by an expert with the results
achieved by the IR Tool’s information retrieval process. Therefore, any different
document identifiers are highlighted so that the user can see them at a glance.
The evaluation results from the training data are placed next to the results
from the test data, so that the user can quickly and directly compare the values
achieved by the precision, recall, fallout, and F-measure algorithms. By clicking
on any report, the user accesses the details of the text, assuming they have the
sufficient access rights (Fig. 4).

Fig. 2. Search and Evaluate View

The arrangement of the components we defined for the Load and Compare
view is described in Fig. 3. Again, elements belonging to Komponenten Pool I
are at the top of the screen where the user can select which test case results
should be loaded. Beneath it is the result view section Komponenten Pool II,
as well as Komponenten Pool III. As can been seen from Fig. 3, both loaded
test case results are arranged in such a way as to allow the user to compare the
different IR Tools easily.



466 M. Kreuzthaler et al.

Fig. 3. Load and Compare View

Fig. 4. Details View

By clicking on a report, the details view appears (Fig. 4). As can be seen
from the image, the left side of the view shows the full report and all the IR
Tool parameters. In the center of the view is the information regarding why the
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diagnosis was found or not. On the right hand side, the results of the report’s
natural language processing and its mapping to the Wingert nomenclature is
shown. Further, you can directly alter the text and repeat the search on the
updated text by clicking on ”Search”.

5 Conclusion and Outlook

In this paper, do our best knowledge we tried to expand the review on avail-
able medical free text gold standards which was made by [21]. In addition, we
presented an information retrieval evaluation architecture, described its core
components, and explained the development of a user friendly GUI that groups
these components in a logical and consistent way.

Future work will concentrate on how to dynamically integrate other informa-
tion retrieval tools so that they can be compared and contrasted to one another.
In the German speaking community there are just a few companies that provide
solutions or prototypes for medical free text retrieval or information extraction
(e.g. SemFinder, ID Berlin, Averbis). Instantiating a challenge using our evalu-
ation architecture would be of interest.

The development of new gold standards to address other fields of medicine is
also of the utmost importance. Furthermore, there are some tools that claim to
be applicable to general free text medical corpora, and these should be rigorously
tested. The kernel of our system, namely the gold standard developed specifically
for this project’s needs, currently contains only German texts. Multi-lingual
information retrieval in the medical domain is the subject of ongoing research.

During the development of the tool, it became apparent that there is no
open source ground truth for German medical free texts in existence [20]. The
development of such open source ground truths for medical reports, which span
several medical fields, and are multi-lingual, are of special interest and warrant
much effort in the future. It is clear that if such open source gold standards were
to exist, it would certainly help the information retrieval tool community and
would definitely encourage others to join this field.

To conclude, information retrieval in the field of medicine is becoming increas-
ingly important and relied upon. This is especially reflected through the fact that
a Medical Records Track has been started recently at the TREC so the informa-
tion retrieval community will become aware of the challenges medical free text
retrieval pose. We previously stated that this topic should be introduced as a
track to the TREC in [34]. Semantic search seems the only possible way to search
medical free text corpora and return meaningful results, while at the same time
this area of research is being hampered by a number of factors, such as a lack
of an open source gold standard initiative in the German speaking community.
The evaluation environment presented here constitutes our contribution towards
medical free text retrieval.
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Abstract. Although desktop search engines are now widely available on
the computers of typical users, navigation through folder hierarchies is
still the dominant mode of information access. Most users still prefer to
store and search for their information within a strict hierarchy of folders.

This paper describes TagTree, a new concept for storing and re-
trieving files and folders using tagging and automatically maintained
navigational hierarchies. TagTree is compatible with all currently preva-
lent software environments. A prototype implementation called tagstore
provides a flexible framework for experimentation and a testbed for both
usability studies and longer term field tests.

Preliminary test results show a very positive user acceptance rate
of using TagTrees for storing and re-finding files.

Keywords: Tags, information re-finding, information architecture,
folders.

1 Introduction

Users keep the vast majority of their personal files on local hard disk drives, even
though network storage is becoming more popular. Successfully managing and
accessing this data is crucial: finding the right information becomes increasingly
difficult, as the sheer amount of information increases.

There are two kinds of information access methods: navigation (or brows-
ing) methods, where the user typically steps through a hierarchy of folders, and
search methods, where the user is magically transported to the item of inter-
est. Much recent research has concentrated on search methods, in the form of
desktop search engines and their query interfaces [1]. Navigational methods for
local file retrieval have changed little from the principles described in the 1960s:
files are placed into a hierarchy of folders. Cross-links to other destinations are
hardly used by users, and operating systems make it hard for users to create and
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maintain symbolic links [2]. However, studies like those of Barreau [3], Teevan
et al. [4], Bergman et al. [1], or Alvarado et al. [5] have shown that users pre-
fer navigation over searching. The method and software discussed in this paper
therefore focuses on navigation and not search.

Unfortunately, hierarchical folder structures do not scale well [6, 7], suggesting
that alternative navigational structures need to be investigated. Since the 1980s,
numerous research tools for personal information management (PIM) have been
developed, but none of them have made it onto the typical user’s desktop of
today: some reasons for this are described in Voit et al. [8].

This paper describes a new concept for storing and retrieving local files called
TagTree. TagTree takes user-supplied tags and automatically generates and main-
tains a navigational tree (folder) structure of tags. The TagTree concept is imple-
mented in a prototype called tagstore, which serves as a flexible testbed framework.

2 Related Work

WorkspaceMirror [9] introduced unified hierarchies across email folders, web
page bookmarks, and personal document folders, allowing the user to benefit by
reusing the same mental model to navigate through distinct information spaces.

Most research software products introduce some kind of new file browsing in-
terface to the desktop. Interfaces providing spatial cues for orientation within a
users’ information space draw on real-world spatial metaphors. However, Lans-
dale [10] states that: “assertions made about the inherent value of visio-spacial
information represent a simplistic view of human cognition and no guarantee
of good design”. He further remarks that pictures are less well-suited for recall
than for differentiation between items.

Besides the definition of arbitrary attributes per item, the Presto system [11]
allowed users to place documents in collections and workspaces. Presto also
provided dynamic collections based on queries, later introduced in Apple’s Mac
OS X as “smart folders”. In addition to its main interface based on Java Swing,
Presto provided NFS-based shared network folders, which mapped collections
for legacy applications.

With the File Attribute Browser [12], users can navigate files by selecting
properties such as “modified this week”, by selecting certain file types, or by
specifying document sizes.

The Phlat interface presents a desktop search window containing the user’s
email, calendar events, local documents, and web history. The user is able to sort
query results by columns such as title, date, author, email recipient, and so forth.

Feldspar [13] allows users to define relations to search within emails, files,
web history, calendar events, and more. This approach supports the expression
of access criteria such as the first email from a certain person met at a particular
conference last May.

Other research tools provide an overview of user data using a timeline.
Lifestreams [14] presented a visual timeline of every document and email a
user ever send, received, or edited. MyLifeBits [15] provides an advanced in-
terface which tries to combine as much personal information as possible. It even
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includes telephone conversations, radio and television programs, mouse and key-
board events, audio- and video recordings, and periodic screenshots of the desk-
top. The goal of MyLifeBits is to record the whole life of a user and to visualise
all the accumulated data on a single timeline.

PersonalBrain [16] allows the users to link between documents. In contrast to
other mind mapping software products, PersonalBrain is not limited to strictly
hierarchical structures, but items can be linked together in arbitrary ways.

The Haystack project [17] provided a framework to define semantic relations
between objects, more fine-grained than files. The relation structure was kept
separately from its user interface. An interface called Ozone provided navigation
in the object space and users could define collections like in Presto.

Nepomuk [18] attempted to realise a social semantic desktop using the Re-
source Description Framework (RDF). Besides technological challenges, users do
not seem quite ready for semantic technologies. RDF notation requires a radi-
cally new way of thinking and semantic tools like Nepomuk might only become
of general interest in the far future.

There are also some lower-level attempts to provide better user experience
in information access. The idea of a semantic file system was discussed in Gif-
ford et al. [7]. It introduced an NFS-based file system which allowed interactive
search requests to be represented by dynamic folders. The semantic metadata of
files was automatically extracted using format-dependent transducers. This work
was remarkable in its approach, because there was no need for a new interface:
the semantics of the file system and its folder structure were simply extended
with a new concept, from which all existing applications could benefit without
modification.

A more recent attempt to develop a semantic file system like Gifford et al. [7]
is TagFS [19]. Using RDF, TagFS provides a semantic framework which allows
tags to be attached to files within a special file system.

3 Tagging

Files in strict hierarchies of folders are insufficient for modern demands (Seltzer
and Murphy [20], Fertig et al. [21], Shirky [22], Freeman and Gelernter [23]).
The file system is the basic common interface shared by all software products.
Although several projects promote semantic relations like Nepomuk [18], users
are not yet ready to embrace such a radically new concept. However, in the
context of Web 2.0, users have already widely adopted the practice of adding
metadata to information in the form of tags. Studies show that tagging is a
promising approach to handling multiple contexts related to information [7, 22,
24]. Tagging can be considered as a kind of semantic relation, but with only one
fixed predicate “has tag”.

TagTree is a new concept for storing and retrieving files and folders using
a tagging mechanism mapped to the file system hierarchy. Certain folders in
the local folder hierarchy of the user’s computer have alternative semantics
conferred upon them, in a manner similar to Gifford et al. [7]. The TagTree
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Fig. 1. The TagTree concept when storing a file Bob’s ideas about MyProject.txt

concept is implemented in a software framework called tagstore. Instead of pro-
viding a special search interface, TagTree provides an alternative navigational
folder structure based on user-supplied tags.

Since it is mapped to a standard folder hierarchy, TagTree is compatible with
all standard applications, and the user is not confronted with a special naviga-
tional interface.

4 TagTree and tagstore

The concept of TagTree is illustrated in Figure 1. Rather than having to choose
a destination folder within the folder hierarchy, the user stores all new items
(files or folders) in a single folder, the central tagstore storage folder. When a
new item is saved in this folder, a tagging dialog pops up and the user is able to
enter one or more tags related to the item (see Figure 2).

After confirmation, tagstore creates a corresponding TagTree folder hierarchy
in the tagstore navigation folder. The TagTree folder hierarchy consists of one
folder path for each permutation of the tags associated with the item. Within
each folder along each path, a symbolic link is created pointing to the original
item stored in the central tagstore storage folder.

For example, to store a file Bob’s ideas about MyProject.txt in a tagstore, a
user would first put the file into the central tagstore storage folder. In the tagging
dialog, tags such as Bob and MyProject might be given to the file. Henceforth,
the single target file may be found along any one of four possible paths Bob,
MyProject, Bob/MyProject, and MyProject/Bob, as well as directly in the central
tagstore storage folder itself. Figure 3 shows the corresponding, fully expanded
TagTree.
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Fig. 2. The tagstore dialog window. The user has started typing a new tag beginning
with “B”, so tagstore pops open a window showing all previously used tags with that
prefix (here “Bob”)

When the user wants to access the item, it is not necessary to remember
a single strict series of folder names. Navigation can begin using any of the
associations connected with the item. The more tags the user can remember,
the more specific the implicit query becomes, and the fewer items are presented
at that level. The user does not even have to finish navigating the entire path
down to a folder leaf: whenever an item in the current list of matching items is
recognised, it can be accessed directly.

5 The Benefits of tagstore and Tagging

The concept of storing items in TagTrees provides several improvements com-
pared to classical folder hierarchies. Metadata is added by the user during the
storing process, a time when the user has a maximum of contextual information
about the item available. Using a tagging mechanism supports the expression
of a rich variety of metadata. Typical folder structures and item names do not
support a large variety of metadata.

The tagstore implementation supports the user with features such as auto-
matic datestamps. If enabled, datestamps are written as default tags into the
tagline. Similarly, the user is able to define expiry dates for items added to a
tagstore. After an expiry date is reached, the corresponding item is moved au-
tomatically into a special folder called expired items. Users tend to keep files
for a long time and do not delete them, even when they are only for temporary
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Fig. 3. Windows Explorer with the expanded TagTree of the file Bobs ideas about

MyProject.txt tagged with the tags 2011-01, Bob, and MyProject

use [3]. With this feature, users are able to define explicit temporal ranges of
interest for information [25].

Path names and file names mostly reflect a single dimension of contextual
information, such as the document’s title. Tagging offers the possibility to use
multi-dimensional metadata, such as an arbitrary combination of dates, authors,
project, events, and so forth.

6 Limitations of tagstore

The current implementation of tagstore has some technological limits. Items with
many tags result in a large number of folders and links. Current file systems have
a fixed number of possible file or folder entries (inodes) per hard disk partition.
Therefore, a reasonable upper bound of items per tagstore is only a few thousand
items. For testing purposes, this limit should be no problem.

There is an exponential relation between the number of tags of an item and the
number of folders and links that have to be created. This results in a performance
problem when tagging an item with many tags. On conventional hardware, a
reasonable upper bound of tags per item is six. Currently, if a user enters more
than six tags, a warning message appears and disables the Tag button. The
button is re-enabled, when the user reduces the number of tags to six or fewer.
Several studies have shown that the number of tags users assign to items is
generally below six in the vast majority of tagging tasks [26, 27].
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Fig. 4. The tagstore dialog window showing two separate taglines for categorising tags
and describing tags

7 Preliminary Results

A formal experiment (counterbalanced 2×2 repeated measures) was conducted
in January 2011. A total of 18 participants compared storing and then re-finding
files in Windows Explorer using folder hierarchies and with tagstore using tags.

Two task sets were prepared. In the first task set, the participant had to store
thirty files of a general nature into a folder hierarchy also constructed by the
user. In the second task set, the same set of files had to be added to a tagstore
and appropriately tagged. The order of the two task sets was counterbalanced
between two groups of 9 users each. The files consisted of ten PDF text docu-
ments, ten (computer generated) graphics, and ten photographs.

The dependent variables measured were time to file/tag, time to re-find, num-
ber of navigation subtasks to re-find files, depth of folder hierarchy per file, and
the number of tags assigned.

The preliminary results appear to show no statistically significant differences
for filing or re-finding files. The feedback questionnaire showed a statistically
significant (p < 0.05) subjective preference of the users for the tagstore method
over the folder hierarchy: 14 users (77.8%) preferred tagstore and only 4 users
(22.2%) preferred folders. This result is remarkable, since the experiment was
the first time participants had seen tagstore or the TagTree concept and half of
the users had previously never used any form of tagging.

Comments made by the participants suggest that field studies might show
even better acceptance and re-finding performance. Several users suggested that
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Fig. 5. Windows Explorer showing separate TagTrees for categorising tags and describ-
ing tags

using tagstore on their own files (rather than the generic files provided in the
study) might provide even more benefit.

8 Future Work

The TagTree concept and its tagstore implementation are not an exhaustive
solution for information storage and retrieval. As Lansdale [10] states, tools for
information retrieval have to be constantly enhanced and can never be complete.

Further formative usability tests (thinking aloud tests, heuristic evaluations)
are planned to improve the usability of tagstore. Further comparative stud-
ies (formal experiments) will test the effectiveness of controlled vocabularies,
multiple taglines, and tag recommendations. In addition, it is intended to run
longer-term field tests with tagstore, over a period of several weeks or months.
An instrumented version of tagstore will allow log files to be generated and
collected for analysis.

In the current tagging dialog, users are offered suggestions for tags based on
the most recently used and most often used tags. In future, a more sophisticated
recommender system will be used to generate tag suggestions.

Recent studies of social tagging systems [28] shows that tags might be able
to be split up into categorizing tags and describing tags. The current implemen-
tation of tagstore also provides the possibility for multiple taglines to test the
benefits of separate tag categories (Figures 4 and 5).

The problem with homonyms and synonyms of tags is an important issue for
persons using tagging systems. Controlled vocabularies, where users are able to
define their own set of allowed tags, can help to alleviate this problem.
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9 Concluding Remarks

Information re-finding is a crucial part of our daily work. Studies show that
navigation is preferred to search by users. Items located in strict hierarchies of
folders are insufficient for modern demands.

TagTree is introduced as a new method to organize items (files or folders)
for re-finding by navigation. Tags entered by the user generate navigational
folder structures. Within TagTree structures, users are able to re-find items by
association. This method is implemented in a research framework called tagstore.

Using tagstore as a research framework, a wide range of research topics can be
investigated: tag management needs, tag vocabulary and tag taxonomy issues,
the tagging behaviour of users over time, differences between users, and so forth.

It is hoped that the research results emanating from tagstore can lead to
improvements in the user experience concerning personal information storage
and retrieval. To have any widespread impact, though, these results will need to
find their way into user applications, operating systems, and file systems of the
future.
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Abstract. Perception, attention, and memory form the foundation of human 
cognition, and are functions that most people take for granted. However, factors 
such as environment, mood, stress, education, trauma, aging, or disease can im-
pact cognitive function both positively and negatively. For example, working 
memory capacity generally declines somewhat with age, but a particular indi-
vidual’s accumulated knowledge and skills usually remain intact and can con-
tinue to grow. Current methods of monitoring persons for cognitive decline use 
only normative data and do not take individual differences into account. Given 
that early intervention can lessen the impact of cognitive decline, concern that 
current cognitive assessments do not adequately address individual differences, 
and growing technology use by older adults, this paper investigates a more ef-
fective method for monitoring cognitive function using everyday interactions 
with IT. 

Keywords: Keystroke dynamics, Behavioral biometrics, Stress, Cognitive  
decline. 

1 Introduction 

Continued health and independence are key goals for many older adults [41]. Research 
shows that both older adults and their loved ones desire peace of mind regarding cogni-
tive health in aging [41, 44]. Furthermore, patients and medical professionals need tools 
to manage cognitive health and to allow patients to be active participants in care [1, 41]. 
However, mainstream assessments of cognitive function exhibit shortcomings in light of 
these motivating factors. 

The most commonly administered tests for assessing cognitive function typically 
include measures of functional operation such as verbal fluency, working memory, 
attention, and planning [1, 36]. These tools have long been established as valid and 
reliable for discrete testing and for identifying cognitive functioning outside of the 
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normative standards. Nevertheless, there are several drawbacks when it comes to 
continuous monitoring and detecting change. First, the required equipment, personnel, 
and time represent significant investments for assessment practitioners. Second, as-
sessment appointments can be inconvenient for the patient. As a result, assessments 
are administered infrequently and only in reaction to a concern, providing no baseline 
for comparison. Therefore, scores are only compared to normative data, and the re-
sulting conclusions do not take individual differences into account and cannot be used 
to ascertain a change in the individual’s status. In addition, measurements are suffi-
ciently course-grained that the lack of sensitivity makes it difficult to identify subtle 
changes between successive assessments. In light of these shortcomings, the customa-
ry assessments are ill-suited for early detection of changes in function that are due to 
disease. 

While the assessment tools used by the majority of practitioners have not changed 
significantly in the last 30 years, the information technology (IT) landscape has 
changed considerably during that time. According to the Pew Research Center, 83% 
of Americans own mobile phones and 74% use the Internet [46]. Among working 
adults 96% use either the Internet or a mobile phone [37]. Younger generations are 
the leading technology users, but older adults show the highest rates of new Internet 
adoption [29]. The Pew Internet & American Life Project [29, 46] showed that 38% 
of older adults use the Internet, and 74% of Internet users over the age of 64 used 
email. Furthermore, these percentages will soon increase as Baby Boomers [28], who 
have much more computer experience in the workplace than prior generations, begin 
to retire. 

Given that early intervention can lessen the impact of cognitive decline, concern 
that current cognitive assessments can be ineffective, and growing technology use by 
older adults, this research will investigate how attributes of everyday interactions with 
IT can be leveraged to proactively and continuously monitor cognitive function. 

2 Impacts on Cognitive Function 

Models of health and functioning [50, 65] demonstrate that cognitive function can be 
impacted by two categories of issues: health conditions and contextual factors. Health 
conditions are diseases, disorders, and injuries while contextual factors are external 
and internal influences.  

Cognitive functions, including memory and processing, are utilized extensively 
during interactions with Information Technology (IT), as illustrated by the Model 
Human Processor [6]. For that reason, any factor that impacts cognitive function can 
impact performance on tasks involving technology. This section will discuss how 
various factors impact cognition, and how those impacts relate to technology use. 

2.1 Health Conditions 

Health conditions are diseases, disorders, and injuries that may influence a person’s 
functioning. For this research, the focus is on the functional impacts of age-related 
cognitive changes and cognitive impairment. 
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Aging. Normal aging is associated with changes in cognitive, motor, social, emotion-
al, and sensory functions [8]. These changes begin to be most noticeable after about 
age 65 [12, 32, 69]. Although there is a degree of decline that occurs normally with 
age, individual differences in performance are significant, even more so among the 
older adult population than among younger adults [51, 52, 64]. Given the high varia-
bility in performance both between and within individuals, solutions that adapt to 
each person and modify the system response to changes in performance are essential. 

Specific cognitive impacts include declines in information processing capabilities 
and speed, working and episodic memory, attention, and visual search [49, 61], with 
both the degree and rate varying from person to person. However, while working 
memory capacity and processing speed decrease with age, crystallized intelligence or 
knowledge base, stays intact or may even increase [12, 49, 69]. Motor movements 
slow as one ages so execution of manual tasks may take longer, with the possible 
exception of highly practiced tasks [48]. Vision also declines due to changes in visual 
functions such as visual acuity, contrast sensitivity, and near vision [42, 43].  

While these cognitive, motor, and sensory functions are directly involved in IT in-
teractions, social and emotional functions are involved in communication. Changes in 
any of these functions can affect IT performance, especially those interactions involv-
ing spontaneous thinking, information processing, and interpersonal communication, 
such as generating email correspondence. 

Changes in cognitive function associated with aging are illustrated by an update to 
the MHP using data from older adults [25]. Each parameter value in the model was 
estimated using data from studies identified through a literature review. The revised 
model was then validated with additional data from a study of performance on mobile 
phone tasks. Results showed different slowing factors for the cognitive (1.7), percep-
tual (1.8), and motor (2.1) information processing categories. The keystroke-level 
model’s predictions were consistent with the empirical results of the experiment. De-
pending on the specific information processing demands involved in a task, time es-
timates are 20% to 100% longer for older adults than for younger adults. Based on 
this model, a task involving a high number of motor movements will take about twice 
as long for an older adult to perform, while a task with a large number of eye move-
ments relative to motor movements will take only about twenty percent longer. 

These results are consistent with those from standard finger-tapping tests of motor 
movement speed which show that motor speed declines significantly as individuals 
age. Keele [32] cites data from a large study of tapping speed with persons ranging 
from 17 to 81 years of age that showed tapping rates begin to decrease noticeably 
after about age 55. In a variant of the tapping task with participants from age 20 to 70, 
Welford et al. [61] studied movement time between targets and found that speed de-
clined after about age 60. 

Cognitive Impairment. Cognitive impairment is defined as a deficit in cognitive 
faculties. Mild Cognitive Impairment (MCI) is impairment greater than that asso-
ciated with normal aging, but not so severe as to impact routine daily activities, and 
not as advanced as dementia [57]. Persons with MCI can live independently but may 
notice some difficulty recalling names or other words. According to the American 
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College of Physicians [44], the current prevalence of MCI for those over age 70 is 
22%, and 12% of that population convert to dementia each year. Given the high rate 
of conversion from MCI to dementia, more effective techniques for identifying the 
development of MCI or changes in the cognitive status of individuals with MCI that 
may be indicative of the onset of dementia are of particular interest. 

Jimison et al. [27] draw a connection between cognitive impairment and perfor-
mance on a computer game task. They found that variability in scores could discrimi-
nate between participants with and without MCI. Further exploratory studies [26] also 
suggest that variability in keying speed during the login sequence might be useful in 
discrimination between these populations as well, though data and results were not 
published. 

2.2 Contextual Factors 

The World Health Organization defines contextual factors as encompassing external 
environmental factors and internal personal factors. External environmental factors 
include social structures, physical environs, tasks, and equipment features. Internal 
personal factors include such things as gender, age, disposition, coping skills, educa-
tional and professional background, character, and experience. 

External Factors. A variety of features external to a person can impact his or her 
cognitive function. Examples include the activities in which he or she is engaged, the 
tools he or she is using, as well as the physical and social environment in which he or 
she is operating. When these factors compete for cognitive resources [9], cognitive 
function can change, and may result in deficits in concentration, short-term memory, 
fine motor control, reasoning, and verbal performance [10, 16, 35]. The following 
sections discuss the impact of situationally-induced and experimentally-induced  
cognitive stress. 

Situationally-Induced Stress. Perhaps the clearest examples of external factors impact-
ing performance are situationally-induced impairments and disabilities (SIID). SIIDs 
occur when an individual’s capabilities are negatively impacted or rendered inadequate 
by the environment or task [50]. These types of impairments or disabilities are by na-
ture temporary, intermittent, and highly variable. Two general examples are the impact 
of loud music on a student’s ability to process study material, or the impact of multi-
tasking on performance of any particular single activity. For example, every person has 
a unique typing pattern that is sufficiently stable to strengthen security systems, but 
there are inherent pattern fluctuations that have been attributed to situational stress, 
including the task environment [40]. Another example is the decreased performance 
experienced when using a hand-held device while walking [34]. 

Experimentally-Induced Stress. Studies have validated the ability of certain tasks and 
conditions to induce acute psychological stress. These tasks and conditions are used 
extensively in psychological and cardiovascular research. Methods fall into five  
categories [55]:  (1) problem-solving tasks, (2) information-processing tasks, (3)  
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psychomotor tasks, (4) affective conditions, and (5) aversive or painful conditions. 
Methods are selected based on the desired response and other practical and theoretical 
considerations. 

Derakshan and Eysenck [9] review results of several studies and conclude that 
processing efficiency is impaired regardless of whether the distraction is from a cog-
nitive task or external condition. Since each method induces stress that interferes with 
cognitive processing, each method should also impact performance. 

In a study of a text composition task, Vizer et al. [59] found that cognitive stress 
affects linguistic and keystroke attributes of typed text. In this study, psychological 
stress was induced using mental multiplication [2] and 3-back number recall [12] 
tasks. 

Internal Factors. A person’s reactions to stress and other environmental and health 
factors are mediated by individual characteristics. Some features, such as age, educa-
tional and professional background, and experience, are easily measured while others, 
such as disposition, coping skills, and general character, are more abstract. The  
interaction of each individual’s unique characteristics with features of his or her envi-
ronment and health will in turn affect performance on tasks.  

In a review of research on the impact of trait anxiety on task performance, Eysenck 
et al. [13] find that studies show significant differences in task performance between 
persons with high trait anxiety versus those with low trait anxiety. Findings suggest 
that individual differences in trait anxiety affect components of the working memory 
and attentional control in stressful situations, thus impacting performance. 

In addition, Sliwinsky et al. [52] studied individual differences in performance on 
an n-back memory task relative to subjective assessments of daily stress. The study 
found that performance was better on low-stress versus high-stress days, and that 
within-person effects were larger for older adults than for younger adults. 

In the Vizer et al. [59] study of typing performance, accuracy of the data analysis 
improved significantly when individual differences were controlled for through nor-
malization of data per participant. Participant demographics were fairly homogeneous 
with regard to quantifiable variables such as age, experience, and education level, 
however, so dissimilarities might be due to trait factors that were not assessed.  

3 Assessment of Cognitive Function 

Assessment of cognitive function is becoming more important as the population ages 
and lifespan increases, and monitoring of cognitive function is central to the care of 
those with cognitive decline [1]. More frequent and convenient monitoring of the 
status of cognitive function is desirable, but existing solutions rely on methods that 
are inadequate. One critical barrier is that current tests are usually administered in a 
physician’s office or a rehabilitation facility, causing inconvenience for the patient, 
utilizing valuable healthcare resources, and making frequent monitoring unrealistic. 
The following sections describe current methods and research into technologies to 
address the limitations of existing solutions. 
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3.1 Assessment of Cognitive Function Related to Health Conditions 

Cognitive function is usually assessed by health professionals in a medical setting, 
but only when a health condition impacts an individual’s cognition. Established neu-
ropsychological tests are the most common assessment method. Examples of test 
applications in Human-Centered Computing (HCC) are given at the end of the  
discussion.  

Neuropsychological Measures. Traditionally, medical and psychological profession-
als assess cognitive function during office visits or through in-home nursing visits. 
Several methods are well-accepted and widely used [1, 36], including short interviews 
and tests such as the Mini-Mental State Examination (MMSE) [14], the Abbreviated 
Mental Test (AMT) [23], the Mental Status Questionnaire (MSQ) [30], and the Sym-
bol Digit Modalities Test (SDMT) [53], as well as more extensive tests such as the 
Wechsler scales of intelligence and memory [60], the Halstead-Reitan battery [47], 
and the Benton tests [4]. Test results are correlated to cognitive facility and can be 
used to assess cognitive function or diagnose cognitive dysfunction. Depending on the 
purpose of the evaluation, practitioners choose the instrument according to desired 
test domain, resource constraints, availability of normative data, reliability, and  
validity [1]. 

Health Assessment and Human-Centered Computing. Research indicates that 
embedded assessment is desired by older adults and their caretakers, and can prompt 
earlier interventions and treatment, thus improving health outcomes [41]. However, 
most research has focused on monitoring overt indicators such as mobility and very 
little has examined monitoring of cognitive function. While detection of gross motor 
dysfunction is necessary, more studies are needed to assess the subtle signs of cogni-
tive aging and dysfunction. 

Jimison et al. [26, 27] found connections between cognitive impairment and per-
formance on computer tasks. Their first study [27] showed increased variability in 
scores on an instrumented computer game for older adults with MCI, demonstrating 
that interactions with technology might be used to discriminate cognitive function. 
Exploratory studies with keystroke sequences during login [26] suggested that varia-
bility in keystroke timings might also differentiate individuals with MCI from those 
without MCI, though no results were published. 

3.2 Assessment of Cognitive Function in Context 

When contextual factors impact cognition, cognitive function must be assessed in 
context. Common methods for assessing function in context are neurophysiological 
measures, performance measures, and self-report instruments [5]. Examples of the 
successful application of these methods in HCC are given at the end of the section. 

Neurophysiological Measures. Humans exhibit similar outwardly visible signs in 
response to both physical and cognitive stress, but those signs are caused by different 
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physiological changes in the nervous system [10]. During physical stress a sympathet-
ic nervous response is dominant, while an adrenal response is dominant during  
cognitive stress. Although the hormonal response to the two types of stress differs, the 
outward manifestations are very similar [10, 56]. Therefore, it is difficult to attribute 
changes in the readily measured outward signs as coming from one specific type of 
stress or from a combination of both types of stress. An example is “white coat hyper-
tension” [3] where the cognitive stress associated with simply being in a physician’s 
office can lead to changes in blood pressure. In this situation, without measuring 
stress hormone levels immediately, the physician cannot be sure whether an individu-
al’s elevated blood pressure should be attributed to the stress of the office visit, an 
underlying medical condition, or both. 

Physiological measurements are the most common method for detecting changes 
in stress level. Increases in stress hormone levels, heart rate, blood pressure [7], pupil 
dilation, and galvanic skin response [18] can all be used to indicate the presence of 
stress. Healey and Picard [21] leveraged the physiological response to stress, instru-
menting cars to detect driver stress. Analysis of data from a car outfitted with elec-
tromyogram, electrocardiogram, galvanic skin response, and respiration sensors 
achieved a correct recognition rate of 88.6% using an optimal set of features.  

Performance Measures. Performance measures are a means of gauging function 
under stress through overt output on a task. Measures of accuracy, errors, and  
efficiency capture the level of execution in a stress situation. Common methods for 
manipulating stress in a task include varying load, varying speed, or introducing any 
of a number of secondary tasks [17]. 

Many studies have also investigated the effect of stress on work performance  
[18, 38]. Increases, decreases, and no differences in productivity and performance 
have all been observed in the presence of stress. This variation among results may be 
explained by differences in levels of stress, individual differences, and the inverted 
U-shaped stress-performance curve [19]. These differences will cause slight varia-
tions in the width and shape of the curve. For example, some persons might have a 
narrower comfort zone or a lower rate of performance decline. However, the general 
trend is of maximal performance when there is a moderate level of stress with lower 
levels of performance occurring at hypostress and hyperstress. 

Self-report Instruments. Self-report instruments for stress are subjective question-
naires that assess the level of workload, distress, and other indicators. Examples in-
clude the NASA-TLX [20], the Pressure Management Inventory [63], the Dundee 
Stress State Questionnaire [39], and the Job Content Questionnaire [31]. The NASA-
TLX, in particular, has been researched extensively and validated repeatedly. It takes 
very little time to administer, especially the unweighted version, and has proven to be 
robust under diverse administration circumstances. Each of these questionnaires is 
sensitive to the experience of stress, but putting them into practice is outside the nor-
mal routine and requires a time commitment. 
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Assessment in Context and Human-Centered Computing. Affective computing 
considers changes in an individual’s affect, or observable manifestations of  
emotion, to detect stress. Current affective computing research that addresses stress 
assessment includes automatic optical recognition of facial expressions [11], pressure-
sensing mice to detect frustration [45], and automatic speech analysis [66]. Automatic 
optical facial expression recognition currently has an accuracy rate of 68% when clas-
sifying stress versus non-stress conditions [11]. Analysis of pressure applied to a 
computer mouse produces an accuracy of 88% [45], and speech analysis gives a cor-
rect classification rate of 71% when data are collected during tasks that induce mental 
stress [66].  

Physiological measures and affective computing methods are well-studied and 
usually achieve high accuracy rates, but the approaches employed typically measure 
overt and predictable reactions to acute events during the course of the event. The 
assessments can be obtrusive, require supplementary equipment, and are often labor 
or computationally intensive. Keystroke and linguistic analysis of typed text circum-
vents these drawbacks because they examine the text produced by everyday interac-
tions with information technology.  

Keystroke dynamics is the study of how a person types. Typing samples are eva-
luated based on features including keystroke durations, keystroke latencies, input 
rates, and key rates. Statistical methods for analyzing spontaneously generated text 
can discriminate between known users of a system with research in network security 
confirming fluctuations in keystroke pattern due to stress, environment, and change in 
function [40]. These results were subsequently validated by a study from Vizer et al. 
[59] that found that cognitive stress affected keystroke attributes of spontaneously 
typed text. The models showed that some keystroke dynamics features were discrimi-
nators between text samples produced under control conditions and after exposure to 
cognitive stress with machine learning analysis achieving 75% correct classification 
of stress versus non-stress samples. Features used in the machine learning analysis 
included pause metrics, input rates, correction key frequencies, and navigation key 
frequencies. 

Linguistic analyses examine what is typed rather than how it is typed. Features are 
extracted from the text and analyzed for different purposes, including deception de-
tection. Deception detection in text-based computer-mediated communication exploits 
the idea that deception is cognitively stressful [70] to differentiate truthful messages 
from deceptive messages. Text is analyzed for linguistic and paralinguistic cues that 
indicate deceptive intent [68] (Table 1), and messages can be classified as truthful or 
deceitful with a wide range of correct classification rates from 57.4% to 88.5% [15, 
67]. The Vizer et al. [59] study showed that cognitive stress impacted linguistic 
attributes of spontaneously generated text, similar to the impact of stress from  
engaging in deception. Cues such as negativity, content diversity, and lexical  
diversity changed after exposure to cognitive stress induced by psychologically stress-
ful tasks. 
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Table 1. Linguistic cues related to deception detection in computer-mediated communication 
(adapted from [68]) 

Linguistic cues and descriptions As compared to truth tellers, deceivers… 
Quantity – the amount of informa-
tion in text messages 

use more words and sentences 

Word diversity – the ratio of 
unique words  

have lower lexical and content diversity 

Language complexity – average 
sentence length, average word 
length, pausality 

use less complex language 

Expressivity – the frequency of 
adjectives and adverbs 

have greater expressivity 

Non-immediacy – expression to 
disassociate oneself from his/her 
message content 

use fewer self-references and more modal 
verbs 

Informality – typographical error 
ratio  

are more informal 

Cognitive complexity – the ratio 
of cognitive operations 

use words that involve higher cognitive 
complexity 

Affect – positive and negative 
emotions  

produce more positive and negative affect 

Spontaneous correction – ratio of 
immediately corrected messages 

are less likely to spontaneously correct  
errors in messages 

Uncertainty – verbal uncertainty 
indicating the lack of sureness 

are more uncertain in their wording 

3.3 Assessing Change in Cognitive Function 

Assessing change in cognitive function is important in the context of caring for those 
at risk for dementia and other age-associated cognitive decline. Changes are detected 
by administering tests at intervals of several months to a year and comparing results. 
However, it can be difficult to detect the subtle changes that may signal the beginning 
of age- or disease-related cognitive decline because the tests are not sufficiently sensi-
tive, the testing interval is too long, and baseline data are often not available. Another 
consideration is the learning effects that occur when the same assessment is given 
multiple times. Research shows that the learning effect can persist even when assess-
ment administration is separated by years, thus confounding results [24]. Assessments 
employed for detection of cognitive decline must test a range of cognitive domains, 
have adequate age-adjusted normative data, and be standardized, reliable, valid, and 
resistant to learning effects [1]. Though many tests are used for repeated measures of 
cognitive ability, none are expressly developed for detecting change. Rather, they 
have been developed for static assessment of cognitive function and practitioners rely 
on score comparisons to demonstrate change. 

Keystroke dynamics and deception detection research illustrate the possibility of 
employing everyday keyboard interactions for unobtrusive monitoring of cognitive 
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function. Keystroke and linguistic analyses can be applied to keyboard interactions to 
identify important information about the user. Features of timing and language are 
extracted with changes in these features corresponding to changes in cognitive func-
tion due to either contextual or health factors. 

4 Proposed Solution 

Monitoring of cognitive function is central to the care of individuals diagnosed with 
or at risk for cognitive decline, regardless of etiology [1]. The population is aging at 
an unprecedented rate, and the first members of the Baby Boomer generation [28], 
born from 1946 to 1964 [58], are beginning to reach retirement age, and memory 
preservation is a chief concern among older adults [41]. Because early detection of 
cognitive impairment can lead to better outcomes, the need for effective assessment 
becomes more urgent as the population ages. Studies have shown that care providers, 
elders, and medical professionals desire embedded assessment so that changes in 
health can be detected as early as possible to allow for appropriate interventions and 
effective treatment [41].  

The motivating factors mentioned at the beginning of this paper are continued 
health and independence for older adults, peace of mind regarding cognitive health for 
older adults and loved ones [41, 44], and cognitive health management and collabora-
tion tools for patients and medical professionals [1, 41]. In light of these motivating 
factors, the current assessment methods each suffer from one or more shortcomings. 
Examples include that they depend on impact factor, depend on functional domain, 
are obtrusive and inconvenient, require specialized equipment and training, are only 
suited to infrequent administration, are scored against normative data, lack baseline 
data, and are subject to learning effects. A functional monitoring approach using text-
based computer interactions has the potential to address all of these shortcomings as 
well as empower medical professionals and older adults in the management of cogni-
tive health. 

Information technology offers a unique vehicle for assessment since computer and 
technology use is widespread and growing. The Pew Research Center found that 83% 
of Americans own mobile phones and 74% use the Internet [46]. Among working 
adults, 96% use either the Internet, email, or a mobile phone [37]. In addition, inter-
views with older adults and their loved ones found that they were very enthusiastic 
about email, usually checking it daily, and were increasingly using computers and the 
Internet [22]. Recent studies from the Pew Internet & American Life Project [29, 46] 
show that this trend continues with 38% of older adults using the Internet. Between 
2005 and 2009, those aged 70 to 75 years posted the highest rates of new Internet 
adoption. Furthermore, 74% of Internet users over the age of 64 used email, making it 
the most pursued Internet activity for that cohort. These percentages will expand as 
Baby Boomers [28], a generation of about 80 million persons [58], begin to retire. 
This generation has much more computer experience than prior generations, primarily 
due to their exposure to information technology in the workplace. 
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The preceding discussion outlined the need for more sensitive, convenient, and 
frequent assessments to monitor cognitive status. Cognitive impairment causes 
changes in cognitive function, including deficits in concentration, short-term memory, 
fine motor control, reasoning, and verbal performance [10, 16, 35]. Each of these 
functions is utilized during interactions with IT, as illustrated by the Model Human 
Processor [6]. Previous research supports this link between changes in cognitive  
function and changes in IT interactions [59]. Insights from keystroke dynamics and 
deception detection research illustrate the possibility of leveraging everyday keyboard 
interactions for unobtrusive monitoring of cognitive function. Over time, changes in 
salient keystroke and linguistic features could indicate changes in cognitive function 
due to contextual or health factors.  

In an exploratory study of this concept, Vizer et al. [59] confirmed a link between 
the presence of cognitive stress and changes in features of spontaneously typed text. 
The research found that cognitive stress affects both linguistic and keystroke 
attributes of the text and that models can be improved significantly when individual 
differences are controlled for through normalization of data per participant. In addi-
tion, analysis established that certain keystroke dynamics and linguistics features were 
promising discriminators between text samples produced under control conditions and 
after exposure to cognitive stress. 

4.1 Research Questions 

It is expected that cognitive stress and cognitive impairment will induce changes in 
timing, keystroke, and linguistic patterns. A set of timing, keystroke, and linguistic 
features will be adopted from keystroke dynamics and deception-detection research 
[59, 68] for study. The following research questions stem from gaps in the literature 
on cognitive assessment and human-centered computing solutions.  

1. Can typing samples be classified as being produced 
(a) under stress vs. no-stress conditions?  
(b) by young adults vs. older adults? 
(c) by older adults with vs. without cognitive impairment? 

2. What keystroke and linguistic features differ between  
(d) stress and no-stress conditions? 
(e) young adults and older adults? 
(f) older adults with and without cognitive impairment?  

3. Do cognitive stress and cognitive impairment lead to changes in the same or dif-
ferent features? 

4.2 Analysis 

Text samples can be analyzed to establish models of keystroke and linguistic features 
drawn from the literature. The classification models would form the basis for answer-
ing the research questions. After each typing sample, participants will complete the 
NASA-TLX to assess task workload. For comparisons across individuals, keystroke 
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and linguistic features and NASA-TLX scores from the control and experimental 
samples will be normalized to z-scores using means and standard deviations calcu-
lated per feature or score from the baseline samples. Logistic regression can be used 
to build and test models for discriminating between classes of samples including 
classification of stress versus no-stress samples, and classification of samples from 
individuals with and without cognitive impairment (Fig. 1).  
 

 

 

 

 

 

 

 

 

Fig. 1. Data analysis plan for groups 

This same process can also be used to build and test models to discriminate be-
tween stress and no-stress samples for individual participants (Fig. 2). For compari-
sons within the data from each individual participating in the extended protocol,  
features do not need to be normalized since each participant is his or her own control. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Data analysis plan for individuals 

5 Discussion 

This research will result in a better understanding of how changes in cognitive func-
tion affect interactions with technology and can lead to a method for improved moni-
toring of cognitive function. The examination of text samples with a focus on both 
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cognitive stress and cognitive impairment facilitates understanding of the specific 
keystroke and linguistic features valuable in discriminating cognitive stress and cog-
nitive impairment from normal function. Investigation of changes per person enables 
further insight into individual differences in responses to cognitive stress and cogni-
tive decline. The proposed solution has the potential to: 

1. unobtrusively gather data about function, regardless of the type of impact factor;  
2. facilitate the gathering of baseline data;  
3. capture data continuously over a length of time;  
4. leverage behaviors in which the individual is already engaged;  
5. avoid learning effects; 
6. use readily available equipment;  
7. automatically adjust to the unique characteristics of each individual; and 
8. allow for early detection of changes. 

In addition to cognitive decline, a degree of physical decline occurs in normal aging 
[54]. To mitigate against physical decline having an undue effect on the data analysis, 
scores will be normalized per individual and NASA-TLX scores of physical effort 
will be analyzed as a covariate. While this approach does not completely remove the 
effect from physical decline, it reduces the influence on an individual basis. We be-
lieve this will result in more robust models since the analysis incorporates variation 
that is consequent to normal physical decline in aging. Furthermore, there is evidence 
that decline in motor function is concomitant with and a significant feature of cogni-
tive decline [33]. This suggests that rather than attempting to separate the two types of 
decline, a comprehensive analysis must consider them together. 

Privacy is also an issue to older adults concerned with the intrusiveness and loss of 
control that can be associated with a monitoring system. However, research suggests 
that older adults are willing to trade some privacy for systems that ensure safety and 
foster greater independence [62]. In light of these concerns, it is important to consider 
data utility, analysis, and control in any monitoring system. We believe that our ap-
proach would be acceptable to older adults because it offers high utility, objective 
computerized data analysis, and could be tailored to each individual’s preferences for 
the control of raw data and generation of alerts. This approach is high utility because 
it has the potential to detect the early signs of cognitive decline, a vital facet of effec-
tive memory care that is also notoriously difficult to accomplish [62]. Second, the 
objective computerized analysis method examines aggregate features of the text and 
does not need to retain the text after features are extracted. This reduces the intrusive 
nature of monitoring. Last, users could choose how and what data is retained as well 
as to whom alerts are directed. Users might wish to retain text for later use or prefer to 
retain only the extracted features and end analysis. If the analysis reveals an issue that 
should be communicated, users might also choose to whom that information is di-
rected, such as to a loved one or a medical professional, and whether that choice is 
based on the suspected issue. Each of these considerations is critical in empowering 
healthcare consumers to be active participants in their own care. 
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6 Conclusion 

Given the relationship between cognitive processes needed to use technology and 
those impacted by cognitive impairment and stress, this research will explore keys-
troke and linguistic attributes of spontaneously typed text as a possible approach for 
monitoring cognitive changes. This approach has several advantages over traditional 
methods of monitoring cognitive function because it is unobtrusive and gathers base-
line data for comparison and diagnosis as well as continuous data for day-to-day 
monitoring. This study will form the basis for longer-term studies of change in cogni-
tive function over time, culminating in an unobtrusive method for cognitive monitor-
ing that leverages everyday computer interactions. 
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Abstract. During a two-day objective structured clinical examination (OSCE), 
we compared two types of checklists for student performance ratings: paper & 
pencil vs. digital checklists on iPads. Several subjective and objective measures 
from 10 examiners were collected and computed. Data showed that digital 
checklists were perceived as significantly more usable and less exertive and 
were also preferred in overall ratings. Assessments completed with digital 
checklists were found to have no missing items while assessments completed 
with paper checklists contained more than 8 blank items on average. Finally, 
checklist type did not influence assessment scores even though when using 
digital checklists more item-choice changes were produced. 

Keywords: electronic assessments, OSCE, iPad, checklists, data quality, effort, 
perceived usability, preference. 

1 Introduction 

In 1975 Harden and his colleagues introduced the Objective Structured Clinical 
Examination (OSCE) at which medical students rotate around a series of stations in 
the hospital ward (Fig. 1) [1]. At these stations, the candidates are asked to perform a 
procedure with a standardized patient (e.g. perform an anamnesis) or with an 
anatomical model (e.g. clinical examination). The student’s performance is observed 
and scored by an examiner using a standardized checklist. Hence, the students’ final 
scores are usually calculated based on the score sheets handed in by every examiner. 
Since all students are assessed based on identical content by the same examiners using 
predetermined guidelines, OSCE can be an objective, valid and reliable method of 
assessment [1-3]. Today OSCE is an established tool in the repertoire of clinical 
assessment methods in many medical schools around the world [2].  
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Fig. 1. OSCE consists of a circuit of stations usually manned with an examiner and a 
standardized patient. Students move from station to station, where they perform medical 
procedures.  

The main drawback of OSCE is “the increased preparation required” ([1], p. 451): 
case-based tasks and the according checklists must be created (iteratively), 
standardized patients and examiners must be acquired, selected and carefully trained, 
students must be randomly assigned into rotation groups, and so on. Furthermore, 
carrying out the exam is time and resource consuming. The packed schedule requires 
the examiners’ full attention and time, during which they are missing at the clinic. 
Additionally, the process of extracting the examiners evaluations is very time 
consuming: up to 60% of the paper checklists must be manually verified in order to 
ensure the assessments contain no missing data. Then they have to be transformed 
into digital representations by scanning the paper checklists. This error-prone 
transformation from paper-based information to digital data is the standard procedure 
used today. Summing up: OSCE is a time and resource-intensive form of examination 
(e.g. [2], [4]).  

This unsatisfactory process has motivated us to start a project titled Electronic 
Registration of Objective Structured Clinical Examination (e-OSCE) which aims for a 
more efficient and entirely digital preparation, execution and analysis process of 
OSCEs (Fig. 2) [5], [6]. 
 

OSCE Examination Mangement: Current Process (Media Break)

OSCE Examination Mangement: Optimized Process (No Media Break)
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Fig. 2. The project e-OSCE aims for an optimization of the preparation and analysis process 
and for a facilitation of scoring the candidates’ performances by introducing digital checklists 
running on iPads 
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Our literature research revealed that a few previous attempts to perform OSCE 
evaluations digitally exist [7-9]. These projects were promising with regard to 
effectiveness, efficiency, and user satisfaction. However, none of the investigated 
systems have been established as tools for real exams so far, as these projects applied 
devices that are outdated (i.e. PDAs) by today’s standards. The current generation of 
tablet PCs is thin, light and cheap. This convinced us that it was worthwhile to revisit 
this challenge in our project. The project went through several stages. The first stage 
included the development of an exam client interface for Apple iPhones. Our usability 
tests and in-depth interviews soon revealed that the display size was too small for the 
intended content. The second stage addressed this issue by developing a Windows 
tablet PC client. First experiences in a field test showed that this hardware form factor 
was better suited to displaying the medical checklists. However, the power 
consumption of the available hardware at that time (2010) was insufficient and the 
test subjects deemed the devices too uncomfortable (due to weight and heat emission) 
to use for the intended time period. Hence in the third and current stage of the e-
OSCE project we switched to Apple iPads as client devices. We developed an exam 
client named OSCE-Eval, a JAVA based server component for delivery and reception 
of examination data and a web-based exam management component. All of these 
components have been undergoing various laboratory and field tests [10]. 

Besides the technical maturity of the system concerning stability, speed and 
security, several subjective and objective characteristics of the client application are a 
major focus of the user tests mentioned above. Due to the examiners high cognitive 
load during the exam and the long examination time, the system has to be usable with 
minimal effort and has to support the user throughout the examination process. 
Furthermore, a major focus of the project is to improve the unsatisfactory data quality 
of the paper-based evaluations. Hence, the digital checklists have to reduce or 
eliminate input errors by preventing missing, unreadable or ambiguous data input. 
Since the change from paper checklists to a digital evaluation process is challenging 
for the OSCE examiners, we are interested in how well they accept the new system in 
comparison to the paper version. 

In the following chapters we present the results of our study investigating 
subjective and objective characteristics of OSCE-Eval in comparison to paper-based 
checklists. This study was conducted during a real OSCE. 

2 Hypotheses 

As previously stated, the usability of OSCE-Eval is crucial for two reasons: to 
validate that the examiners are able to adequately operate the application and to 
minimize the induced cognitive load for examiners. Compared to the existing paper 
and pencil checklists (PCL), OSCE-Eval offers more guidance and support through 
on-screen messages, time tracking with audio-visual feedback, graphical accentuation 
of blank items, indication of already processed and prospective forms, etc. (for an 
overview of the features, see [10]). Moreover, the application is built for touch screen 
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devices (i.e. Apple iPads) that are “the most natural of all input devices” ([11], p. 387; 
see also [12]). In other words, touch screens are intuitive, but PCLs are self-
explanatory instruments, too. We consider the benefits associated with OSCE-Eval to 
outperform PCL in respect to perceived usability. This leads us to our first hypothesis 
(H1).  

H1: Compared to PCL the perceived usability of OSCE-Eval is more satisfying 

The examiners’ tasks result in a high mental effort during an OSCE day: they 
consistently observe and evaluate students’ performances and therefore need to be 
attentive for longer time spans. Consequently, it is important to assist them as much 
as possible in order to keep them focused. The evaluation of a student’s performance 
during an OSCE is similar to a repetitive non-sequential selection task. This is 
because candidates usually do not adhere to diagnosing in the same order as the 
checklist would indicate. OSCE-PCLs used at the medical faculty of the University of 
Bern are typically between two to four pages long. Thus finding the right item is a 
search task that regularly involves turning pages (PCL) or scrolling (OSCE-Eval). In 
this context, scrolling seems to be more convenient, because one doesn’t have to 
search through a stack of several pages. Moreover, OSCE-Eval uses popovers (also 
known as callouts; see Fig. 3) to represent the available choices for each checklist 
item (e.g. yes, partial and no). When performing non-sequential selection tasks, 
popovers have been found to deliver better performance and evoke more user-
confidence compared to using inline radio buttons in electronic forms [13]. Obviously 
popovers can’t be used in PCLs, leaving a checkmark design as the only alternative. 
Therefore scrolling and the use of popovers are unique to OSCE-Eval and could result 
in lower mental effort. On the other hand, computer anxiety could be evoked when 
using OSCE-Eval. Computer anxiety increases stress during the usage of digital 
devices, e.g. [14-15]. However, following [16] we expect iPad devices to be inviting 
(playful) tools for the examiners and thus decrease the likeliness of computer anxiety 
to occur. For this reason we postulate that the examiners will experience less mental 
effort by using OSCE-Eval.  

H2: The experienced mental effort is lower when using OSCE-Eval than when using 
PCL 

In regard to data quality, missing data (i.e. blank items) are unlikely when using 
OSCE-Eval. This is because the system enables the use of input validation and visual 
feedback for unprocessed checklist items. Of course, with PCL this level of support is 
not possible. This leads us to our third hypothesis (H3). 

H3: Using OSCE-Eval results in less missing data than by using PCL 

The evaluation process must not be influenced by checklist type (objectivity). Despite 
both checklist types consisting of the identical set of items, we expect the checklist 
type to have an impact on scoring results. The reason for this is that the systems 
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obviously feel different and therefore could influence the examiners’ scoring behavior 
(see H4). 

H4: Evaluation results differ between checklist types. 

Finally, we are interested in which checklist type (OSCE-Eval vs. PCL) will be 
preferred by the end-user (i.e. the examiners). We postulate that examiners either 
prefer OSCE-Eval or PCL (see H5).  

H5: Preference of the two checklist types is different. 

3 Method 

3.1 Sample and Design  

Participants were 10 physicians (2 women) from the medical faculty of the University 
of Bern acting as examiners in a two-day OSCE (5 participants per examination day). 
The examiners’ age ranged between 34 and 50 years. The mean age was 40.20 years 
(SD = 5.87). All examiners were fluent in German.  

To test our hypotheses, we conducted a within-subject study with the factor 
“checklist type” comprised of two levels: (1) OSCE-Eval (running on iPad) and (2) 
paper and pencil checklist (PCL). In order to avoid a sequence effect, we 
counterbalanced the checklist type order (see Procedure). Overall, the examiners 
executed a total of 240 evaluations. 

3.2 Material 

The checklists used in this study consisted of 36 items that had been used in previous 
OSCEs. Both checklist types featured the same items in the same order according to 
the same evaluation dimensions: anamnesis (15 items), exploration (10 items), 
diagnosis (5 items), communication (5 items), and overall impression (1 item). The 
checklist items were typeset in Helvetica 9 pt. for PCL (printed at 300 dpi) and 
Helvetica 13 pt. for OSCE-Eval (using a 132 ppi screen). The PCL was a total of 
three pages long and the choices available were presented by the use of multiple 
checkbox lists (Fig. 3). Depending on the iPad’s orientation, OSCE-Eval displayed 
either 789 characters (portrait) or 607 characters (landscape) on screen. The available 
choices per item were presented using popovers (Fig. 3). All examiners operated 
OSCE-Eval on identical first generation Apple iPad (2010) devices. 

To familiarize the examiners with the usage of OSCE-Eval (see Procedure) we 
prepared a 12 minutes introductory video. The video is available online at [10] (in 
German). Since we needed training material on how to cope with the checklists, we 
also filmed two 5 minutes videos showing either a “bad” or a “good” performance of 
a student (played by an actor).  
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Fig. 3. Schematic comparison of checklist types: PCL uses a checkbox design (top) and OSCE-
Eval uses a popover design (bottom). The items were identical for OSCE-Eval and PCL. 

3.3 Measurements 

Subjective Usability. To test which checklist type was perceived to be more usable 
(see H1), the examiners were presented with an adapted version of the Post-Study 
System Usability Questionnaire (PSSUQ) [17]. The original PSSUQ is a 19-item 
instrument for assessing user satisfaction with system usability. The reliability of its 
overall scale has been found to be excellent (Cronbach’s Alpha = .97) [17]. 

We selected a subset of 16 PSSUQ items suitable for both OSCE-Eval and PCL 
and translated them into German. All items were 7-point Likert scales ranging from 1 
= strongly disagree to 7 = strongly agree. An example for one of the items is Overall, 
I am satisfied with how easy it is to use OSCE-Eval [PCL]. 

Experienced Mental Effort. To test how intensely the examiners experienced the 
effort of their task (observing and evaluating candidates’ performances) (see H2), we 
used the German version of the Rating Scale Mental Effort (RSME) [18]. The 
German RSME is an analogous 220 mm long one-item graphic scale anchored at its 
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end points with the values 0 and 220. Between the end points 7 written terms were 
displayed additionally in order to enrich the scale semantically. The terms ranged 
from barely exertive for 20 and extremely exertive for 205. Examiners were asked to 
do the following: Please specify how exertive your task (observing and evaluating) 
was by marking a point on the continuum with a cross. We evaluated the examiners 
input by measuring the cross’ offset distance in millimeters from 0 by using a ruler. 
According to [19] “The Rating Scale Mental Effort proved to be a reliable and valid 
instrument measuring psychological costs” (p. 139). 

Missing Data. To test which checklist type contained less missing data (see H3), we 
manually counted unanswered evaluation items for PCL and entered the results into 
SPSS. For OSCE-Eval, before transposing data to SPSS, we queried the application’s 
database for unanswered questions. To do that, the test software recorded every one of 
the examiners’ choices and stored them locally inside a database. 

Scoring Results. To test if the checklist type influenced scoring results (see H4), we 
analyzed the scores of 5 of the checklist items used in the forms. All of these items 
were global scales of the evaluation dimensions anamnesis, exploration, diagnosis, 
communication, and overall impression. All 5 items were 5-point rating scales 
ranging from 1 = very bad to 5 = very good.  

In order to compare data from both checklist types, we scanned the PCLs. From the 
resulting Microsoft Excel file we then computed the mean scores for all 5 global 
ratings per examiner and entered them into SPSS. OSCE-Eval stored all of the 
examiners’ choices in XML files for each candidate. To extract the mean ratings from 
OSCE-Eval, it was necessary to parse the XML forms and sort them by examiner. A 
script was developed for this purpose.  

Preference Ratings. After using both OSCE-Eval and PCL, examiners were asked 
with which checklist type they would prefer to work in the future (see H5). The 
choices for this question were either OSCE-Eval or paper and pencil checklist. 

Subjects. During the examiners’ training session, that took place two days before the 
exam (see Procedure), we handed out a questionnaire. It contained questions 
regarding their gender, age and handedness as well as their experience with iPads, 
iPhones, and touch screens in general. We also wanted to know if they had prior 
experience as OSCE examiners (all 7-point rating scales from 1 = not experienced at 
all to 7 = very experienced). Finally, we were interested in how comprehensible and 
effective the instruction video demonstrating the usage of OSCE-Eval was: (1) The 
training video is comprehensible and (2) I think I am able to use OSCE-Eval without 
problems because of the training video. Both items were 7-point Likert scales from 1 
= strongly disagree to 7 = strongly agree. 
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3.4 Procedure  

OSCE Training. Two days before the examination was conducted, all 10 examiners 
were introduced to their tasks by communicating the aims, procedures and rules of 
OSCE. Then the examiners were given a sample paper and pencil checklist consisting 
of 5 items from the evaluation dimension communication. The investigator made sure 
that every examiner understood the scope of each item. Then examiners watched the 
video of a student performing badly at an examination station and had to evaluate that 
student’s performance by rating the 5 items on their checklist. This was followed by a 
public discussion moderated by the investigator. The discussion finished when the 
examiners reached a consensual evaluation result. A similar private evaluation and 
validating discussion followed after the second video was shown. This time it showed 
the student performing well.  

After this introduction the examiners watched the 12 minutes OSCE-Eval training 
video. We then handed out the questionnaire to collect data regarding the examiners 
demographics, ICT and OSCE experience, and their perception of the training video. 
After all examiners had completed their questionnaires, we answered open questions 
about the usage OSCE-Eval. Once the examiners felt reasonably comfortable two 
hands-on trainings took place in two different rooms. Half of the sample (n = 5) 
operated OSCE-Eval while observing a re-enacted scene played by two actors, one in 
the student’s and the other in the patient’s role. The scene was based on a cased-based 
example matching the items of the form. The other half of the sample used PCL while 
observing a comparable re-enacted scene. After finishing the evaluation using either 
OSCE-Eval or PCL the two groups changed checklist type and completed the same 
tasks with a comparable scene. 

Finally, the examiners were informed about the dates of the their OSCE and the 
type of checklist they will be using first during the examination. 

OSCE Examination. The examination spanned two days, with the procedure on 
either day being identical: 30 minutes prior to the start of the examination 5 
examiners were seated at their stations. They were introduced to the standardized 
patient acting out a patient case. Then we handed out either an iPad running OSCE-
Eval or the PCL. Each examiner started evaluating the performance of 12 candidates 
by using either checklist type. Subsequent to the evaluation of 12 students examiners 
completed the questionnaires on usability satisfaction and mental effort. After lunch 
we exchanged the checklist type so the accordant examiners evaluated another 12 
students by using the opposed system (see Table 1). Then they filled out the 
questionnaires on usability satisfaction and mental effort for the second time. 
Additionally, the examiners had to state whether they would prefer OSCE-Eval or 
PCL as an instrument in further evaluations.  

Each evaluation lasted for 15 minutes including a 2-minute break to allow for the 
students changing stations and for examiners to complete the evaluation. The schedule 
was structured into different rotations, each consisting of 4 evaluations. After each 
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Table 1. Schedule for examiners either starting with the OSCE-Eval application or the PCL  

Day of run Examiner (ID) Checklist type used  
for first 12 evaluations 

Checklist type used  
for last 12 evaluations 

1 1 OSCE-Eval PCL 
1 2 PCL OSCE-Eval 
1 3 OSCE-Eval PCL 
1 4 PCL OSCE-Eval 
1 5 OSCE-Eval PCL 
2 6 PCL OSCE-Eval 
2 7 OSCE-Eval PCL 
2 8 PCL OSCE-Eval 
2 9 OSCE-Eval PCL 
2 10 PCL OSCE-Eval 

 
rotation the examiners were granted a 15-minute break. After the first 3 rotations, the 
examiners had a 30-minute lunch break. After lunch the checklist type was interchanged 
and the exam continued for another 3 rotations. In total, an examination day spanned 
approximately 8 hours, including the time for answering the questionnaires. 

4 Results 

All examiners were either right-handed or ambidextrous. Before participating in the 
study, examiners had little experience using iPads. In fact they were more 
experienced using iPhones and other touch screen-based devices (see Table 2). 
Furthermore, most participants were novices in regard to acting as examiners within 
an OSCE (Table 2). The OSCE-Eval instruction video was perceived as 
comprehensible and effective (Table 2). 

Table 2. Overview of the examiners’ ICT experience, OSCE experience and OSCE-Eval 
training video evaluation  

Variable N Min Max M SD Mode Mdn 

iPad usage experience i 10 1 7 3.00 2.36 1 2 
iPhone usage experience i 10 1 7 5.20 2.39 7 6 
Touch-screen usage experience i 10 4 7 5.80 1.14 5; 7 5.5 
OSCE-examiner experience i 10 1 7 2.50 2.17 1 1 
Comprehensibility of training video ii 10 4 7 6.30 .95 7 6.5 
Ability to use OSCE-Eval due to video ii 10 3 7 5.40 1.43 7 5.5 

i Scale from 1 = not experienced at all to 7 = totally experienced. 
ii Scale from 1 = strongly disagree to 7 = strongly agree. 
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To test our first 4 hypotheses, we computed Wilcoxon tests for paired samples (the 
non-parametric equivalent of the paired samples t-test).  

The satisfaction with system usability (overall scale) was higher for OSCE-Eval 
(M = 6.36, SD = .54) than for PCL (M = 5.60, SD = .88). This difference is 
statistically significant (z = -1.94, p(1-tailed) = .027). Therefore, we accept our first 
hypothesis (H1). The experienced mental effort was lower using OSCE-Eval (M = 
71.30, SD = 32.96) than using PCL (M = 89.20, SD = 38.85). This difference is 
significant (z = -1.84, p(1-tailed) = .033) and the reason why we also accept our second 
hypothesis (H2). As expected, when using OSCE-Eval, examiners did not miss to fill 
in any data (i.e. blank items). In contrast, examiners left open between 1 and 27 blank 
items (M = 8.40, SD = 7.58) by using PCL. Wilcoxon test statistics showed that this 
distinction is highly significant (z = -2.81, p(1-tailed) = .0025). We consequently accept 
our third hypothesis (H3). Data further showed that evaluation results did not 
significantly differ between checklist types for any of the 5 evaluation dimensions 
(Table 3). Thus, we reject our fourth hypothesis (H4). 

Table 3. Comparison of scoring results 

Score dimension N  M1 (SD1) 
i M2 (SD2) 

ii SS+ SS- Z P(2-tailed) 

Anamnesis 10 3.52 (.23) 3.45 (.53) 31 24 -.357 .721 
Exploration 10 3.41 (.33) 3.30 (.35) 39 16 -1.173 .241 
Diagnosis 10 3.87 (.40) 4.02 (.45) 13 42 -1.480 .139 
Communication 10 3.95 (.31) 3.96 (.37) 24 21 -.178 .859 
Overall impression 10 3.67 (.27) 3.61 (.48) 24 21 -.178 .859 

i Parameters M1 and SD1 based on scores transmitted by operating OSCE-Eval. 
ii Parameters M2 and SD2 based on scores transmitted by operating PCL. 

 
In order to test which checklist type was preferred by the examiners (see H5) we 

conducted a Chi-square test. Our data shows that 8 examiners (out of 10) preferred 
OSCE-Eval as an evaluation instrument. 1 examiner abstained from voting and 1 
preferred using PCL. Consequently, the number of observations per cell significantly 
differs from the expected number per cell (Chi2(1, N = 9) = 5.44, p = .02). For this 
reason we accept our fifth and final hypothesis. 

5 Discussion 

In this study, we investigated whether commonly used paper and pencil checklists 
(PCL) or item-identical digital checklists running on Apple iPads (OSCE-Eval) are 
the more suitable instrument when applied within the medical assessment framework 
Objective Structured Clinical Examination (OSCE).  

Our comparative study provides the following five results regarding our initial 
hypotheses. First, the experienced usability differed between checklist types. In 
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particular, examiners perceived the usability of OSCE-Eval as to be significantly 
more satisfying compared to PCL. Second, the usage of OSCE-Eval decreased the 
examiners’ perceived mental effort significantly in comparison with the usage of 
PCL. Third, examiners did not leave any blank items when using OSCE-Eval. In 
contrast, when using PCL examiners sometimes failed to provide an input for every 
checklist item. This difference is strongly significant. Fourth, checklist types did not 
have an impact on scoring results (H4 rejected) why we assume OSCE-Eval to be a 
non-distracting evaluation instrument. Fifth, a statistically significant difference in the 
examiners’ preference benefitting OSCE-Eval was found.  

Examiners justified their clear preference by underlining the simplicity of the touch 
screen, the ability to observe performances from multiple views by walking around 
the station while using the iPad for scoring, and the provided support and feedback 
associated with OSCE-Eval (e.g. highlighting blank items). Examiners also 
mentioned that when using OSCE-Eval, it is easier to correct previously processed 
checklist items simply by tapping the accordant item again and then selecting another 
choice. When using PCL, already processed items must be crossed out before ticking 
off another choice, so corrections are more tedious. In this respect, we also extracted 
data from log files as well as from the paper forms and found that there was a 
significantly higher occurrence of evaluation changes when examiners used OSCE-
Eval (M = 35.80, SD = 17.68) as when they worked with PCL (M = 9.50, SD = 5.52) 
(z = -2.703, p(2-tailed) = .007). Apparently examiners were more conservative selecting 
choices when using PCL. We assume the higher effort in modifying an answer and 
the limited number of changes (before the form becomes unreadable) are possibly 
attributable to this. 

The limitation of the present study is its small sample size (N = 10). As already 
pointed out, OSCE is a costly form of examination for medical faculties. That is why 
we were not able to invite more physicians joining as examiners. However, we see 
these preliminary results as promising, which is why we intend to replicate the present 
study in a bigger exam with more subjects. 

In conclusion, the digital checklist type OSCE-Eval running on iPad outperformed 
the commonly used paper and pencil checklist in respect to all subjective dimensions 
surveyed in this study, i.e. subjective usability, experienced effort and preference. 
Further, when examiners used OSCE-Eval, the data quality was much better than 
when using the paper version of the form (i.e. no blank items). Finally, OSCE-Eval 
did not influence examiners’ scoring behavior. Thus we regard this type of checklist 
as a non-distracting evaluation instrument. Based on the results of this study we are 
looking forward to apply OSCE-Eval to productive OSCEs in the near future and are 
exited to expand our findings. 
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Abstract. Medical Technology is one of the rising branches of technology 
development within the last decades. Especially device miniaturization is 
enormously progressing what makes implantable technology to a promising 
approach for the future. Especially in times of the demographic change 
implantable medical technology could play its part in the delivery of healthcare 
services, supporting an independent and mobile aging. From a technical point of 
view, implants are far-developed and will enter the market in the next years. 
From a human factors’ point of view, there is a considerable lack of acceptance-
related knowledge and understanding of perceived benefits and barriers across a 
diverse population. Using a qualitative approach, this study gains insights into 
public perceptions of implantable medical technology, the level of information 
revealing misconceptions and basic fears. It thus explores cognitive and 
affective factors that form the acceptance of implantable medical technology. 
Results allow the identification of information and technical communication 
deficits in order to derive a sensitive information and communication policy. 

Keywords: Public perception, Acceptance, Implants, Medical Technology.  

1 Introduction 

Medical Technology is one of the rising technology branches within the last decades. 
Miniaturization of technology enables new implants, like for example medical stents, 
that can be positioned deeper and more precisely into sensitive body areas, as into the 
brain, ears, eyes, or just into small blood vessels, with a broad application field. The 
stents may take over different functions within medical treatment and care, as e.g. 
drug delivery [1], monitoring reasons [2] [3] or medical information storage [4]. 
Beyond medical stents, there are other implantable medical devices, as e.g. 
pacemaker, cochlear implant or deep brain stimulation, which are used in the medical 
sector since a few years and are thus fairly known in the public. 

The progress in medical invasive technology opens up a large space between 
different poles, ranging from new possibilities to keep ill patients independently 
living (new technological innovation), keeping people alive which would have died 
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otherwise (medical necessity) up to overstepping personal, physical and private limits. 
So far, innovations in this sector are predominately driven by technical, medical and 
legal aspects as well as the necessity of medical treatment and care. On the contrary, 
the human factor and the prevailing extent of acceptance or aloofness towards new 
medical technology fall short. The same applies for the underdeveloped public 
awareness that any technical innovation is exigently needed, especially in this 
sensitive field that breaks – be it necessary or not – into persons’ intimate spaces. 

The discussion about the importance of users’ attitude towards and acceptance of 
new medical products is slowly influencing mainstream acceptance studies in 
different contexts [5] [6]. So far we learned that - opposite to Information and 
Communication Technologies [ICT] - which are mostly perceived as useful - the 
acceptance of medical technology is much more complex and strongly affected by 
health status, age, gender roles, culture, personal living conditions or care situation [7] 
[8] [5]. Especially in situations of health threats, acceptance patterns might change 
and common acceptance habits are losing their validity. From a psychological point of 
view it is decisive that acceptance follows users’ knowledge about technology, what 
they think technology offers them or in which way a new technology may hinder or 
restrain them. Thus, cognitions and mental models of technology as well as 
assumptions about consequences of technology and accompanied risks form 
acceptance patterns.   

This study aims to uncover cognitions, public opinions and mental models of 
invasive medical technology. Using qualitative methods, we wanted to find out what 
“average” users expect from implantable technologies. Learning the impact of 
different technology types, that are known to a different extent in the public, 
perceptions, perceived benefits and fears of four implantable medical devices were 
gathered and possible influence of individual factors on attitudes were analyzed.  

1.1 Implantable Medical Technologies 

Medical technologies in general, and implantable devices in particular show a great 
variety regarding application fields and device types, ranging from chips in the 
context of electronic patient records to be placed directly under the skin, up to devices 
implantable into hearts or brains. Due to device miniaturization, most of the surgeries 
are accomplished minimal-invasive. Figure 1 illustrates the selection of implants that 
are under study in this research. 

Pacemaker: The first pacemaker was implanted in 1958 [9]. Its transvenous 
implementation was first introduced in 1968. Since pacemakers are established for 
more than 50 years now, pacemakers are widely known. Pacemakers consist of two 
main parts: A subcutaneous implantable device (Fig. 1.1: http://www.pflegewiki. 
de/wiki/Herzschrittmacher), equipped with an aggregate with two electrodes (dual 
chamber pace maker) or one electrode (one chamber device). The electrodes are 
touching the wall coated with Purkinje Fibers, providing the impulse over the heart 
muscle to evoke a total contraction of the heart chamber. The size of the aggregate is 
about four to five centimeters, consists of a lithium battery and control electronics, 
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invasive chip technology was for the first time licensed in 2004 (Food & Drug 
Administration), after filing the application in 2002. The invasive chip for measuring 
vital parameters (e.g. blood pressure, blood sugar) was first presented by the German 
Fraunhofer Institute for Microelectronic Circuits and Systems in 2008. These medical 
chips have nearly the size of a rice grain (Fig. 1.2 (http://post.cloudfront. 
goodinc.com/MastheadImage/17037/org_chip) and can be implanted at many places 
in the human body. In cases of RFID-Chips that are used for tracking or data storage 
the chips can be implanted directly under the patients’ skin without difficult or 
complex surgeries. For the measurement of blood pressure or bladder volume, chips 
are implanted into the corresponding body-areas.  

Deep-Brain-Stimulation: Deep-Brain-Stimulation [DBS] is a quite risky surgical 
operation within the brain, in which a so-called “brain pacemaker” is implanted. The 
pacemaker is a hair-fine electrode that sends electronically impulses to specific brain 
parts. The DBS is especially used for the treatment of Parkinson patients, where the 
electrode is placed in the Substantia Nigra (midbrain). Stimulating this brain area 
reduces an excessive distribution of dopamine, which is responsible for the typical 
Parkinson tremor and paralysis. The brain pacemaker consists of the electrode and 
another internal and external part [9]. The internal part includes a controller as well as 
a battery (endurance 3-5 years [9]. The controller is implanted under the collarbone 
and connected to the electrode [10] (Fig. 1.4:  http://neuro2.med.uni-magdeburg. 
de/neurologie/document/bilder/tiefen). The external part of the implant is the general 
controller for the brain pacemaker and able to switch the device on and off. The 
external controller modulates frequency and current. Initially the DBS was tested for 
the treatment of pain and spastic paralysis. Later, it was used for the treatment of 
Parkinson disease. The first DBS surgery for Parkinson therapy happened in 2001 [9], 
although the underlying technology is already known since the 1960ies. Furthermore, 
DBS is also used for the treatment of depressions and obsessive-compulsive disorders 
[10].  

1.2 Perception and Acceptance of Medical Technologies 

There is a lot of evidence that the perception of technical devices as well as their 
cognitive representation has a huge influence on device interaction and the openness 
of users to accept it and integrate objects into their daily routines. In the context of 
ICT it could be shown [11] that persons with an appropriate mental model of how a 
device works and how a technical menu might be structured show a considerably 
better effectiveness and efficiency when interacting with the device. In addition, a 
proper mental model of the device also positively influences technology acceptance 
[11]. However, the publicity of a technology is another factor that is decisively 
impacting the acceptance [12]. Relatively unknown medical technology evokes 
perceptions of risks that are detached from real risks but though are influencing the 
acceptance of medical technology. Recently [12], users’ attitudes and the acceptance 
of a medical stent implanted directly under the skin (monitoring of vital parameters) 
had been examined. It was found that a lot of misconceptions, felt risks and fears were 
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prevailing that dramatically influenced acceptance patterns, especially in female users 
and users with only little technical knowledge. The findings are especially noteworthy 
as they show that the novelty of such medical technologies and the small factual 
knowledge of participants how a specific medical technology could affect normal 
living at home is considerably decreasing acceptance. Though, the reluctance of 
people is not literally a refusal to use these systems, but more probably a global 
insecurity of how these systems work and an uncertainty whether these systems bring 
more negative effects than benefits, what is definitively a lack of appropriate in 
information policy. Furthermore, recent studies show that health consciousness [8] 
and a positive general attitude toward the own body as well as appropriate coping 
strategies [13] do considerably impact acceptance patterns.  

Furthermore, the acceptance of medical technology is correlated with user diversity 
[5] [14] [15] [16]. Among individual factors, age, gender and technical expertise are 
crucial variables modulating acceptance. A closer look reveals technical expertise (in 
both, perceived as well as factual levels) is the most critical one as it correlates to age 
(with increasing age technical expertise decreases) and gender (women usually report 
lower levels of technical expertise and show a lower self competence when handling 
technology) [16]. On the basis of the outcomes and the specificity of the medical 
technology acceptance, existing acceptance models like the Technology Acceptance 
Model (TAM) [17] [18] and its refinement (Unified Theory of Acceptance and Use of 
Technology, UTAUT) [19] should be further elaborated and, if appropriate, extended.  

1.3 Questions Addressed and Logic of Empirical Procedure 

The aim of this study was thus to analyze cognitive conceptions and prevailing 
information levels with respect to implantable medical technology. There is a huge 
knowledge gap about the public discourse, and possibly ambivalent attitudes to 
implantable medical technologies. This is of specific impact as the public opinion also 
considerably impacts the cognitive mind setting of future users. In order to collect 
comprehensive opinions and to reflect them across a broader sample of women and 
men of different ages, we chose the questionnaire-method. Though, as the acceptance 
for future medical technology is a sensitive issue, we were also interested to gather 
qualitative insights to understand individuals’ attitudes and barriers.  

2 Method 

In this section, the questionnaire instrument is outlined. A first remark addresses the 
recruitment rationale of participants and population characteristics. 

2.1 Recruitment Rationale of Participants 

The recruitment rationale was to survey basically healthy people in order to explore 
opinions about future electronic solutions in healthcare. The study was executed in 
different classes at a German vocational college. Vocational colleges combine a wide 
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range of educational qualifications. Therefore participants with different educational 
backgrounds (social and technical professions) can be reached and collect unbiased 
opinions in a natural environment. The survey took place during class and implied a 
short introduction into the topic of implantable devices that had to be evaluated in the 
questionnaire. At the end of the test sessions, a closing discussion in the plenum was 
initiated.  

2.2 The Questionnaire 

The questionnaire was divided into three main parts: (1) Demographic variables: the 
first section included questions about demographic data as well as information about 
the health status, experience with diseases (self and family members). (2) Public 
knowledge and attitudes toward implants: The second part dealt with incorporated 
medical technology. Participants were instructed to list known implants. They were 
encouraged, to list as many as they would know (allowing us to estimate the degree of 
public knowledge and, also, to analyze which of the devices would be dropped most 
frequently, and, also, which of the devices would be mentioned first).  Also, 
participant’s general attitudes toward implants were quantitatively assessed, using 
four items (6-point scale, 1 = full agreement, 6 = full rejection, Table 1).  

Table 1. Items regarding general attitudes towards implantable technology  

Please rate the following statements (1 = full agreement 6 = full rejection) 
For me, persons with an implant can be regarded as healthy 
For me, implants may compensate illness, but are never able to heal 
For me, implants are very valuable and should be developed and investigated in the future 
For me, implants do exceed ethical boundaries and highly prone arbitrariness  

(3) Cognitive Models and Perceptions: In the third section, cognitive models and 
perceptions were collected. First, participants were asked to envision that they would 
need and have such an implant, to note their first associations related to the devices as 
well as their envisioned function. Then, participants estimated the size of the devices, 
and its assumed location. The assessment of the perceived location and size referred 
to the hypothesis that the sensitivity of the body location (as e.g. brain, heart [12]) in 
combination with the size would considerably impact participants’ perception (4) At 
the end, participants were requested to rank the different implants according to a) the 
perceived dangerousness of the operation, b) the perceived usefulness (in case of 
being ill) as well as c) the most important concern or fear in the context of implants in 
general and d) the most important benefit. After data collection, the experimenter 
answered upcoming questions and filled potential knowledge gaps (e.g. the real size 
and position of the devices under study). 
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2.3 Participants 

A total of N=72 respondents participated in this survey, between 16 and 27 years of age 
(M=19; SD=2). The gender distribution was quite asymmetrical, with 78.9% women 
(N=56) and 21.1% men (N=16). Regarding health states, it can be noted that the sample 
reported to be quite healthy. The health status had to be answered on a 6-point scale 
(from 1: very good to 6: very poor). 25% (N=18) reported to be in a “very good” health 
status, 44.4% (N=32) evaluated their health status as “good”. Further, 20.8% (N=15) 
described their own health status as “rather good” and 9.7% (N=7) reported to be in a 
“quite poor” health status. None reported to be in a poor or very poor health status. We 
also assessed the awareness of the importance of a good health (also to be answered on 
a 6-point Likert scale (1= very strong, 6= very low). Only 12.8% (N=2) reported to have 
a “very strong” level of awareness. 33.8% (N=24) reported to have a “strong”, and 
further 32.4% (N=24) “rather strong” health awareness. 26.8% (N=19) reported to have 
a “quite low” and 2.8% (N=2) a “low” health awareness. None of the respondents 
described his/her health awareness as “very low”.  

3 Results 

Due to the exploratory approach, the focus was set on a detailed description of the 
outcomes, learning about the prevailing opinions, misconceptions, fears and benefits. 
Also, correlations (Spearman rank analyses, significance level 5%) were run, 
reflecting potential relations between user characteristics, device types and attitudes. 
We present participants’ perceptions of implantable medical technology in general as 
well as conceptions about size and assumed body localizations. Also we report the 
perceived concerns and benefits that are related to implantable medical technology. 

3.1 Common Attitude and Knowledge about Implants in General 

First, the information level and the publicity of the implants are described. 
Participants were asked to write down implants they would know (several mentions 
were allowed). In Figure 2 outcomes are depicted. We received 182 mentions: Most 
of the participants wrote down 2-3 different implants (or, what they regarded an 
implant would be), however, there were also three participants out of 72, which did 
not know any implant (no mentions). Figure 2 shows that breast implants were most 
common (N=41, 26 times mentioned first, 10 times second, and 5 times third), 
followed by dental implants with 29 mentions (7 times mentioned first, 12 times 
second and 10 times third) and the pacemaker on the third place (total: N=18, with 8 
times mentioned first, 5 times second and 5 times third). In the centerfield there are 
knee, hip, skin and hair implants (with 13 to 10 mentions).  

Overall, we see a quite diverse information level. Mentions covered medical devices 
(e.g., “heart valve”, “pacemaker”), but also devices for beautification (e.g., ”breast 
implant”, “cosmetic surgery”). Noticeably, often no factual devices were mentioned, but 
just body regions (e.g., “hip”, “breast”, “face” “shoulder”) or even materials (e.g., 
“silicon”, “metal plate”) connected to implants. Misconceptions were also prevalent: 
“Botox”, is of course no implant, but a culturally related beautification measure. 
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Fig. 2. Known implants, classified according to mentioning order 

Furthermore, general attitudes towards implants have been assessed. Figure 3a and 
3b and 4a and 4b show the descriptive outcomes regarding participants’ level of 
confirmation. 56.3% of the sample confirmed to varying degrees that implants are 
able to make person healthy again, though 43.7% reject this claim (Fig. 3a).  

 

Fig. 3a. People with implants can be regarded as healthy  Fig. 3b. Implants do not heal  
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Most respondents (91.7%) confirmed that further research in the field of 
implantable technologies should be done (Fig. 4a). Regarding the question if implants 
are touching ethical boundaries, 70.4% did not agree, 29.6% of respondents though 
believed this to be the case. 

 

Fig. 4a. General attitude towards implants: There 
should be further developments on implants 

Fig. 4b. General attitude towards 
implants: Implants are touching ethical 
boundaries 

Stopover: Concluding so far it was found that three devices show a prominent 
publicity: The breast implant as a beautification measure, dental implants, 
representing both, medical devices and beautification measure, as well as the 
pacemaker, which belongs to the most established medical device. Furthermore, the 
majority of respondent does not expect any ethical harm and votes for further 
development in this section. Attitudes whether implants may restore perceived 
frailness into a healthy overall constitution are inconclusive. 

3.2 Cognitive Model of the Pacemaker 

In this section, we report on cognitive models of pacemakers. Respondents were 
requested to name the assumed function, the device’s body position as well as its size 
(Fig. 5a).  

 
Fig. 5a. Perceived function of pacemaker  Fig. 5b. Perceived location  
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The majority showed to be well informed, classifying the pacemaker as a device to 
support the heart (N=43). 11 participants knew at least the organ. The location for the 
pacemaker was correctly identified by most of the participants. Regarding the 
perceived size, a high insecurity about real size of a pacemaker can be determined, 
with answers ranging from 0.3 to 30 cm (Fig. 6). 

 

Fig. 6. Perceived function of a pacemaker  

3.3 Cognitive Model of the Medical Chip 

Now, cognitive models with respect to medical chips are focused. Asked for the 
assumed function, many participants assume diabetes as the key application, while the 
majority though seems not know the chip’s function at all (no answers, Fig. 7a). The 
location is mostly ascribed to inner organs, what more or less match reality. It is 
noticeable that most respondents have no clue about the chip’s location (Fig. 7b). 

 
     Fig. 7a. Perceived function of a medical chip  Fig. 7b. Percevied location 
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    With respect to the assumed size (Fig. 8), the dominant part of the sample is not 
able to indicate the size of the medical chip (N=20). 18 out of 57 participants that had 
given an answer to this question though assume 1 cm as the probable size of the 
medical chip (what is correct). It is though astounding how large the variety about the 
chip’s size is (range between 1mm and 15 cm!). 

 

Fig. 8. Perceived size of a medical chip  

3.4 Cognitive Model of the Cochlear 

Asking for the function of the cochlear, the majority of participants knows the correct 
function respective the target organ (N=41, Fig. 9a). Also the location – the ear – is 
mostly correctly indicated (N=53, Fig. 9b). Some users (N=16) assume the brain to be 
the target location for the cochlear. 

 

        Fig. 9a. Perceived function of the cochlear             Fig. 9b. Perceived location 
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Fig. 10. Perceived size of the cochlear implant 

How large are cochlear devices in the cognitive model of participants? Though 
respondents showed to be well informed about function and location of the cochlear, 
their assumptions of the appropriate size varies considerably, ranging from 1mm to 5 
cm, while the real size is about 2.5-3.5 cm (Fig. 10). Nearly 20% of respondents did 
not have a clue about how large a cochlear would be. 

3.5 Cognitive Model of Deep-Brain-Stimulation 

DBS are - due to the riskiness and costliness of surgeries very rarely. The low 
familiarity with DBS was reflected by the vagueness of mentions (Fig. 11a).  

 

Fig. 11a. Perceived function of the DBS  Fig. 11b. Perceived location DBS 
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Most participants do not know the specific function (no answer), though it can be 
taken from answers that participants know somehow that DBS has something to do 
with regulation support of the brain, but also “chip”, “illness/epilepsies” and 
“influences feelings” were associations in the context of DBS. However, most of 
respondents (N=65) do correctly identify the brain as appropriate location/organ. 

The perceived size of an implant for DBS again shows a considerably variation, 
ranging from very small (smaller than 1 cm) up to 6cm, with 1cm as the most frequent 
answer (N=18), yielding a solid underestimation of the real size (5 cm). 

 

Fig. 12. Perceived Size of the DBS 

3.6 Perceived Risk, Benefits and Concerns 

At the end, participants were requested to rank the evaluated devices according to the 
perceived riskiness or danger for them (Fig. 13). 

 

Fig. 13. Most dangerous device (first mentions) ranking  
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As Figure 13 illustrates there is no doubt: The DBS is evaluated as the most risky 
device (N=47). Though considerably lesser mentions (N=11), the pacemaker is 
ranked on second position, followed by the medical chip (N=3). Apparently, the 
cochlear is not connected to risk and danger (with one 1 mention). In addition, we 
asked participants to note the biggest concern on the one hand but also the biggest 
benefit of medical implants in general (Fig. 14a and b). Regarding the biggest concern 
(N=72), the biggest perceived barrier relates to the risk of the surgery (N=18), 
followed by concerns about technical problems and negative side effects. When 
looking at perceived benefits by having medical implants, the most often mentioned 
benefit is the higher life quality (N=21). But also the normalization of living (“normal 
life”) by help of an implant in spite of chronic illness is an advantage, which is 
important to participants as well as the possibility of “repair of dysfunctions” in 
combination with a general “support” by medical technology. 

 

Fig. 14a. Biggest concern in the context of implants Fig. 14b. Greatest benefit 

    Finally, we looked for inter-correlations between user characteristics (gender, 
health status, health awareness, self-reported technical expertise) and ratings 
regarding the perceived dangerousness of the four devices, as well as concerns and 
benefits seen in implants. It is an astounding finding that the given answers did not 
correlate with user diversity, showing that the outcomes reported here can be regarded 
as kind of universals. Only the self-reported technical expertise of participants seem 
to impact the perceived risk brought by implants (r=.026; p<.05). With increasing 
technical expertise, the lower are the perceived risks connected to medical implants.  

3.7 Qualitative Findings 

So far, we concentrated on a descriptive quantitative analysis on ratings. Though, 
participants also had the chance to comment spontaneously on possible thoughts at 
different places within the questionnaire. In the following, some of the comments of 
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participants are quoted in order to illustrate the underlying cognitions or affective 
statements. 

In these free comment fields both pro-using statements were given as well as 
contra using statements. Arguments, which were given by participants in the category 
“pro’s”, reveal first and foremost that implants compensate illness and help patients to 
live “healthy”. This is illustrated by the following original comments.  

“Even though implants are foreign particles inside the body, they then 
belong to own body and help to live an independent life” (female, 17 
years). 

“Medical implants are “good”, they can safe life, can help people and 
allow to live independently even after traumatic accidents (male, 26 
years). 

However, there were also pensive statements, which do reflect substantial normative 
and ethical questions. They show that implants are perceived only as desirable and - 
from an ethical point of view justifiable – whenever they address medical issues, 
justified by handicaps, accidents or illness. Conversely, whenever they are used for 
beautification reasons, things change. The following comment illustrates this: 

 

“Implants in the context of health = good; implants in the context of 
“looks and beauty = bad” (female, 29 years).  

 

One male respondent also argues that further developments in implants - even though 
necessary- would represent the wrong focus of efforts. Instead he argues to research 
on the pathogenesis and the aetiology of diseases in order to minimize the necessity to 
use implants. 

However, some participants reported that they would use implants only under 
certain circumstances, and that wearing an implant would be their last alternative 
when would see no other opportunities.  

Possibly, such an attitude might be due to the relative youth and the solid health 
state of participants here, however, the underlying norms which shine up seem have 
other routes, which are often used in the public media in the context of privacy and 
the feeling of control by others. This is illustrated by the following comment of a 
male participant: 

“Misuse in general can neither be excluded nor is misuse controllable. 
For example, radio tags could be connected to the implant, without 
informing the patients. Similarly, governments also do betray citizens 
quite frequently”(male, 23 years). 

 
Even though such a comment is of course quite arbitrary and reflects a high degree of 
simple-mindedness and a low level of sophistication, it is though precarious in which 
mental mindset a technology development as a medical implant is evaluated.  
 
Stopover. Looking at the perceptions of different implants we saw on the one hand 
that there is a clear view of established implants, like the pacemaker. Also, the 
perception of a medical chip, as e.g. a medical stent, was obviously related to existing 
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mental models. This can be taken from a quite homogenous answering pattern that is 
in touch with reality (regarding function, size and location of the chip). When it 
comes to more unknown implants, as the cochlear that only affects a specific patient 
group, but an implant with a well conceivable function (hearing discovery), we also 
see quite sufficient mental models, at least with respect to its core functionality 
(hearing aid). The fact that the cochlear is also a neuronal implant, with complex 
functions and influencing of neuronal processes, participants are not aware of. The 
DBS revealed to be the most unknown device. For sure the naming of the device 
provokes specific cognitions and leads to threat and the feeling of riskiness, even 
though the factual function of the DBS is broadly unknown.  

4 Discussion  

The present paper was concerned with young persons’ perception of implantable 
medical technology. We addressed a young and healthy sample of students of 
vocational trainings in order to reveal prevailing knowledge and attitudes toward 
medical technology. Four medical implant technologies were selected (pacemaker, 
medical chip, cochlear and deep brain stimulation) which vary not only with respect 
to the familiarity and implementation frequency (with the pacemaker as the most 
often used and therefore convenient technology on the one end and the deep brain 
stimulation as the most rarely used technology at the other end). Participants’ 
knowledge about the devices’ function, their assumptions about the device location 
and the assumed size of the device were assessed. The latter was related to the 
hypothesis that the sensitiveness of the body location in combination with and 
presumptions of the physical size should impact the risk perception. 

Outcomes revealed that young persons knowledge of implants show a broad range. 
On the one hand, pacemaker and cochlear implant are quite familiar and known with 
respect to their core functionality and its disease-specifics. In contrast, the chip and 
the deep brain stimulation are not known and the assumptions about their function 
revealed to be quite vague. When it comes to the evaluation, it was found that risk 
perceptions relate to a lesser extent to device familiarity and implementation 
frequency of devices, but more strongly to what participants’ know from cosmetic 
surgery and the perceived body location and the felt invasiveness. This can be taken 
from the fact that the pacemaker – targeting the heart as a highly sensitive organ, but 
broadly known is ranked on the second place in the dangerousness-rating, directly 
behind the deep brain stimulation, that addresses the brain as another highly sensitive 
organ, but in addition suffers from its unfamiliarity in public perceptions. Clearly it 
could be revealed that the less the knowledge about the device the bigger are 
unspecified concerns. Generally hopes in the context of implants are related to a 
general improvement of the living conditions and the wish for healing. Concerns are 
in the first place related to surgery risks and only in a second step to technical defects 
of the implants.  
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The fact that the perceptions were not impacted by user diversity, show the 
universal character of outcomes. Thus, when comprising the duties for a transparent 
information and communication strategy we do not have to consider specific using 
roles, user groups or personal abilities, but are able to derive the information needs for 
the whole group of young and healthy people. The main message in the context of 
acceptance of medical implant technology is that a missing awareness seems to 
support the rejection or distance of/to the medical technology. With a enlightened 
population and an active communication about new technologies it could be avoided 
that unspecified fears and negative attitudes and perceptions coming from nothing 
concrete but mental models are hindering the benefit of implantable medical 
technology in the future.  

This is especially precarious as the public discussion about cosmetic surgery, the 
societal pressure to look young and healthy on the one hand and the smouldering 
stigma when being old, frail and ill on the other hand form the underlying  
cognitive models of people. When facing the demographic change and the factual 
increase in the portion of old and increasingly older people, which are naturally ill, 
old and frail, this is completely irrational. Beyond the absurdity of this attitude given 
the natural life course, we should be aware that people often react to a global 
insecurity of societal change with general fears and ascribe their affect-laden attitudes 
to single technologies even though they do not need to be necessarily connected [20-
24]. In this context, the sometimes hysterical and lurid press coverage of privacy 
protection and innovative technologies within the public media plays a prominent 
role. Even though it is naturally a high value that body and private limits are treated 
with caution and respect, any undifferentiated public discussion fails to form a 
responsible, fair and objective information and communication of medical implants, 
which considers benefits and risks and the sensitive trade-off between both at the 
same time [25]. 

Future studies have to investigate whether these perceptions are limited to the 
young and healthy group examined here and to what extent they change when older 
persons are under study. One could expect that ageing and illness change these 
attitudes, as older persons might be more aware of the general need of medical 
technology and of the fact that they themselves could need technologies like this in 
the near future. Also, the cultural dependency of the public perception in combination 
with societal values should not be underestimated [8]. Finally, future research has to 
find out in which ways public perception differs when not the medical necessity case 
(using implants for medical reasons and compensation of handicaps) is of interest, but 
for enhancement or even beautification reasons.  
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Abstract. The formalization and analysis of medical guidelines play
an essential role in clinical practice nowadays. Due to their inexorably
generic nature such guidelines leave room for different interpretation
and implementation. Hence, it is desirable to understand this variabil-
ity and its implications for patient treatment in practice. In this paper
we propose an approach for comparing guideline-based treatment pro-
cesses with empirical treatment processes. The methodology combines
ideas from workflow modeling, process simulation, process mining, and
statistical methods of evidence-based medicine. The applicability of the
approach is illustrated based on the Cutaneous Melanoma use case.

Keywords: Healthcare Processes, Process Modeling, Process Mining.

1 Introduction

Clinical practice is based upon medical knowledge, relating healing interven-
tions causally to diseases, as well as upon clinical treatment routines integrating
medical/pharmaceutical theory with best practices of patient care [5]. Medical
guidelines, or standard operation procedures, codify the implementation of such
clinical routines, in order to raise the specificity of patient care, to reduce the
burden of medical decision making by defining applicable diagnostic criteria and
intervention patterns, and to accumulate past experience in patient care as the
state-of-the-art. In spite of their prescriptive intent, however, medical guidelines
by necessity leave much room to adapt to specific circumstances and interpreta-
tions. Thus, while clinical evidence mirrors the conduct of patient care as defined
through guidelines, empirical records of treatment rather reflect, in a descriptive
way, the practical consequences of guideline implementation.

In what follows, the question is raised if there is anything to be learned from
systematically contrasting medical evidence with guidelines and, as a prerequi-
site, which methodological frame, or toolbox, is required to support such a kind
of comparison. To this end, it is hypothesized that, because of their inexorably
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generic nature, guidelines give rise to different ways and conditions of (compli-
ant) implementation, the variability of which is becoming apparent only through
the statistical analysis of formal reconstructions of clinical treatment processes.
For one thing, it is to be expected that guideline implementation, on the level
of the individual patient receiving a guideline-controlled treatment, undergoes
manifold refinements accounting for the immanent variability of patients’ health
conditions, anamnestic peculiarities, adverse drug effects, and so forth.

In order to account for this empirical variability of patient treatment pro-
cesses, a representation language providing sufficient level of descriptive detail,
including diagnostics, interventions, medications, etc., in conjunction with a
means to express the dynamics of treatment processes is essential. This require-
ment is met best by some formal process modeling language equipped with a
temporal calculus [22,3]. Depending on the respective domain of investigation,
once the specific vocabulary of the medical domain is identified, individual clini-
cal treatment processes can be restated formally as sentences of the process lan-
guage, thus constituting the sample of process instances amenable to statistical
scrutiny. On top of this symbolic reconstruction of empirical treatment processes,
statistical analysis – more specifically, process mining methodology – is used to
separate structural from (in principle) random components of process descrip-
tions. At this stage, critical structural variations (if any) in guideline implemen-
tation are detected. Provided that medical guidelines themselves are restated
in terms of formal process models (that is, as treatment process schemata), the
formal difference between these “reference processes” and evidence-based pro-
cess schemata becomes tractable. Furthermore, a suitable logic of comparison
established between symbolically represented process schemata admits formal
interpretation of differences in terms of a measure of (process) compliance. As
yet, however, within the Evidence Based Medicine Compliance Cluster (EBMC2)
project, an analytical model is developed first, adapting and extending already
existing simulation-based process mining proposals (for instance, such as [1])
with apt process distance measures and an exploratory mechanism for candi-
date substantiations of empirical process alterations; this conceptual approach
is argued and presented subsequently.

Section 2 gives an overview of the proposed methodological framework and
its reasoning, and links the proposal to related work in the field. In particu-
lar, the role and structure of formal modeling of medical treatment processes is
introduced. Next, Section 3 turns to a practical illustration example, the case
of Cutaneous Melanoma treatment, presenting a pertinent guideline in order to
sketch approaches towards formal guideline representations. Based on Sections
2 and 3, Section 4 presents the main functional building blocks of the proposed
framework used to simulate synthetic treatment processes on top of (i) formalized
guideline-based process models, and (ii) patient samples. Furthermore, suitable
process log data structures are considered, and data-analytical techniques of pro-
cess aggregation and comparison, respectively, based on log data are discussed.
The concluding section of the paper briefly discusses expected benefits of the
framework, indicates how the conceptual approach is linked to pertinent data,
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and points out still open issues in need of further research within the EBMC2

project.

2 Methodologies of Modeling Clinical Routine

2.1 From Medical Evidence to Medical Guidelines

Medical evidence draws on empirical results about different treatments. PICO
(cf. e.g., [21]: 113) is a standard scheme for obtaining such evidence from analyz-
ing alternative therapies, prognosis of recovery/survival, diagnosis of health sta-
tus, prevalence studies, etc. Using appropriate study designs, the PICO scheme
produces, ideally, significant statistical evidence in terms of likelihoods, p-values,
area under the ROC, sensitivity and specificity, or various risk measures. Method-
ological rigor of study design decides about the strength of evidence attainable
(cf. [20,26]), but yields rather isolated evidence:

– study focus is a single, well-defined question in order to obtain an accurate
as possible answer;

– results are of a statistical nature, providing, at best, a numerical quantifica-
tion of degrees of evidence over well-defined populations;

– integral treatment processes are dealt with in piecemeal fashion under stan-
dard conditions and, in particular, treatment interactions are barely ad-
dressed.

As a response, and remedy, medical guidelines seek to integrate the bits and
pieces of medical evidence studies into coherent treatment processes in order to
provide assistance to health professionals towards effective, high quality medical
practice according to the best medical knowledge available from both, clini-
cal research and expert consensus [10]. Formally, guidelines are composed of
key actions, typically recommended conditionally depending on patients’ socio-
demographic and medical attributes (e.g., prior diagnoses), and usually indicat-
ing a degree of recommendation depending on the particularities of treatment
instances and the medical setting. In general, key actions also carry some out-
come measure impacting on future actions, perhaps supplemented with a quality
measure.

Medical guidelines may be represented in varying degrees of formalization,
from plain narrative to highly structured [25]. Workflows provide a rather natu-
ral means of expression, highlighting the “algorithmic” flavor of treatment pro-
cesses and permitting a stepwise refinement of abstraction levels [23] including
the annotation of branching and looping conditions. Fig. 1 sketches a top-level
treatment flow pattern with building blocks to receive case-dependent iterative
refinement (cf., e.g., Fig. 3 and 4 below).

Formal process modeling, however, has to account for a variety of flow con-
ditions (such as unexpected treatment termination), the incidental interleave of
concurrent treatment processes (e.g., in intensive care), as well as other con-
tingencies, entailing discrepancies between ideal guideline implementation and
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Fig. 1. A High-level Treatment Process Flow Representation

actual clinical care practice. This is reflected in multifarious activities in guide-
line formalization [19]. In contrast to that, much less attention has been devoted
to a systematic comparison of guideline-based treatment processes with actual
clinical treatment processes.

2.2 Analyzing Treatment Processes

The general strategy of comparing medical guidelines to clinical treatment prac-
tice is depicted in Fig. 2. First, a guideline is converted into a guideline-based
process model composed of key actions. An actual treatment process depends
on patient attributes X as well as institutional parameters θ reflecting the per-
sonal decisions and institutional environment of the acting health professional
(cf. Subsection 2.1). With respect to the personal attributes we have to take into
account that only a subset of these attributes is used as decision parameters for
treatment according to the guidelines. Hence we split this patient attributes in
diagnostic attributes Xd and personal attributes Xp, i.e. X = (Xd, Xp). Indi-
vidual attributes of a patient are denoted by (xp, xd). Treatment of a patient
with diagnostic attributes xp within a given institutional setting θ according to
a guideline would result in so called synthetic log data denoted by lg(xd, θ). If
we know the distribution P (Xd) of the diagnostic attributes in a population of
interest, we can simulate the distribution of possible synthetic treatment logs for
this population for any given institutional setting θ. Accordingly, the random
function of these synthetic logs is denoted by lg(Xd, θ). In order to obtain the
distribution P (Xd), we use epidemiological data about the health status of the
entire population, e.g., from prevalence studies.

Application of the guidelines in the treatment process of a patient depends
usually not only on diagnostic attributes xd but also on some of the personal
attributes xp. Hence, we denote in contrast to simulated process log data, clin-
ical log data for a patient with attributes x = (xd, xp) by le(xd, xp, θ), and the
random function describing the empirical treatments for a patient collective by
le(Xd, Xp, θ). Now, provided that both clinical and simulated synthetic log data
are represented in a unified format (cf. Subsection 4.2), the problem of treat-
ment compliance assessment can be (re-)stated as one of analyzing the deviance
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Fig. 2. Overall Methodology

Δ(le(Xd, Xp, θ), lg(Xd, θ)). More specifically, depending on available knowledge
about P (Xd) and the choice of the health system parameter, θ, typical research
inquiries are as follows:

Distribution of clinical log data. Given Xd for a well-defined population, the
degree of deviation of le(Xd, Xp, θ) from lg(Xd, θ) can be analyzed, and whether
such deviations can be explained in terms of Xp. Deviations of interest could
be, e.g., partial compliance to the guidelines (such as patients modifying the
intake of medication, delaying follow up, or exiting from after-care altogether).
Formally, analysis – using traditional statistical techniques adapted to process
data – results in distributions of clinical log data relative to specific patient
sub-collectives defined by synthetic data.

Estimation and comparison of institutional parameters, θ, if unknown, from
clinical log data. Prior to such an estimation, of course, each instance of clinical
log data has to be assigned to one class of synthetic log data, using traditional
machine learning methods in combination with process mining ([1,18]).

Outcome analysis, seeking to figure out in how far realizations of different
classes of synthetic log data, defined by the conditional process logic, influence
the outcome of the treatment, and the sensitivity of the deviations from the
clinical log data with respect to the outcome. Note that, contrary to tradi-
tional medical evidence (cf. Subsection 2.1), rather complex temporal treatment
patterns (rather than well-defined treatments) have to be be evaluated using
techniques of process mining, adding considerable analytical value compared to
more conventional statistical approaches.
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So far, we have formulated these research questions from a formal analytical
point of view. Yet from practical point of view, evaluation of medical conse-
quences of these analyses is of utmost importance. In particular, the method
may be used for evaluating which differences between synthetic treatment pro-
cesses are of relevance from medical point of view. Eventually, as result of the
analysis, evidence-based process models ensue, feeding back to the compliance
evaluation of underlying medical guidelines.

Another issue of interest concerns the application of the approach for im-
proving the quality of information about treatment processes. The simulated
synthetic log data lg(Xd, θ) based on a guideline give a rather complete picture
of possible results. Comparison with the empirical treatment data le(Xd, Xp, θ)
can identify incomplete medical treatment data as well as differences in the gran-
ularity of different data sources. In that way, the approach opens the opportunity
to identify ”blind spots” in documentation systems. Sometimes methods for data
imputation and transformations for aligning different levels of detail can help to
improve data quality for existing data about treatment processes.

2.3 Related Work

The EBMC2 project in general and the methodology presented in this paper in
particular are related to the areas of evidence-based medicine, medical guide-
lines, medical and healthcare processes, as well as process mining. Related work
in the transition from evidence-based medicine to medical guidelines has been
discussed in Section 2.1; medical and healthcare processes emerge as research
topics in different domains. The Evimed project [12], for example, addresses lit-
erature research as to how guidelines relate to medical evidence. Apparently,
these activities are rather orthogonal to the focus of the EBMC2 project.

Process mining refers to a bundle of techniques to discover and analyze differ-
ent facets of business processes. Some of these techniques have been applied to
different application scenarios, particularly in the healthcare domain [17] where
in case studies, mostly, hospital processes were discovered (mined) from process
logs. Process discovery could be useful in the context of the EBMC2 project,
too; however, the main focus will be on process synthesis based on guidelines
and delta analysis of synthetic and clinical processes. In general, simulation is
an effective method to gain insights into real-world processes [1]. In the EBMC2

project, we investigate the applicability of simulation and delta analysis in the
healthcare domain. Specifically, we aim at analyzing the causes for deviations
between guideline-based processes and clinical processes.

3 Cutaneous Melanoma as a Case in Point

For the sake of illustration, a sample medical guideline concerning the diagnosis
and treatment (but not prevention) of Cutaneous Melanoma [9] is used. Clearly,
the narrative nature of the guideline addresses the physician in summarizing,
based on studies and data available at the time of preparation, best practices
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of diagnostic approaches as well as a variety of established therapies including
advanced stages of the disease. It is important to keep in mind that it “. . . may
be necessary or even desirable to deviate from these guidelines in the interest
of specific patients or under special circumstances.” ([9]: 271), emphasizing the
generic character of the guideline as a set of – sometimes rather soft – constraints
on advisable treatment decisions, and progressions, respectively. In spite of this
generality, the overall structure of the guideline can be captured formally in the
three-phase process skeleton exhibited in Fig. 1, of which Fig. 3 excerpts the
aftercare phase expressed in a widespread standard of business process model-
ing, BPMN (Business Process Modeling Notation), chosen from amongst a set
of equivalent alternatives such as GLIF, Asbru, EON, PROforma, GUIDE, or
PRODIGY, all demonstrably “. . . close to traditional workflow languages” [16],
as a direct comparison between BPMN and PROforma confirms that business
process modeling languages can cope quite well with requirements of the health
care domain [7].

Fig. 3. BPMN Model: Melanoma Aftercare Phase

The example highlights both, the conditional branching and looping of pro-
gressions within a guideline as well as the nesting of subprocesses, admitting a
successive refinement of process models while retaining their fundamental, non-
recursive block structure. Fig. 4 illustrates refinement by nesting for the case
of repeated sonography appointments in patient aftercare, stating the suggested
choice of appointment intervals dependent on melanoma stage and the time lapse
since last tumor diagnosis; again, however, it must be stressed that the guideline
admits “considerable variation in follow-up approaches” ([9]: 279) because of
an apparent lack of empirical data legitimating any particular recommendation,
and that the depicted subprocess is but a debatable variant.

Regardless of the preferred modeling stance, particularly the branching deci-
sions of treatment progressions may refer to patient characteristics and condi-
tions beyond those stated explicitly in the guideline, like the staging of melanoma,
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Fig. 4. BPMN Model: Sonography Aftercare Subprocess

tumor thickness, etc. ([9]: 273f). Accordingly, with respect to both, diagnos-
tics and therapeutic actions, the representation language used to model patient
treatment processes has to encompass a broader range of expressive elements,
including typical clinical parameters (such as lab readings), patient characteris-
tics (such as demographic variables, anamnesis, survival time, etc.), and medical
interventions, in order to account appropriately for the cited “interest of specific
patients or . . . special circumstances.” Moreover, if treatment process schemata
are to be induced from medical patient records by means of process, or decision,
mining methods, salient distinctions between actual treatment progressions, and
branchings therein, may escape recognition simply because of an undue scarcity
of formal expression.

4 Guideline-Based Simulation and Analysis of Medical
Treatment Processes

The overall methodology for modeling, simulating, and analyzing medical guide-
lines and clinical treatment processes is shown in Fig. 2. Deriving formal process
models based on medical guidelines is illustrated by the Cutaneous Melanoma
guideline in Section 3. In this section we focus on the generation of synthetic treat-
ment processes based on the guideline process models and sketch how possible
analysis and comparison of these data with clinical treatment processes can be
conducted. Fig. 5 depicts the different levels: a) medical guidelines setting out a
“frame” for possible treatment processes, b) synthetic treatment processes that
reflect possible process executions based on the medical guidelines and can be cre-
ated using simulation techniques, and c) the clinical processes, i.e., the processes
implicitly executed or explicitly supported by a process-aware information system
(PAIS) within the hospital or clinic. Comparing a) and c) leads to insights in how
far the clinical treatment processes follow their corresponding guidelines and – in
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case they do not – find out about the reasons why. This corresponds to the ques-
tions set out by the area of business process compliance (BPC) [15]. Here focus
is on developing (semi-)automatic techniques to check compliance of real-world
processes with guidelines, regulations, and compliance rules.

Fig. 5. Basic Modules of Simulation

Based on the guideline process models b) synthetic treatment processes can
be generated using simulation tools such as CPN-Tools [13]. Generally, such sim-
ulation tools can take different parameters into account for which, e.g., certain
probability distributions can be defined [2]. Hence, first of all, we can generate
the possible interpretation of the guideline by generating possible process ex-
ecutions based on the guideline process models. As illustrated in Fig. 6B, the
relevant process data elements are stage and years free of tumor, since all deci-
sions within the guideline depend on them. However, other clinical data might
be available such as age or gender. Feeding these additional data into the simula-
tion reveals possible influences on decision points within the treatment processes.
Finally, comparing synthetic and clinical treatment processes b) and c) might
yield additional insights if, e.g., synthesized processes considering additional data
elements correspond, but also deviate from the real-world processes.

4.1 Generating Synthetic Evidence

As discussed before, for synthesizing treatment processes based on guideline
process models, a suitable process simulation tool should offer facilities to de-
fine conditions to control the process flow depending on patient treatment data.
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Additionally, it is required that the tool is able to transport these patient treat-
ment data through the process. Reviewing possible alternative tools for process
simulation [13] and the aim for using the synthesized process data for process
mining we decided to use CPN-Tools for our illustration. We use the approach
described by [2] to create computable log files out of the CPN-Tools simulation.

Fig. 6. Colored Petri net model in CPN-Tool: Sonography Appointment Subprocess

Figure 6A shows the subprocess (cf. Fig. 4) now modeled as a colored Petri
net within CPN-Tools. We first use a record-typed color set (cf. Fig. 6B) as
a token that holds patient data which include the two parameters stage and
years free of tumor that are used for the decisions within the Melanoma guide-
line. A simulation on this Petri net followed by analyzing with process mining
tools will result in a guideline compliant process model.

As motivated in Section 3, typically a patient data record includes more in-
formation than considered within the guideline. To simulate this fact we add
additional data elements such as age and gender to our simulation by extending
the patient data record (cf. Fig. 6B). As a result we can determine if the process
mined model will differ from the guideline, moreover we can identify where and
why the simulated – and in case of real-world data the real – treatment processes
deviate from the guideline. Note that another possible way to simulate processes
that deviate from the guideline is an alteration of the colored Petri net by ma-
nipulating the model itself (e.g., by adding a 9 month activity for arranging an
appointment). Finally, the simulation model can be extended by “predictable”
exceptions that are not included within the guideline, but are valuable to an-
alyze, e.g., patient behavior. In Melanoma aftercare, one possibility is that no
arrangement for the next check-up is made since the patients may not show up
(see the additional exit transition “no appointment” in Fig. 6).
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4.2 Representing Process Evidence

The comparison and statistical analysis of both, clinical and synthetic treatment
process data, necessitates a simple yet versatile data structure using some unified,
flexible format capable to represent all process-contingent patient data. Essen-
tially, a medical biographic store (MBS, for short) is arranged as a logical data
frame recording process log data originating from both, clinical care documen-
tation (empirical log data from clinical treatment processes, such as electronic
patient records) and simulation runs using guideline-based process models. More
specifically, with respect to the notation introduced above, a clinical treatment
process produces, for some patient taken care of, a trace y(xd, xp) of log data,
whereas “applying” some guideline-based process model g to this patient yields
a trace of synthetic log data g(xd, θ).

The MBS relates to electronic health record approaches (cf. ISO/CEN EN
13606; [4,6,8,11,14]), yet without committing itself to any particular syntactic
standard of health data representation. Rather, the data structure of the MBS
annotates each elementary entry, or protocol particle, with a spatio-temporal and
subject-matter reference to account for a variety of modes of subsequent data
selection and aggregation operations, yielding a quadruple structure

�pid, �temp, loc, type�, feat, value�

where pid signifies an (MBS-)internal patient identifier, temp the temporal and
loc the location references, respectively, of the value field, while type annotates
the origin, or context (such as diagnosis, medication, intervention, . . . ) of the
recorded value, and feat represents the clinical, or medical, feature (of the patient
pid) the value is the recorded value of. Ontologically, protocol particles record
partial discontinuities of patient (health) states, assuming that absence of such
evidence implies the steadiness of state. As an example from the application
domain, a protocol particle

�#2006.184.277, �2007-09-17, AKH Wien-Derma, dgn�, melanoma-stage, IIC�

would record the clinical documentation entry for (real) patient #2006.184.277
diagnosing a stage IIC melanoma on Sept. 17, 2007, at the Dermatological Clinic
of the General Hospital Vienna. Technically, each particle component may in
turn bear a rich (that is, nested) formal substructure as mandated by particular
data-analytical investigations, notably process and decision mining to discover
actual patient treatment process schemata, and entailed by the semantics of feat
entries.

For purposes of statistical analysis, it is mandatory that case-by-variate struc-
tures can be derived easily from the MBS by (i) converting MBS extractions
into “flat file” views by simply selecting subsets of feat fields recorded in pro-
tocol particles, and (ii) facilitating the formal addition of further variables by
defining various temporal etc. predicates on the annotation fields of a patient’s
protocol particles (e.g., in order to investigate the temporal dynamics of an event
sequence, etc.).
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4.3 The Analysis Dimension: Compliance

After simulating a medical guideline the basic hypothesis about lg(Xd, θ) as-
sumes that clinical log data (that is, actual treatment processes) do not depend
on personal attributes such as age and gender (cf. Fig. 6). One technique to
analyze this hypothesis on decision points and possible exit states within the
synthetic treatment processes is provided by decision mining [24]. Decision min-
ing is implemented within process mining frameworks, such as ProM [16]. Using
the reporting tools of ProM, we can produce the following report table summa-
rizing the outcomes of the treatment processes (i.e., ’dead’, ’healed’, ’no show’,
’keep appointment’) grouped by, e.g., age and gender classes (cf. Tab. 1). Under
the basic hypothesis, there should be no significant differences in the exit state
distributions, of course. Otherwise, one has to think about a reformulation of the
guideline considered in terms of personal attributes Xp, or through improving
the implementation strategy of the treatment process.

Table 1. Example Report Structure

dead healed no show keep appointment

age < 20 x % ... ... ...

20 ≤ age ≤ 30 y % ... ... ...

... ... ... ... ...

gender = f z % ... ... ...

5 Conclusions and Outlook

The virtues of the proposed approach towards assessing the guideline-compliance
of clinical treatment processes can be summarized as follows: (i) formalizing the
representation of clinical treatment processes amounts to a rigorous process view
on medical evidence; (ii) formalizing clinical treatment processes as well as med-
ical guidelines allows to restate the concept of process compliance in a more
precise fashion than before; and (iii) evidence-based data-driven compliance as-
sessment highlights the actual scope of guideline implementations, whether com-
pliant or not. Obviously, formal compliance assessment drives the understanding
of clinical practice, and, in doing so, feeds back to the maintenance and evolution
of guidelines in the light of empirical evidence.

As it stands, though, the outlined methodology is but a research program,
entailing a range of research issues including, to name just the most important
ones, the development of a modeling framework for patient treatment processes
accounting for a wide variety of conditions and exceptions typically not even
mentioned in the narratives of medical guidelines, effective approaches towards
wrapping and integrating available patient record data from various – and often
scattered – clinical documentation and electronic health record infrastructures,
strategies for deciding about the scope of medical evidence to be included in
the analyses at all, the tuning of the simulation apparatus generating synthetic
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evidence from formal process models for selected patient population collectives,
and both, statistical process mining and decision mining techniques, applied to
available data bodies.

Obviously, theoretical advancement of the topic will have to be paralleled by
extensive practical experimenting with a range of medical guidelines in the light
of different bodies of medical and epidemiological evidence. For the time being,
within the EBMC2 project, three valuable data sources are investigated thor-
oughly, namely (i) a detailed data collection of clinical Cutaneous Melanoma
stage 4 protocols, (ii) a vast body of administrative data of the Austrian Main
Association of Social Insurers comprising a comprehensive picture of medical
patient treatments, and (iii) Melanoma-relevant excerpts of the Austrian cancer
register. Currently, much effort is devoted to the formal process-focused integra-
tion of these (as well as further) sources of patient-related Melanoma data as
an indispensable, yet non-trivial prerequisite to process mining and, at a more
general level, to the validation of the proposed EBMC2 analytical methodology
of comparing medical treatment practice with medical guidelines.

Acknowledgements. We thank all our collaborators in the EMBC2 project:
Michael Binder, Wolfgang Dorda, Georg Duftschmid, Walter Gall, Milan Hron-
sky, Christoph Rinner, and Stefanie Weber.
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Abstract. The emergence of e-health has put an enormous amount of
sensitive data in the hands of service providers or other third parties,
where privacy risks might exist when accessing sensitive data stored
in electronic patient records (EPRs). EPRs support efficient access to
patient data by healthcare providers and third party users, which will
consequently improve patient care. However, uncontrolled access to dis-
tributed EPRs can introduce serious concerns related to patient privacy.
This indicates that there is a need for a stronger fine-grained access con-
trol mechanism to be used in e-health applications. This paper, therefore,
presents a novel method to support access to distributed EPRs with three
levels of patient identity privacy preservation. The method offers a num-
ber of significant features: (1) it makes use of credentials to support the
three-levels of accesses; (2) it simplifies key management distribution; (3)
it allows better performance; (4) it supports separation of duties among
trusted third parties (ensuring accountability); (5) it improves scalability.
The method makes use of cryptographic primitives. In comparison with
related work, the method supports three levels of access requirements
while preserving data owner’s privacy on a single platform.

Keywords: e-Health, Distributed EPRs, Identity Privacy (Anonymity),
Linkability, Credentials, Performance, Security.

1 Introduction

e-Health is the use of the Internet or other electronic media to deliver health
related information and services. Patient data can be collected, stored and man-
aged at a single site or distributed sites. The important implications of e-health
are becoming more and more apparent to patients, health service providers
(HSPs) and third party users. e-Health facilitates the provision of medical sup-
port remotely at any time and enables access to, and exchange of, patient health
data on demand [1]. For example, patients can access their recent test results
outside of office hours. They can also update their demographic information
remotely using their home computers.
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In addition, e-health can also bring benefits to HSPs. For example, e-Health
enables HSPs to gain rapid access to patient information that can aid in the di-
agnosis of any medical condition or the development of suitable treatment plans.
It can make patient medical history, test results and practice guidelines obtain-
able from an operation room. Easy and instant access to EPRs, and efficient
sharing of medical information, regardless of their locations, can prevent paper
mix-ups, and allow physicians to make more accurate decisions [2]. Furthermore,
e-health can improve clinical research by allowing the integration of databases for
developed analysis, allowing linked simulations and enabling remote control of
medical research implements. Thus, clinical researchers could more quickly work
out a cure for a disease, which will in turn lead to a better patient health care.
All these benefits will lead to better quality and management of health data
as well as care delivery and health system management thus saving patients’
lives [3].

While e-health can provide these benefits, it also introduces a number of chal-
lenging issues. One of these issues is how to preserve patients’ privacy while
allowing authorized access to their data. In real life situations, there are vari-
ous scenarios, where different user groups have legitimate reasons for accessing
patient EPRs. Based on the principle of least privilege, each user group should
only be granted with an access right that is just sufficient for them to perform
an assigned task. To facilitate this minimum access right management, we have
identified three distinctive user groups [4], each with a defined level of access.
The first group users are given rights to access anonymised data. In other words,
they are not allowed to link multiple EPR objects of the same patient, nor link
a record to the patient’s real identity. The second group users, for legitimate
reasons, are allowed to access multiple objects of the same patient, but are not
allowed to link the objects to their owner’s (i.e. the patients’) identity. In other
words, users in this group are allowed to link the multiple objects of the single
patient but without being able to identify the patient. Finally, the third group
users are allowed to access patients’ records as well as identify the owners of the
records.

To achieve these 3-level privacy-preserving accesses, patients’ records need to
be de-identified and indexed with proper pseudonyms. De-identification means
that patient identifiable information is removed from the records [5]. There are
three de-identification methods, anonymization, depersonalization and
pseudonymization. Anonymization is the process of hiding (or removing) a pa-
tient’s identification data and only make other information (i.e. de-identified
information) available for access [6]. Depersonalization is a process similar to
anonymization. But, it comprises the removal of as much identification informa-
tion as necessary to protect patient identification data [7]. However, in practice,
there are times when, for legitimate reasons, multiple de-identified records of
the same patient may need to be linked (e.g. when we need to study the his-
tory of a patient’s medical condition). In such cases, methods should be in place
to allow de-identified records to be linked together and to the owner’s iden-
tity in a controlled manner. The two methods mentioned above do not support
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this linkability requirement. To facilitate this, pseudonyms can be used to in-
dex a patient’s de-identified record. Pseudonymization is the process of adding
an identifier (a pseudonym) into a patient’s de-identified record. The associa-
tion between a real identity and the associated pseudonym or between two or
more associated pseudonyms can be done in a controlled manner, e.g. by using
a cryptographic key [8].

Most pseudonym generation methods used in supporting privacy preserving
EPR access [9], [10], [11], focus on preserving patient anonymity. They use ir-
reversible pseudonyms to index de-identified records. This type of pseudonyms
only supports anonymous data access. Though the pseudonym generation meth-
ods in [12], [13], have considered the linkability requirement, they do not support
a secondary use of patient information. That is they do not allow linking of mul-
tiple pseudonyms of the single patient without revealing the patient’s identity.
A notable method that has addressed this limitation is LIPA [14]. Yet, LIPA
supports this linkable privacy preserving data access, but assuming that patient
records managed by different HSPs are stored in a single repository. The solution
does not support distributed data access. To the authors’ best knowledge, the
works that are most related to our work are Deng’s method [15] and the PIPE
method [16]. Both methods aim to securely integrate primary and secondary
usage of distributed medical data without compromising the patient’s identity
privacy. This paper describes an alternative method with the aim of reducing
access delays. In other words, the method described in this paper is more efficient
than Deng’s and PIPE methods.

The method is an improved version of the method proposed in [4]. It supports
distributed EPR access with three levels of patient identity privacy protections:

- L1: Linkable access: At this level, multiple data objects of the same patient
can be linked, and this set of objects can be linked to the patient’s identity. L1
should be limited to L1 users (i.e. users with linkable access privilege).
- L2: Linkable anonymous access: At this level, multiple data objects of the same
patient can be linked, but this set of objects cannot be linked to the patient’s
identity. L2 should be limited to L2 users (i.e. users with linkable anonymous
access privilege).
- L3: Anonymous access: At this level, multiple data objects of the same patient
cannot be linked, nor the patient’s identity is exposed. L3 should be limited to
L3 users (i.e. users with anonymous access privilege).

The access privileges may be granted to users, depending on their respective
roles or job functions, and/or can be granted based upon patients’ (i.e. data
owners’) consents.

This paper describes a novel three-level identity privacy preservation (3LI2P)
method. To distinguish this method from an earlier method that we have de-
signed, we call this method 3LI2P version 2 (3LI2Pv2). The 3LI2Pv2 method
makes use of multiple layers of pseudonym generations to protect the patient’s
identity privacy. In this method, cryptographic primitives are used to gener-
ate patient pseudonyms. Although cryptographic primitives are complex, they
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provide rigid services for privacy and security implementations, which cannot be
provided by any other scheme.

The rest of the paper is organized as follows. Section 2 outlines the design pre-
liminaries. Section 3 gives an overview of the 3LI2Pv2 method before describing
the method in detail in Section 4. Section 5 analyses our method and finally,
Section 6 concludes the paper and outlines the future work.

2 Design Preliminaries

The design preliminaries include the assumptions, notation and requirements
used in the design of the 3LI2Pv2 method.

2.1 Assumptions

The design of the 3LI2Pv2 method was based on the following assumptions.
(A1). Patients’ records have already been de-identified.
(A2). Entities with higher privileged credentials do not pass their credentials to
entities with lower ones.
(A3). Each entity, z, generates its own public/private key pair (PUz and PRz),
and PUz will be certified by a trusted third party (TTP) and PRz is known
only to entity z.
(A4). Communication channels between entities are resilient. That is, messages
sent will eventually be received by their intended recipients.
(A5). Communication channels are authentication, confidentiality and integrity
protected. This can be achieved by using the Secure Socket Layer (SSL) protocol.
(A6). A central trusted third party (C-TTP) is trusted by all the participants
(e.g. HSPs).

2.2 Notation

The notation used throughout the rest of this paper is summarized as follows.

– C-TTP: The method makes use of a unique central trusted third party
(C-TTP).

– H-TTPj: A local TTP associated to HSP j, j ∈ (1,m).
– PIDi: Patient i’s unique identity (e.g. NHS number).
– Oi,r: Patient i’s object/record r, r ∈ (1, n).
– PS1,i: Patient i’s L1 pseudonym.
– PS2,i,j : Patient i’s L2 pseudonym generated for HSP j.
– PSL1

3,i,c: Patient i’s L3-Type-I pseudonym, generated by C-TTP for L1 access.
– PSL2

3,i,c: Patient i’s L3-Type-II pseudonym, generated by C-TTP for L2-inter-
HSP access.

– PSL2
3,i,j : Patient i’s L3-Type-III pseudonym, generated by H-TTPj for L2-

intra-HSP access.



Controlled Access to EPRs with 3LI2Pv2 551

– SKc: A symmetric key only known by C-TTP.
– PUP=(eP , nP ), PRP=(dP , nP ): Party P’s public and private RSA keys,
P∈{z, C-TTP, H-TTPj}, where z is a user.

– PUj,c=(ej,c, nj,c), PRj,c=(dj,c, nj,c): HSP j’s public/private keys generated
by C-TTP.

– H(m): A collision-resistant one-way hash function (e.g. SHA-256).
– E(SKP ,m) and D(SKP ,m): Encryption and decryption of a data item m

using symmetric key, SKP , of a party P and a symmetric cipher, e.g. AES
[17].

– E(PUP ,m): The cipher-text of data item, m, encrypted with a public key
PUP of a party, P , using RSA cryptosystem [18].

– x||y: Concatenation of data items, x and y.

2.3 Design Requirements

The requirements are specified for the design of the 3LI2Pv2 described in
Section 3.
(R1) Linkability: With an L1 credential, an authorized L1 user should be
able to re-identify a patient from the patient’s pseudonyms. In our approach,
this linkability is achieved by applying cryptographic operations to a patient’s
multiple level pseudonyms.
(R2) Anonymous Linkability: With an L2 credential, authorized L1 and L2
users should be able to link multiple de-identified objects of the same patient
without identifying the patient. In our approach, this requirement is met by
using L1 and L2 pseudonyms.
(R3) Anonymous Access: With an identity credential, authorized L1, L2 and
L3 users can access a patient’s de-identified objects without being able to link
them nor to learn the patient’s identity. In our approach, this is achieved by
using L3 pseudonyms.
(R4) Minimizing Access Delay: Access delay is defined as the time elapsed
from submitting an access request to the time the access request is responded.
This metric measures the method’s access performance. This delay should be
kept as low as possible.
(R5) Optimising 3LI2Pv2 Performance: The performance is measured by:

– Computational cost: is measured in terms of the number of cryptographic
operations necessary for generating the three-level pseudonyms per patient.

– Communication cost: is measured in terms of the number and the size of
transactions/messages exchanged between protocol entities for the issuance
of the three-level pseudonyms per patient.

– Storage cost: is measured in terms of the number of pseudonyms and keys
required per patient per HSP.

(R6) Ensuring Accountability: The involvement of TTPs (C-TTP/H-TTPj)
in facilitating privacy preserving access to EPRs should be accountable. In our
approach, this is achieved by using the principle of the septation of duties among
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TTPs. That is each TTP maintains its own secret keys, and does not share the
keys with another TTP.
(R7) Scalability: The approach should be scalable. In other words, the addition
of a patient or a patient’s record should not introduce excessive overheads into
the solution.

3 An 3LI2Pv2 Method Overview

The idea of our 3LI2Pv2 method is to allow access to a patient’s EPR objects
with multiple levels of identity privacy preservation. To facilitate this idea, three
levels of pseudonym generations are introduced, which made the method offers
important features:

-(F1) Support 3-level of Controlled Access. This is achieved by: (1) for L1
access, only one entity can recover the patient’s real identity. (2) for L2 access,
two features are supported: (2.1) L2-Inter-HSP linking (i.e linking objects of the
same patient in a single HSP), and (2.2) L2-Intra-HSP linking (i.e linking objects
of the same patient in multiple HSPs). Finally, (3) for L3 access, we make use
of the minimum disclosure principle.
-(F2) Support 3LI2Pv2 Credentials. This is achieved by granting users with
different access credentials based on their appropriate roles.
-(F3) Optimize Performance. This is achieved by minimizing the storage,
computational and communication costs.
-(F4) Ensure Accountability. This is achieved by supporting the separation of
duties among entities (TTPs and users). In other words, secret keys and patient
pseudonyms (except for L2 pseudonyms) are not distributed or shared between
entities.
-(F5) Improve Scalability. This is achieved by minimizing the number of keys
necessary for generating the patient’s multiple layers of pseudonyms.
-(F6) Prohibit Unauthorized Linkage by HSPs. This is achieved by pro-
hibiting HSPs from sharing each others’ patients’ pseudonyms.
-(F7) Simplify Key Management. This is achieved by reducing the number of
keys (necessary for generating patients’ pseudonyms) that needs to be managed.
-(F8) Pseudonyms Indistinguishably. This is achieved by having each level
of a pseudonym uniquely generated by a respective TTP with a respective key.

In the 3LI2Pv2 method, we design a hierarchy of three-level pseudonyms.
That is higher-level pseudonyms are built on lower-level ones. To clarify this
hierarchy, we have shown the structure of the pseudonyms in Figure 1. The
hierarchy is described in detail in Section 4. The design considerations for this
3-level pseudonyms hierarchy are:
- The purpose of the L1 pseudonym is to hide a patient’s real identity. It is also
used as a common identifier to index a particular patient’s data objects stored
in multiple sites.
- The L2 pseudonym is built on L1 pseudonym. The purpose of the L2 pseudonym
is to hide L1 pseudonym from unauthorized entities (i.e. restrict L2-inter-HSP
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access), and to facilitate L2-intra-HSP access, as the multiple objects of the same
patient in a HSP is indexed with a unique L2 pseudonym.
- The L3 pseudonyms are built on lower-level pseudonyms (L1 and L2). The
purpose of them is to protect lower-level pseudonyms from unauthorized entities,
and to support different access credentials. Because different access levels require
different credentials, we have designed three types of L3 pseudonyms: (a) L3
Type-I Pseudonym Generation: This pseudonym is built on L1 pseudonym
(because L1 pseudonym has a direct link to the patient’s real identity). It is
generated to provide L1 access credential, and is given to L1 users as a part of
their credentials. (b) L3 Type-II Pseudonym Generation: This pseudonym
is also built on L1 pseudonym. We choose to build this pseudonym on top of L1
and not on top of L2 pseudonym because we want to minimize the decryption
operations performed (i.e. minimize the computational cost). It is generated to
provide L2-inter-HSP access credential, and is given to L1/L2 users as a part of
their credentials.
(c) L3 Type-III Pseudonym Generation: This pseudonym is built on L2
pseudonym (as L2 pseudonym can directly support L2-intra-HSP access). It is
generated to provide L2-intra-HSP access credential, and is given to L1/L2 users
as a part of their credentials.

Fig. 1. Hierarchy of The Three-level Pseudonyms
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4 The 3LI2Pv2 Method in Detail

The 3LI2Pv2 method mainly consists of three methods of pseudonym generation
and reversal. A Level-1 Pseudonym Generation and Reversal (L1-PGR) method,
a Level-2 Pseudonym Generation and Reversal (L2-PG) method and a level-3
Pseudonym Generation and Reversal (L3-PGR) method. Each method consists
of a key generation method, a pseudonym generation algorithm and a pseudonym
reversal algorithm. The pseudonym generation methods are depicted in Figure 2.

Fig. 2. Generation of The Three Levels Pseudonyms

4.1 Level-1 Pseudonym Generation and Reversal (L1-PGR)
Method

This method is executed by C-TTP. It generates and reverses a unique L1
pseudonym, PS1,i, for each patient i. A symmetric cryptosystem is used to
generate the L1 pseudonyms. The reasons behind using a symmetric cryptosys-
tem rather than a hash function is that the method needs to support (R1), i.e.
to allow the recovery of a patient’s original identity from his/her pseudonym.
Although hash functions are more efficient than symmetric cryptosystems, they
are one-way, and do not support this linkability requirement. The reason for
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choosing a symmetric cryptosystem instead of an asymmetric cryptosystem is
because the former is more efficient. L1 pseudonyms, for all patients, are gen-
erated by C-TTP regardless of their being managed by one HSP or multiple
HSPs. So it is necessary to make sure that the pseudonym generation and rever-
sal operations are performed in the most efficient manner. The chosen symmetric
cipher is Advanced Encryption Standard (AES). The following describes how L1
pseudonyms are generated and reversed.
- Level-1 Pseudonym Key generation (L1-PKG) Method: The key used
to generate the patients’ L1 pseudonyms is a single symmetric key, SKc. The
reason behind using a single symmetric key here is because we want to reduce
the computational burden on C-TTP. So only a single SKc is necessary in the
generation of the patients’ L1 pseudonyms, regardless how many EPR objects
they have, and where these objects are managed. C-TTP will generate this key
and the knowledge of SKc is limited to C-TTP.
- Level-1 Pseudonym Generation (L1-PG) Algorithm: This algorithm
generates an L1 pseudonym to protect the patient’s identity. It is executed by
C-TTP. This pseudonym generation is depicted in Algorithm L1-AES-en in Fig-
ure 1 and in Equation 1. C-TTP then stores the mapping of PS1,i and the HSP’s
identity in its database (DBc).

PS1,i = E(SKc, P IDi) (1)

- Level-1 Pseudonym Reversal (L1-PR) Algorithm: This algorithm re-
verses the patient’s PS1,i to retrieve the patient’s real identity. It is executed
by C-TTP when an L1 access is requested by an L1 user. So only C-TTP can
retrieve the patient’s real identity. Equation 2 depicts this reversal operation.

PIDi = D(SKc, PS1,i) (2)

4.2 Level-2 Pseudonym Generation and Reversal (L2-PGR)
Method

This method is executed by C-TTP. It generates and reverses patients’ L2
pseudonyms. The L2 pseudonyms are generated using an asymmetric cryptosys-
tem, because: (1) although asymmetric ciphers are more computation costly than
symmetric ones, asymmetric ciphers are necessary here, as C-TTP needs to gen-
erate a unique key pair for each HSP to achieve (F6). However, C-TTP need not
store the HSPs’ corresponding private keys, as it relies on a technique that can
manage this issue in an effective manner (described below). As a result, we sim-
plify key management, achieving (F7). (2) The asymmetric keys are generated
for HSPs and not for patients. As the number of participating HSPs is usually
less than the number of patients, the number of keys would be reasonable to
manage thus asymmetric cryptosystem would be reasonable here. The following
describes L2 pseudonym generation and reversal.

- Level-2 Pseudonym Key Generation (L2-PKG) Method: This method
generates an RSA key pair (PUj,c/PRj,c) for each H-TTPj. This key pair is
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generated by C-TTP for H-TTPj. H-TTPj does not have the knowledge of the
key pair. The key used to generate the patient’s L2 pseudonym is the public key
(PUj,c), as described below.
- Level-2 Pseudonym Generation (L2-PG) Algorithm: This algorithm
generates patients’ L2 pseudonyms to protect the L1 pseudonyms. It is executed
by C-TTP, as shown in Algorithm L2-RSA-en in Figure 1, Figure 2 and in
Equation 3.

PS2,i,j = E(PUj,c, PS1,i) (3)

To achieve F7, C-TTP relies on a technique (the W technique) to manage the
recovery of the HSP’s private key (PRj,c) needed to unwrap L2 pseudonym. The
idea of this technique is to computationally link the HSP’s public key (PUj,c)
with C-TTP’s private key (PRc). WhereWj,c = (h(PRc||PUj,c)−1dj,c)mod nj,c.
So after generating PS2,i,j , to facilitate the recovery of the HSP’s private key, C-
TTP will concatenate Wj,c with the resulted pseudonym. C-TTP then will send
it (PS2,i,j ||Wj,c) to the respective HSP. C-TTP can later recover the private key
(PRj,c = (dj,c, nj,c)) by computing dj,c = (h(PRc||PUj,c)Wj,c) mod nj,c. Each
H-TTPj then, stores the PS2,i,j ||Wj,c in its HDB along with the corresponding
patient’s EPR object.
- Level-2 Pseudonym Reversal (L2-PR) Algorithm: This algorithm re-
verses an L2 pseudonym to retrieve the corresponding L1 pseudonym. It is ex-
ecuted by C-TTP when an L2-inter-HSP access is requested by L1 or L2 user.
The algorithm is performed using the RSA private key (PRj,c) controlled by
C-TTP. First, C-TTP will recover the key, as described above, and then uses
this key to unwrap PS2,i,j , as shown in Equation 4.

PS1,i = D(PRj,c, PS2,i,j) (4)

4.3 Level-3 Pseudonym Generation and Reversal (L3-PGR)
Method

In this method, three types of L3 pseudonyms (PSL1
3,i,c, PSL2

3,i,c, PSL2
3,i,j) are

generated. They are generated by different TTPs for different access levels (as
described in Section 3). These L3 pseudonyms are generated using asymmetric
cryptosystem. The reason behind this decision is because these L3 pseudonyms
are distributed to users (as they are handed out to them as part of their access
credentials), and the corresponding private keys of these L3 pseudonyms need
to be strictly secured. In other words, the private keys should be only known by
respective TTPs, and not shared among any other entities, to ensure septation
of duties (F4), thus using asymmetric cryptosystem would be essential here. The
following shows the generation and reversal of the three types of L3 pseudonyms.

- L3 Type-I Pseudonym Generation and Reversal Method: This method
is executed by C-TTP. It generates and reverses a patient’s L3-Type-I pseudonym
(PSL1

3,i,c). This pseudonym is generated for L1 access credential (as described in
Section 3). The following shows how this pseudonym is generated and reversed.
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A - L3 Type-I Key Generation Method. This method generates an asym-
metric key pair (PUc/PRc) to generate/reverse PSL1

3,i,c. This key pair is gen-
erated by C-TTP. Only C-TTP knows the corresponding private key. The key
used to generate PSL1

3,i,c is PUc.
B - L3 Type-I Pseudonym Generation Algorithm. This algorithm is ex-
ecuted by C-TTP when C-TTP needs to generate an L1 access credential for
L1 user. The algorithm generates PSL1

3,i,c. As shown in Equation 5, it encrypts
the L1 pseudonym concatenated with the hash of L1, the user’s identity (IDz)
and the C-TTP’s identity (IDC) using C-TTP’s public key. The purpose of the
concatenation is to differentiate between Type-I and Type-II L3 pseudonyms.

PSL1
3,i,c = E(PUc, PS1,i||h(L1||IDz||IDC)) (5)

C - L3 Type-I Pseudonym Reversal Algorithm. This algorithm is run by
C-TTP when C-TTP needs to verify the L1 user’ L1 access credential before
allowing the access. The algorithm performs the reversal operation (using the
C-TTP’s private key), i.e, unwraps PSL1

3,i,c to get the patient’s PS1,i, as shown
in Equation 6.

PS1,i||h(L1||IDz||IDC) = D(PRc, PSL1
3,i,c) (6)

- L3 Type-II Pseudonym Generation and Reversal Method: This method
is also executed by C-TTP. It generates and reverses an L3 Type-II pseudonym
(PSL2

3,i,c). This pseudonym is generated for L2-intra-HSP access credential (as
described in Section 3). The following shows how this pseudonym is generated
and reversed.
A - L3 Type-II Key Generation Method. This method is similar to the L3
Type-I Key Generation Method. The key used to generate PSL2

3,i,c is PUc.
B - L3 Type-II Pseudonym Generation Algorithm. This algorithm is exe-
cuted by C-TTP when C-TTP needs to generate an L2-inter-HSP access creden-
tial for L1 or L2 user. The algorithm generates PSL2

3,i,c, as shown in Algorithm
L3-TypeI-RSA-en in Figure 1, Figure 2 and in Equation 7.

PSL2
3,i,c = E(PUc, PS1,i||h(L2||IDz||IDc)) (7)

C - L3 Type-II Pseudonym Reversal Algorithm. This algorithm is run
by C-TTP when C-TTP needs to verify the L1/L2 users’ L2-inter-HSP access
credentials. The algorithm retrieves the patient’s L1 pseudonym, as shown in
Equation 8.

PS1,i||h(L2||IDz||IDc) = D(PRc, PSL2
3,i,j) (8)

- L3 Type-III Pseudonym Generation and Reversal Method: This method
is performed by H-TTPj. It generates and reverses an L3 Type-III pseudonym
(PSL2

3,i,j). This pseudonym is generated for L2-Intra-HSP access credential (as
described in Section 3). The following shows how this pseudonym is generated
and reversed.
A - L3 Type-III Key Generation Method. This method generates a key
pair (PUj/PRj) for PSL2

3,i,j generation and reversal. The key pair is generated
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by H-TTPj. Only H-TTPj knows the corresponding private key. The key used
to generate this pseudonym is H-TTPj’s RSA public key (PUj).
B - L3 Type-III Pseudonym Generation Algorithm. This algorithm is exe-
cuted by H-TTPj when H-TTPj needs to generate the L2-intra access credentials
for L1/L2 users. The algorithm generates PSL2

3,i,j , as shown in Equation 9.

PSL2
3,i,j = E(PUj , PS2,i,j||Wj,c||h(IDj , Oi,r)) (9)

C - L3 Type-III Pseudonym Reversal Algorithm. This algorithm is only
executed by H-TTPj when H-TTPj needs to verify the L1/L2 users’ L2-intra
access credentials before allowing the access. The algorithm unwraps PSL2

3,i,j to
get the patient’s L2 pseudonym, as shown in Equation 10.

PS2,i,j||Wj,c||h(IDj , Oi,r) = D(PRj , PSL2
3,i,j) (10)

5 The Method Analysis

The method analysis includes requirements and performance analysis.

5.1 Requirements Analysis

This section analyses the 3LI2Pv2 method against the requirements set in
Section 2.3.
- Generating reversible PS1,is using a symmetric cryptosystem, the patient’s
identity can be traced using the right key. The knowledge of this key is limited
to C-TTP. Thus linkability (R1) is achieved in a controlled manner.
- Having PS1,i to be the common identifier of a patient’s multiple EPR objects
managed by multiple HSPs allows linking objects of a single patient without
identifying the patient. Thereby supporting anonymous linkability (R2).
- Since patients’ EPR objects are stored in a de-identified manner, and no link-
ability can be achieved without providing valid credentials, anonymous access
(R3) is fulfilled.
- Our method proposed three-level pseudonym generations, which normally, add
overheads to the solution. However, our method maintained a good performance
supporting (R4/R5). This is due to reducing access delays by minimizing com-
putational, communication and storage costs. A detailed performance analysis
is described in Section 5.2.
- Only C-TTP holds SKc (knows the mappings between PS1,i and PIDi). Only
C-TTP holds PRj,c (knows the mapping between PS1,i and PS2,i,j). Thus, any
malicious release of patient identity/pseudonyms can be prevented. This ensures
separation of duties (R6).
- In our method, all patients are allocated a single SKc to reveal their identity.
Also, all patients are only allocated a single PRj,c to unwrap the PS2,i,j in a
specific HSP. When a new patient’s data set is added, no additional keys will be
required. This is because the same HSP’s PUj,c is used to generate the patient’s
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L2 pseudonym. Even when a new patient is added to the HSP’s database, no ad-
ditional key (SKc) is required, for generating L1 pseudonym, and no additional
key (PUj,c) is required for generating L2 pseudonym. So if the increase in the
performance cost is linear then scalability (R7) can be met.
- To increase the security level of the solution, legitimate users are granted with
different levels of access, by granting them with different credential types. In ad-
dition, the users are not given any secret keys to perform the access operations.
The secret keys are only known by respective TTPs. Finally, the most sensitive
secret key (SKc), which reveals a patient i’s identity, PIDi, is only known to
C-TTP and no other entity can obtain this key. From this, it is evident that our
method provides a high level of security.

5.2 Performance Analysis and Comparison with Related Work

This section presents a theoretical performance analysis of our solution. Perfor-
mance is measured in terms of: (1) computational cost, (2) storage cost, and
finally, (3) communication cost. Communication cost will be described in the
prototype model.

-Computational Cost: Computation cost is measured here by calculating the
number of cryptographic operations used for the generation of the three levels
pseudonyms. A comparison between our solution and other two methods (Deng’s
and PIPE methods) is performed in terms of computational cost. We show this
in table 1 when a patient has his/her data managed by a single HSP and multiple
(m) HSPs.

Table 1. Computational Cost Comparison with Related Work

Methods Crypto Enc/Dec Ops Enc/Dec Ops Levels
Operations 1 patient in 1 HSP 1 patient in m HSPs

Deng’s Method HMAC i obj Enc m(i obj) Enc L1, L3
Symmetric 2(i obj) Enc/1(i obj)Dec 2m(i obj) Enc/m(i obj)Dec

PIPE Method
Hash Function 1 Enc m Enc
Symmetric 1+1(no of key shares) Enc/Dec 1+m(no of key shares) Enc/Dec L1, L3
Asymmetric 2+1(no of key shares) Enc/Dec 2+m(no of key shares) Enc/Dec

Our Method
Hash Function 3 Enc 2+m Enc
Symmetric 1 Enc/Dec 1 Enc/Dec L1, L2, L3
Asymmetric 4 Enc/Dec 4m Enc/Dec

From the table, it can be seen that our method supported three levels of access
while the other methods supported only two levels. Taking this into consider-
ation, our method performed better than the others. The extra exponentiation
operations (from the asymmetric cryptosystems) in our solution are due to: (1)
granting legitimate users with distinct access credentials (which is not consid-
ered in the other methods); (2) simplifying key management distribution; and
(3) supporting separation of duties.

-Storage Cost: Storage cost is measured in terms of the number of pseudonyms/
keys needed for each patient in a single HSP/s. Table 2 shows a storage cost
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Table 2. Storage Cost Comparison with Related Work

Methods No. of HSP No. of Pseudonyms No. of Keys Levels

Deng’s Method 1 patient/1 HSP 2(i obj) 2 L1, L3
1 patient/mHSPs 2m (i obj) 2m

PIPE Method 1 patient/1 HSP 1+i obj 3
1 patient/mHSPs m+i obj 3m L1, L3

Our Approach 1 patient/1 HSP 5 4
1 patient/mHSPs 3+2m 3+2m L1, L2, L3

comparison between our solution and the other methods (Deng’s and PIPE).
From the table, it can be seen that our solution introduced fewer storage costs
than in the other methods. This is because the number of pseudonyms generated
in our solution is fewer than in the others. Besides, considering that our solution
facilitated three access levels, the number of keys generated, especially when a
patient has his/her objects managed by (m) HSPs, is reasonable.

6 Conclusion

This paper has presented an enhanced method for supporting access to dis-
tributed EPRs with three levels of identity privacy preservation. The novelty
of our method is reflected by the three levels of pseudonym generations, which
have made our solution offers a number of interesting features, including: (1) the
method is designed to allow legitimate users to perform different levels of ac-
cess to a patient’s distributed EPRs, without compromising his identity privacy.
This was achieved by the multiple layers of patient pseudonym generations, and
by granting users with proper credentials that is suitable for their roles; (2) it
allows better performance by minimizing storage, computational and commu-
nication costs; (3) it protects patient identification data from malicious entities
by controlling the disclosure of patient pseudonyms and secret keys, and not
sharing them between entities. This was achieved by providing separation of
duties among local/global TTPs, thereby supporting accountability; (4) it han-
dles the growth of patients and patients’ data while maintaining a reasonable
performance. This was achieved by the reducing the number of keys needed to
generate the patients’ pseudonyms, thereby supporting scalability.

For future work, we include the design of the three access protocols making
use of the three levels of patient pseudonyms.
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Abstract. Images and videos resulting from diagnostic imaging proce-
dures such as echocardiography need to be analyzed and interpreted by
physicians in order to diagnose diseases of the patient. This process can
be split into two steps: in a first step, various morphological features de-
picted in the images have to be interpreted and described. Then, a diag-
nostic conclusion has to be drawn from these observations. The first step
can be facilitated by offering a structured entry form and some means to
generate textual descriptions from the data entered in this form. While it
is straight-forward to implement some basic text generation functionality
using hard-wired text templates, the generation of fluent, well-readable
text from structured data is much harder. In this collaboration we have
combined advanced methods from computational linguistics and medical
knowledge resources to solve this problem. We have built a prototype for
the domain of echocardiography and evaluated it in a clinical setting.

1 Introduction

We present an implemented system that automates the mapping from individual
medical observations to a medical report in natural language, and thus elimi-
nates the need for a distinct text production step on the side of the physician.
The doctor enters observations into a structured entry form, and the correspond-
ing text is produced instantaneously. Our approach, however, does not rely on
precoded segments of “canned text”; instead, we employ natural language gen-
eration technology for a fully automatic mapping between non-linguistic input
and linguistic output. This idea is inspired by the SUREGEN system [3,4], but
adds an emphasis on re-usable generation components as well as a grounding
in a (pre-existing) domain ontology, which facilitates the transfer of the system
to other medical domains as well as to other target languages (at present, we
generate German text only).

The paper is structured as follows. Section 2 provides more details about our
task, and Section 3 describes the overall architecture of the system. Next, Section
4 focuses on the language generation module and outlines the sequence of steps
necessary for mapping non-linguistic observation data to text. Finally, Section
5 discusses related work, and Section 6 presents our conclusions and some tasks
for future work.
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2 Task Description

Our project addresses a subtask of the larger endeavor of intelligent assistance for
the production of doctor’s letters. Depending on the particular clinical domain,
the texts to be produced are more or less stereotypical, thus suggesting different
methods for creating them. Our project focuses on cardiology, and the first
step was to obtain a corpus of authentic doctor’s letters, in order to study the
linguistic phenomena and then to devise appropriate production strategies.

In the various cardiological diagnoses, one general finding is a very high density
of information, which leads to a relatively telegraphic style of concatenated noun
phrases, rather than full-fledged sentences. Consider the example in Figure 1,
taken from an echocardiography diagnosis. By ‘informational density’, we refer
to the fact that individual units of information (measurements, observations)
are typically fused into complex noun phrases, which, as we argue in this paper,
has consequences for deciding on the best strategy of production.

The most trivial setting for our task would be a mapping from each individual
observation (roughly speaking, from each physician’s mouse click) to a German
sentence or phrase, with the “text” resulting from a simple concatenation of
those phrases. However, this is unlikely to work since

– the physician will favour a particular ordering of information in the text,
which need not correspond to the order of entering the information (i.e.,
taking measurements, making observations);

– as indicated above, information that conceptually belongs together, needs
to be aggregated into more complex information units, so that a coherent,
readable text results.

A solution based on text blocks can easily accommodate the first problem (by
pre-storing the final order of phrases) but has problems with the second one.
While it is in principle possible to manage a large set of text blocks that ac-
counts not only for individual observations but for particular combinations of
observations/measurements and expresses such information bundles in corre-
sponding text bundles, this approach becomes inflexible and extremely difficult
to port to other domains, where the problems are similar yet require a complete
new set of text blocks.

Our solution therefore opts to employ natural language generation technology
(see, e.g., [12]), which in a sequence of three steps systematically maps non-
linguistic information to linguistic output, i.e., text:

1. Document planning: Serializing the information units into an appropriate
order.

2. Sentence planning: “Chunking” the information into bundles that will later
be expressed as individual sentences; deciding on words to use for conveying
the information; deciding on how to bundle information units into appro-
priate linguistic phrases; deciding specifically on the words for referring to
concepts/entities in the domain (so-called referring expressions: in/definite
noun phrases, proper names, pronouns).
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(1) a. Beide Ventrikel und der rechte Vorhof sind normal dimensioniert.
b. (Both ventricles and the right atrium are of normal size.)

(2) a. Sämtliche LV-Wände sind leichtgradig verdickt.
b. (All LV-walls are mildly thickened.)

(3) a. Der linke Vorhof ist mit 53 mm mittelgradig dilatiert bei unauffälliger globaler
und regionaler linksventrikulärer Pumpfunktion.

b. (The left atrium is moderately dilated at a size of 53mm and exhibits an un-
remarkable global and regional ventricular pumping function.)

Fig. 1. Example sentences from the corpus of medical reports

3. Realization: the morphosyntactically-correct expression of the sentence plan
as a sentence (even if telegraphic) in the target language (here: German);
this involves fixing word order, insertion of function words, producing proper
inflection.

The overall setting for our project therefore comprises a user interface allowing
the physician to enter information, mapping this information to a standardized
representation, and then starting the text generation component. A central as-
pect is the possibility of flexible adaptation of the generation decisions to the
physician’s needs and preferences. Therefore, the scenario also involves a toolbox
for defining and editing both the document plans (i.e., defining the ordering of
information in the text) and the devices for mapping non-linguistic information
to linguistic expressions (of different types); these devices we call frames. The
second central aspect is the overall portability: Obviously, developing the text
generation component is initially more costly than a simple text block system.
It is thus of utmost importance to ensure the portability and adaptability of the
various sub-components to other clinical domains, so that overall a cost-effective
solution results.

In the next section, we first explain the overall system architecture in detail,
and thereafter turn specifically to the natural language generation component.

3 SemScribe System Overview and Architecture

The architecture of the SemScribe system is depicted in figure 2. Semscribe
assumes an IT environment where general patient data and diagnostic images
are available from a hospital information system (HIS) or a picture archiving
and communication system (PACS).

SemScribe is comprised of

– a GUI for structured data entry,
– the Natural Language Generation (NLG) component proper,
– medical and linguistic knowledge stored in the ID MACS terminology server,
– authoring tools for creating and editing linguistic knowledge, and
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Fig. 2. The architecture of the SemScribe system. Components of the SemScribe
project proper are shown in green.

– a communication module within the ID MACS R© terminology server that
makes data and knowledge available to the NLG component and delivers
generated text to the GUI.

SemScribe uses the ID MACS R© – medical semantic network – by ID as a general
source of medical knowledge, which has been extended with special cardiological
knowledge to cover the application domain of SemScribe.

3.1 User Interface and Data Format

A screenshot of the graphical interface for data entry that will be verbalized as
‘Both ventricles and the right atrium are of normal size.’ is shown in figure 3.

The output of structured data entry – and hence, the input to the language
generator – can generally be described as a list of triples (object,attribute,value)
where the object typically is an organ, the attribute a property (e.g. length) and
the value the actual measurement or interpretation, for example (leftVentricle,
size, normal). We refer to these triples as observations.
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Fig. 3. Screenshot of the graphical interface for data entry (output text in German)

4 Natural Language Generation

In the SemScribe approach, natural language generation is sentence-wise incre-
mental, driven by the input of the user interface. For architectural simplicity,
we currently explore the use of a ‘slim’ processing pipeline [11] in which partial
solutions are passed from one processing module to the next. The processing
pipeline is structured as follows:

1. Data entry: user enters input via a web form (section 3.1 above),
2. Document planning (section 4.1),
3. Sentence planning including aggregation, frame instantiation and sentence

construction, amongst others (section 4.2),
4. Referring expression generation including logical inferencing over the ontol-

ogy (section 4.3),
5. Morphological realization (section 4.4).

This processing pipeline will be described in the next sections.

4.1 Document Planning

The document planner defines the overall structure of the document. This con-
cerns paragraphs, headlines and content order. The planner can be configured
individually according to the needs of the application and the preferences of the
hospital or physician.
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The general structure and order of the document is defined in a document
template. This organizes hierarchical paragraphs, headlines and the order of the
final content. To this end, abstract content elements are defined as containers
for observations, which may be arranged within the same sentence.

The document planner does not have to be adjusted to process other lan-
guages. To generate texts in another domain, the user supplies new configurations
of the document template and observation mappings. The result of document
planning is the document template filled with the input observations.

4.2 Sentence Planning

The sentence planning task includes aggregation, lexicalization of observations,
and referring expressions planning. Sentence planning is performed by recursively
composing partially specified syntactic trees, similar in spirit to the SPUD [14]
and PROTECTOR [8] systems.

The sentence planner works on all observations within a content element, re-
sulting in one or more sentences for each content element. The linguistic knowl-
edge used for sentence planning is organized in frames and concept entries, which
control the lexicalization of the input. Each frame describes a specific aspect of
the domain language and contains a set of templates, each one representing a
syntactic tree as a possible sentence plan for the aspect considered in the frame.
Templates may recursively invoke other frames, thus constructing the final sen-
tence plan for an observation from multiple substructures.

In this section, we describe the overall sentence planning process for a content
element from observations to sentence plan.

Concepts. The input observation contains codes for attribute, object and value
(see section 3.1). The codes point to concepts in the ontology. A dictionary rep-
resents a set of variants for each concept of the domain. Each variant represents
a syntactic tree which will be adjoined to the sentence plan. The advantage of
using a tree structure rather than a plain string is that different inflectional
forms can be realized for the same entry.

Aggregation. Multiple observations are aggregated by identical attributes and
values or by object, i.e. different observations were made about the same
organ(s).

Frame Instantiation. The next step is to construct a sentence plan for each
aggregated observation. This is done by selecting and filling templates. Templates
are syntactic structures with variables (slots) to be filled. They are organized in
frames; each frame describes an aspect of the domain.

The initial frame for processing an observation is determined by the obser-
vation attribute. Thus, an observation with attribute ‘size’ will use the ‘size’ -
frame. The frame contains several templates, each one producing a clause for
describing the size of an object. Template selection is generally controlled by the
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object and value of the input observation. A template requires input slots and
restricts them to specific values, such as a specific code or a syntactic category
for realization. Next, the slots are filled with the concept dictionary entry for the
corresponding input code. Input concepts of organs are marked as referring ex-
pressions and a convenient realization variant will be selected later (see Section
4.3). The result of frame instantiation is a syntactic tree usually representing a
clause.

The frame instantiation mechanism works language independently. It can
combine any syntactic tree of the frame and concept lexicons without mak-
ing any assumptions about the grammar. Adapting it to other languages entails
preparing the appropriate linguistic resources.

Variants Ranking. The selection of the best template or realization variant is
based on a ranking of the variant’s features. The linguistic resources are anno-
tated with predefined feature-value-pairs. Currently, we use the boolean features
‘short’ and ‘simple’. The GUI provides to the user a selection of a short ver-
sion with abbreviations and compact sentences (often without a verb) and a
simple version for the patient instead of the version with medical terms for the
physician. The variants are ranked by weight and the best variant is used for
realization. Figure 4 shows different versions for the same input.

1. Die beiden Ventrikel und das rechte Atrium sind normal dimensioniert.
(Both ventricles and the right atrium are of normal size.)

2. Die beiden Herzkammern und der rechte Vorhof sind normal dimensioniert.
(Both heart chambers and the right atrium are of normal size.)

3. LV, RV und LA normal dimensioniert.
(LV, RV and LA of normal size.)

Fig. 4. Example for different text versions for the same input

Sentence Construction. Frame instantiation supplies a list of syntactic clause
trees. For each clause, the system can generate a simple sentence. In some cases,
two or more clauses can be combined.

At this stage in the pipeline we obtained most of the final sentence plan
with only the referring expressions still remaining variables. Figure 5 shows the
sentence plan at this stage for the example input.

4.3 Referring Expression Generation

The task of generating referring expressions (GRE) can be characterized by the
following question: given a domain model – in this case the medical ontology –
and a set of referents, how can we uniquely identify the referent(s) using natural
language? This task has often been combined with the requirement to be min-
imal, i.e. to use only a minimal number of properties, and with considerations
of computational complexity. Early work often centered around the ‘incremen-
tal algorithm’ [2] which incrementally ‘intersects’ attributes until the referent is
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Fig. 5. Sentence plan before referring expression generation

uniquely identifiable. Due to the importance of GRE to the field of language gen-
eration in general, several alternative approaches to GRE have been developed,
e.g. the graph algorithm of [5] or the ‘overgeneration and ranking’ approach of
[15].

In SemScribe, where domain knowledge is available in the form of a medi-
cal ontology that includes ISA relationships between concepts, we often need to
model reference to several objects by the name of a dominating concept. The re-
sulting, possibly generalized concept can be used in combination with attributes
identified with a standard GRE approach such as the incremental algorithm.

Ontological Inference. In example 1, the use of ‘both ventricles’ presupposes
that the objects in question are of type ‘ventricle’ and that there can only be
two of them. The required knowledge is part of the ISA relation of a medical
ontology of about 80000 concepts/nodes. Nodes/concepts in the ontology are
concept classes (TBox), not instances of a particular patient’s organ (ABox).
The input to NLG, on the other hand, is interpreted as being at the instance level
(note the case ID). Ontological inference takes place before the frame/template
is selected because it influences the selection.

In the ontological inference stage, we generally search for a concept/node
in the ontology that dominates as many input concepts as possible without
dominating any other nodes not mentioned in the input. The ISA graph of the
ontology is queried by an algorithm that performs a mixed-order traversal for
each input concept in turn by walking ‘bottom-up’ from the input concepts to
higher-level concepts and then ‘top down’ to the sisters of that input concept.

Referring Expression Specification. After syntactic template selection, i.e.
with the syntactic constraints known, the referring expression structure can be
specified further and inserted into the sentence plan. For generalized concepts,
an appropriate quantifier needs to be selected based on the size of the extensions:
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‘both [ventricles]’, ‘all four [heart chambers]’. Furthermore, the inner structure
of the referring expression is used to determine the need of a conjunction.

4.4 Morphological Realization

The last generation step is the construction of the actual language output for
the sentence plan. This is done by the realization module XBarGen [13]. This
module constructs from a sentence plan a binary syntactic tree and moves each
constituent into its language specific location. The location and the morpholog-
ical features of the sentence plan (derived from templates and concept entries)
determine the final inflection of the words. The tree will be realized by generat-
ing a flat string from the tree and replacing each leaf with its correct inflectional
form. To this end a full form dictionary established from Morphisto1 with 16.500
base forms of German general language is used, as well as standard inflection
rules for words missing in the dictionary. The realizer is specialized to German
language. Although it is domain independent, the dictionary has to be extended
with domain specific terms.

5 Related Work

All of the reporting modules we have seen in clinical systems so far rely on text
templates or canned text. These mechanisms have the disadvantage of low ex-
pressivity and high redundancy. They require either considerable configuration
effort or manual editing of the generated text to ensure a fluent and correct
result. Still, template-bases approaches have the advantage that their configura-
tion requires only a minimum of training. On the other hand, we are confident
that the authoring tools we have developed for internal use in the project will
evolve into configuration tools that can be used easily by medical staff without
expert linguist knowledge.

In the computational linguistics community, natural language generation has
been employed in the past in the health care sector. Cawsey et al. [1] describe
a system for generating tailored text that explains treatments, diseases etc. to
patients. Reiter et al. [10] generate customized letters that encourage people to
stop smoking. Both these approaches have a different focus (patients/end users).
Regarding the architecture of language generation systems, like [1,10] we chose a
slim pipeline over more complex approaches such as ‘overgeneration and ranking’
[6,16] or machine learned committed choice models [9,7].

6 Conclusions and Future Work

Natural language generation can be a powerful means to communicate complex
structured data in a concise and effective way. The actual effectiveness of this

1 http://www1.ids-mannheim.de/lexik/TextGrid/morphisto/

http://www1.ids-mannheim.de/lexik/TextGrid/morphisto/
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method depends on the quality of the text generation algorithms and the linguis-
tic and domain-specific knowledge used. In this work, we described the applica-
tion of methods from computational linguistics, in particular natural language
generation, to the domain of echocardiology findings. Currently, the SemScribe
prototype is evaluated in the cardiology department of our clinical partner. We
intend to incorporate the text generation technology developed in SemScribe in
future clinical documentation products by ID. An important challenge is to de-
velop user-friendly configuration tools that allow users to customize medical text
generation solutions without linguistic expertise while retaining the advantages
of our computational linguistics approach.
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3. Hüske-Kraus, D.: Suregen-2: A shell system for the generation of clinical docu-
ments. In: 10th Conference of the European Chapter of the Association for Com-
putational Linguistics (EACL 2003), Budapest, Ungarn (2003)
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Abstract. In parallel with the products of Microsoft's Office suite, two open 
source word processors are gaining popularity. OpenOffice.org Writer and its 
more recent alternative (or “fork”) LibreOffice Writer both implement as their 
default storage format the OpenDocument Text format (ODT, a subset of ODF) 
and support various output formats including the Portable Document Format 
(PDF) and XHTML. Through the extensions “odt2daisy” and “odt2braille”, 
developed within the European ÆGIS project, both Writers can also export 
ODT documents to DAISY (audio books, talking books) and to printable 
Braille, taking into account its language and country dependent formatting 
rules. This contribution focuses on the accessibility evaluation software that 
was developed in the same European ÆGIS project, intended to support authors 
in creating accessible ODT documents that can be converted error-free into 
DAISY and/or Braille.  

Keywords: Accessibility, accessibility evaluation, office documents, 
OpenOffice.org, LibreOffice, Evaluation and Report Language (EARL). 

1   Introduction 

Digital accessibility, i.e. a usable access to ICT based information, covers many areas. 
The E-ACCESSIBILITY POLICY TOOLKIT FOR PERSONS WITH DISABILITIES developed 
by the International Telecommunication Union (ITU) and the GLOBAL INITIATIVE FOR 

INCLUSIVE ICTS (G3ICT), created to support the implementation of the UN 

CONVENTION ON THE RIGHTS OF PERSONS WITH DISABILITIES [17] cover the following 
technology areas: wireless phones, radios, television, remote consoles, land line 
phones, Web sites, personal computers, software, electronic kiosks, broadband 
services and access to published works [6]. Access to office formats used for word 
processing, spreadsheets and presentations is a superset of and a precondition for 
“access to published works”.  

In practice there are considerably fewer guidelines and tools related to the 
accessibility of office formats than for web content. However, office formats are often 
used as a source for web content, for example by exporting word processing files as 
HTML or PDF. Office formats also need to be accessible in order to constitute a 
suitable source for formats aimed at persons with disabilities, notably audio books 
(typically DAISY books [7]) and Braille. 
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It is also anticipated that the future DAISY standard will be closely linked with 
ePUB, the most popular e-book standard [18]. ODF can then also be used as a basis 
for  e-book publishing.  

Authors therefore would greatly benefit from guidance for accessible authoring 
that is integrated into an office suite. The accessibility checker for OpenOffice.org 
and LibreOffice Writer developed in the framework of the ÆGIS project [3] provides 
this kind of guidance.  

The remainder of this paper describes the background for this tool, how it is 
implemented and what functionality it offers. It also explains why a taskpanel was 
chosen as user interface, describes how authors can use this taskpanel to repair errors 
and warnings, gives examples of the automatic and semi-automatic repairs supported 
by the checker and describes very briefly which errors and warnings are implemented. 
For a more technical approach we refer to [16]. 

2   Accessibility of Office Formats 

2.1   Existing Accessibility Evaluation Tools 

Since the publication of the Web Content Accessibility Guidelines (WCAG) 1.0 in 
1999 [4], many tools for the evaluation of web content have been developed. The 
website of the World Wide Web Consortium (W3C) contains a database of Web 
accessibility evaluation tools that currently lists a few dozen tools [14]. These tools 
range from simple colour contrast checkers to “web accessibility managers” for 
website administrators. Compared to this database, the list of accessibility evaluation 
tools for office formats is very short.  

A few tools for the evaluation of PDF documents are available (Adobe Acrobat 
Pro, NetCentric’s CommonLook Section 508 for Adobe Acrobat, the freeware PDF 
Accessibility Checker [PAC] by the Swiss organisation Zugang für Alle/Access for 
All and the web-based PDF accessibility checker by the eGovMon project in 
Norway), but these tools cover PDF as a final-form output format that cannot be 
easily edited.  

As stated above, tools that evaluate accessibility of word processing files are very 
scarce: 

• aDesigner is a tool that was originally developed by IBM Tokyo [11] and 
later donated to the Eclipse Foundation [5]. This tool is a disability simulator 
for web content that also helps users check the accessibility of 
OpenDocument Format (ODF) and Flash content. 

• The accessibility checker introduced in Microsoft Word 2010, PowerPoint 
2010 and Excel 2010, which provides errors, warning and tips [13], is the 
first evaluation tool that is built directly into an office suite. 

aDesigner is therefore the only tool that evaluates the accessibility of ODF content. 
Other checkers that were developed in the past have since been abandoned. The OPEN 

DOCUMENT FORMAT ACCESSIBILITY EVALUATION TOOL developed by a team of 
students at the University of Illinois at Urbana-Champaign under the supervision of 
Dr. Jon Gunderson came online in 2006 [8] but has not been available for several 
years. The SourceForge project hosting site contains at least 9 ODF accessibility 



 Accessibility Evaluation for Open Source Word Processors 577 

checkers that were started in 2006 as part of the “IBM Accessibility Phase 2 Contest” 
in Japan. These projects have names such as “ODT Accessibility Checker”, “ODT 
Checker”, “Simple ODT Validator” and “ODF Accessibility Validator” but all have 
been abandoned.  

2.2   LibreOffice/OpenOffice.org as a Source for Accessible Formats 

OpenOffice.org is probably the most widely used open source office suite. Both 
OpenOffice.org and its recent fork LibreOffice can be used to create accessible 
content. Guidance is available in various locations, including the ODF ACCESSIBILITY 

GUIDELINES by the Accessibility subcommittee of the OASIS Open Document 
Format for Office Applications (OpenDocument) TC [12], the AUTHORING 

TECHNIQUES FOR ACCESSIBLE OFFICE DOCUMENTS by the Accessible Digital Office 
Document (ADOD) Project [2] and OPENOFFICE.ORG AND ACCESSIBILITY by Web 
Accessibility in Mind (WebAIM) [15].  

Thanks to the recent availability of the open source extensions odt2daisy [10] and 
odt2braille [9], both developed in the framework of the ÆGIS project, 
OpenOffice.org and LibreOffice Writer can export OpenDocument Text (ODT) to 
DAISY books and to Braille, respectively. However, in order to create valid and 
usable DAISY books or Braille documents, the ODT source documents need to fulfil 
a number of criteria, for example, 

• images and other objects need a text alternative, which can be rendered for 
visually impaired readers as synthetic speech or Braille, 

• headings need to be styled with Heading styles instead of big bold text or 
other visual characteristics that suggest headings, 

• the default language of the document and any language changes inside the 
document need to be identified in order to select the correct speech synthesis 
engine or Braille translation table during the conversion process, 

• images need to be in JPEG or PNG (Portable Network Graphics) format 
when exporting to DAISY. This is a constraint of the DAISY standard. 

Some accessibility criteria are easy to fulfil, while others are easily overlooked, for 
example, because they have no visual effect (e.g. adding text alternatives to objects, 
accidentally creating empty headings). Some criteria are only relevant when exporting 
to specific other formats, for example, the restriction on image formats in DAISY.  

It is clear that integrating support for accessible authoring into 
OpenOffice.org/LibreOffice Writer would make it easier for authors to meet the 
accessibility criteria. 

3   The ODT Accessibility Checker 

3.1   General Approach 

In the previous chapter the need for an accessibility checker was clearly 
demonstrated. Within the framework of the European Ægis project, such a checker 
was developed by the authors at K.U.Leuven.  
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3.2   User Interface 

The goal of the accessibility checker is to make users aware of accessibility issues in 
their content. Ideally, this should be as straightforward as checking the spelling, a 
feature that is built into several office suites, but accessibility is more complex than 
spelling. There are several ways in which authors could be alerted to accessibility 
issues. Several methods were explored in the initial stages of the project. 

The first option consisted in adding a new layout mode, similar to the Print Layout 
and Web Layout that can be found in Writer’s View menu. This new “Accessibility 
View” would make authors aware of how assistive technologies (AT) “perceive” the 
document. For example, where an image has no text alternative, there would be nothing 
(or just an empty frame). Where headings are faked by means of big bold text instead of 
the appropriate Heading styles, the content of these headings would be rendered as 
normal text. Where tables are “faked” by paragraphs of tab-separated columns, the text 
of the “columns” could simply run together. However, such an Accessibility View 
would be incomplete without guidance on how to repair the issues. There was also a 
technical barrier: the accessibility checker is developed as an extension, and extensions 
for OpenOffice.org or LibreOffice cannot create new layout modes.  

The second option consisted in adding errors and warnings to the source document 
by means of highlighting and/or some type of comments or notes. When using 
highlighting, removing the highlighting should be as simple as clicking a button. 
Unfortunately, adding such highlighting can only be done by modifying the 
document; the accessibility checker would then need to remove any remaining 
highlighting when the user closes the document without repairing all the issues (and 
in this process distinguish between its own highlighting and highlighting added by the 
user!). The same is true for underlining: the type of underlining that is used by the 
spelling checker cannot be created by an extension, and the type of underlining that 
can be created by an extension would become part of the document (unlike the wavy 
underlining that most word processors use for spelling errors). Using 
OpenOffice.org’s built-in comment system to provide information on accessibility 
issues was judged too technical and insufficiently user-friendly. 

The different options were extensively discussed within the group of ÆGIS 
software specialists and the project finally settled on the use of a taskpanel to display 
a list of errors and warnings and all the other required information. The taskpanel is a 
component that has been available in Writer only since OpenOffice.org and 
LibreOffice 3.3 (late 2010).  

The taskpanel of the accessibility checker consists of three parts (cf. figure 2). 

 

Fig. 1. Part of a text document in which a table layout is suggested by using visual clues 
(spaces and tabs) 
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Fig. 2. Taskpane of the Accessibility checker, displaying the problems with the texts shown in 
fig. 1 

The top part displays a list of errors and warnings for issues detected in the 
document. When the author selects an error or warning, the relevant section of the 
document is highlighted (in a way similar to the highlighting used by the Accept or 
Reject changes dialog). The middle part displays three types of information for the 
error or warning currently highlighted in the top part: the name of the issue, a 
description (which usually explains why something is an accessibility issue) and 
suggestions for repair. The bottom part contains four buttons: a ‘Recheck’ button to 
trigger the accessibility evaluation, a ‘Clear’ button to clear the list of errors and 
warnings, a ‘Repair’ button to repair issues that can be fixed automatically or semi-
automatically, and an ‘Ignore’ button that can be used to delete a false positive. The 
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Repair button only becomes active when an issue can be repaired automatically or 
semi-automatically. Examples of automatic repair include the following: 

• When the checker finds an empty heading (i.e. an empty paragraph with a 
Heading style), activating Repair replaces the Heading style with the Default 
style. 

• When a table allows rows to break across pages and columns, activating 
Repair unchecks the option “Allow row to break across pages and columns” 
that authors would otherwise need to find in the Table Format dialog. 

Examples of semi-automatic repair include the following: 

• When the document has no default language, activating Repair opens the 
language settings dialog, where authors can set the default language for 
documents. 

• When an image or other object has no text alternative, activating Repair 
opens the Description dialog, where authors can enter the object’s title 
(which would match HTML’s alt attribute) and description. 

• When the document’s title field is empty, activating Repair opens the 
document properties dialog, where authors can enter this metadata item. The 
document title is required by odt2daisy when converting the document to an 
audio book. 

Many repairs cannot be performed automatically or semi-automatically, for example, 

• When the document contains images in formats not supported by DAISY, 
the author needs to convert the images to JPEG or PNG outside Writer and 
re-insert the new image. 

• When a table contains merged cells, the author must decide whether to split 
to individual cells again or to simplify the table in a different way. 

In each of these instances, the repair suggestions explain what the author can do to fix 
the issue.  

3.3   Implemented Issues and Warnings: Some Examples 

Web developers and web accessibility advocates can refer to the W3C’s Web Content 
Accessibility Guidelines (WCAG) as the generally accepted reference for web 
accessibility. Authors of office formats are not so fortunate. They can refer to 
Accessibility Guidelines Version 1.0 prepared by the ODF Accessibility 
subcommittee or the Authoring Techniques for Accessible Office Documents by the 
ADOD project (see above), but these documents don’t have a structure based on 
testable and easily reference-able success criteria that is attractive to evaluation tool 
developers. The table below gives a few examples of a mapping between WCAG 2.0 
success criteria, the Authoring Techniques for Accessible Office Documents from the 
ADOD project and the ODF checks that are currently implemented in our tool. The 
evaluation tool can perform checks that are applicable only to Braille or to DAISY; 
these checks can be enabled or disabled in Writer’s options dialog. Some checks do 
not map to any WCAG 2.0 criterion, for example the check for image formats that are 
not supported by DAISY. Note that the accessibility checker currently only evaluates 
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OpenDocument Text (the word processing format); there is no support for 
presentations or spreadsheets yet. 

Table 1. Mapping between WCAG 2.0, ADOD and ODF accessibility checks (a few examples) 

WCAG 2.0 ODF Check(s) Comments 

1.1.1 Non-
text Content 

Error: formula has no text alternative. 
Warnings: image has no text 

alternative; object has no text 
alternative; special characters or 
symbols are rendered by means of a 
special font instead of Unicode. 

ADOD Technique 3 
Some images may be for 
decoration only and 
therefore do not require a 
text alternative. 

1.3.1 Info 
and 
Relation-
ships 

Warnings: table contains merged 
cells; table cell contains another table; 
table has no repeatable heading row(s); 
table rows break across pages or 
columns; table is very long; long table 
has caption below table instead of 
above; caption is not linked to any 
image or table; text formatting (e.g. 
big bold text) suggests that a paragraph 
should have a Heading style. 

ADOD Technique 6 (using 
named styles instead of 
direct formatting) 
ADOD Technique 7.1, 7.2, 
7.3, 7.4 

1.4.8 Visual 
Presentation 
(AAA) 

Warnings: text is justified; font size is 
smaller than 9 points; long span of text 
in all caps, underlined or italic. 

ADOD Technique 9.1 
WCAG does not require a 
minimum font size or 
prohibit text that is in all 
caps, underlined or italic. 

2.4.5 
Multiple 
Ways (AA) 

Warning: Braille edition has no table 
of contents. 

ADOD Technique 7.5, 7.6 

2.4.6 
Headings 
and Labels 
(AA) 

Errors: empty Heading style; 
incorrectly ordered headings; heading 
inside a frame (DAISY check). 
Warnings: document contains no 

Heading styles; document has more 
than 6 levels of headings (which is not 
acceptable for a DAISY document). 

ADOD Technique 5 
Some documents may not 
require headings, e.g. 
letters. 

3.1.1 
Language of 
Page 

Error: document has no default 
language 

ADOD Technique 2 
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Remark: this table is an excerpt of the full, extensively annotated table that will 
appear in [16]. 

For various reasons, some WCAG 2.0 success criteria are not listed in our full list. 
Furthermore some warnings are issued that do not correspond to any success criterion 
in WCAG 2.0. A few examples: 

• The document contains images in a format not supported by DAISY. 
• Material will be omitted in the Braille edition because odt2braille is unable 

to process it. 
• The document contains 8 dot Braille but the embosser does not support it. 

4   Evaluation and Report Language (EARL) 

OpenOffice.org and LibreOffice both support the use of RDF (Resource Description 
Framework) for storing metadata inside ODF files. The accessibility checker uses this 
feature and stores information on errors and warnings as RDF inside the ODT 
document. The format used for this purpose is the Evaluation and Report Language 
(EARL)[1], an RDF format for describing test results that is being developed by the 
World Wide Web Consortium (W3C).  

5   Outlook 

The current version of the ODF accessibility checker evaluates many criteria for 
accessible documents. In addition to repair suggestions, it also supports automatic and 
semi-automatic repair functions whenever feasible. If the accessibility checker 
becomes an integral part of OpenOffice.org and LibreOffice, it could be situated in 
the Tools menu, below language-related items such as “Spelling and Grammar”.  

In autumn 2011 the Accessibility checker will be tested thoroughly with the Ægis 
user panel and results will be available for discussion at USAB 2011.  

The accessibility checker will, depending on further discussions within the Ægis 
project, most likely be released under an open source license, possibly the Lesser 
General Public License (LGPL) 3, which is also the license for odt2daisy and 
odt2braille.  

Acknowledgements. This work was partially funded by the EC FP7 project ÆGIS - 
Open Accessibility Everywhere: Groundwork, Infrastructure, Standards, Grant 
Agreement No. 224348. Additional funding was provided by the DocArch group at 
Katholieke Universiteit Leuven. 
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Abstract. This paper presents a user interface concept for touch screens
which enables visually impaired or blind people to control applications.
More and more people tend to switch to advanced smart phones with
touch screen technology. So do blind people in order to have a powerful
computer in their hands to support them. Unfortunately, a touch inter-
face is not as easy to control as classical hardware buttons with a fixed
location and haptic feedback. With advanced frameworks it should be
possible to modify applications in a way to support the usage of touch
screens for the visually impaired. The suggested new solution for An-
droid mobile phones is to provide specialised ”talking touch” views, such
as a ”talking touch list”, which allow fast input with audio feedback. An
early prototype version showed an already promising positive response
on first usability studies with the target group.

Keywords: Touch, Accessibility, Mobile Computing, Visually Impaired,
Android, iPhone, GUI.

1 Introduction

Nowadays the most common personal information devices are mobile phones.
Today about 20% of the phone owners use smart phones and the number is rising
[2]. Modern smart phones provide much CPU power and users have thousands of
applications at their fingertips. Fingers are also important for the user interface.
Normal mobile phones with a small display and a keypad are getting rare. Smart
phones with only a few keys or buttons and a large touch screen are now state of
the art technology. Mobile operation systems which support mostly touch screens
represent about 50% of the market and it is predicted that in 2015 about 80%
of all smart phones will run a touch screen supported OS [6]. For blind people
the transition to up-to-date handhelds means to switch from classical phones
with hardware buttons to new phones with touch technology. This shift is a
huge step further from configurable ”soft keys”, where users do not know the
meaning of a key in advance. Soft keys require to read the text (the title of the

A. Holzinger and K.-M. Simonic (Eds.): USAB 2011, LNCS 7058, pp. 585–594, 2011.
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button) which describes the current action. Therefore blind people have to guess
from the current context what a button is for. That kind of navigation through
applications is more difficult, but with touch screens phone users have no idea at
all, whether there are any buttons to click on, or where the buttons are located
on the current user interface.

Android phones using the Google frameworks and Apple iPhones have some
assisting technology built in (see Section 2). For others, as for example Microsoft
Win Phone 7, not even screen readers are available at the moment.

1.1 Hypothesis and Expected Results

The idea to provide visually impaired and blind people with new ways to interact
with the applications on their phones. This requires the improvement of the
software which controls the input and output for each navigation step within
an application. Selecting options and entering information should be as easy
and as accurate as possible. A framework should provide developers with the
required functionality. Adapting existing applications for blind people should not
be too difficult. Implementing only a few modifications, by using the framework
described in Section 3.2, should be enough.

The following chapters describe the context of our studies including the us-
age and the development constraints (Section 3.1). The current state of the art
of research and also the existing support on different smart phone platforms is
explored in Section 2. The overall design, the concept and the prototype devel-
opment are laid out in Section 3.2. Finally, the consequences of using the new
”talking touch” framework can be found in Section 3 (which describes the feed-
back of the usability tests also), and the outlook of ongoing development is in
the last Section 5.

2 Related Work

Different aspects of usability for visually impaired people have been research
topics for a long time. Audio based navigation support is discussed by Sánchez
et al. [13]. Several smartphone based assistive technologies are compared in [11].
See Krajnc et al. [9] for a developer’s view on mobile software development for
blind people, especially the user centred interaction design for the target group.
General usability standards have been set by Nielsen [12] back in 1993 and most
of them still apply to interfaces on mobile phones. Special design guidelines for
mobile computers are also given by Holzinger and Errath [4].

Web accessibility1 (e.g. set text size, contrast, flash built for screen readers,
image alternatives) is important, but not enough to handle modern touch screen
1 Accessibility standards for people with disabilities can for instance be found e.g.

in U.S. Section 508 where Standard 1194.26 focuses especially on desktop and
portable computers (keyboards and other mechanically operated controls, touch
screens, biometric identification, and ports and connectors) http://www.uspto.gov/
web/offices/cio/s508/08desktops.htm.

http://www.uspto.gov/web/offices/cio/s508/08desktops.htm
http://www.uspto.gov/web/offices/cio/s508/08desktops.htm
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mobile phones. The American Foundation for the Blind (AFB) still does not
list any touch screen phone on their ”cell phones and related software” web
pages2.

For people with impaired vision the modern smart phones provide differ-
ent accessibility technologies such as screen readers and physical feedback. The
iPhone, for example, provides a screen reader called ”Voice Over”3 which can
also be controlled by gestures. If Voice Over is switched on the clicking differs
from normal mode, i.e. when touching a button a corresponding description can
be heard and on double-tap the button gets activated. Often, additional feedback
such as a sound is generated when moving from one button to another. Gestures
like swiping help to move back and forth between items or screens. Text input
of long text is done by moving one finger over the soft keys and by confirming
with a tap of another finger.

Simple other features like switching to ”white on black” or zoom functionality
are available. On powerful devices even (limited) voice control is available. The
iPhone provides only music and phone book support.

The biggest problem is still to provide enough orientation and context on the
screen. Fitting out smart phones with internationalisation features – providing
automated spoken text in different languages – is even more difficult and ex-
pensive. Getting used to and learning the ins and outs of screen readers is not
too big a problem for disabled people. Initial training pays off for blind people
very soon. So hardware buttons with tactile feedback can indeed be replaced
by advanced touch screen functionality. Support by means of vibration, spoken
text and sounds is possible. On request bluetooth hardware can be attached.
On the Apple pages a list of more than 30 supported braille devices4 can be
found.

Several assistive technologies are available for the Android phones, but they
are neither built into the system nor are they activated by default. Users choose
from different libraries for supporting their applications. On the Android, unlike
on the iPhone, the developers are requested to put much effort into adapting
each and every application they implement to the special needs of the visu-
ally impaired. End users must even check if any text-to-speech library is in-
stalled.

An advanced library is the ”eyes free”5 software which replaces the normal
graphical interface with an eyes-free shell. The main idea is to provide radial
stroke-based gestures to trigger a certain functionality. For example, the ”Talking
Dialer” lets users enter numbers via those gestures. On the one hand, vibrating

2 The American Foundation for the Blind lists cell phones and related software at
http://www.afb.org/ProdBrowseCatResults.asp?CatID=74.

3 Voice Over: http://www.apple.com/accessibility/iphone/vision.html
4 iPhone supported braille devices: http://www.apple.com/accessibility/iphone/
braille-display.html.

5 Find eyes-free for android at http://code.google.com/p/eyes-free or down-
load TalkBack/Kickback/Soundback from https://market.android.com/details?

id=com.google.android.marvin.talkback.

http://www.afb.org/ProdBrowseCatResults.asp?CatID=74
http://www.apple.com/accessibility/iphone/vision.html
http://www.apple.com/accessibility/iphone/braille-display.html
http://www.apple.com/accessibility/iphone/braille-display.html
http://code.google.com/p/eyes-free
https://market.android.com/details?id=com.google.android.marvin.talkback
https://market.android.com/details?id=com.google.android.marvin.talkback
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feedback assures proper selection and mistakes can be corrected (unintended
input undone) by shaking the phone. Developers can look up good practices6

for coding against the accessibility layer. This software layer provides APIs to
text-to-speech, haptic feedback and trackball or directional controller (d-pad)
navigation.

Windows Mobile 6.5 phones can use some accessibility features with screen
readers such as Talks7 or Mobile Speak8. Win Phone 7 does not offer accessibil-
ity features (except for TTY support and speech recognition). Hopefully more
features will be provided in the upcoming versions9.

Several aspects of routing (visually) impaired people are addressed by Bradley
and Dunlop [3]. They focus on the human-computer-interaction (HCI) point of
view, especially on the mental and physical demands for people with special
needs.

Mobile or smart phones are cost-effective assistive technologies for blind peo-
ple [11], therefore suitable software is requested. For visually impaired and blind
people a lot of research has been done in various areas like e-learning or medicine.
Only few special surveys in the field of touch screens for blind people have been
performed. See for example Bigham and Cavender [1] for audio captchas which
allow blind people to use this way of secure login. Holzinger et al [5] describe
aspects of improving mobile applications for elderly and Sánchez et al. [13] for
an approach of navigation through audio-based virtual environments for blind
people. Findings about developments employing user centred design (UCD) for
visually impaired people can be found in Krajnc et al. [9].

Approaches for alternative input methods include special ways to enter letters.
Even special writing concepts have been invented as such as EdgeWrite [14]
which introduces a mobile device friendly unistroke font. Blind Sight [10] offers
auditory feedback to this users and allows them to interact with the mobile
phone without looking at the screen.

Some of these related projects offer the opportunity to interact with keys
and buttons. To provide an accessible user interface on touch screens we need
new forms of interaction. In Slide Rule [8] the touch screen is operated with
multi touch gestures. With the help of a touch screen and vibration V-Braille
[7] represents Braille characters on a standard mobile phone.

6 It is good practice on Android to make input elements focusable and provide every
input widget with a content description. See at http://developer.android.com/

guide/practices/design/accessibility.html.
7 Nuance Talks http://www.afb.org/prodProfile.asp?ProdID=752&SourceID=74
8 http://www.optelec.nl/hulpmiddelen-voor-blinden slechtzienden-en-

dyslectici/producten/toegankelijke-mobiele-telefoon/

spraaksoftware/mobile-speak.html
9 For accessibility on Win Phone 7 see http://www.microsoft.com/windowsphone/

en-us/howto/wp7/basics/ease-of-access-on-my-phone.aspx. Mango Update is
scheduled for fall 2011 http://www.microsoft.com/windowsphone/en-us/cmpn/

mango-overview.aspx.

http://developer.android.com/guide/practices/design/accessibility.html
http://developer.android.com/guide/practices/design/accessibility.html
http://www.afb.org/prodProfile.asp?ProdID=752&SourceID=74
http://www.optelec.nl/hulpmiddelen-voor-blinden_slechtzienden-en-dyslectici/producten/toegankelijke-mobiele-telefoon/spraaksoftware/mobile-speak.html
http://www.optelec.nl/hulpmiddelen-voor-blinden_slechtzienden-en-dyslectici/producten/toegankelijke-mobiele-telefoon/spraaksoftware/mobile-speak.html
http://www.optelec.nl/hulpmiddelen-voor-blinden_slechtzienden-en-dyslectici/producten/toegankelijke-mobiele-telefoon/spraaksoftware/mobile-speak.html
http://www.microsoft.com/windowsphone/en-us/howto/wp7/basics/ease-of-access-on-my-phone.aspx
http://www.microsoft.com/windowsphone/en-us/howto/wp7/basics/ease-of-access-on-my-phone.aspx
http://www.microsoft.com/windowsphone/en-us/cmpn/mango-overview.aspx
http://www.microsoft.com/windowsphone/en-us/cmpn/mango-overview.aspx
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3 Conception and Implementation Results

3.1 Conception

For this paper we assume the following context: the target group comprises
blind or visually impaired people who use an application for way finding (indoor
and outdoor navigation). For the development of this application open source
software development was used to make the results available to the community.
The Android10 framework is the first choice for developers who seek a maximum
of flexibility. The development kits allow software to be run on the broadest range
of hardware. In future work software for the iOS platform might be coded also,
but the ”experimental possibilities” on iPhones and iPads much more limited.

Once the design of the GUI was finished, its implementation started. The
milestones were on the one hand providing an easy to use framework of menu
and list interfaces and on the other hand the completion of one menu feature as
a proof of concept. Figure 1 shows a diagram of the task at hand. A demo of the
talking touch list view is shown in Figure 3.

3.2 Implemented Prototype with ”Talking Touch List View” and
”Talking Touch Menu View”

Views are the visible part of an activity in an Android application. They can ei-
ther be defined in XML files or in source code. Due to the fact that the ”Talking
Touch View” is created to be used by blind and visually impaired people, dis-
tinct classes had to be designed. They provide the functionality needed. The main
task for the view is inherent in the ”text-to-speech” functionality, which is ini-
tialised in one abstract class called ”AbstractWays4AllView”. Derived from it are
the classes ”AbstractTalkingTouchView” and ”AbstractTalkingTouchListView”.
The first is responsible for the menu interface and the second for the list inter-
face. Whenever an activity is in need of one of these views, it will implement a
view derived from the abstract classes (see Figure 2).

The touchable menus are highly dynamic. A menu implementation contains
four areas where the user may be directed to another activity by double tap-
ping them. Aside from menus, lists constitute a major and vital ingredient for
graphical user interfaces. In order to create a list component, especially for blind
people, certain conditions had to be met.

Firstly, the default list representation in Android comes along with a neat
scrolling feature. Visually impaired users depend on element’s with fixed po-
sitions. So this kind of scroll list is not usable for them, because they cannot
remember an element’s location. For this reason it was decided to build a new
type of list which is presented as a set of pages.

The advantage of the list implementation is its independency from resolutions
of different devices. The touchable areas are highly dynamic, too. All the features
of the menu representation (e.g. text-to-speech capabilities) are also part of the
10 Find the documentation — especially about accessibility — in the SDK online

http://developer.android.com/sdk.

http://developer.android.com/sdk
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Fig. 1. The diagram showing the GUI sections

list view. A vital functionality is to provide the information where the list starts,
ends, to which page someone may proceed and how many pages are left.

When starting the application the first time, a surface with several logos ap-
pears. As this is an application for visually impaired people, no further graphics
are needed. For development and documentation reasons, it is however, possible
to switch to a visual representation of the touchable areas of the application.

3.3 Implementation of Talking Dialer Gesture Input

Inputs from the user have so far not been covered by the concept of the Talking
Touch View. There are some approaches that facilitate the textual input by blind
people. For instance the Talking Dialer of the Eyes-Free project offers a special
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AbstractWays4AllView

AbstractTalkingTouchView

AbstractTalkingTouchListView

NavcomViewNavcomActivityTalkingTouchViewListener

ProfileListViewProfileActivityTalkingTouchListViewListener

Navcom Tools (Menu)

Profile Selection (List)

Other Components

Fig. 2. Classes building one GUI element

Fig. 3. The 3 screenshots of the actual application are showing the main screen, the
menu areas of the ”Indoor Navigation” menu and the list of profiles

input scheme or user input by means of the android gestures. In this application
we made the text input method exchangeable. For example, one might choose
to input via the Talking Dialer Gesture Input (see Figure 4). If the user prefer
one special kind of textual input, she can change it in any way.

4 Evaluation of the User Interface

To evaluate our user interface we conducted a usability study. We recruited
seven users to perform a usability test [12]. There were two blind participants,
two participants with a visual disorder and three with no visual restraints. Five
out of the seven persons were male and had experiences with smart phones. Two
were female and had no experience with smart phones (detail see table 1).

To test the user interface we prepared a Thinking Aloud (TA) test [12]. After
a short introduction to the touch screen device the participants got assignments.
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Fig. 4. The screenshots of the textual input with gestures

Table 1. Test participants

Age Gender Visual Faculty Experience with
Usability Testing

Experience with
Smart Phones

Testperson 1 31 m blind yes yes

Testperson 2 29 f Blind no no

Testperson 3 26 m normal no yes

Testperson 4 30 f visual disorder no no

Testperson 5 23 m normal no yes

Testperson 6 22 m normal yes yes

Testperson 7 35 m visual disorder no yes

They had to perform six different tasks on the talking touch user interface and
four tasks on the gesture interface. They were, for instance, asked to “change
the profile to Blind” or to “enter the telephone number 543289”. Four testers
could successfully finish all tasks of the test. The Talking Touch Interface had a
success rate of 88% and the gesture application had a success rate of 89% (find
the details in Table2).

According to the feedback given by the participants after the usability test, the
navigation and the position of the items were rather simple and easy to access.
The selection with a double click is very intuitive and was recognised without
any explanation. Some minor problems occurred when the users switched from
the four-items menus to the list menu. Also the speed of the voice output was
sometimes too fast, but the speech rate could be changed in the general set-
tings. The feedback given after selecting a menu item was sometimes not precise
enough.
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Table 2. Testresults

TP1 TP2 TP3 TP4 TP5 TP6 TP7

Ways4All Task 1 ok ok ok ok ok ok ok

Ways4All Task 2 ok ok ok ok ok ok ok

Ways4All Task 3 ok - ok ok - ok ok

Ways4All Task 4 ok - ok ok - ok ok

Ways4All Task 5 ok ok ok ok ok ok ok

Ways4All Task 6 ok ok ok ok - ok ok

Gesture Dailer Task 1 ok ok ok ok ok ok ok

Gesture Dailer Task 2 ok ok ok ok - - ok

Gesture Dailer Task 3 ok ok ok - ok ok ok

Gesture Dailer Task 4 ok ok ok ok ok ok ok

The feedback of the gesture input was good. It was very intuitive and most
participants had no problems (One problem was reported, which depends on
various writing styles of numbers and letters). All the reported problems did
not stem from the basic concept. Therefore, any necessary adaptations can be
implemented in future versions of the software without much effort.

5 Future and Outlook

Further research with additional output and input facilities is necessary and
already planned as the next steps. For example, the force feedback (vibration)
and audible output (fait or loud sound in low or high frequency) will be used
as feedback to users. With different shake gestures users can provide input (ac-
knowledge or reject the current selection). The visually impaired - as a marginal
group in our society - are awaiting the results which can really improve their
mobility and independency in their daily lives.
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Abstract. Self-service systems are very common in the public space and 
usability plays a crucial role for user acceptance. We describe the evaluation of 
a self-service ticketing machine installed in trams in the city of Graz. Two in-
situ methods (behavior observation, contextual interview) and an online survey 
were used. We discuss advantages of the different methods experienced in the 
present study according to effort and output. Unsurprisingly online survey was 
advantageous in terms of time effort. Concerning output, behavior observation 
identified the most issues with specific interface objects of all methods. 
Furthermore we were able to identify usage information about the user group of 
elderlies. Online survey provided a higher number of general issues with the 
machine and recommendations for change than the two in-situ methods. Further 
results are discussed and limitations of the study are described in the paper. 

Keywords: Usability evaluation, in-situ, behavior observation, contextual 
interview, online survey, self-service ticketing, case study, elderly users. 

1   Introduction 

Self-service systems are considered to be modern and efficient and are widely used in 
public transport. As they need to be operated by a broad range of users with 
heterogeneous technical abilities, the usability of these systems is essential.  

There are various approaches how usability evaluation of computer systems can be 
performed. The Human-Computer Interaction (HCI) community has brought forth a 
large diversity of evaluation methods, whose suitability depends on the concrete 
situation of the evaluation including the computer system to evaluate, the context of 
use, and the kind of results striven for. Various classifications to categorize these 
methods according to key aspects can be found in previous literature, like user 
involvement (required, not required), context of evaluation (generic, application 
specific), type of results (qualitative, quantitative) [1], objective versus subjective 
measures, targeted usability aspect (effectiveness, efficiency, satisfaction) [2], study 
setting (laboratory, field), and target groups (e.g. elderly users [3]). In the present 
work we used two in-situ methods (behavior observation, contextual interview) and 
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an online survey. The behavior observation consisted of twelve hours observing the 
buying process at the ticketing machine in the tram. For the contextual interview users 
were asked in the tram about issues with and attitudes towards the ticketing machine 
right after they used it. The online survey was retrievable for a week and the link was 
distributed by e-mail among acquaintances with prior experience with the ticketing 
machine. Therefore in-situ methods and online survey differed in the participants’ 
context while they took part in the evaluation: in the context of system use (in the 
tram, nearby the ticketing machine, right after a buying process) and outside the 
context of system use (not in the tram, not right after a buying process). Another 
difference between the methods relate to the kind of information they are able to 
provide. Only behavior observation can provide performance data (number of 
specific kinds of errors in a given time period, duration of the buying process) but on 
the other side only contextual interview and online survey can assess the users’ 
attitudes and opinions.  

The focus of the present paper is on the advantages of each of the three used 
methods in terms of effort and output in the evaluation of a self-service ticketing 
machine. The evaluation was undertaken to find usability issues associated with the 
ticketing machine. However the focus of this case study is to report and reflect on the 
used methods in the particular context of a self-service ticketing machine and with a 
view on elderly users of the system. We describe the time effort for the evaluators and 
the participants in the different evaluation methods. Furthermore we consider the 
amount of different kinds of information (interface design issues, general issues with 
the machine, metric data, user ratings, and user recommendations) which the different 
methods are able to provide in our specific evaluation. 

2   Self-service in Public Spaces 

Self-service machines are becoming wide-spread in the public space. Using self-
service machines is frequently more time and cost efficient than service by 
employees. Self-service technology has already transformed entire industries, and 
nowadays users are confronted with them at airport and travel kiosks, vending 
machines, food-ordering kiosks, self-checkouts, health care kiosks, and retail kiosks 
[4]. As self-service systems are intended to be handled without assistance, the 
usability of the systems plays an important role. [5] provides a review of design 
guidelines for public information kiosk systems dealing with recommendations for 
location, physical access, language selection, privacy, help, and input to the system. 

Another crucial issue for the design of self-service systems is that they should be 
accessible for all kinds of users including those having physical or cognitive 
disabilities. Research efforts target this challenge by intelligent designs which are able 
to adapt their user interfaces to user characteristics like user heights, seeing ability, 
and motor abilities influencing the target hitting accuracy (e.g. [6]). Considering 
elderly people in the design of self-service system is crucial not only because  
they typically face a variety of impairments but also because age was found to  
have a negative influence on the preference for service technology over contact to 
personnel [7]. 
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Researchers investigated the users’ interaction with self-service systems in the 
public space. In [8] and [9] an extensive study about a ticketless travelling system in 
an airport train is presented. Using behavioral observations they found that users of 
the system did not actively request assistance and got quickly annoyed when they had 
problems to operate the machine [8]. That emphasizes the importance of designing 
easy to understand and operate systems. Usability is also one important factor 
contributing to the users’ acceptance towards a system. According to the prominent 
Technology Acceptance Model [10] the perceived usefulness and the perceived ease 
of use are of primary relevance for the attitude towards using a system, which again is 
a factor for the actual system use. However, research work in the field of self-service 
ticketing systems (e.g. e-ticketing [11] and mobile ticketing [12]) claim that in 
addition to ease of use and usefulness also other factors like subjective norm, 
technology trust [11], social influence, cost, prior experience, risk, and use context 
[12] are important for the use intention. [13] found that the users’ attitude towards 
self-service in railway ticketing and travel information was more positive when there 
was offered an interaction with an employee as a fall-back option.  

 

Fig. 1. User interface (left) and positioning (right) of the self-service ticketing machine 

In our case the ticket machines were installed in the trams, usually at the second 
entrance, oriented towards the left side of the tram (see Fig. 1). In this position the 
users’ interaction with the ticketing machine is visible to bystanders. This is relevant 
for the user interaction because users may be embarrassed when struggling with the 
machine. As an alternative to using the machine, tickets are available in pre-sale. At 
the ticketing machine the users have the possibility to buy full fair and reduced tickets 
for one hour, 24 hours, 3 days (tourist ticket), a week, and a month (see Fig. 1 left). It 
is possible to pay with coins, credit card, or debit card. Since paying with card 
requires entering a PIN, trust and risk factors may be important for the user 
acceptance, because other passengers could potentially see the PIN. To enhance 
accessibility for a broader range of users the buying procedure is explained at the top 
of the machine, different languages can be selected, and the contrast settings can be 
changed. The specifics of the ticketing machine influenced the selection of 
appropriate evaluation methods, which are described in the next section. 
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3   Research Method 

For the evaluation of a self-service ticketing machine located in the trams not only the 
interface design, but also a lot of contextual aspects may contribute to the perceived 
usability of the system. Context is described in [14] as “…the sum of relevant factors 
that characterize the situation of a user and an application, where relevancy implies 
that these factors have significant impact on the user’s experience when interacting 
with that application in that situation”. In the present evaluation relevant context 
factors are for example sunlight towards the display, number of people in the tram, 
and movement of the tram. According to [15] a frequent reason for system failure is 
the fact that designers do not pay enough attention to the context of system use. 
Therfore we decided against conducting a traditional usability study in a laboratory 
setting, because the above stated context factors would be hard to simulate.  

In-situ methods have the advantage to consider such context factors as they are 
conducted directly in the context of system use, and therefore overcome the problem 
of neglecting it. An example for an in-situ approach is ethnography which is roughly 
characterized by field work in a natural setting, providing a more complete context of 
activity [16], and typically consisting of a prolonged activity with a discursive and 
lengthy output [15] like rich descriptions of interactions. An obvious issue with this 
kind of traditional ethnography is the amount of time it requires. Therefore a “quick 
and dirty” ethnographic approach, with days of observation sparsely spread over a 
period of twelve months to evaluate a ticketless travelling system, was used in [8]. By 
these means it was possible to have a short and focused study. The authors gained 
with it a general understanding of the situation as well as a reality-check of the system 
in terms of an evaluation [9]. The authors present excerpts of their observations 
illustrating several problems and incidents as well as design implications.  

Another cost efficient ethnographic approach named rapid ethnography is 
proposed by [17]. We considered some key aspects of this approach to develop our 
research method. The considered key aspects are to define specific questions (prior to 
the evaluation) that should be answered (to facilitate motivated looking and avoid a 
wide-angle lens approach), to choose a reasonable time sample (to ensure a 
representative and large sample of observations), and to use interactive research 
approaches like interviews (to understand the user behavior more rapidly in the field). 
We used the two methods behavior observation and contextual interviews as an 
approach of rapid ethnography. This combination of methods allowed us to gather 
behavioral data from the observations like performance data (e.g. task completion 
time, number of errors) as well as subjective attitudes and opinions of the users. 

A survey is a completely different evaluation approach than ethnographic methods. 
A self-administered mail survey distributed to a random sample of 1000 users was 
used in [12]. Even less effort is needed when the survey is applied via an online 
survey tool and the link is distributed to acquaintances, asking them to forward the 
link to other potentially interested people. This approach was used by us for time and 
cost reasons. An obvious disadvantage of the survey approach is that it is only 
possible to gather subjective data about the users’ attitudes without being able to 
capture time measurements and other performance data. 
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The Present Study. In the following paragraphs the participants and the procedure of 
the conducted evaluation methods are described in detail. Behavior observation and 
contextual interview were conducted in-situ at the same time. The online survey was 
distributed a week after the in-situ evaluation was completed. 

Setting of Behavior Observation and Contextual Interview. The behavior observations 
and the contextual interviews were conducted in the same time period by two 
evaluators in the trams near the ticketing machine. The study took place in June on a 
weekday and a weekend day at three different times of the day (about 8.00-10.00, 
12.00-14.00, 16.00-18.00) to include a preferably broad range of different users 
regarding demographic characteristics (e.g. age) and travelling aim (e.g. way to work, 
travel during leisure time). Evaluators travelled for about two hours with a tramline 
from one final stop to the other.  

Behavior Observation. The focus of the behavior observation was on issues with the 
user interface design and associated errors, but also other incidents were noted on a 
prepared protocol. Those incidents include duration of the buying process, type and 
amount of bought tickets, number of people waiting for buying a ticket, social 
interactions between users of the ticketing machine, sex of the users, and other user 
characteristics (e.g. children who are estimated by the observers to be aged under 14 
years, elderlies estimated to be aged above 65 years, and physical limitations, foreign 
language as mother tongue) as effectively as possible. The evaluator observed the 
buying process of the users from behind. Participants of the behavior observation 
were all people who used the ticketing machine during the approximately twelve hour 
observation period. Altogether the buying processes of 122 (50 male, 72 female) users 
were observed, eight of them were classified according to their appearance as an 
elderly person older than 65 years. Table 1 lists characteristics of all the participants. 

Contextual Interview. For the contextual interview the evaluator asked a user who just 
finished the buying process to answer some interview questions. Participants were 
chosen by chance and with a targeted rate of four interviews per hour. Alltogether 45 
(25 male, 20 female) users with a mean age of 32 (standard deviation (SD) = 13.96) 
years were interviewed. One of them was aged above 65 years. The interview took 
about two-to-three minutes and included nine questions covering problems with the 
buying process, rating of the usability of the machine, rating of the design, frequency 
of using the ticketing machine, preference for buying the ticket from the tram driver 
instead of the machine, proposed changes, and accessibility for users with physical 
impairments. The answers of the interviewee were recorded with a dictation machine 
or noted down, if the user was not agreeable with the recording. 

Table 1. Characteristics of the participants of the different methods 

 Behavior 
Observation 

Contextual Interview Online Survey 

Number 122 45 26 
Sex 50 male, 72 female 25 male, 20 female 10 male, 16 female 
Mean Age - 32.00 years (SD*=13.96) 

min=12, max=73 
33.81 years (SD=13.00) 
min=17, max=70 

Elderlies 
(65+) 

8 1 1 

*SD = Standard Deviation 
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Online Survey. The online survey was created with the open source survey application 
LimeSurvey [18]. The link to the survey was distributed in terms of a cost and time 
efficient approach to acquaintances of the authors’ private and professional 
environment that were assumed to have prior experience with the ticketing machine in 
Graz. Moreover recipients of the link were asked to forward it to potentially interested 
people of their environment. By these means we aimed to spread the survey out to a 
more comprehensive sample. The survey took about ten minutes to be completed and 
covered in addition to the questions of the contextual interview also some questions 
related to demographic information and usage of the public transport system in 
general. The survey was online retrievable for one week and in this time period 26 
participants completed it. This relatively small number of participants seems to be due 
to the instance that we announced the link by e-mail and in postings at social 
networking sites for only one time. Most participants completed the survey right after 
they received the link. Therefore if a larger sample is targeted the survey should be 
announced multiple times. In our case 26 participants (10 male, 16 female) with a 
mean age of 33.81 (SD = 13.00) years sufficed. One participant aged above 65 took 
part in the survey.  

4   Costs and Benefits of the Used Methods 

In this part we present and discuss the used methods behavior observation, contextual 
interview, and online survey in terms of time effort (for evaluators and participants of 
the study) and output (number of identified usability issues, performance data, ratings, 
user recommendations). Furthermore we take a closer look on the data related to the 
elderly users. Because of the prevalence of qualitative data, the results remain mainly 
on a descriptive level. 

4.1   Time Effort 

When applying methods to evaluate a technology, there is always the question about 
which method suits best to obtain the highest output with the lowest effort. Reflecting 
on the methods used within the present evaluating study we collected the time effort 
we experienced in our specific evaluation. The extent of the applied methods are 
twelve hours behavior observation, 45 contextual interviews lasting two-to-three 
minutes (in our case accomplished in a twelve hour time period – but in principle also 
in less time possible), and 26 completed online surveys lasting about 10 minutes. 
Table 2 provides an overview about the time efforts for the three applied methods 
separated for the evaluation activities (preparation, execution for evaluator and 
participants, data entry, and data analysis). We classified the time effort into “none”, 
“small”, “medium”, and “large”. This classification is for comparing the time effort of 
the three methods in the different evaluation activities but not to compare the time 
effort between evaluation activities.  

It is not surprising that overall the online survey has an advantage compared to the 
in-situ methods in terms of time effort for the evaluator. There is no time effort for the 
evaluator for execution and data entry, because this is accomplished automatically by 
the LimeSurvey application. The clear structure of the online form also facilitates the 
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data analysis compared to the contextual interview, which is more opened and 
therefore often results in more chaotic data. Only the preparation time is higher than 
for the in-situ methods, because the online survey has – besides being planned content 
wise - also set up technically with the LimeSurvey application. For the participants 
filling out the online survey requires the greatest time effort. 

We experienced the greatest time effort for the evaluator in the execution of the 
behavior observation. Of course the duration of observation was chosen to be twelve 
hours, but in the given context a significantly shorter observation period would have 
not been sufficient to gain an overview of the situation and observe enough buying 
processes to collect a reasonable number of usability issues. 

Table 2. Overview of the time effort (classified into none, small, medium, and large) for the 
different methods experienced in the evaluation used 

Evaluation 
Activity 

Behavior 
Observation 

Contextual 
Interview 

Online 
Survey 

Preparation Small Small Medium 
Execution 
    Evaluator 
    Participant 

 
Large 
None 

 
Medium 
Small 

 
None 
Medium 

Data entry Medium Large None 
Data analysis Medium Large Medium 

4.2   Output 

The most crucial aspect of evaluation methods is the output they produce in terms of 
how many problems and recommendations for change are they able to identify. Since 
methods differ naturally in the kind of information they can provide (e.g. behavior 
observation cannot provide user ratings of usability) we reflect on the methods 
separately for different information types. For the analysis we collected all 
information gathered by the three evaluation methods in one list. Then we checked for 
each entry of the list from which methods they were identified. Finally we classified 
the information on the list according to their content into the five types: interface 
design issues, general issues with the ticketing machine, metric data, user ratings, and 
user recommendations.  

Interface Design Issues. To find issues related to the interface design was the main 
focus of the evaluation and all three methods were potentially able to identify them. 
We only considered concrete issues with specific aspects of the design and neglected 
more general statements about the interface (e.g. “it’s too complicated”) for this 
analysis.  

In sum 14 interface design issues were identified by all three methods together. 
The percentage of issues observed in the tram and the number of problems reported 
when the users were asked (in the tram or via online survey) are shown in Fig. 2 
(three bars on the on the left side). The behavior observation found eight issues (57.14 
%), the contextual interviews seven (50.00 %), and the online survey only three 
(21.43 %). Having a look on the issues which were not identified by behavior 
observation, it becomes clear that the six remaining issues would be hard to identify 
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by behavior observation, because they cannot be observed from the outside without 
knowing what the users’ think. For example a user who has “problems reading the 
text in the given font size” looks for an observer from behind just like a user who has 
troubles with the interface, and would be noted as “being confused” but without 
having any concrete information about the problem. On the other hand behavior 
observation identified six issues which were not identified by the other two methods, 
which relate to specific interaction steps or objects. For example although we 
observed some users having problems with a button for adjusting the number of 
tickets to buy, none of the users reported a related issue when they were asked in the 
interview and online survey. 

 

 

Fig. 2. Percentages of the identified interface design issues, general issues with the machine, 
and total number of issues (sum of interface design and general machine issues) for the 
different methods 

General Issues with the Machine. This category consists of all usability issues 
which were not related to the interface of the machine, but to the machine itself (e.g. 
size, positioning, functioning etc.).  

In sum 14 general issues with the machine were identified by all methods together, 
five (35.71 %) by the behavior observation, eight (57.14 %) by the contextual 
interviews, and eleven (78.57 %) by the online survey (see Fig. 2 three bars in the 
middle). The small number identified with behavior observation can be explained by 
the facts that some issues did not occur during the observation period (e.g. “machine 
did not work”, “problem to get to the machine when it’s crowded”) and that some 
issues were not observable from the outside (e.g. “entering the PIN to pay with card 
feels unsecure when it’s crowded”). Only one of the issues identified by behavior 
observation was not identified by the two other methods. It relates to a very specific 
functioning issue of the machine which occurred during the observation (“after 
canceling the payment a 30 seconds delay occurs until the home screen is displayed 
again”) and which probably only few users experienced. 
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Other Data. The remaining information categories metric data, user ratings, and user 
recommendations are measurable with only a part of the three methods. 

In the category metric data all information is collected which is able to answer 
questions about how often specific incidents happen or how long they take. Behavior 
observation is most suitable for this kind of information, because it provides a 
realistic and objective estimation about for example how often specific problems 
occur in a given time period, how often users ask for help, how many elderly people 
use the machine, how long the waiting queues are, and how long the buying process 
takes with cash or card payment (measured by the evaluator with a stopwatch). 

User ratings can only be identified with the subjective methods (contextual 
interview and online survey). We asked our participants of the contextual interview as 
well as the online survey to rate the usability and the design of the user interface on a 
scale from one (best rating) to five (worst rating). To analyze potential differences in 
the ratings of the interview and the online survey data we used an unpaired two-
sample t-test. Looking at the usability ratings of our participants we found a 
significant difference (t69 = -3.12, α < 0.05) between the ratings in the contextual 
interview (mean = 1.78, SD = 0.64) and the online survey (mean = 2.35, SD = 0.89). 
The participants of the online survey rated the usability of the interface significantly 
worse than the participants of the contextual interview. No such difference was found 
for the rating of the design (t69 = -1.31, α > 0.05). 

Like user ratings also user recommendations usually cannot be identified by 
behavior observation. In sum 34 user recommendations could be collected in the data 
of the contextual interviews and the online survey. The greater amount of concrete 
recommendations was provided by the participants of the online survey, who stated 
24 (70.59 %). The participants of the contextual interviews provided 16 (47.06 %) 
recommendations. Interestingly only six issues were identified by both methods, 
which means that most of the issues were identified by just one of the methods. 
Having a closer look at the content of the recommendations reveals that 15 (44.11 %) 
recommendations are related to interface design (e.g. “place the buttons more apart 
from each other”) and 19 (55.88 %) to general characteristics of the machine (e.g. 
“install the machines at the stations, not in the trams”). As described above we saw 
for the identified issues that online survey found considerably more general machine 
issues than the other two methods but less interface design issues. For the 
recommendations no such difference can be found, since 41.67 percent of the online 
survey participants’ recommendations (and 37.50 percent of the contextual interview 
participants’) are related to interface design. 

4.3   A View on Elderly Users and Accessibility 

In this section we take a closer look on the elderly users and accessibility aspects 
evaluated. Due to the limited number of elderly participants we will not reflect on the 
differences between methods, but highlight findings approachable only by specific 
methods. 

As stated above only it is only assessable by behavior observation how often 
specific incidents happen. A first result in regard to elderly users is the surprisingly 
small number of elderlies using the ticketing machine - only 8 of 122 observed users 
(9.76 %) were classified as elderlies. Another interesting finding of behavior 
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observation is that six of the eight as elderly users had problems with the buying 
process (75 %), but only 23 of the 114 other users (20.18 %). Furthermore three of the 
four users (75 %) asking other passengers for help were elderly users. These results 
point out the difficulties elderly users have with self-service technology very clearly. 
Another finding of the behavior observation relates to the accessibility features of the 
machine (changing of language and contrast). In the whole observation period none of 
the users changed the contrast to the mode which is easier to read for visually 
impaired. Furthermore only one user changed the language settings, although there 
were several users observed who had problems with the German language (which 
became obvious when they were asked for an interview). 

5   Conclusions 

In the present paper we presented and reflected on three different methods (behavior 
observation, contextual interview, online survey) used in the evaluation of a self-
service ticketing machine in the public transport system of Graz, Austria. The main 
focus of the evaluation was to identify usability issues with the ticketing machine. 
Altogether 28 issues (interface design issues and general issues with the machine) 
were identified, and each method could identify about 50 percent of the issues (see 
also Fig. 2 three bars on the right side). A closer look on the different types of 
information reveals some interesting results, which are described in the following 
paragraphs. 

The in-situ methods behavior observation and contextual interview identified a 
higher number of concrete interface design issues than the online survey. Especially 
behavior observation provides valuable information about when and where problems 
occur in the interface interaction process. When asking users’ directly to describe the 
problems they have with an interface, they are often not more concrete than “it is too 
complicated” – probably because they are unconscious about the origin of the 
problem. Another advantage of behavior observation is that it can provide information 
and metrics about how often problems really occur in a given period of time. This 
cannot be provided by subjective data and can help not to overestimate the severity of 
an issue raised by user statements. Furthermore it can tell us something about the 
behavior of specific user groups like how many elderly users are using the machine 
and face problems. However, a big disadvantage of behavior observation, which is 
also reflected in our data, is that it can only capture what is actually observable “from 
the outside” and happens during the observation period. For a clearer understanding 
of the users’ reasons and difficulties as well as to include also incidents apart the 
observation period, objective behavior observation should be supplemented with a 
subjective method.  

With subjective methods - in contrast to behavior observation - also user ratings 
and user recommendations are recognizable. Comparing the usability ratings of the 
participants of contextual interview and online survey shows a significant difference. 
One possible explanation for that difference is that participants tend to be more 
critical in an anonymous online survey than in a one-on-one interview. 

The online survey found less interface design issues but more general issues with 
the machine than the behavior observation and the contextual interview. This may 
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indicate that general issues with the ticketing machine are very prominent in the 
participants’ memories, but that interface design issues require some kind of 
proximity to the subject of interest. However when it comes to recommendations, the 
online-survey participants target the interface design almost equally often like general 
characteristics of the machine. Furthermore the participants of the online survey 
provided the highest number of recommendations for change. The absence of time 
pressure and the possibility to think carefully about the recommendations may be a 
factor for that instance. 

6   Limitations and Outlook 

With the present paper we aim to reflect on our experiences with different common 
methods (behavior observation, contextual interview, online survey) in the field of 
self-service evaluation. However, the presented results have some limitations. The 
most important limitation relates to the two incomparable samples of the in-situ 
method and the online survey due to the different recruiting approach of participants. 
For the in-situ methods all kinds of users of the ticketing machine were asked by 
chance to be part of an interview, but the online survey was distributed by e-mail and 
social network sites only to a selective sample of computer and internet users. 
Therefore besides the different sample size, we have to assume also differences in 
user characteristics like technophilia. Technophile people may provide more concrete 
feedback concerning usability issues due to their advanced experience with 
technology. Furthermore we cannot assume the same degree of heterogeneity in the 
online-survey-sample than in the in-situ-sample. Another limitation concerns the data 
analysis. We only considered the number of issues and recommendations identified 
by the different methods, but not the quality. Involving the usefulness of user 
statements somehow would be an interesting area of further research. Another area for 
future investigation could include different user groups systematically in the study 
design. It would be interesting to investigate if the results of the methods differ 
between elderly and other users. A last limitation concerns the interpretation of the 
presented results in terms of a case study, which means that they apply to the present 
evaluation conducted in the specific context of self-service ticketing. It is conceivable 
that the comparison between the methods will lead to other results if the context or 
concrete procedure changes. Nevertheless it provides valuable information for 
evaluators and a basis for further investigations in regard to added value of in-situ 
methods.  
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Abstract. Technology acceptance of conventional Information and 
Communication technologies (ICT) devices is extensively researched within the 
last twenty years. However, comparably small knowledge is prevalent with 
respect to ubiquitous ICT in the living environment. Furthermore, there is 
nearly no data about user acceptance’s dependency of integrated technologies 
on varying domestic spaces and how acceptance varies regarding user diversity. 
This study explores the acceptance of home-integrated ICT (hands-free 
equipment, camera, positioning system). In different domestic spaces (living 
room, bedroom, bathroom) acceptance for integrated technology was assessed, 
using qualitative as well as quantitative methods. Results show that users’ 
acceptance differs considerably depending on the room type (acceptance is the 
highest in the living and the lowest in the bathroom). Moreover, the most 
disliked technology for home monitoring are camera-based systems, followed 
by the positioning system and the microphone. Also, there was a significant 
interacting effect of room type and technology: While none of these 
technologies is accepted for the bathroom, the living room is less sensitive to 
their presence with the microphone as the most accepted technology. User 
diversity does not play a major role hinting at generic acceptance patterns 
regarding ICT integrated in home environments. 

Keywords: Domestic Spaces, Technology Acceptance, Room cartography, 
Ambient Assisted Living, Ubiquitous Computing, User Diversity.  

1 Introduction 

Due to a strong attention of research, policy and media, it is meanwhile broadly 
known that in many countries of the world population characteristics change 
dramatically, with considerable consequences for social, organizational and political 
processes and procedures. The consequences of the demographic change are 
especially visible in the health care sector: Increased life expectancy, improved 
medical healthcare in combination with a higher living standard as well as reduced 
fertility rates lead to a growing number of frail older persons, who will need medical 
treatments and long term care provided by health care systems [1]. It is a central 
question how these challenges can be mastered sufficiently [2, 3, 4]. 
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Today about 15% of the European population reports difficulties in performing 
daily activities without professional help due to some form of physical, mental or 
cognitive disability [5]. Also, the prevalence of chronic diseases is expected to further 
increase in an aging society (diabetes, cardio vascular diseases and dementia as the 
age-related diseases with the highest incidence rates world wide). As such, the 
number of patients suffering from e.g. diabetes is expected to increase by 40 % in the 
next decennia, and those suffering from cardiovascular diseases by even 50% [6]. 
Thus, increasingly more seniors are expected to require personal care in the coming 
years. Due to the shortcomings in the medical supply chain and the care sector, third-
party’s assistance seems to be unavoidable in many cases [7].  

The maturity of information and communication technologies, their ubiquity and 
easy access in combination with electronic health technology may compensate these 
shortcomings and will thus play an important role in the near future [8, 9]. In contrast 
to the advanced technical development and the innovation in technologies to be 
implantable in the home, still, the knowledge about the human factor is considerably 
underdeveloped. Aspects of humans' technology acceptance, the detailed study and 
the willingness to accept technology within living spaces as well as the individual 
usage motives and barriers are mostly disregarded, or even underestimated so far.  

As any successful rollout of such sensitive technologies requires first and foremost 
users’ acceptance and their openness, research should focus not only on the technical 
part, but it should also consider the way these technologies meet users' needs and 
wants with respect to privacy, dignity, and their requirements for as useful perceived 
smart home technologies [7, 10, 11, 12, 13]. 

1.1 Information and Communication Technologies in the Home Environment 

Within the last five to ten years a variety of new healthcare concepts for supporting 
and assisting users in technology-enhanced environments emerged ([14, 7] for an 
overview of state-of-the-art applications). These Ambient-Assisted-Living (AAL) 
applications are characterized by a combined use of ICT and health monitoring 
devices [15, 16]. They enable autonomous and unobtrusive collection of clinical data 
and support the continuous transmission of physiological information between 
patients and remote healthcare providers.  

By providing a wide variety of services, including assistance to carry out daily 
activities, health and activity monitoring, getting access to social, medical and 
emergency systems, and by this facilitating social contacts, smart healthcare 
applications are expected to bring medical, social and economical benefits to different 
stakeholders [17, 18, 19]. Applications and systems mainly focus on four different 
goals: (1) the detection of emergency situations, (2) long-term treatment of chronic 
diseases and rehabilitation, (3) early detection of and a timely care for illness, and (4) 
maintaining health and well-being. 

Especially, the first goal, the detection and prevention of emergency is of primary 
interest, as smart technologies monitor the activities at home and focus on falls and 
congestive heart failures as their main application areas.  
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More than 30% of seniors 65 years and about 50% of the people over 80 years fall 
at least once a year [20]. In 20% to 30% of the cases, people suffer serious injuries 
with sustaining effects on mobility and independence [21]. As many of these falls 
happen when people are alone at home, mobile emergency systems and devices had 
been developed enabling users to call for help in an emergency situation. Such mobile 
devices worn either at the hip or around the wrist are problematic, though. Empirical 
evidence shows that patients often do not carry those devices or are simply not able to 
operate them when medical problems occur. As a consequence, people lie on the floor 
for hours, sometimes even days, unnoticed. Not unusually, these accidents have lethal 
consequences.  

In order to overcome the shortcomings of mobile emergency transmitters, other 
systems had been developed. Technological approaches range from wearable sensors, 
like accelerometers and pressure sensors [22, 23], contact free methods using acoustic 
(microphone) [24] or visual (video camera) [9, 25, 26] sensors. There are even 
solutions available, which measure the contact forces that are applied to the ground by 
the users feet [27, 28]. Each approach offers advantages but also drawbacks in certain 
scenarios. Wearable sensors are mobile and can be used in various locations, however 
they are not invisible and require a high amount of care and maintenance of the users. 
Acoustic and visual sensors provide very reliable information but require visible 
obtrusive technology that may bring up privacy and intimacy concerns.  

1.2 Technologies at Home 

Even though no one would really deny the usefulness and the necessity of home care 
technologies for emergency situations, AAL technologies in the own home are though 
connected with plenty of emotions: acceptance barriers and restraints on the one hand, 
as well as the wish to be independent and able to live at home for a longer time in 
spite of illness on the other hand. Thus, the consideration of users’ acceptance and the 
understanding of the nature of barriers and needs and wants is of major importance. 

Yet there is increased research awareness that acceptance for medical technology 
differs in some aspect from the traditional technology acceptance concept [29]. In 
contrast to traditional ICT, medical assistance devices address mostly older, frail and 
diseased people, who have very specific and wide-ranged needs [2, 30, 31, 32, 33]. 
For instance, there is another need regarding the communication with the system for a 
mobility-impaired person in comparison to a user with hearing deficiencies but 
otherwise unlimited mobility. The same problem applies to the cognitive skills and 
their decline over the life span, the technical self-confidence and the willingness to 
use such modern technology. Hence, there is a great necessity for a comprehensive 
and sensible identification of factors that influence acceptance of smart home 
technologies [34, 35].   

In addition, some cautionary notes regard to the smart home approach itself. The 
omnipresence of information may be perceived as a violation of personal intimacy 
limits, raising concerns about privacy, and loss of control [36, 10]. So far, we have 
only limited knowledge about the fragile limits between the different poles: on the 
one hand the wish to live independently at home feeling safe and secure, and on the 
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other hand the feeling of loss of control and the disliking of intrusion in private 
spheres [36, 37]. For most people there is no other place, which is more intimate and 
confiding than “the own four walls”. The investigation of functional requirements but 
also emotional barriers in the domestic home environment is for all persons, but 
especially for frail seniors of utterly importance [8, 19, 38, 37, 39]. 

Yet, accommodation is extremely important in human’s life for reasons of 
perceived safety, and it belongs to the basic human needs to feel protected, stable and 
secure. Moreover, health is the greatest wealth and therefore a very sensitive and 
delicate topic – there is no higher good than this and everyone tries to protect it as 
long as somehow possible. Thus, the involvement of end users, their perspectives, 
whishes and needs, into every step of the development process plays a great role for a 
successful rollout. 

2 Research Approach 

As there is only little knowledge about users' acceptance of ubiquitous technologies 
integrated in their homes the aim of this study was to gain insights in the acceptance 
of smart home technologies. A two-step procedure was applied, using exploratory 
(qualitative) methods (focus groups) in a first step, followed by a questionnaire study 
for verification. The question whether there are any factors influencing the acceptance 
of these new technologies and if so, which these are should be discussed primarily by 
older users who would be the first users when shipping the products. 

Regarding to the improved technology acceptance model (TAM) by Venkatesh and 
Davis [29] technology acceptance is influenced by two main factors: perceived 
usefulness and perceived ease of use, which again are influenced by external social 
and cognitive factors. The contribution of the latter factors though is controversially 
discussed by acceptance researchers [38] with respect to the number of factors and 
their relative contribution to acceptance outcomes.  

In this paper we laid focus on analyzing the factors: 

- Age 
- Gender 
- Health status 
- Attitudes towards technology 
- Frequency of technology usage  

In the following we will report if and how these factors are influencing the 
acceptance of upcoming integrated technologies for home-monitoring technologies. 

3 Methodology 

The empirical approach entailed a two-step procedure. In a first step, five focus 
groups were run in order to learn users’ perceived concerns with regard to smart home 
technologies and the individual needs and wants. On the basis of individual 
argumentations, we identified the crucial factors, which were then taken as a basis for 
the development of the questionnaire instrument. In a second step, the quantitative 
survey was applied, in order to validate the findings within a broader sample. 
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3.1 (Semi-) Qualitative Data Collection – Pre-study Focus Groups 

The focus groups (FG) were conducted in order to identify the acceptance of different 
ICT by (potential) users. Qualitative data from 42 mainly older adults were used in the 
focus groups. The participants were recruited using the authors’ social network. The 
focus laid on elderly people (FG 1-4, Table 2), however in order to check in how far the 
discussions and arguments raised are age specific, we also had a focus control group 
with younger adults (FG 5).  Snapshots of the focus groups are given in Figure 1.  

Table 1. Characteristics of participants in the different focus groups 

# focus 
groups 

composition total male female age 
range 

Ø age 
SD 

FG 1 old, mixed 10 6 4 60 - 73 68 3,3 
FG 2 old, male 8 6 2 55 - 72 63 5,4 
FG 3 old, female 8 0 8 50 - 66 58 5,1 
FG 4 old, mixed 10 5 5 56 - 67 60 4,3 

FG 5 young, mixed 6 3 3 24 - 28 27 1,5 
 

The educational level of participants was above average: 79% of participants had a 
university degree. Depending on the individual argumentation lines and the different 
discussion needs, the duration of the focus groups varied from 1:00 to 1:45h. All 
focus groups were guided and encouraged by the same moderator.  

Three focus groups (FG 1-3) followed a free and open discussion forum, 
identifying generic attitudes. We collected discussions about  

1) Technical devices and technologies participants possess and use at home, 
2) Attitudes about a different sensibility of rooms, but also an evaluation which 

rooms seem to be appropriate for medical home monitoring  
3) Privacy, security and trust issues touched by the respective monitoring 

technology 

The purpose of the free approach was to give participants a feeling for the ubiquity of 
technical devices they are surrounded by at home and how much information of their 
personal life they gain – or could gain, assumed they were equipped with data 
collecting memory-chips or transmission technology.  

The other two focus groups (FG 4 and 5) followed a scenario-based approach. 
They started with two short futuristic example-movies showing integrated ubiquitous 
technologies, one positive ("Ambient Assisted Living" (beginning), Fraunhofer IESE, 
2009, (00:00:00-00:04:30h) and one negative example (“The Island" (Scene), Michael 
Bay, 2005, (00:02:30-00:04:10h). 

In all focus groups participants were requested to fill out a “technology-room-
acceptance-matrix” (Table 2), which showed the acceptance of technologies in 
different rooms at home under specific conditions, e.g. “when ill”.  Each participant 
had to fill out the technique-room-matrix and to note conditional acceptance criteria, 
if applicable. Results were discussed afterwards. The whole group had – beyond the 
individual matrices – to find a consensus about one common group matrix. This was 
done to learn which arguments were commonly agreed on.  
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3.2 Quantitative Data Collection – Questionnaire 

In a next step a questionnaire instrument was designed to validate and supplement the 
results of the pre-study. 100 adults between 28 – 93 years of age participated. The 
questionnaire’s structure followed five-W-Questions: “Who” accepts “when” “what” 
(home-integrated technologies), “where” under “which conditions”?    

“Who”: The “Who”-part of the questionnaire was arranged in five sections.  
• The first part included demographic data with respect to participants’ age, 

gender, educational level and profession.  
• The second section applied to person’s health status (e.g. present chronicle 

diseases, dependency on medical devices).   
• The third section should figure out person’s general attitude towards 

technique. Five questions addressed interest, stress, trust, fun and distrust on 
a four-point Likert scale from 1 = “no agreement” to 4 = “full agreement”.  

• The fourth section focused on the participants’ experience with technology in 
general (usage frequency of popular information and communication devices 
(PC, mobile phone, video/digital camera, GPS).  

• The fifth section should gain information about person’s social context (e.g. 
number of persons at home, dependency on long-term care). 

“When”: The “When”-item determined, if acceptance of integrated technologies 
is affected by health-status. Therefore all following questions were asked for 
two scenarios:  

• being healthy compared to  
• being ill.  
Due to space limitations, we report on the results for the ill setting only. 

“When”: The “What”-query determined the kind of integrated information- 
communication and medical technologies. The three technologies were  

• microphone 
• camera 
• positioning-system.  

“Where”: In this section, three rooms had to be evaluated regarding their sensitivity 
to technology monitoring 

• living room 
• bedroom 
• bathroom 

The questions for the participants’ acceptance of technologies in rooms were 
formulated in personal statements one had to confirm on a four-point scale from “no” 
= 0 to “yes” = 3.  

  “Which conditions”: The conditional acceptance situations, “which” had to be 
fulfilled to generally accept integrated technologies, were determined in the last 
section of the questionnaire (privacy concerns, financial burden etc.). 
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3.3   Participants of the Questionnaire Study 

100 younger, adult and elderly persons volunteered to take part in the questionnaire 
study. Participants were collected mainly by the authors’ social network and by 
announcements in local newspapers. Most questionnaires were distributed in paper-
form (partly in senior homes), some online. Three age groups were formed (Table 3). 

Table 3. Age group classification of participants in the questionnaire study 

 N participants Age 
range 

M age SD 
 total Female Male 

young/middleaged persons 12 8 4 25-38 29 3,5 
adult persons 50 29 21 43-64 58 4,4 

elderly/retired persons 38 20 18 66-93 75 8 
 
The mean age of the sample was M = 61 years (SD=15,4.) Three age groups were 

formed: (1) The younger/middle aged persons (aged 20 to 40), (2) adult persons (41 to 
65 years of age) and (3) elderly/retired adults (older than 65 years, Figure 3). The 
latter group referred to the fact that with 65 years the retirement phase starts [39].  

     

        Fig. 2. Distribution of participants’ age                    Fig. 3. Age group classification 

As can be seen From Figure 3, the majority of participants belonged to the “adult 
group”, as they are assumed to be the potential users of upcoming new integrated, 
ubiquitous supporting technologies. Gender (57% female participants) is considered 
in the analyses due to some substantial differences regarding technology usage [42, 
36]. The classification of health status into healthy and ill participants was determined 
by four questions: (1) Do you have of any chronic diseases? (2) Do you need 
regularly health check-ups? (3) Are you dependent on any medical devices? (4) Are 
you dependent on medical care? (5) All people answering positively to at least one of 
these questions were classified as “ill”, in our study 51%. 
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4 Results 

Qualitative data from the focus group study were reported descriptively. Then, 
quantitative results were analyzed by (M)ANOVA–procedures, referring to effects of 
room type (contrasting living-, bed-, bathroom), of technology type (contrasting 
microphone, camera, positioning) as well as interaction effects. For all analyses we 
also focused on effects of user diversity. The level of significance was set at 5%. 
Outcomes on the less restrictive significance level of 10% were referred to as 
marginally significant. 

4.1 Qualitative Data: Key Findings from the Focus Groups 

The qualitative results of the focus groups were analyzed descriptively. Overall, 
participants showed a vivid interest in the topic and participated with enthusiasm and 
high openness. In order to illustrate the individual attitudes, some of the comments of 
participants are detailed. Answers are categorized by technologies regarding the 
acceptance in different domestic spaces.  

Microphone: The integration of hands-free equipment was mostly accepted in the 
living room, but was highly controversially discussed for the bed- and bathroom. 

“From my perspective it is important to have microphones everywhere 
as you are moving around in your house” (male, FG2) 

“And if I’m ill it could be really helpful when somebody could hear me 
and knows: This guy is still breathing”(male, FG2) 

“But I don’t want a microphone there and somebody hears me up or 
down there. That is kind of eavesdropping. Imagine that I have guests 
and somebody listens to us” (female, FG1) 

Camera: In none of the focus groups, the integration of a camera was accepted for 
bed- and bathroom, both are perceived as highly intimate. The negative aspects of 
being watched were frequently compared to future visions of Orwell’s “1984, Big 
Brother is watching you”. 

“Being monitored by camera feels like surveillance” (female, FG2) 

“I regard eye contact with camera as highly inappropriate, even when 
I’m ill” (male, FG2) 

“I do not want anybody watching me” (male, FG2) 

“I really don’t like it. You never know, if there is somebody watching 
you or not” (male, FG2) 

“Recently, I was in the hospital and monitored all the time. I couldn’t 
get over it the whole week. I always felt unpleasant” (male, FG2) (…)  

“Well, when was in ICU I felt very guarded and I knew all stand 
behind me” (male, FG2) 
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“When I think of communicating with friends and family using the 
Internet, then they may see me in the living-, or dining room, but they 
are not able to see me in the bath- or bedroom” (female, FG1) 

Positioning system: The positioning was only conditionally accepted in case of 
falls. When somebody has fallen and keeps lying on the floor, this system was highly 
accepted in case of being ill or at fall risk. 

“When I slip and fall, I would say “yes” to position finding in the 
bathroom” (female, FG1) 

“When you are ill and in need of help, then I would accept the 
positioning in any place” (female, FG3) 

Beyond the different acceptance patterns depending on technology types it was also 
obvious that personality of participants and general attitudes towards life played a 
large role within the evaluations of smart home technologies. Overall, two different 
attitudes were identified: the “Skeptics” and the “Resigned”.  

The skeptics rather declined everything- independently of health state or needs:  

“Well, I don’t want anything at all” (male, FG2) 

“For me, one negative aspect is the too high reliance on technologies 
and the lack of respecting persons’ personality. (…) That is most 
important for me when being old and communicating with humans 
instead of technologies. The real person (contact) is important for 
me” (female, FG4) 

The resigned on the other hand rather accepted all technologies, in case of illness and 
dependence of care. They seek for the possibility to stay independently at home: 

“If you tell me that being monitored at home is a real alternative to a 
retirement home, I would accept it. Then, you don’t have to live with 
the old dodderers” (female, FG2) 

“If it is necessary and I really need it, when I’m ill, then I would 
accept any technology anywhere at home” (female, FG3) 

4.2 Quantitative Results of the Questionnaire Survey 

Effects of domestic spaces  
A first analysis regards the main effect of the type of domestic space, thus addressing 
the question whether the three rooms under study - living room, bedroom or bathroom 
- show a different sensitivity towards monitoring through home medical monitoring. 
It should be noted that for all scenarios the participants had to evaluate they should 
imagine to be chronically ill. The ANOVA for multivariate measurements revealed a 
significant omnibus effect of domestic space (F(2,94) = 30.2; p < 0.05). The 
descriptive outcomes are visualized in Figure 4 (left side).  

Apparently, the living room is the one for which participants would accept home 
monitoring (M = 2.2 out of 3 points max), followed by the bedroom (though 
considerably lower with M = 1.8) and last ranked is the bathroom (M = 1.6) which 
reveals to be most sensitive towards medical monitoring. 
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home monitoring: The living room, as the most public and representative one, and bed 
and bathroom, which do have a highly intimate characteristic. 

Even though falls are known to happen in all rooms of the house, the most likely 
places to fall are the bedroom and the bathroom [42]. As many of these falls happen, 
when people are alone at home, mobile emergency systems should call for immediate 
help, compensating for long-term consequences of the fall. Unfortunately, bathroom 
and bedroom are exactly the rooms for which the users would not accept 
technologies.  

Apparently, the feeling of nondisclosure and confidentiality, the emotional and 
personal activities in these rooms do not tolerate any medical monitoring and need 
concealment and privacy, independently of the scenario (ill or not), and, 
independently of health state of participants. The same applies to other user 
characteristics. Neither gender, nor age was found to seriously impact the acceptance 
patterns, showing one more the universality of the acceptance outcomes here. 

From the technologies under study, the microphone (using only the auditory 
channel) was the most accepted (especially in combination with the living room). The 
camera was mostly declined. Here two important motives came into fore. One is that 
the feeling of being watched provokes feelings of discomfort (rather than feeling of 
security and safety, what is astonishing especially for the chronically ill persons). The 
other is that technology still- is regarded as “cold” and “impersonal”, and this is 
highly disliked by participants. If there would be a human being, which would watch 
that nothing happens, even though this person needs not to be very close to the 
monitored person, people would prefer this over any technology. Obviously, 
technology is –at least in this cultural space- not regarded as “helpful”, as a “personal 
safeguard”, as “friend”, even though this factually is the case. In this context, many 
more studies have to be carried out, in which the role of technologies at home is 
carefully studied, and the characteristics technology must have in order to be 
accepted.  

6 Limitations and Future Research Duties 

Even though the study provided interesting insights into acceptance of home 
technologies, this research represents only a first step into a lot bigger room 
cartography with much more possibly integrated technologies as we singled out just 
three technologies in three domestic spaces. This regards both, more rooms, and more 
technologies. Beyond the possibility to integrate more technologies within different 
rooms one could add portable devices as well as integrating sensors and techniques 
into furniture, carpets, etc. Possibly, the feeling of mobile technology as monitoring 
systems would be more easily accepted and not evaluated as “big eye is watching 
you” as mobility always implies flexibility and While we regarded all use of 
technologies and acceptance from the viewpoint of one user, the everyday life with 
partner and family at home means, more than one person could use the technologies at 
the same time. Therefore it will be really interesting to research acceptance for multi-
user purposes. 
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Also, the investigation of the impact of different using roles on acceptance for 
medical assistive home technologies is a serious research duty. So far participants had 
to evaluate that they themselves would have been monitored for the case of 
emergency rescue. As found, the emergency situation was not taken as equally serious 
as the fear of violation of own privacy as the most valuable goods. This attitude could 
change whenever participants would be requested to evaluate the same technologies 
in the same home environment, but not for themselves, but for the check of the well-
being of a close family member or relative, which could live not in the same town or 
geographical region, but abroad. In this context, we should also focus on more 
culturally diverse contexts. This demand not only touches different conceptualizations 
of “home” and “privacy” as well as of the ability to tolerate closeness and sharing of 
won lives with others. This demands also touches the unawareness of a society, which 
shows a quite sophisticated customization on a high richness of the care system, an 
elaborated medical standard, as well as a high density of medical institutions as well 
as care systems is very high. Acceptance of supporting technologies could be 
completely different in countries with lower possibilities and economic standards. 
Also, in sparsely populated or uninhabited areas, as e.g. in the North of Europe, in 
which people live in remote areas with a long distance to others, acceptance for home 
monitoring technologies could be evaluated quite differentially. 
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Abstract. The use of the methods of Knowledge Discovery in Databases 
(KDD) in the domain of public health is still topical. One of the major reasons 
for its increasing use is the need for an efficient processing of the increasing vo-
lumes of data. The aim of our contribution is to analyze the possibilities of the 
usage of these methods to identify the groups of school-aged children with a 
high probability of risky behavior. The obtained results are useful for the forma-
tion of models applicable for more efficient identification of target groups of 
prevention programs. In this work we use Slovak national dataset from the in-
ternational study Health Behaviour in School-Aged Children. The used machine 
learning methods were Support Vector Machine, Naïve Bayes Classifier and the 
J48 machine learning algorithm. The results suggest promising possibilities for 
the use of the machine learning methods to develop classification models useful 
for public health. 

Keywords: Knowledge discovery in databases, machine learning, public health, 
risky behavior. 

1 Introduction 

Within the efforts focused on the primary and secondary prevention of risky behavior, 
the identification of children with a high probability of risky behavior is one of the 
biggest challenges. It is important because it can provide targeted and thus more ef-
fective impact on the current and future behavior of these children. But it is a  
demanding task, which is also reflected in relatively large target groups of many ex-
isting prevention programs. The aim of this paper is therefore to analyze the possibili-
ties of the utilization of machine learning methods to identify school-aged children 
with a high probability of risky behavior on the basis of easily measurable variables. 
Easily measurable variables are in the context of this paper defined as variables for 
which there is little probability of bias due to the provision of socially desirable res-
ponses and variables that are easily accessible to the class teachers or educational 
consultants. The sample used for experiments comes from the international study 
Health Behaviour in School-Aged Children (HBSC) 2009/2010. The presented results 
should be used to develop models in order to identify individuals, schools and classes 
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with a high probability of risky behavior in the prevention programs. The rest of the 
work is structured as follows. The second part describes the existing works focused 
on the use of KDD in the context of health care with respect to their use in the identi-
fication of risky groups. The third section describes our process of models formation 
and their experimental verification. Finally, the fourth section is devoted to the con-
clusions and outlines further research. 

2 Related Works 

Our work can be embedded into the broader context of works devoted to the applica-
tion of data mining methods to the medical and healthcare data. The increasing  
attention devoted to the application of data mining techniques to this type of data is 
significantly influenced by the data availability. During the years, healthcare provid-
ers accumulated a huge amount of data related to the patients [1, 2]. Data repositories 
usually created in association of scientists with academic health centers, governments 
and also international organizations are another important source of the health related 
data. An extensive list of such resources, that are publicly available, can be found at 
Useful Web Resources [3]. The accumulation of medical datasets causes the need for 
effective methods in order to deal with them. Classical methods based on the hypo-
thesis testing have some weaknesses in this regard. The methods of data mining with-
in the process of KDD represent an alternative approach which can be utilized in the 
discovery of usable patterns in large datasets with complex relations among variables.  

However, the applications of KDD in this domain are limited both in terms of the 
used methods as well as in terms of the deployment. In terms of the used methods, the 
logistic regression and induction of decision trees represents  the traditional methods 
of predictive models building in the clinical research [4]. In terms of the deployment, 
our theoretical analysis findings correspond with findings of Orlygsdottir [5], accord-
ing to which most of the existing studies using KDD in health care have focused on 
the prediction of clinical outcomes. KDD has become more and more used also in the 
field of genomics and proteomics [6]. However, there are only few works focusing on 
the application of KDD in the research field of the heath related behavior [5, 7]. The 
disproportionality in the use of the classification and regression trees in the clinical 
research and in the public health research is reported also in Lemon et al. [8]. Poynton 
and McDaniel [7] utilized the artificial neural networks trained by the backpropaga-
tion of error learning algorithm in their work to classify respondents from “National 
Health Interview Survey” as a current or former smokers. Orlygsdottir[5] deals with 
the  possibilities of the use of decision trees and logistic regression to predict health 
promotion behavior of preadolescents. The artificial neural networks were used as a  
birthing mode predictor by MacDowell et al. [9] and in the similar context there were 
used different data mining techniques, including logistic regression, neural networks 
and classification and regression trees by Goodwin et al. [10] in order to identify the 
accurate predictors of preterm births. The work of Flouris and Duffy [6] is devoted to 
the use of data mining techniques within the context of epidemiology. Sibbritt and 
Gibberd [2] proposed in their work a method for data mining in large medical data-
sets. They propose the method for the generation of decision trees from summary 
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tables, which reduce the amount of processed data. The proposed method was eva-
luated on the medical record abstracts dataset with over 1.7 million records and 
twelve variables. The aim was the identification of possible risk factors for an adverse 
events caused by the health care management. We can also use claims data from the 
insurance companies that has been shown to be useful for a medical research, howev-
er, these databases are designed primarily for the financial reasons [11]. Bertsimas et 
al. [11] discuss in their work the evaluation of two algorithms for the prediction of 
health-care costs. The first one is based on the clustering method and the second one 
is based on the classification tree method. Both methods are showed accurate predic-
tions of health-care costs. Yu et al. [12] used the support vector machine algorithm for 
the classification of people to those either with undiagnosed diabetes or pre-diabetes 
and to those without either of these. Their results showed equivalent discriminative 
performance as the multivariate logistic regression that is a common epidemiological 
method used for this purpose [12]. They also developed a web-based tool for the clas-
sification of diabetes and pre-diabetes. We did not find any other work concerned 
with the prediction of risky behavior of children. 

3 Experiment 

This work should help to answer the basic questions related to the capabilities of the 
classification models to identify the risky groups of school-aged children. These ques-
tions are related to the choice of variables and machine learning methods, as well as 
to the accuracy of the resulted prediction models. The condition of the practical appli-
cability of developed models is the simple measurability of their input variables. 

3.1 Sample 

Within the frame of this work we use the Slovak national dataset of the Health Beha-
viour in School-aged Children (HBSC) 2009/2010 study. HBSC is a cross-national 
research study which aim is to increase the understanding of young  health and well-
being, health behaviors and their social context [13]. Slovak republic participated in 
HBSC 2009/2010 together with another 42 countries. The national sample was drawn 
from the list of schools by taking the size of schools into account. From the ap-
proached 108 schools the number of actively participating decreased to 106. The 
classes within a school were selected by a simple random sampling from a list of 
classes within schools. One class was selected from all grades that should have been 
included in the sample. The number of participating classes was 519. The number of 
students who filled out the questionnaires was 8491. The data collection was realized 
on each level, i.e. the school, class and individual level. The questionnaires about the 
school and person level were prepared in agreement with the international guidelines 
which can be found on the official HBSC site [13].The exact form of the questions 
related to the variables at the individual and school level can be also found on the  
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official HBSC site [13]. The questionnaires on the level of classes were filled out by 
the administrators. The variables used in the scope of this work are described in the 
following subsection. The dataset containing data from individual level were sent for 
the cleaning process into the international HBSC data center. 

3.2 Method 

After the reception of cleansed data, we selected the input and output variables, which 
should have been used during the formation of models. The complete set of variables 
was formed by three subsets of variables representing the three levels of the mea-
surement: 194 variables at individual level (individual variables), 10 at the level of 
classes (class variables) and 146 at the school level (school variables). In the selection 
of the input variables, in accordance with our objectives, we focused on the easily 
measurable variables enabling the identification of individuals with the various forms 
of risky behavior. Firstly, we identified variables for which there is a low probability 
of bias due to the providing of socially desirable responses. For the estimation of this 
probability, each variable was evaluated by the group of experts. The group of experts 
was formed by 11 respondents, consisting of researchers from the fields of public 
health, psychology and concretely health psychology. All respondents were familiar 
with the problems of bias caused by the provision of socially desirable responses. 
They were asked to evaluate the different individual level variables with respect to the 
question "The probability of distortion of variable value due to the provision of so-
cially desirable answers is". Respondents answered on the four-point scale with a 
forced choice and response options: "very high", "rather high", "rather low" and "very 
low". Then the variables were ranked according to the average estimated values of the 
likelihood of distortion. The input variables at the individual level were chosen from 
the lowest rated variables, i.e. variables with the lowest estimated probability of dis-
tortion due to the provision of socially desirable answers. 

From the complete set of the individual variables were chosen following variables1 
from the set of variables with lowest rating. Variable M1 (gender), AGE, AGECAT 
(age category), M5 (breakfast weekdays), M6 (breakfast weekends), M13 (weight), 
M14 (height), M56 (times injured), M60 – M69 (variables related to number of 
people living at the main home), M70 (have second home), M88 (talk to best friend), 
M89 (talk to friend of the same sex), M90 (talk to friend of the opposite sex), M93 
(after school with friends), M94 (evenings with friends), M95 (e- & media communi-
cation with friends), M96 (headache), M97 (stomach-ache), M98 (back ache), M99 
(feeling low), M102 (difficulties with sleeping), PH1 (last week: fit and well), PH3 
(last week: felt sad), and group of variables related to motivating factors for physical 
activity, namely PA1 (to have fun), PA2 (to be good at sport), PA3 (to win), PA4 (to 
make new friends), PA6(to see my friends), PA9 (enjoy feeling of using body). In 
addition to these variables we added the variable M106 (academic achievement), 

                                                           
1 Next to the names of variables there are the official variable labels or short descriptions. For 

exact form of the related questions see official HBSC site http://www.hbsc.org/index.html. 
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which is directly related to the students current learning outcomes. Each above men-
tioned variable corresponds to the questionnaire question. 

From the complete set of class related variables, we selected variables M2SK 
(grade), C1 defined as the number of students who are registered in the class, C2 de-
fined as the number of students diagnosed with the learning disorders and C3 defined 
as the number of students diagnosed with the behavior disorders. The values of these 
variables were identified, based on the interview with the classroom teachers and 
recorded by the administrators. This variable set was complemented by two additional 
variables derived from the questionnaires filled out by students. Variable G1 (average 
age for class) defined as the average age of respondents from the same class and vari-
able G3 (average academic achievement for class), defined as the average of variable 
M106 (academic achievement) for the classes. 

Subsequently, some other variables were derived and added to the reduced group 
of individual variables. Variable G4 (individual minus class age), defined as the dif-
ference between the respondent age and the value of G1 for respondent class, variable 
G5 (individual minus grade age) defined as the difference between the respondent age 
and the average age of respondents within the same grade, variable G6 (individual 
minus class academic achievement) defined as the difference between the respondent 
value of the variable M106 (academic achievement) and the value of G3 for respon-
dent class. 

Finally, the reduced set of school related variables was formed. This group of va-
riables was formed by variables SLC2 (school location), SLC3 (number of boys at 
school), SLC4 (number of girls at school), SLC5 (percentage ethnic minority), SLC6 
(percentage other 1st language) and own variable REGION defined as the official 
region where the school is located. 

The final reduced set of input variables was formed by 40 individual variables, 6 
class variables and 6 school related variables. 

As the output variables were selected seven variables from the set of variables with 
the highest rating, i.e. variables with the highest estimated probability of distortion 
due to the provision of socially desirable answers. This group of variables was formed 
by variables M39 (smoked cigarettes last 30 days), M40 (drunk alcohol last 30 days), 
M41 (been drunk last 30 days), M44 (cannabis last 30 days), M46 (age of first sexual 
intercourse), M58 (bullied past 2 months) and M59 (bullied others past 2 months). In 
accordance with the expectations, these variables come from the set of variables re-
lated to the risky behavior. The output variables were also discretized, so that the 
class zero indicated the answer “never” and the class one indicated all other answers, 
except variable M46, where class one indicated the sexual intercourse before the fif-
teenth year. 

For the formation of models we used three frequently used machine learning algo-
rithms, namely Support Vector Machines, Naïve Bayes Classifier and the machine 
learning algorithm J48. Support vector machine (SVM) was invented by Vapnik [14]. 
It is a complex mathematical apparatus, whose detailed description can be found in 
several monographs, such as in the work of Abe [15]. Essentially, SVM can be  
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characterized as a method for finding the optimal separating hyperplane. This hyper-
plane separates examples belonging to the different classes in the feature space. If the 
examples in the original feature space are linearly nonseparable, the feature space can 
be transformed into the higher dimensional feature space in which these classes are 
separable. For the purposes of experiments, freely available implementation of SVM 
libsvm [16] was used. We used SVM type of C-Support Vector Classification with 
RBF kernel type, epsilon equal to 0.001 and C equal to 0. Naïve Bayes Classifier 
(NBC) is another popular machine learning method. It is a probabilistic classifier 
based on the application of Bayesian theorem. NBC uses the naïve and usually not 
fulfilled assumption that the features used for the classification contribute indepen-
dently to the final probability of classes. Its more detailed description can be found for 
example in the work of Paralic et al. [17]. We used it by Laplace correction. The third 
used machine learning algorithm was the J48 algorithm, which is a freely available 
implementation of C4.5 algorithm. C4.5 is an algorithm for the formation of decision 
trees, firstly published in the work of Quinlan [18]. This algorithm uses the value of 
the normalized information gain. During the training phase the minimum number of 
cases in the leaf nodes was optimized within the range 10 to 210, while the best re-
sults were taken into account. The confidence threshold for pruning was set to 0.25. 

During the formation of classification models we used four different sets of input 
variables in combination with each of the above mentioned methods of the machine 
learning. The first set was made up of only individual variables, the second was made 
up by the addition of class level variables to the first set, the third set was formed 
from the second by addition of school level variables and the fourth set was formed 
by selection of variables from all three types of variables. The fourth set of variables 
was formed by variables which are considered to be the most easily measurable, 
namely AGE, AGECAT (age category), M1 (gender), M106 (academic achievement), 
and all class and school variables. We removed all records containing missing values 
from each of used samples.  

Table 1. Numbers of records used for different combinations of input and output variables 

Output variable I. II. III. IV. 

M39 (smoked cigarettes last 30 days) 1454 1454 1330 1960 
M40 (drunk alcohol last 30 days) 2804 2804 2560 3602 
M41 (been drunk last 30 days) 934 934 860 1252 
M44 (cannabis last 30 days) 138 138 134 176 
M46 (age of first sexual intercourse) 162 162 158 216 
M58 (bullied past 2 months) 1638 1638 1502 2458 
M59 (bullied others past 2 months) 2586 2586 2378 3492 

Notes: I. Only individual level variables, II. Individual and class level variables, III. All types 
of variables, IV. The most easily measurable variables. 
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From the resulted samples, we formed subsamples containing all records from res-
pondents with the presence of risky behavior what was indicated by the output va-
riables and the equal number of the randomly selected records from the remaining 
records. The numbers of records used for the different combinations of input and 
output variables are presented in Table 1. The lower number of records used in va-
riables M44 and 46 is caused by the absence of related questions in questionnaires for 
younger children. 

3.3 Results 

The models capability to differentiate between respondents with and without risky 
behavior, indicated by the output variables, was compared on the basis of average 
accuracies after 10-fold cross-validation. The average accuracies for each combina-
tion of the input and output variables for each machine learning method are shown in 
Tables 2 to 4. Each table corresponds to one machine learning algorithm and each 
value represents the achieved average accuracy for different sets of input variables (I. 
to IV.) and output variable. The description of input and output variables can be found 
in former part. 

Table 2. Average accuracy after 10-fold cross-validation for Support Vector Machine 
algorithm for different combinations of input and output variables 

Output variable I. II. III. IV. 
M39 (smoked cigarettes last 30 days) 73.52 75.31 63.83 60.87 
M40 (drunk alcohol last 30 days) 59.41 59.98 54.18 53.19 
M41 (been drunk last 30 days) 67.13 70.02 75.58 71.81 
M44 (cannabis last 30 days) 69.51 71.65 92.42 94.31 
M46 (age of first sexual intercourse) 58.16 66.62 88.00 91.23 
M58 (bullied past 2 months) 82.06 84.07 73.43 74.65 
M59 (bullied others past 2 months) 63.34 63.84 60.56 60.62 

Notes: I. Only individual level variables, II. Individual and class level variables, III. All types 
of variables, IV. The most easily measurable variables. 

In the case of SVM (Table 2) we can see the increase in the average accuracy after 
the addition of class level variables. In contrast, after the addition of school level va-
riables for most of the used output variables there can be seen a decrease in the aver-
age accuracy. However, in case of variables M44 and M46, there were relatively large 
increases in accuracy. But in case of these variables there were used the smallest sam-
ples of data. When using the fourth set of input variables, containing only the most 
easily measurable variables, the obtained values of average accuracy are comparable 
with the results of other sets of variables. 
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Table 3. Average accuracy after 10-fold cross-validation for Naïve Bayes Classifier algorithm 
for different combinations of input and output variables 

Output variable I. II. III. IV. 
M39 (smoked cigarettes last 30 days) 70.21 73.86 73.83 76.17 
M40 (drunk alcohol last 30 days) 61.44 61.37 61.84 59.58 
M41 (been drunk last 30 days) 67.88 71.10 71.40 75.32 
M44 (cannabis last 30 days) 68.79 63.08 75.38 69.28 
M46 (age of first sexual intercourse) 72.39 63.05 67.83 62.01 
M58 (bullied past 2 months) 84.19 86.82 86.48 84.17 
M59 (bullied others past 2 months) 63.27 64.42 63.16 63.69 

Notes: I. Only individual level variables, II. Individual and class level variables, III. All types 
of variables, IV. The most easily measurable variables. 

In case of NBC (Table3) can be seen a greater decrease in the average accuracy for 
variable M46, even after the addition of class level variables; although it is possible to 
talk about an increase of accuracy in the case of other variables. There is no signifi-
cant change in the average accuracy in most of the variables after the addition of 
school level variables, with the exception of the mentioned variables M44 and M46. 
In case of NBC the Achieved accuracy for the fourth set of input variables is also 
comparable with the results of other sets of variables. 

Table 4. Average accuracy after 10-fold cross-validation for J48 machine learning algorithm 
for different combinations of input and output variables 

Output variable I. II. III. IV. 
M39 (smoked cigarettes last 30 days) 73.86 77.30 76.77 76.28 
M40 (drunk alcohol last 30 days) 62.02 62.38 62.97 62.30 
M41 (been drunk last 30 days) 68.94 71.64 75.70 78.36 
M44 (cannabis last 30 days) 63.08 75.33 84.12 84.25 
M46 (age of first sexual intercourse) 62.28 72.76 78.54 80.65 
M58 (bullied past 2 months) 85.59 86.94 86.62 85.11 
M59 (bullied others past 2 months) 62.95 65.43 64.30 65.03 

Notes: I. Only individual level variables, II. Individual and class level variables, III. All types 
of variables, IV. The most easily measurable variables. 

In the case of J48 machine learning algorithm (Table 4) after the addition of class 
level variables, there can be seen an increase in the accuracy for all variables. The 
results obtained for the third and fourth set of variables are similar with the results 
obtained by SVM a NBC. 

There are some differences between the results obtained for compared machine 
learning methods but these differences are not significant. It is interesting that for 
most models there was found significantly fewer false positive errors than false  
negatives (the positive class indicating risky behavior). This tendency was mostly 
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prominent for the use of NBS, although similar results were obtainable for SVM with 
appropriately selected penalty parameters for each class. 

4 Conclusions 

The results of realized experiments confirm the suitability of the using of KDD me-
thods to develop models for the identification of the school-aged children with a high 
probability of risky behavior on the basis of easily measurable variables. The 
achieved accuracies of models are for most forms of risk behavior sufficiently high 
for their practical use as screening tools in the prevention programs. Relatively high 
accuracies of the classification models were achieved even when using the input va-
riables that are part of school records and they don’t need be separately measured. 
However, as it’s evident from the results, the achieved average accuracies are highly 
dependent on the input variables and in several cases the additional variables don’t 
lead to the higher accuracies. Based on these findings, as well as on the some addi-
tional experiments conducted with other input variables, we recommend a systematic 
verification of the application possibilities of attribute selection methods. Differences 
among compared machine learning methods are not significant. Within the frame of 
following research activities, we should also look on the possibility of the identifying 
classes and schools with a high probability of children risky behavior. 
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Abstract. We present the MedReminder, an interactive multimedia medical 
application, integrated into an existing IPTV service framework. The 
MedReminder application is implemented within XBMC multimedia platform 
and is integrated alongside interactive TV live and on demand multimedia 
services, providing easy to use and intuitive user experience. It is a client-server 
based application connecting different target user roles: doctors as medicine 
prescribers, patients as medicine consumers and patient caregivers. It allows for 
a centralized collection of medicine related reminder information. 
Consequently, the system provides user notifications on TV screen and through 
other communication channels, such as SMS messages, e-mail and telephone 
calls, which are used in case the consumption of prescribed medicine has not 
been confirmed. Several use case scenarios are discussed including the 
possibility of dynamic medicine prescriptions, based on doctor’s remote 
readings of patient’s medical parameters (e.g. blood pressure, body weight, 
temperature etc.), using the integrated personal health system. 

Keywords: telemedicine, medicine reminder, IPTV, personal health systems. 

1 Introduction and Motivation 

Medical care and health oriented services represent one of the key strategic areas in 
modern societies, essentially ensuring a greater quality of life. As the percentage of 
elderly population is increasing medical related costs are significantly increasing. To 
alleviate this situation, telemedicine stands out as a possible solution. In its essence, 
telemedicine [1, 2] and related e-health oriented services provide the delivery and 
exchange of health-care information across distances by means of 
telecommunications and information technologies. Using these, both the improvement 
of quality of life and the significant reduction of costs, can be achieved. When 
comparing the costs of clinical care compared to telemedicine oriented approaches, a 
cost reduction in the range of hundreds up to several thousands of times is possible 
[3], which provides an important motivation towards utilization of telemedicine and 
related services. 
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To critically appraise the effects of telemedicine, several comprehensive reviews [4 
and 5] were conducted. Both studies conclude that telemedicine is effective. Beside 
the significant reduction of costs, other benefits can be identified, such as therapeutic 
effects, increased efficiencies in the health services, as well as travel time savings, 
increased user satisfaction and technical usability. Although the study results show 
that telemedicine is promising and good for patients, some critique has been 
expressed as well. Mainly a lack of detailed knowledge and understanding of the 
effects of telemedicine and higher quality evidence to inform policy decisions on how 
best to use telemedicine in health care is still lacking, suggesting further studies. 

With recent advances in ICT and especially multimedia and human-computer 
interaction (HCI) technologies, their impact toward telemedicine and e-health 
oriented services is ever increasing [6, 7]. Multimedia technologies are enabling more 
comprehensive and intuitive uptake of information, suitable for all target user groups. 
User interaction, usability and information presentation are therefore as important as 
the content of the service itself. Personal computers and smart phones can in this 
regard be, in a way, intimidating for the elderly, which are the main target user group. 
On the other hand, the classical television interface and related services are not [8]. 
Telemedicine and related services are also recognized as an important part of the 
comprehensive service set of the modern digital television and IPTV systems [9]. 

A comprehensive study of previous exposure to technology and its acceptance with 
aspects of usability and accessibility focusing on the elderly has been conducted in 
[10]. The authors also provide usability metrics and insights gained when confronting 
the elderly people with technology in general. 

Medicine reminder systems [11] represent a small but important part of a wide 
range of telemedicine services. They essentially provide medicine schedule and usage 
related information and are suitable for all target user groups. As shown by a study in 
[12], non-attendance at outpatient clinics and medication non-adherence lead to 
significant time wasting and inefficient use of resources. Forgetfulness has been 
identified as one of the key reasons for this behavior. Electronic reminders are an 
efficient and also acceptable solution to this problem, according to [13]. Reminder 
systems can further be improved by integrating personal health systems (PHS) [14], 
which allows for home collection and monitoring of various additional patients’ 
medical parameters. Thus, greater therapeutic efficiency and significant cost 
reductions can be achieved. 

With this in mind, we present the MedReminder, an interactive multimedia 
medical application, integrated into an existing IPTV service framework. The 
MedReminder application allows for a centralized collection and admission of 
medicine related reminders on the TV screen using an intuitive and simple user 
interface. 

The rest of the paper is organized as follows: related work is presented in section 2; 
a detailed description of the proposed MedReminder application, including 
functionalities, use case scenarios and architecture is described in section 3; and 
finally discussion, key conclusion and references for future work are drawn in section 
4 respectively. 
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2 State of the Art 

The field of telemedicine and related services has received a lot of research attention 
due to its importance and benefits. Medical reminders are among the most effective 
methods of persuading individuals to perform healthy behavior such as taking their 
medication and performing exercises. These reminders often represent a task 
interruption for users who are engaged in work activities. However, as shown in [15], 
it is interesting that the degree of perceived politeness of such interruptions is 
positively correlated with predicted long-term adherence, but negatively correlated 
with short-term compliance. To this end we have chosen the television medium as the 
interface for relating medicine reminder information as the users will be more 
attentive and more favourably inclined to these interruptions. 

In [16] researchers present the design and exploratory evaluation of a sensor-driven 
adaptive reminder system for home medical tasks. A mobile reminder delivery device 
and ambient sensors are used for determining opportune moments for reminder 
delivery. The results show that context-sensitive reminders might improve adherence 
levels, the manner of their representation is still very important. Similarly, an adaptive 
notification framework for optimal delivery and handling of multimedia requests and 
alerts in a nursing home is presented in [17]. Device selection, content adaptation and 
specific user delivery properties are considered. Study results show improved quality 
of life of elderly people as well as the efficiency of the medical staff. 

A mobile health monitoring system for the elderly called iCare is presented in [18]. 
Wireless body sensors and smart phone based interface are used to monitor the 
wellbeing of the elderly. Besides monitoring features, a relatively simple regular 
medicine reminder is implemented as well, which implies at the importance of such 
reminders in general. A more complex smart phone based medicine in-take scheduler 
named Wedjat is described in [19]. Beside simple on time medicine reminders the 
system allows for user notification and avoidance of potential drug-drug or drug-food 
related interactions and schedule revisions in case a medicine dose was missed. 
Finally, a web based medicine e-Reminder is presented in [20]. The system is 
managed via a web based interface, where relevant medicine reminder information is 
entered by professional personnel. The reminders themselves are sent as voice or 
SMS messages and e-mails. 

Relatively little research effort, however, has been afforded to integration of 
medicine based reminder systems and IPTV services. In this regard we present our 
own solution for delivering medicine reminders, which is especially designed for the 
IPTV environment. To further extend the functionality of the MedReminder system, it 
is also integrated with our PHS system [14]. The PHS allows for monitoring of blood 
pressure and body weight parameters and supports on-line medical interviews. 
Consequently, remote monitoring of patient’s medical parameters and dynamic 
changes to the medicine schedule information are possible.  
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Fig. 2. A MedReminder notification window screenshot 

acknowledgement is received within the preset time interval (set to 1-5 minutes), a 
back-end server triggered voice call, SMS message or e-mail notifications are sent. 

3.1 Use Case Scenarios 

To illustrate the usage possibilities, two typical use case scenarios for the proposed 
system were considered. Presented use cases are graphically illustrated in Fig.  3. 

In the first scenario, a typical example of medicine reminders is presented. The 
patient visits a doctor and after personal examination, the doctor decides to prescribe 
drugs to the patient. The prescribed drugs are delivered to the patient through a 
pharmacist, who also inscribes appropriate medicine reminders using a dedicated web 
based user interface or standalone application. This information is inserted into the 
back-end database server. The MedReminder XBMC application periodically 
connects to the back-end database server and downloads all medicine reminders for 
selected users. At the appropriate time a notification appears on the television screen 
and the patient confirms (or not) the successful medicine usage by pressing OK button 
on the remote control. An application report is sent to the back-end database server 
and no other action is required by the patient. 

In the second scenario, a patient uses his personal health system to conduct blood 
pressure measurements. This data is automatically sent to the back-end database 
server. The doctor, who has access to those remote PHS parameters, decides to 
change the drug dose. Medicine reminder related modifications made and stored in 
back-end database server. The updated information is then available to the 
MedReminder XBMC application. At the appropriate time notification appears on the 
television screen, but no successful confirmation by the patient is received. In this 
case the back-end server triggers the Call Server to make a voice call to the patient.  
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Fig. 3. Use case scenarios 

Because still no response to the call is received, a notification is sent to the caregiver. 
Caregiver decides to visit the patient in person to examine his situation or state of 
health. 

3.2 System Architecture Overview 

Modular system architecture was designed to implement the described functionalities 
and use case scenarios. It is being implemented in phases. 

The MedReminder system (Fig. 4) consists of the front-end graphical user 
application and back-end central server database and business logic. MedReminder 
XBMC application was implemented as a front-end application for the XBMC 
multimedia platform using the existing framework and additional Python scripts to 
develop the graphical user interface (GUI) and decision logic. Considering the 
graphical design it was very important that the original appearance and navigation was 
adopted thus making the application user-friendly for average users and especially for 
elderly people. Special attention was devoted to this aspect of implementation. 

In the initialization phase, application connects to the back-end database server and 
downloads all medicine reminders for selected users. Connection is established 
through multiple protocol standards and data formats such as Internet Protocol suite 
(IP), Simple Object Access Protocol (SOAP) and Extensible Markup Language 
(XML). After the successful data transfer, the connection is closed. Any further 
checking is done at predefined intervals (preset to two hours). Access to the database 
server is possible also via a web based or standalone application, by which the 
patient’s medicine reminders can be inserted, modified, deleted or cancelled by 
doctors, pharmacists or patient caregivers. 
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When a MedReminder notification appears on the television screen, the patient has 
a predefined time interval (a few minutes; set by medical professionals) to 
acknowledge a successful medicine administering. It is important that the 
MedReminder application and the back-end database server are synchronized. A 
network time protocol (NTP) is therefore used for time synchronization. When 
medicine administering is acknowledged, a report is sent to the back-end database 
server. In case no report from the MedReminder application is received, the back-end 
server assumes no user confirmation was given and consequently the medicine 
schedule was not properly adhered to. Described scenario could also happen in case 
of network related problems. In the latter scenario the back-end server contacts the 
Call Server, which triggers the dispatch of SMS text message or voice call reminders. 
Notifications can also be sent to the caregiver. Call Server constitutes a separate part 
of the network and is responsible for setting up calls and sending messages. 

To further enhance the functionality, we connected MedReminder system to the 
personal health telemonitoring services, developed at the Faculty of Electrical 
Engineering [14]. Monitoring of blood pressure and body weight medical parameters 
are currently enabled and uploaded to the back-end database server. This enables the 
doctors to remotely monitor patient’s medical parameters and dynamically change 
medicine doses and schedule, if necessary. 

 

 

Fig. 4. MedReminder system architecture 
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4 Discussion and Conclusions 

The presented reminder/PHS medical application was designed and implemented, 
based on evident need for such systems. As the average age of population in 
developed countries is increasing, the need for optimization of health care is 
becoming of high importance. Such systems, if designed appropriately, can bring a 
number of benefits to the society. On one hand, we can achieve significant cost 
reductions due to faster processing of patient’s needs and medical measurements, 
which would normally require patient’s visits to medical institutions. Related to the 
above are time savings of all actors: patients, doctors and patient caregivers, and to 
some extent indirect benefits to fuel consumption, traffic and consequently the 
environment. Proposed medical application can therefore be considered as green 
technology in this aspect. 

On the other hand, such centralized data systems allow for smart gathering and 
analyzing of medical data, thus providing the possibility to identify the correlations 
between measured medical parameters, consumed medicines, medical disorders, etc. 
These kinds of analyses have undoubtedly been performed in the past for decades, but 
the access to useful medical information is much simplified in case of such 
centralized information system. Furthermore, such systems, if upgraded with data 
mining and reasoning algorithms, may potentially identify anomalies or problems 
based on measured medical parameters, prescribed medicines, etc. and alert medical 
personnel in real-time accordingly. 

In addition to benefits of the described system, serious consideration needs to be 
given to privacy and security issues. Medical and health related information are one 
of the most sensitive, therefore sufficient security mechanisms need to be enforced in 
order to protect the information exchange and storage. Fortunately, current state of 
security mechanisms has reached a mature stage, and can be applied with reasonable 
investment.  

The proposed medical application is still being enhanced and developed and 
therefore currently has some limitations as well. The most obvious limitation is when 
the TV set or the set-top box devices are turned off for any reason (user action, no 
power available, equipment malfunction, etc.). In this case the TV reminder cannot be 
delivered, however alternative communications channels have been foreseen for this 
case in form of SMS, telephone call or e-mail messages, delivered directly to the 
patients and/or their caregivers. As shown in [11] and [13], reminders are an effective 
and acceptable solution to reduce costs in general and to prevent time wasting and 
inefficient use of resources, according to [12]. Also, in combination with personal 
health systems the overall service to patients can be further improved [14]. Since the 
majority of users are not technical experts and some are even negatively disposed to 
new technologies and approaches, this can be considered as an important, non-
technical limitation, as well. However, the proposed medical application has been 
carefully designed with usability and ease of use aspects in mind, to provide great 
user experience for all target user groups. For this reason well known non-computer 
like technologies, primarily the TV screen and secondary the mobile phone (SMS, 
call) were selected as interfaces between users and the system. Also, as shown in [10], 
previous exposure to technology can significantly improve its acceptance, especially 
with the elderly users. 
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To test our medical application and to gain insights in real-life usage, we plan to 
perform an extensive usability study. We will test the proposed two existing and 
additional scenarios using established usability methods, including System Usability 
Scale (SUS) and heuristic approaches. We will include users of different genders, 
technical backgrounds and ages, with an emphasis on the elderly. A short preliminary 
user evaluation study has indicated a positive acceptance of the proposed medical 
application. Therefore, we expect similar results in the detailed user evaluation study 
as well. 

There are a number of ways how to improve such systems. Firstly, the inclusion of 
additional medical devices is foreseen to extend the number of measured medical 
parameters. Secondly, the inclusion of security standards, defined by the medical 
organizations is to be included in one of the future releases. In case such a system is 
used in real-life scenarios, the integration into existing medical information systems 
will be required.  Regardless of the above, we must strive to keep the system modular 
and leave room for later inclusion of new functionalities. Most of all, we should  keep 
it simple, intuitive and easy to use for all actors as this is one of the foremost 
important adoption factors for all interactive systems.  
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Abstract. This article presents a logical framework that allows the gen-
eration of Web user interfaces depending largely on user’s needs and
meaningful contextual information. In order to provide means for that,
relevant parts of formally connected knowledge in user interaction pro-
cesses are used to support a reasoning component, which is based on
Answer Set Programming (ASP). This task is achieved through gener-
ation of visual aspects of user interfaces such as sizes of user interface
elements, colours, relative position of the elements or navigation devices
used. In Web environments, user interface adaptation is needed to tailor
user interfaces to older people’s needs and impairments while preserving
their independence.

Keywords: Ontology, Answer Set Programming, Web accessibility, Us-
ability, Context, User interaction.

1 Introduction

The ageing of the population is a phenomenon faced by many nations, such as
Austria, where 17, 5% of the population are more than 65 years old in 2011 [1].
In many countries the ratio between the number of old and young people is
constantly growing. This means that the number of old people will be a sizeable
percentage of the whole population. We want these people to have good quality
of life while keeping expenses as low as possible. In fact, studies on the acceptance
of technologies for care [23], [9] show that older people tend to look for social
networking as well as accepting new technological assistances. In this context,
many factors are supposed to influence the older users’ acceptance of software.
The extent of previous exposure to technology and other factors are evaluated
in [12] to provide short guidelines for software developers on how to design and
develop software for the older population. The authors in this work emphasize
that expectations, behavior, abilities, and limitations of prospective end users
are considered of primary importance for the development of technology.

These considerations lead us to regard diversities of users, and particularly age
related specificities, as a potential enrichment in Web user interface design. As a
contribution, this paper suggests a logical framework to adaptive user interfaces
(UI), as a possibility to automatically generate user interface characteristics.

A. Holzinger and K.-M. Simonic (Eds.): USAB 2011, LNCS 7058, pp. 645–656, 2011.
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As a consequence, providing accessible and usable user interfaces to any Web
information is crucial for e-Inclusion and e-Health of these people.

The design of such effective Web interfaces is difficult due to the variety
of users’ interests, perceptive capabilities or other meaningful factors. Unfortu-
nately, because of the great diversity of users and their context of use, manually
designing interfaces for each one of them is impractical and not scalable. One
possible solution to this problem is to use a semi-automatic mechanisms to de-
tect the type of user of the Web application and his/her contextual information
related to the interaction process and then adapt its interaction mechanism. The
usage of style sheets for providing personalized user interfaces is very beneficial
in such environment where users’ conditions and time constraints do not permit
optimally to shift the interaction settings from one mode to another. In this pa-
per, we show that Web interface characteristics can automatically be generated
according to users’ capabilities and to relevant contextual information using a
decision mechanism based on Answer Set Programming [8]. Basically the gener-
ation of colours and their contrasts, sizes or position of the different components
of the Web interface are considered.

This approach takes away a significant amount of overhead related to man-
ual coding of style sheets in Web applications. The execution of rules consists
of abstract user interfaces suggestions according to user profile and contextual
information. In the light of these suggestions the style sheets can be generated
and/or adapted on the fly. Similarly, relations between information entities in
any information system such as eHealth systems may also be automated in this
way. Consequently, our logical framwork could be usefully exploited towards the
automation of usability metrics [11]. In particular, the authors in this work [11]
investigate metrics-based benchmarks which are crucial for measuring different
aspects of usability for older users; whether in passive or active interaction.

The rest of this document is organized as follows: the next Section gives the
related work. Section 3 recalls Web accessibility and usability. Section 4 gives
an overview of the integration of knowledge using formally connected Ontologies
and Answer Set Programming. The results are explained in Section 5, followed
by conclusions and future work in Section 6.

2 Related Work

Several approaches to automatic user interface generation can be found in the
literature, some of them have been developed with a particular subset of motor-
impaired user or only visual-impaired user or both such as [7], however without
the consideration of any contextual information.

Other general approaches such as [10] have developed new design methodolo-
gies for creating interfaces that can be dynamically adapted by the end-user for
their individual needs, however the user may not be able to adjust his/her set-
tings due to disabilities, the user may not know what options exist or how she/he
can set them. She/he may have no idea what the best setting is for her/him.
A few other interfaces have been created, particularly in the Web domain, but
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most lack any such adaptation capabilities. Shuaib et al. introduced the concept
Connecting Ontologies [20] with the help of SWRL [21] for providing universal
Accessibility. However, due to lack of support for rules or for some concepts (e.g.,
transitive closure, negation as failure, cardinality constraints), some queries can
not be represented concisely and some queries can not be represented at all. In
this sense, the use of a rule mechanism such as Answer Set Programming pro-
vides a more expressive formalism to represent rules, concepts, constraints, and
queries than the rule mechanism used in this approach.

In the healthcare sector, a number of adaptive user interfaces has been devel-
oped and integrated in many devices such as [24], which proposes a personalized
smart phone to assist older people. The smart phone has been optimized to
ease interaction of the device for senior citizens. In [19], the authors use a fuzzy
expert system to decide which information is relevant for the user based on
the user model. The goal is to provide the data that meet the user’s current
profile and location. They do not, however, follow a clear separation of layers in
their adaptation framework. This makes support for different devices and output
modalities more difficult.

Our logical framework derives the user interface characteristics according to
the user profile, user’s impairments profile and contextual profile. Therefore, the
obvious candidates for interaction are the style sheets for use in browsers as well
as for integration in some applications adressed to diversities of users.

3 Web Accessibility and Usability

Web accessibility corresponds to making the Web possible to any user by using
some user agent, to understand and interact with a website, despite of disabili-
ties, languages or technological constraints. The W3C/WAI [22] Working Group
offers standards which are internationally accepted. They offer quantifiable rules
such as using alt text for non textual content so that it can be changed into other
forms people need like speech. Such rules are technically applied and, therefore,
the website is accessible, however, sometimes alt text is not suitable so that the
usability of the site is not suitable for anyone who relies only on alt text. Other
kinds of experiences show that guidelines have not been successful in producing
accessible and usable websites [18].

For older people, accessibility and usability of the Web is very important,
and will become more important in the future. As the demographic balance
changes, older people will need as much technological support as they can use
to reach a certain level of independance. As the older population grows, the
likelihood of impairments increases with age such as poor vision which is the
most common impairment affecting older people. Many works have been done
toward the investigation of new usability metrics for older people such as [12].
In [13] the author draws attention to the user interfaces, which should be easily
accessible, but also useful, usable and enjoyable for all people.

On the other hand, many assistive tools have been developed to modify non-
accessible Web interfaces and translate them into accessible components such as
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browsers built-in extensions. They aim at making easy for older users to view
and navigate through Web content. Web Accessibility Toolbar 1 is an example.
However, such solutions are mostly used by developers who want to check or
correct certain aspects of Web applications. The variety of such tools is wide
that users do not want spending their time learning about their activation or
use.

In fact, Web accessibility and usability benefits also users with disabilities,
mobile device users, and other individuals, since the needs and preferences that
are essential to a user are a consequence of having a disability and/or it may
be that the circumstances, devices, or other factors have led to a mismatch
between them and the resources they wish to use. Web accessibility is likely to
bring about new opportunities, but, at the same time, new challenges for access
to Web services by old people, which can not be addressed through ad hoc
assistive technology solutions. Instead, there is a need for more approaches. A
promising approach is the semantic knowledge about users und his/her context
of use. This could be very helpful in adapting the Web interfaces to their. Such
semantic knowledge is not very useful if the semantic of different information
items with each other and with other meaningful information components are not
established. The following Section shows how it is possible to integrate different
semantic components together and exploit them for deriving the most suitable
Web interface characteristics.

4 Integrating Knowledge from Ontologies

In a previous work, we have modelled knowledge about the user, his/her im-
pairment and his/her contextual information which are meaningful in the user
interaction process in OWL-DL Ontologies [17] and formally connected them
together. The connections are developed following a semi-automatic approach
using Distributed Description Logics (DDL) [2]. DDL follow the ontology map-
ping [17] paradigm. It allows to connect multiple DL Knowledge bases with
bridge rules [2], a new kind of axioms that represents the mapping. We have
chosen DDL since it allows for inter-ontology subsumption [2], a notion that
combines well with the vision of Semantic Web [14].

We built our instances for the User Profile Ontology UPO by first export-
ing user FOAF2 profile from a social networking site like Twitter. We used
http://semantictweet.com/, a FOAF generator for Twitter profiles, to get a
FOAF profile of the user. We could use this approach with other social network-
ing sites that produce FOAF data such as Facebook (Facebook FOAF generator
not working at the moment). Since not all required details are available in result-
ing FOAF file, we use default reasoning, a feature of Answer Set Programming
[8], assuming to know user’s details and we add this information manually in the
UPO. Only a restricted set of data is requested from UPO:

1 http://www.wat-c.org/
2 http://www.foaf-project.org/

http://www.wat-c.org/
http://www.foaf-project.org/
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observedU(User,Age,Gender,Ability,Imp,T):-
timestamp(T),defaultMS(User,MaritalStatus),
defaultAge(User,Age),defaultGender(User,Gender),
defaultAbility(User,Ability), defaultImp(User,Imp).

Information about the user’s disabilities is requested from User Impairment On-
tology UIO - if exists - otherwise, default reasoning allows us to assume it as
follow:

observedI(Imp,Perception,Pmeasure,Capability,Cmeasure,T):-
timestamp(T),
defaultaffectsPerception(Imp,Perception),
defaultperceptionMeasure(Perception,Pmeasure),
defaultaffectsCapability(Perception,Capability),
defaultcapabilityMeasure(Capability,Cmeasure) .

Moreover, the user interface element could be influenced by additional contextual
information observed at a given time T . Such information becomes significant
and thus is represented in OWL-DL and used in the inference process. Contextual
information can be related either to the user or to an element of the interface
or to the environment, so that we can generally extract contextual information
form the Context Ontology CO following the form bellow:

observedC(Context,Decibel,Intensity,Reso,Contrast,T):-
timestamp(T), location(Context),
defaultLight(L,Decibel),defaultNoise(N,Intensity),
defaultdevice(Device,Software,Reso,Size,Contrast,Volume).

The declarative nature of this approach allows to easily extend the amount of
information extracted from the connected Ontologies to consider other contex-
tual information, and correspondent new logic predicates can be included in the
inference process.

5 Decision Mechanism

In order for the information presentation to be fully accessible and usable, it must
be shaped based on users’ characteristics and their contextual information. This
can be achieved by a decision mechanism. The decision mechanism provides ways
of adaptation decisions at either level of the user interaction. It comprises the
default rules, which refer to static users’ characteristics and the run-time rules,
which refer to dynamic user characteristics and contextual information. Rules
describe system behavior and are represented internaly as dl-rules/dl-programs
[6]. Consequently, a set of these rules has been defined for providing the decision
for the selection of appropriate user interaction styles. That most of the infor-
mation consists actually of defaults and that the connected Ontologies contains
incomplete knowledge motivated us to use a non-monotonic formalism to build
a rule layer over them. We might want to express preferences (e.g. aggregate
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functions) as well as constraints (e.g. integrity constraints) while querying the
knowledge stored in Ontologies to be able to discover new knowledge. Answer
Set Programming provides an expressive language to express these knowledge
and efficient solvers, like DLV-Hex [4] built over DLV [3] to reason about it, this
motivated us to use ASP as such a non-monotonic formalism. Additionaly, the
non-monotonicity is important to allow updates to the user interaction model.

Furthermore, such concept allow us to choose the most relevant answer sets in
order to allow the user interface characteristics to change dynamically according
to this knowledge. This could make improvements of user interaction for all
impairments or the combinations of impairments of the users in a generic way
instead of focusing only on the stereotypical disabilities. Our approach may be
used in context of the user’s personal information management systems as well
as in mobile computing systems.

5.1 Answer Set Programming

Answer Set Programming (ASP) [8] has emerged as an important tool for declar-
ative knowledge representation and reasoning. This approach is rooted in seman-
tic notions and is based on methods to compute stable models [8]. ASP is one of
the most prominent and successful semantics for non-monotonic logic programs.
The specific treatment of default negation under ASP allows for the generation
of multiple models for a single program, which in this respect can be seen as the
encoding of a problem specification. With ASP, one can encode a problem as a
set of rules and the solutions are found by the stable models (Answer sets) of
these rules.

An Answer Set Program consists of rules of the form head :- body that can
contain variables. The head can be a disjunction or empty and the body is a
conjunction or empty. A term is either a constant or a variable. An atom is
defined as p(t1, ...tk) where k is called the arity of p and t1, ...tk are terms.
A literal is an atom p or a negated atom ¬p, also strong negation (also often
referred to as classical negation ). A rule without head literal is an integrity
(strong) constraint. A rule with exactly one head literal is a normal rule. If the
body of the rule variable-free is empty then this rule is a fact. A negation as
failure literal (or NAF-literal) is a literal l or a default-negated literal not l.
Negation as failure is an extension to classical negation, it represents default
negation in a program, and infers negation of a fact if it is not provable in a
program. Thus, not l evaluates to true if it cannot be proven that l is true.
This is relevant in our work since we don’t have complete information about the
user interaction process and we must assume some defaults reasoning until we
confirm the reasoner with a new knowledge.

In order to solve a problem in ASP, a logic program should be constructed
so that its answer sets correspond to the solutions of the problem. By adding
new knowledge, not only new answer sets become possible, but old answer sets
are defeated, so that the sets do not grow monotonically. ASP provides us this
non-monotonicity. An important feature of ASP is that the body of a rule can
also contain negation, which is handled as negation as failure, thus allowing
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methods from non-monotonic reasoning, since additional information might lead
to retraction of a previously made inference [5].

In order to compute these answer sets, there exist ASP solvers or engines such
as DLV [3], a highly efficient reasoner for ASP which extends the core language
with various sophisticated features such as aggregates or weak constraints [15].

5.2 Default Reasoning

In default reasoning one can specify general knowledge for standard cases and
modulary add exceptions. When one adds an exception to default, one can not
conclude what one could before. In that default reasoning is told non-monotonic.
Static user characteristics represented in the UPO have been selected to serve
as the basis for the default reasoning. The selection of such meaningful char-
acteristics was made so as to ensure that adequate knowledge exists for the
system. Such characteristics have been selected also to serve as the basis for
reasoning. These include: user’s impairments, familiarity of the user with the
Web etc. The dynamic user characteristics and other dynamic contextual infor-
mation are responsable for the system inference to be triggered. The evaluation
of such data can be based on results of specific data aggregation e.g. quality of
navigation/user error rate, results of ad-hoc logic rules e.g. user idle time/user
response time.

By default, a user interface (UI) element in the interface does not have to be
adapted if the User Profile Ontology does not trace any anomaly in the way the
user could interact with it. Such anomalies are to be specified in a declarative
form, by using predicates. By default, UI style in the Web interface is favorite
style, if it has generic usability characteristics like sufficient colour contrast,
suitable font size etc. A favorite style is classified as usable or as unusable. The
correspondent rules in our framework are as follows:

%The contrast ratio
%For large text it’s 3:1 for AA and 5:1 for AAA.
%For small text it’s 5:1 for AA and 7:1 for AAA.
fav(UI,FontSize,W,Font,Style,ColorBG,ColorFG) :-
hasContrast(Color,W),
W >= 3, vis(UI,W,ColorBG,ColorFG),
text_profile(UI,FontSize,Font,Style), FontSize >= 18,
timestamp(T1), not rem(UI,T1), n_bold(UI).

fav(UI,FontSize,W,Font,Style,ColorBG,ColorFG) :-
hasContrast(Color,W),
W >= 3, vis(UI,W,ColorBG,ColorFG),
text_profile(UI,FontSize,Font,Style), FontSize >= 14,
timestamp(T1), bold(Style), not rem(UI,T1).

fav(UI,FontSize,W,Font,Style,ColorBG,ColorFG) :-
hasContrast(Color,W),
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W >= 5,vis(UI,W,ColorBG,ColorFG),
text_profile(UI,FontSize,Font,Style), FontSize < 18,
timestamp(T1),not rem(UI,T1), n_bold(UI).

Contrast ratios can range from 1 to 21 (commonly written 1:1 to 21:1). For the
purpose of Success Criteria 1.4.3 and 1.4.6 [22], contrast is measured with respect
to the specified background over which the text is rendered in normal usage. If
no background colour is specified, then white is assumed. Black and white create
the highest contrast possible. Using 3:1 contrast ratio or higher for the default
presentation is required to conform the AA level. Large text has wider character
strokes and is easier to read at lower contrast. The contrast requirement for
larger text is, therefore, lower. The correspondent rules in our framework are as
follows:

vis(UI,W1,C2,C1) :- uicomponent(UI),
color(C1),color(C2), hasContrastW(C1,W1),
hasContrastW(C2,W2), defaultFG(UI,C1),
defaultBG(UI,C2),
C1 != C2, W1>=5, W2=1.

vis(UI,W1,C2,C1) :- uicomponent(UI),
color(C1),color(C2), hasContrastB(C1,W1),
hasContrastB(C2,W2), defaultFG(UI,C1),
defaultBG(UI,C2),
C1 != C2, W1>=5, W2=1.

%If no background color is specified, then white is assumed.
defaultBG(UI,C) :- uicomponent(UI),color(C),white(C),
#count{P: colorBG(UI,P)} = 0.
defaultBG(UI,C) :- uicomponent(UI),color(C), colorBG(UI,C).

%If no foreground color is specified, then black is assumed.
defaultFG(UI,C) :- uicomponent(UI),color(C),black(C),
#count{P: colorFG(UI,P)} = 0.
defaultFG(UI,C) :- uicomponent(UI),color(C), colorFG(UI,C).

We apply a default rule of the following form, where not is to be intended as
negation as failure. A style is classified as usable or unusable. A UI style is usable
according to general usability measures if it is considered as favorite style or a
followed suggestion from a previous inference step. The following correspondent
rules in our framework indicate that, by default, all UI elements are usable. This
holds unless unusability of a UI element is inferred by the inference process:

usable(UI,FontSize,W,Font,Style,ColorBG,ColorFG) :-
not n_usable(UI), fav(UI,FontSize,W,Font,Style,ColorBG,ColorFG).

usable(UI,"-",W,Usa,Sig,ColorBG,ColorFG) :-
not n_usable(UI), foll(UI,W,Usa,Sig,ColorBG,ColorFG).
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When a UI element is inferred to be unusable, the default mechanism allows us
to detect an exception to default by applying following rule:

n_usable(UI) :- unusable(UI).

The predicate unusable(UI) can be derived in following cases:

(i) UI has no modality
(ii) UI text element has no legibility measure
(iii) non textual content has no alternative text
(iv) UI has been discared by the user with a frequency N greater than a given

minimum Min.
(v) UI has been removed by the user at a time T and is not a favorite style.

The correspondent rules in the our framework are as follows:

unusable(UI) :- uicomponent(UI), not n_modality(UI).
unusable(UI) :- text(UI), not n_hasLegibility(UI).
unusable(UI) :- uicomponent(UI), not n_altText(UI), not text(UI).
unusable(UI) :- disc(UI,N), N > min.
unusable(UI) :- rem(UI,T),timestamp(T1),
text_profile(UI,FontSize,Font,Style),vis(UI,W,ColorBG,ColorFG),
not fav(UI,FontSize,W,Font,Style,ColorBG,ColorFG), T1 > T.

In addition, a consistency constraint of following form is added to assure that a
UI style cannot be considered both usable und unusable at the same time:

:- usable(UI,FontSize,W,Font,Style,ColorBG,ColorFG), n_usable(UI).

5.3 Generic Accessibility Rules

A generic accessibility rule is extendable to cover various scenarios. When an
adaptation is needed, the default mechanism detects an exception to default.
This might happen in cases such as:

(i) UI has a lack of usability
(ii) UI is explicitly said to require an adaptation, eventually according to some

contextual details different from those in default case

The correspondent logic rules are listed below:

% UI suggestions determined by usability criteria
suggests(UI,W,Usa,Sig,ColorBG,ColorFG):-
unusable(UI),foll(UI,W,Usa,Sig,ColorBG,ColorFG).

% generic adaptation
suggests(UI,W,Font,Style,ColorBG,ColorFG) :-
observedC(Context,Decibel,Intensity,Reso,Contrast,T),
observedU(User,Age,Gender,Ability,Imp,T),
observedI(Imp,Perception,Pmeasure,Capability,Cmeasure,T),
size2reso(D,UI),
usable(UI,FontSize,W,Font,Style,ColorBG,ColorFG).
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6 Results and Discussion

Preliminary evaluations show that the combination of an ASP-based reasoning
component and a connected knowledge base is a good solution for creating an
integrated information system in general. Preliminary scenarios on a few in-
stances showed that answer sets computed by the DLV-Hex [4] solver provide a
significant set of user interface styles. These details can also be easily analysed
by interface designer, thus supporting them in deriving hints for improving the
interface final design.

For example, for an aged user suffering from yellow-blue color blindness and
low visual acuity and using a device with a small screen. Suggestions are gener-
ated including size increase for all text elements on the Web interface and max-
imum colour contrast of all UI elements. We assume, additionally that colour
contrast sensitivity decreases with age, therefore, by adding following weak con-
straint [16] we obtain the most promising answer sets.

:~ suggests(UI,ColorContrast,Font,Style,ColorBG,ColorFG),
observedU(User,Age,Gender,Ability,Imp,T),
Age > 65.[ColorContrast:1]

Using weak constraints the answer sets are resulting in a cost ordering, from the
cheapest answer sets to expensive ones. Here, the costs were comprised of the
facts that weight the importance of a property, such as the colour contrast as
given in the scenario.

Since the actual generated model is verbose and difficult to read, therefore,
we need to do some post-parsing operations to get a better overview of the
generated model and pass it to gnuplot 3 for visualization.

6.1 Answer Sets

Figure 1 shows some of the suggestions of text sizes and colours contrasts of
UI elements according to screen resolution and user impairments, generated by
the DLV-Hex solver. These suggestions can be stored for reuse until there are
some further changes in the participating Ontologies. These suggestions could
be processed for adapting the Cascading Style Sheet CSS of websites.

For example, there is a range of recommended text sizes for the user’s low
visual acuity. The highest suggested TextSize 20, this could be mapped to the
HTML tag h1, the next TextSize 14 to h2 and so on. Since the used device has
small screen, no RadioButtons or ComboBoxes have been recommended, instead
there are the elements ListBox 1 and TabbedPane 1 which seem to be suitable
for this case, however the recommended colour contrast shows that the later has
better usability for our case.

3 http://gnuplot.info/

http://gnuplot.info/
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Fig. 1. UI suggestions according to yellow-blue color blindness with low visual accuracy
and a mobile device

7 Conclusion and Future work

We have presented a logical framework for integrating relevant parts of semantic
knowledge in user interaction process using Semantic Web technologies, Answer
Set Programming and DLV-Hex as a solver. This approach allowed us by the
use of constraints to limit and to prioritize the set of fired answer sets. We have
achieved thereby an efficient problem reduction, since this approach scales the
size of the answer sets and the run time.

It should be noted, that although the users’ characteristics are uniformly
static, they are not all assumed to remain unchanged. In fact, it is foreseen
that future work will include a methode to detect and record changes in these
characteristics over time, thus causing different adaptations to be effected in the
Web interface. Furthermore, we plan to automatically detect the user’s intention.
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Abstract. Many healthcare organizations in the U.S are working on the 
implementation of Electronic Medical Record (EMR) Systems. This literature 
review identifies technology training related factors that hinder adoption of 
technologies by clinical and non-clinical staff during implementation. We 
present the important concepts as defined by the literature within EMR context 
and the importance of analyzing training barriers and the role of Human-
centered computing (HCC) in healthcare. We conclude that there is a need to 
create specific HCC focused training guidelines to effectively train end users in 
the healthcare domain. Major concepts of these guidelines can include 
consistency in training, providing feedback, reducing cognitive load and 
recognizing user diversity which includes understanding the user profiles and 
tasks required for those users functioning in a time-pressured environment such 
as healthcare. 

Keywords: Electronic Medical Records (EMR), Training, Technology, 
Human-centered computing (HCC) and Healthcare. 

1   Introduction 

This review is an introductory study to analyze the literature that exists on training 
related factors concerning technology adoption among care givers [1]. We focused on 
the technology training factors that may limit technology adoption and  training 
related barriers that exist to learning new technology as it pertains to healthcare 
professionals going through a transition from paper to paperless when incorporating 
Electronic Medical Records (EMR). The identification of factors that promote 
adoption of electronic medical records in the healthcare environment can help future 
trainers, educators, implementers, and organizational management teams to be 
successful and effective in the implementation of new technologies in the healthcare 
domain as they relate to patient care and safety.  

1.1   Technology Training 

Technology training provided in this domain can be seen as considerably different 
from training provided in other industries not directly affecting patient care. Even 



658 A.A. Patel and A.A. Ozok 

though there are many similarities between healthcare and other safety critical 
industries such as nuclear energy, aviation, mining and some others, there are distinct 
differences as well. Aviation industry has influenced healthcare towards adopting 
practices such as checklists, simulator based training and management training [2]. 

There are indications that both healthcare and aviation uses highly skilled and 
trained professionals who have to work as a team and achieve common goals, and 
depend on technology that may affect safety of everyone involved. Some fundamental 
differences are that medicine is lengthier than aviation and medical training requires 
more hands-on learning whereas aviation relies on simulated training [3]. Another 
difference is that patients are more complex than airplanes and the information that is 
needed to care for patients is complex and changes continuously. In aviation, air 
traffic control highly influences the overall flight operations, but in healthcare there is 
no single influence on patient’s health operations. These basic differences are the 
reason why training provided in healthcare is or should be different from training 
provided in other time sensitive, safety critical industries [3].  

This literature review will address some of the fundamental questions regarding 
EMR, including what they are and how they differ from Electronic Health records 
(EHR) and paper-based records. Researchers need to truly understand what EMRs are 
in order to gain a deeper understanding of how the implementation of such technology 
affects end users such as physicians and nurses from a training perspective. Better 
technology training for healthcare givers can improve the quality of service in 
healthcare and also result in significant financial and other patient-related gains. This 
understanding can also help end users (care givers) prepare for challenges in learning 
new technology applications in the healthcare domain including EMR.  

This literature review aims at answering some fundamental questions in technology 
use within the healthcare domain. It is very clear that the use of technology is very 
much related to its design. However, in our study we do not focus on design issues. 
Rather, we aim at determining the training related factors relating to technology that 
play a significant role in adoption of technologies.  

The significant goals of our literature review include answering the following 
questions: 
 

• What is the difference between an EMR and EHR? 
• What training related barriers hinder EMR adoption? 
• Do users in general prefer EMR over Paper based records? 

2   Role of Human-Centered Computing Training in Healthcare 

Human Centered Computing (HCC) can play a critical role in design, implementation 
and training of computing systems in various disciplines, including health care, to 
support people’s activities. HCC aims to integrate social and cognitive sciences with 
computer science (e.g. Human-computer Interaction, HCI) in an effort to design and 
deliver intuitive computing systems with a human focus [4]. Human-centered systems 
should be adaptive, responding to requests in a contextually sensitive manner. They 
should also be reactive, responding reasonably and unprompted to events in the 
environment, and end users should be empowered to modify and extend the behavior 
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of the systems using natural interaction modes [5]. End user empowerment involves 
training and educating users to manipulate and accentuate the behavior of the systems. 
In order to include the characteristic of empowerment in a human-computer system, 
on top of the design issues, proper training and education to the end users may be 
required 

2.1   Patient Care, Technology and Training 

Technology is an ever increasing adjunct in the healthcare domain assisting care 
givers in providing better, more efficient and safe patient care.  In particular, a user’s 
technologic proficiency is an under-recognized act of caring; whereby, the caregiver 
can utilize the technologies features to fully understand the patient’s healthcare needs 
in an effort to provide better, more comprehensive care. Many times the use of 
technology and caring are thought to be mutually exclusive. This belief prevents 
healthcare professionals from using technology to its fullest potential. When new 
applications are implemented, technology use is viewed as another task or hurdle 
demoting the patient to an object necessary in completing the task [6].  Due to these 
erroneous beliefs held by both healthcare givers as well as patients; a new updated 
definition of patient care must be established.  The perspective “to fully care in this 
increasingly sophisticated world, nurses generally recognize that technologic 
proficiency is a desirable attribute and not a substitute for caring but an important 
variation of caring” [6] helps nurses view the technology they encounter in their 
workplaces as a tool to know patients as human beings, and not just another task to be 
completed [6]. It is easy to take the tasks out of context and just focus on completing 
the tasks. However, in critical environments such as healthcare, it is very important to 
remember the goal is not to just complete the tasks required within the system but to 
ultimately provide better patient care and this should be addressed during training. 

2.2   Value of Healthcare Training Research  

Ford, Menachemi and Phillips [7] provide the perspective on how healthcare 
professionals relate to the increasing use of technology in their work place. Healthcare 
has many professions and there is a wide range of complex information needs, which 
vary from task to task within a group.  

There are about fifty physician specialties, each with unique software needs, not to 
mention the software needs of other clinical groups such as nurses, dieticians, medical 
assistants and front office staff [8].  Each discipline may have several different task 
scenarios in a day, with each scenario requiring a different interface design.  In order 
to provide scenario-based training effectively, it is important to conduct research in 
the areas of training and implementation methods along with system design as they 
pertain to user adoption rates.  

There is no denying that wide system adoption and successful systems primarily 
require good designs complying with well-established usability and user satisfaction 
rules. This study aims at understanding user training related issues in the technology 
context and makes an assumption that user training occurs on systems with at least 
acceptable levels of usability. 
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3   Review of Literature  

A literature review was conducted to learn about the existing barriers to learning 
technology in systems with no major usability problems. We expected and found 
many articles about designing and developing EMR and their value to the 
organization and if they increase patient safety. Our scope was to identify the 
literature regarding barriers to learning and adopting EMR and if proper training can 
assist with some of those barriers. This section presents the manner in which relevant 
articles were identified.   

3.1   Inclusion and Exclusion Criteria   

Most of the papers generated in the survey were between the years 1994 and 2010. 
Articles published in the English language were used. Although cultural differences 
could contribute to conflicting data with regards to training factors that increase EMR 
adoption; studies from foreign authors, countries, and healthcare systems were 
included since this paper is more of an exploration of the current literature. Unless 
otherwise noted, our results reflect adoption in United States-based and situated 
institutions. If the article discussed what made EMR implementations successful, it 
was selected.  Articles that focused on the design and development of the EMR 
application with structural, database and programming foci were not selected.  The 
search resulted in 81 relevant articles which were summarized to help extract factors 
which are barriers to EMR adoption by healthcare professionals. 

3.2   Search Methods 

The literature was searched using several different databases: PubMed, Associations 
of Computer Machinery (ACM), Institute for Electrical and Electronics Engineers 
(IEEE) and The Journal of the American Medical Informatics Association (JAMIA). 

Most search terms were chosen due to their relation to the research goals in 
Chapter 1. The keywords used in different combinations included: electronic medical 
record, electronic health record, EMR, EHR, adoption, training, barriers, learning, 
technology, healthcare, physicians, nurses, clinicians, clinical staff, software 
applications. The titles, abstracts and manuscripts were examined before being 
included in the review. Duplicate articles were excluded. 

4   Literature Findings 

With the implementation of technology in healthcare, there has been an ever 
increasing number of terms and concepts. Some of the important terms and concepts 
found in the literature are first presented in this section. The evolution and 
significance of EMR are presented along with the differences between EMR and 
EHR, and user issues involving technology use apart from design are presented based 
on the literature survey. 
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4.1   What Is an Electronic Medical Record (EMR)?   

Electronic Medical Records (EMR) are computerized medical records created in a 
care delivery organization (CDO) such as a hospital. According to the National 
Alliance of Health Information Technology (NAHIT) [9], an EMR is described as “an 
electronic record of health-related information on an individual that can be created, 
gathered, managed and consulted by authorized clinicians and staff within one’s 
healthcare organization. According to HIMSS Analytics [8], “the EMR is the legal 
record created in hospitals and ambulatory environments that is the source of data for 
the Electronic Health Record (EHR)”. 

4.2   Evolution of EMR 

In the 1960s, a physician named Lawrence L. Weed first had the idea of computerized 
electronic medical records (EMR). Weed described the EMR as a system to automate 
and organize patient information in such a way as to enhance its utilization and lead to 
improved patient care [10]. The work towards building an EMR started as the 
PROMIS project at the University of Vermont in 1967. These efforts led to the 
development of problem oriented medical record (POMR). In 1970, the POMR was 
used at the Medical Center Hospital of Vermont for the first time [11]. During the 
1970s and 1980s, several electronic medical record systems were developed and 
further refined by various academic and research institutions. Several EMR that were 
developed included Harvard’s COSTAR and Technicon and Duke’s ‘The Medical 
Record’ and HELP system. Indiana’s Reganstrief record was one of the earliest 
combined in-patient and outpatient systems. 

Since the 1960's when EMR were first introduced, significant technological 
advances have been made. The availability of mass storage was once an issue, but is 
no longer a significant problem anymore. Starting with a 7-MB-per-freezer-size-disk 
drive, we now have enterprise storage systems that provide large amounts of storage 
for less than one dollar per gigabyte. Advances in storage are accompanied by 
advances in file structures, database design, and database maintenance utilities, 
greatly simplifying and accelerating data access and maintenance [12]. 

The human-machine interface has also improved with the evolution of the mouse 
as a pointing device and the emergence of touch screens. We have also seen the 
development of the graphical user interface, which has facilitated user multitasking. A 
significant area of technological improvement has been in the acquisition, processing, 
transmission, and presentation (display) of graphical images [12].  

4.3   What Is the Significance of EMR?   

There are a number of studies that suggest EMR can lead to a significant cost savings 
over a period of time.  From a financial standpoint, a study conducted by Wang et al. 
[13], found the estimated money saved by an organization per provider to be 
approximately $86,400. From a patient safety standpoint, a study conducted by 
Hollingworth et al. [14] found that using EMR for prescribing does not disrupt 
clinical workflow, and enhances patient safety and quality of care. Also, EMR have 
the potential to improve communication between a patient’s multiple health-care 
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givers, eliminate needless medical testing, decrease medical errors and decrease 
paperwork and improve legibility [12]. 

4.4   How Are EMR Used?  

Electronic medical records (EMR) have the potential to advance quality of care; but 
studies have shown mixed results. A study by Zhao et al. [15] linked two data 
sources: a statewide survey of physician’s adoption and use of EMR and claims data 
reflecting quality of care as indicated by physicians’ performance on widely used 
quality measures. They found that the percentage of physicians reporting adoption of 
EMR doubled between 2000 and 2005. In this cross-sectional study, the authors found 
no association between duration of using an EMR system and the performance with 
respect to quality of care.  The physicians did not use clinical decision support tools, 
but they claimed clinical decision support may improve the quality of EMR usage. 
They indicated that future studies should examine the relationship between the extent 
to which physicians use key EMR functions and their performance on quality 
measures over time.  

4.5   What Are the User Profiles of EMR, and What Is Their Technology Usage?   

Any clinical or non-clinical staff that may access a patient’s paper chart will need to 
access the electronic chart once an EMR system is implemented.  User profiles range 
from physicians, residents/fellows, nurses, medical students to medical assistants and 
front desk triage. 

An investigation by Anderson et al. [16] studied the knowledge and use of 
information technology by Kentucky physicians.  In particular, the study assessed the 
willingness to employ technology in the care of patients, as well as trying to identify 
some of the factors that influence attitudes concerning EMR implementation. They 
hypothesized that physicians who voluntarily listed their email address with the 
Kentucky Board of Medical Licensure (KBML) are more likely to use e-mail and 
therefore EMR and other aspects of information technology (IT) in their medical 
practice. Of the 9,375 licensed physicians, 6,328 physicians recorded an e-mail 
address on their application. Additionally, physicians from both cohorts (listing or not 
listing an email) were contacted by fax, telephone or email which gained an additional 
29% response rate from both groups. The results of this study concluded that a 
majority of Kentucky physicians (68%) express some knowledge of information 
technology. Not surprisingly, physicians who are younger and a part of a large 
healthcare organization have more experience with information technology and are 
more likely to use it. 

In the United States, the National Ambulatory Medical Care Survey (NAMCS) 
found that approximately 40% of office-based physicians used electronic medical 
records in 2008 which was a 19% increase from 2007. Surprisingly, Only 4.4% of 
physicians reported having a “fully functional” EMR system, which consists of the 
functionalities of the “basic system” but also has the ability to retrieve, store and 
follow up on a patient’s medical history, order sets, and send prescriptions 
electronically. The NAMCS data was generated by a mail survey which was sent out 
to 2000 physicians as well as in-person interviews with an additional 3,200 
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physicians. In Canada, only 25% of physicians have adopted electronic medical 
record (EMR) systems [17].  

Information presented in this section helps us better understand the current 
technology knowledge of EMR users. Currently, some users are exposed to EMR and 
are using it in their practices; however there are a number of users in the United States 
and abroad who have not converted to electronic records and there is still an 
opportunity to provide proper training for when they convert to electronic records.  

4.6   What Is an Electronic Health Record (EHR)?   

Electronic health records are reliant on EMR being in place, and EMR will never 
reach their full potential without interoperable EHRs in place. The EHR represents the 
ability to easily share medical information among stakeholders allowing patient 
information to be accessible throughout the various modalities of care engaged by an 
individual. Stakeholders are composed of patients, healthcare givers, employers and 
payers/insurers, including the government [8]. 

4.7   What Is the Difference between EMR and EHR?  

EMR is a legal record of the care delivery organization (CDO) whereas an EHR is a 
subset of information from various CDO’s at which patients have had encounters. 
EMR is owned by the CDO, whereas EHR is owned by the patient or stakeholder. 
EMR systems are sold by vendors and are installed in hospitals and clinics to 
maintain the patient’s data in an electronic form. This data from various CDOs 
combined can help create EHRs that can be maintained by the patient or stakeholder. 
Many patients have access to some medical test result information through the EMR 
patient portal in a limited capacity; an EHR provides interactive patient access as well 
as the ability for the patient to append information. EHR is connected to the National 
Health Information Network but an EMR is only connected to the local health 
Information network within the organization. EMR contains patient data for one CDO 
only; EHR contains patient information from multiple CDOs. 

4.8   Do Users Prefer EMR over Paper Records?   

A survey conducted in 2007 asked the general population if they had a preference 
between paper and electronic medical records and concluded that U.S. adults favored 
providers and insurance carriers that use electronic medical records.  Almost 75% of 
Americans said that they believe in the benefits of electronic records, such as better 
care in emergencies and reduction in medical errors, which outweigh the potential 
privacy risks [18]. Paper based records have been the standard due to the low cost as 
well as ease of data entry; however, they require a significant amount of storage. In 
the United States, most states require physical records be held for a minimum of 
seven years. The costs of media storage, such as paper and film, per unit of 
information differ dramatically from that of electronic storage media. When paper 
records are stored in different locations, collating them to a single location for review 
by a healthcare provider can be time consuming and complicated.  

U. S. Congress has included incentives such as up to 44,000  dollars a year for up 
to six years for EMR adoption and penalties of decreased Medicare and Medicaid 
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reimbursements to doctors who continue to use paper based records and  fail to use 
EMR by 2015 as a part of the American Recovery and Reinvestment Act of 2009 
(AARA) [19]. We can conclude to a great extent that the majority of healthcare givers 
believe in the benefits of EMR and are willing to use it. 

4.9   How Are Organizations Affected by the Move to EMR?  

EMR implementation is a lengthy process and a course of action that requires time 
and attention [20].  There are many changes in the transition from the medium used 
(paper charting vs. electronic charting) to the processes in which data is collected, 
roles of users, and the sheer amount of information that is collected. Healthcare 
organizations need to comply with AARA guidelines of capturing accurate and 
sufficient information in the EMR in order to receive the government funding [19]. 
Due to strict guidelines and changes in workflows, processes and design, users 
undergo psychological stress [21]. Change in the environment due to EMR creates 
stress, uncertainty and role confusion (e.g., a physician might say “my nurse usually 
documents the diagnosis, is it my responsibility now?”).  Despite the fact that EMR 
systems are well structured and the programs are well supported, factors such as the 
computer aptitude of physicians and complexity in graphical user interfaces are not 
being considered as hindrances to adoption. The organizations provide coaching to 
healthcare professionals, but time constraints hinder physicians from taking full 
advantage of this support. Also, lack of user acceptance and staff attitudes have been 
cited as factors that may hinder EMR implementation from a training perspective 
[22].  

4.10   Why Is there Is Need for Success in EMR Implementation?   

Physicians and nurses together make up the largest group of end users that interact 
with the EMR system; and therefore, these users will be the largest group impacted if 
their organization decides to implement such a technology. It is hypothesized that an 
EMR system that is implemented and utilized properly can enhance patient care 
workflow and improve the quality of care provided to patients [23].  There is little 
research conducted on end user understanding of their new role and related task as 
well as the ability of the end user to accomplish these new tasks within the confines of 
the new EMR system. 

Many questions still remain as to the best way to train and educate end users prior 
to, during, and after the implementation for optimal results for both healthcare givers 
and receivers alike.  Making EMR implementation efficient and successful is of 
paramount importance to providing better, safe patient care.  One cannot deny the role 
of compliant designs in increasing adoption of any medium, and EMR in that regard 
is surely no different. However, there is an opportunity to investigate factors that can 
improve the training and delivery process to reduce barriers to adoption and increase 
acceptance by healthcare professionals; this contribution to the literature may prepare 
healthcare organizations in planning for future EMR implementations.  
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4.11   What Are the Barriers to EMR Adoption from Technology Training 
Perspectives?   

An ethnography study conducted by Ventres et al. [24] studied the effects of EMR on 
physician-patient encounters.  The objectives of this study were to identify the factors 
that influence the manner by which physicians use EMR. This study identified 14 
factors that influence how EMR are used and perceived in medical practice. The 14 
factors were categorized into 4 themes: spatial – effect of the physical presence and 
location of EMR on interactions between physicians; relational - perceptions of 
physicians and patients about EMR and how those perceptions affect its use; 
structural issues -institutional and technological forces that influence how physicians 
perceive their use of EMR; and educational issues of developing physician 
proficiency with and improving patients’ understanding about EMR use.  

They found that the introduction of EMR into the clinic influences multiple 
cognitive and social dimensions. Of the 4 domains classified in this research study, 
one of them was education. There is an opportunity to expand upon this domain and 
create guidelines to improve the learnability of EMR to further influence cognitive 
and social dimensions.  A similar study conducted by Ludwick and Doucette [25] 
assessed the relevance and impact of risk and insulating factors of information 
technology adoption in the context of primary care. The interviews they conducted 
showed that physicians struggle to get appropriate training and technical support for 
their systems. The authors concluded that in adapting technology, factors such as 
physician computer aptitude and complexity of GUIs are not considered as 
hindrances. Despite medical associations providing valuable coaching to clinical staff 
on system procurement, time sensitive environments preclude the staff from taking 
advantage of the tools provided. Creating guidelines to provide appropriate training 
has the potential to provide the physicians with necessary skills to perform the tasks 
electronically. 

Two other studies, conducted by Granlien & Hertzum et al. [26], presented barriers 
that prevent adoption of EMR by healthcare systems. These barriers are related to 
knowledge, approval, design and implementation. Lack of time and resources are 
identified as an important barrier. Some of the barriers mentioned include poor 
usability, lack of time, lack of knowledge, poor information delivery and insufficient 
training provided. 

One study by Patterson et al  in 2003 [1] focused specifically on human factors to 
identify barriers to the effective use of health information systems and identified an 
array of barriers, one of which was the limited and insufficient training provided to 
the clinical staff. 

4.12   Technology Acceptance 

Understanding why people accept or do not accept technological innovation remains 
one of the most challenging and complex issues. Technology Acceptance Model 
(TAM) was proposed by Davis in 1989 [27] as a measure that could explain system 
use. According to Davis, reasons for acceptance can depend on perceived ease of use 
(PEU) and perceived usefulness (PU). A study conducted by Liu and Ma [28], 
focused on the technology acceptance model (TAM) and proposes new detriments, 
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perceived system performance (PSP) and Behavioral Intention (BI)for examination 
and tested on EMR applications.  

They concluded that Perceived system performance has a direct positive impact on 
the perceived ease of use of a system and finally perceived system performance has a 
direct positive impact on the user’s behavioral intention to use a system.  
Understanding these variables and their influence may assist trainers understand users 
better and provide efficient training. 

4.13   Interface Barriers 

In a panel presentation, Jiajie Zhang [29] focused on the interface barriers of EMR 
and the things that were wrong with today’s EMR. In order for EMR to succeed, it is 
imperative that users are able to easily and accurately retrieve, seek, gather, encode, 
transform, organize and manipulate important information to accomplish desired 
tasks. EMR is developed to aid user activities, not to generate secondary tasks that 
demand extra cognitive resources. It is crucial for users to directly interact with the 
task domains, not the interfaces mediating the system. The human mind is very 
limited in its bandwidth of information processing, capacity of working memory and 
attention, speed of mental operations and other cognitive functions. It usually cannot 
allocate the cognitive resources to processes that are not essential to the task. A good 
system should have an interface that is transparent to users such that the users can 
directly and completely engage in the primary desired task. Unfortunately, the current 
EMR is far from meeting such requirements of direct interaction. Human centered 
principles have not been systematically applied in the design of current EMR. In order 
for EMR to perform the functions that it promised and to be universally accepted by 
healthcare professionals, human factors principles should be applied to the design of 
EMR at the earliest possible stage.  

Vimla L. Patel [29] recognized that the current way of designing and training EMR 
is by using the “paper chart” metaphor. Dr. Patel argues that there is a problem using 
the “paper chart” metaphor for designing and training EMR.  The problems that exist 
in paper charts have also been transferred to designing EMR, when using this 
metaphor. It is proposed that a medical chart should be a scientific problem solving 
manuscript which should accurately represent decisions made by the user in a form of 
clinical investigation and rather than borrowing the paper chart metaphor which does 
not currently reflect a protocol for sound clinical investigation.  This suggests that 
creating HCI-based guidelines is important for development of future EMR design as 
well as trainings guidelines. 

Some cognitive issues with the EMR include cognitive overload, disorientation, 
blind acceptance of information and recommendations [29].  In conjunction with 
EMR design methods complying with the rules of usability, user-centered design and 
other human factors principles, providing better training to reduce cognitive overload 
and disorientation could reduce these barriers to adoption. 

A literature review study by Boonstra and Broekhuis [30] indicated an array of 
barriers to the acceptance of electronic medical records by physicians. Their review 
included twenty-two articles and identified eight categories of barriers with a total of 
31 sub categories. The review concluded that some physicians have insufficient 
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technical knowledge to deal with EMR, a problem that may be generalized to the 
support staff as well. 

Pizziferri et al. [31] carried out a time and motion study on physicians' time 
utilization before and after implementing an EMR system and found that most 
physicians were able to avoid "sacrificing time with patients or overall clinic time, but 
they do spend more time on documentation outside of clinic sessions". Given the 
technical problems noted earlier, such as physicians' lack of computer skills and the 
complexity of EMR systems, an EMR system's ease of use is a key element in the 
efficiency and acceptance of such systems. 

Only a few researchers have considered the possibility of interaction problems 
between doctors and patients when using EMR. In a research study by Shachak [32], 
92% of physicians felt EMR use did disturb communication with their patients. 
Physicians have to turn to the computer to complete electronic forms during the 
patient visit and this can be time consuming especially when they have basic 
computer training. In the research by Ludwick et al. [25], some physicians reported 
that EMR are hard to use because hunting for menu items and identifying actions with 
the correct buttons disrupts their time with the patients. Shachak et al. [32] mentioned 
using EMR increases the average screen gaze time of physicians from 25% to 55% of 
the consultancy session, inevitably resulting in less eye-contact and less conversation 
with the patient. Consequently, physicians have to spend more time per patient. 
Further, as some EMR are patient-accessible, they might even distort the clinical 
encounter with more interference and distractions from the patient [33]. Thus, the 
traditional doctor-patient relationship has been changed by the EMR. However, 
whether this is really a problem for physicians and patients requires further empirical 
research since this issue has so far been largely neglected by researchers. Proper 
training must be provided to prepare physicians and alleviate some of the disruptions 
that affect the doctor-patient relationship. 

A study by Holzinger et al. [34] explored factors that influence older user’s 
acceptance to technology and found that Previous Exposure to Technology (PET) 
goes hand in hand with the acceptance of technology. Some of the other factors were 
expectations, behavior, abilities, and limitations of the user. Since users in the 
healthcare environment have limited time, understanding a user’s PET may be 
extremely useful when providing training. 

5   Conclusion  

Although difficult to scientifically prove, proper training and education techniques 
may increase acceptance of technology and adoption of EMR. Our study is a 
preliminary review to understand what types of technology training related barriers 
have been discovered when implementing healthcare technology. Based on the 
findings here we plan on conducting more extensive literature reviews along with 
empirical studies in determining the factors that play the most critical roles in training 
the clinical and non-clinical staff on EMR, as this was found to be largely missing in 
the literature. 

We discovered that there is little research conducted on the applicability of human 
factors principles in designing and delivering EMRs to end users as well as properly 
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training users for EMRs. A study conducted by Jiajie Zhang et al, developed a 
methodology called human-centered distributed information design (HCDID), which 
incorporated distribution cognition theory with the need for multiple levels of analysis 
in system design [21].  

The authors decided to apply this methodology to EMR systems “because HCC is 
almost nonexistent in EMR systems” and also EMR can be improved dramatically 
with human centered design. When an organization adopts a new technology, it can 
be challenging and cumbersome to all users [35]. Certain human-factors processes 
such as task analysis and user analysis need to be conducted to understand the tasks 
that need to be completed by the users. Then training guidelines can be created based 
on the results of the analysis. Task analysis is the process of identifying system 
functions that have to be performed, procedures and actions that have to be carried out 
to achieve task goals, information to be processed, and communication needs that are 
consistent with the technology.  

This way only the information that is necessary for the end users to perform 
required duties are included in the training guidelines (primary information). 
Information that is not critical to perform required duties (secondary or tertiary 
information) could require extra cognitive bandwidth, and could be presented either if 
there is demand, or could be learned by the users at their own time. Some questions 
we would like to raise and answer in the future include:  
 

1. Along with system and interface design, if ineffective training is one of the 
barriers to adoption of EMR in healthcare organizations, 

a. What is the current most used training methodology? (Training 
using “paper chart” metaphor? Training based on existing end-user 
mental models or training based on hypothetical conceptual 
models?) 

b. If users in high impact environment and training time are limited, 
how can we design training to deliver important concepts without 
causing cognitive overload? 

2. What human factors principles can be applied to training EMR to foster 
adoption? 

a. In the context of task and user analysis, would it be ideal to conduct 
a clinic or setting specific to healthcare technology needs analysis? 

b. What is the general perceived ease of use (PEU) and perceived 
usefulness (PU) of current EMR systems and what is the Previous 
exposure to technology (PET) level among EMR users? 

c. What changes should be made in the training and delivery domain 
to increase PEU and PU? 

3. Finally, how do usability design of EMR systems and training of EMR fit in? 
Should design and training be developed concurrently, and should in some 
cases designs of EMR be adjusted for the purposes related to training? 
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6   Future Research 

There is not a sufficient amount research conducted regarding effective training 
principles and guidelines for applications in the healthcare domain. The use of 
conceptual frameworks in this area of study is limited. There were no articles found 
that addressed usability as it pertains to training and delivery, that specifically 
incorporated technology adoption, electronic medical records and care givers.  

With an eye towards usability design, next we would like to answer the questions 
above to attempt developing a set of human factors-based electronic medical records 
training guidelines for users in the healthcare domain. 
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Abstract. Most blind people navigate within buildings with help only from oth-
er people. One of the reasons is that there isn’t enough information about the 
buildings available to them. To address this problem, we are working on a 
project named MOBILITY. One of the goals is that an application should be 
developed, which helps blind people navigating themselves in public buildings 
independently. This application is multimodal and can be installed on mobile 
phones. Auditory and tactile output can be used for the navigation in buildings. 
A thorough user requirements analysis of this application has been carried out 
with blind users. In this paper we report on the results of the user requirements 
analysis. 

Keywords: Blind users, user requirements analysis, indoor navigation system. 

1   Motivation 

1.1   Mobility and Disability 

Disabilities mostly lead to less mobility. Particularly, blind people and wheelchair 
users are at a disadvantage. There are sometimes digital plans for public buildings 
available. Information like path structure and space are offered on such plans. How-
ever, most of them are prepared just for sighted people, but not accessible for blind 
people. Therefore, it is especially difficult for blind people to get some information 
about an unknown building in advance. This makes the navigation in buildings for 
blind people more difficult. The most often used method to get information about an 
unknown building in advance is to ask friends.  

Some blind people also use tactile maps, but there are very few tactile maps avail-
able. As tactile maps are usually produced by sighted people, they are often incom-
prehensible for blind people. Therefore, many blind people do not like working with 
tactile maps. Another disadvantage of tactile maps is that there are often obstacles for 
blind people such as billboards and they can’t be mapped. Many blind people do not 
go to an unknown building without accompaniment. For the orientation in buildings, 
they usually have to stop passersby and ask for help.  
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1.2   The Project MOBILITY 

To address these problems, a project named MOBILITY has been started in 2011. 
One of the goals within this project is that a multimodal application should be devel-
oped, which will help people with disabilities, especially blind people. So they can 
orient and navigate in public buildings independently. A sighted person creates con-
tent and annotation into digital plans of public buildings like airports and train sta-
tions. This information of digital plans will be offered both for mobile phones and for 
the web. Furthermore, additional information for example how does a drinks machine 
work, will also be integrated. This information will be then converted automatically in 
an accessible format for the users. 

1.3   User Centered Design 

Since the 90s, the User-Centred Design (UCD) [1] has had increased attention, partic-
ularly in the area of human-computer interaction. UCD is applied to develop this ap-
plication within this project. Within a UCD the needs and wants of future users guide 
the development. UCD is characterized by two main features: firstly, the users are 
actively involved from the start of the development. Secondly, the development 
process is iterative. User requirements analysis is the first milestone of UCD [2]. To 
identify the needs from blind users on this application, a thorough user requirements 
analysis has been carried out with blind users. We identified the requirements and 
classified them into two groups: the requirements of functionality and usability of the 
application and of route description. In this paper we report on the results from the 
user requirements analysis. 

2   Related Work 

Several navigation systems are developed based on GPS (Global Positioning System) 
for visually impaired people, like Trekker1 , LoadStone2, and Wayfinder Access3 .  
They talk to you about what is around you, your position, and the street name and so 
on. Therefore, blind people can move outdoors on their own with these assistive  
technologies.  

However, navigation systems for indoors have not been developed as much as for 
the outdoors, because GPS is not available in buildings. It requires other location 
methods like WiFi access points, RFID tags and so on. The TANIA system4 [4] aims 
to provide blind, visually impaired, and deaf-blind people to navigate on their own, 
both indoors and outdoors. For the indoor navigation they used a step-based tracking 
method, and for outdoors GPS signals. One problem with a step-based tracking me-
thod is the inaccuracy due to the varied step lengths or changing floors.  

                                                           
1  Trekker: http://www.atkratter.com/index.html 
2  Loadstone: http://www.loadstone-gps.com/ 
3  Wayfinder Access: http://www.dvlop.nl/saveWayfinder/main/home.php 
4  TANIA system: http://www.blindnavigationinternational.org/projects_en.htm 
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Most of the developments are just based on developers’ Ideas. Users’ real wants 
and needs will often not be thorough analyzed.   

3   Procedure of the User Requirements Analysis 

In this section, we briefly describe our procedure of the user requirements analysis 
which was based on [1-3]. The user requirements analysis consist of the following 6 
steps: (1) Extensive literature research, (2) Creation of user profile, (3) Analysis of the 
environment, (4) Interview of mobility coach and mobility coaching, (5) Require-
ments gathering from blind users, (6) Confirmation of requirements derived from 
steps 1 to 4 with blind users.   

(1) Extensive literature research  
In the first step, we did an extensive literature research in respect of indoor/outdoor 
navigation, navigation systems, and route description for blind people. Some possible 
requirements are derived from this step. 

(2) Creation of user profile  
We designed a questionnaire to figure out blind users characteristics, like remaining 
visual acuity, experience with pedestrian navigation systems, mobile phone, and In-
ternet, etc. 6 blind users (2 female and 4 male) were asked to fill in the Questionnaire. 
Half of them are congenitally blind and the other half are adventitiously blind. From 
the questionnaires we created a general user profile for blind users. After that, we 
derived possible requirements from the user profile.   

(3) Analysis of the environment  
In this step, we analyzed 2 typical public buildings. They were one airport and one 
train station. We also derived possible requirements which were depending on the 
environment of use. 

(4) Interview of mobility coach and mobility coaching  
We interviewed a mobility coach for blind people. We got useful advice concerning 
the orientation and perception of blind people. One of our developers was blindfolded 
and then navigated in a train station and an unknown building to get a sense of what 
the blind people experienced. Some possible requirements could be derived again.  

(5) Requirements gathering from blind users 
In this step, we conducted structured interviews [6] with the 6 blind users. We asked 
the blind users, which functionalities they want to have and how they want to have the 
functionalities.  

(6) Confirmation of requirements derived from steps 1 to 4 with blind users 
As mentioned, we derived requirements from 4 aspects: literature research (in step 1), 
user profile (in step 2), environment (in step 3), and interview of mobility coach (in 
step 4). In order to verify if these requirements are really important for blind users, 
they will be confirmed by the 6 blind users.  
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4   User Requirements of the Application 

After conducting the 5 steps, we identified a set of requirements from blind users on 
the application. In this section we describe the main results. The total requirements 
are classified in two categories: requirements of functionalities and usability of the 
application and requirements of route description. Requirements of functionalities 
and usability mean which functionalities do blind users want to have and how do they 
want to have them. Route description is a very important part of a navigation system. 
It is essential that blind users understand the route descriptions so that they arrive at 
the destination effectively and efficiently. Helpful information for sighted people is 
not necessarily helpful for blind people. For example, “Turn to the right after a big 
plant.” this is almost meaningless for blind people, because they cannot see where the 
big plant is. Therefore, it is necessary to figure out which information helps them to 
orient in public buildings. 

4.1   Requirements of Functionalities and Usability 

According to the results of user profile in step 2, most of the blind users are not famil-
iar with pedestrian navigation systems. This indicates a need for ease of learning. For 
example, the design of menu navigation and the key mapping should be learned and 
memorized as easy as possible.  

Furthermore, the blind users have taken the following main functionalities for im-
portant of a pedestrian navigation system: 

4.1.1   PC Version of the Application 
As expected, blind users want to have the application on a mobile phone while on the 
move as well as on a computer at home. The PC version does not have to have the 
same functionalities like the mobile phone version. But the same functionalities of 
both versions should be represented in similar interfaces. Using PC version blind 
users can get more information about buildings and plan the routes in advance.  

4.1.2   Input Destination/Stopover 
This function is one of the main functions of navigation system. One new thing is that 
blind users would like to input their destination/stopover, both on mobile phones and 
on the computer. For planning a route, they can do it on a computer in advance. The 
Route should then be transmitted to the mobile phone. On mobile phones, most of the 
blind users prefer speech input, but only if the speech recognition works well.  

They also want to use virtual keyboard, standard typewriter keyboard (QWERTY/ 
QWERTZ keyboard) and standard mobile phone keyboard. All of the destina-
tion/interim destination inputted should be saved for the further use. 

─ “Where am I” function 

Users can get Information about the current position. 
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─ “What is next to me” function 

The immediate Point of Interests (POI) will be announced along the route. They 
should be categorized and the user can select the categories which are interesting for 
them.  

─ “What is around me” function 

With this function users will get information about what there are after they have 
defined a certain direction and a certain distance. How to define the directions should 
be investigated further.   

─ Overview of the  buildings 

Auditory information about the overview of buildings should be supported. This in-
formation comprises the structure, the primary and secondary goals of the buildings.  

─ Feedback of input and actions 

Feedback of input and actions should be presented in tactile or speech form. 

─ Warning of obstacles 

The Warning should occur early enough. Emergency stop should not be used too 
much.  

─ Warning of poor signals 

Tactile and auditory information should be provided for poor signals, as well as when 
the signal is back again. The last route description should be repeated following the 
absence of the signal.  

─ Warning of being off  track 

Tactile and auditory information for a warning of being off track.  

─ Pause, repeat and stop function for route descriptions 

Blind users should have control over the route descriptions. 

─ Create and annotate POIs  

For the further use, blind users can add POIs which are interesting for them in the 
database. 

─ Transfer of configuration to other mobile phones 

If users change their mobile phones, they do not need to configure it once more, but 
just transfer the configuration to a new one.  



678 M. Miao, M. Spindler, and G. Weber 

4.2   Requirements of Route Descriptions 

A route description describes how you can move from your start point to your desti-
nation. As mentioned above in everyday life, blind people have to face many prob-
lems with route descriptions of sighted people. We begin this section with the general 
requirements of route description, followed by detailed requirements of the route 
description representation. 

4.3   General Requirements of Route Description 

─ Personalization of the route description 

Route descriptions should be personalized. Depending on how well bind users know 
the building, how they orient in a building and which information is interesting for 
them, they should have the possibility of adapting the route description to their own 
preference flexibly. For example, because of a guide dog, a blind user may prefer a 
lift instead of stairs. Another example is that a blind user can select the categories of 
the POIs which will be outputted. 

─ A short but meaningful overview of the route 

Blind users considered that before starting, an overview of the route can be helpful. 
The overview begins with information about the current location, and then a summary 
about the total route. It should comprise information about the main areas and the 
floors on the route.  

─ Description of functional waypoints 

Functional waypoints mean an object that the users have to use, such as doors, 
stairs/staircase, and lifts etc. It is very helpful for blind users to know how to use 
them. For example, for a lift it is important to know if there is a speech output and 
where the buttons are. 

─ Integration of helpful environmental pattern  

Environmental pattern for blind people means tactile, auditory and olfactory informa-
tion from the environment. As an example, “In front of the stairs there is a doormat.”  

4.4   Detailed Requirements of the Route Description Representation  

─ Description of direction changes 

“left/right/forward/back” was accepted by all of the blind users and none of them 
want “north/south/west/east” for indoor. In contrast to our assumption, most of the 
blind users can not deal with the “clock hand” system (e.g.: 3 o’clock means turn 
right). The degree system excepting “90°/180°” was also rejected.  

─ Description of Distance 

For describing distance the unit meter is suitable, but not for the number of steps. 
None of the blind users find the number of steps helpful. 
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─ Estimation of effort 

Most of the blind users find an estimation of effort with reference to time as unneces-
sary, but half of the blind users would like to get information about distance. 

─ Information about the current position after changing of floor and area  

In order to help the blind users to build a correct mental map, it is necessary to tell 
them where they are after the changing of floor and area. 

5   Conclusion and Future Work 

To ensure a successful outcome, a thorough user requirements analysis is the first 
step. It is essential that the requirements should be gathered directly from future users, 
but not just from literature research, experiences or other ways. In our case, an inter-
view with a mobility coach, who teaches orientation and perception of environmental 
cues to blind people, is a domain expert to get more information about the navigation 
of blind people. 

We described in this paper the results of user requirements analysis with blind us-
ers on an indoor navigation application. In our project, the user requirements in re-
spect of functionality, usability, and route description will guide the development of 
design concepts of the application. Subsequently the design concepts will be eva-
luated by blind users.  
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Abstract. Demographic Change leads to an increase of elderly users relying on 
supportive systems, such as “E-Health Assistants”. Acceptance and ease of use 
of those systems are highly dependent on an age-appropriate design. Especially 
readability of instructions should be taken into account in this respect, since us-
ers find themselves confronted with the manual as soon as questions concerning 
the system arise. There has only been little research on the relevance of differ-
ent factors influencing readability of manuals for elderly. The objective of this 
research was to evaluate the relevance of temporal iconicity, linguistic factors 
(foreign words, signal words, active/passive voice), and layout factors (visual 
emphasis of keywords, visual structuring through sequences) in the context of 
written instructions. An empirical survey was designed in which 45 elderly par-
ticipated voluntarily. 4x3 instructions were presented to the subjects. The task 
was to execute those instructions accordingly as correct and quickly as possible. 

Keywords: readability, 50+, temporal iconicity, linguistic factors, layout  
factors. 

1 Introduction 

Heterogeneity among the elderly population must be identified as one of the main 
characteristics of this age group. Different biographies, educational standards and 
diseases make it very difficult to speak of “the” group of elderly. Still, it is commonly 
agreed on that with growing age, cognitive and physiological capacity changes occur. 
These changes often alter self-reliance. New technologies challenge these changes 
and offer the opportunity of an autonomous lifestyle. Thus, a special demand is given 
to the design of manual instructions.  A technology may offer the most convenient 
solution, but if the target group does not comprehend accordingly a benefit will not 
occur. Wirtz, Jakobs and Ziefle (2009) have identified 20 types of usability problems 
and assigned them to 5 categories [1]. These categories are coherence, feedback, 
layout, structural and linguistic factors. This study analyzes 3 of these categories: 
layout, structure and linguistic factors. 
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2 Structural Factors 

The problem occurring with structural design concerns the overall design of content. 
For this study the aspect of temporal iconicity was evaluated.  

2.1 Temporal Iconicity 

As proven by Smith et al. a non-chronological text structure lowers comprehension 
relative to a text which is structured according the chronological order of its content 
[2]. The latter describing temporal iconicity. Enkvist defined temporal iconicity as 
given“…whenever the linear relations in a text stand for temporal (…) relations be-
tween the referents in the world described by that text [3]. A famous example for 
temporal iconicity can be found in Haspelmath (2003), where he exemplified iconici-
ty with the famous dictum “Veni, vidi, vici” (He came, he saw, he conquered) [4]. 
Contrary, “Prior to his victory, he came and saw”, would be an non iconic expression.  

Until now, there are diverging results and interpretations on the relevance of tem-
poral iconicity. Whilst Van Horen et al. clearly say that “the results (…) suggest that 
temporal iconicity of instructions is not helpful” [5], Maxim and Bryan investigated 
that “sentences in which the order of mention was the same as the order of occurrence 
were significantly easier to understand than sentences where the order of mention was 
not the order of occurrence” [6]. 

Regarding the fact that with increasing age short-term memory capacities decrease 
[7], and non iconic sentences place a high cognitive load on the reader, since the read-
er has to store information in his memory, in order to reconstruct the sequence of 
occurrence, elderly should highly benefit from temporal iconicity in texts. Thus tem-
poral iconicity must be a central design factor if cognitive change in age is considered 
within text comprehension. As a result this factor was given priority during the test 
phase of this study. 

3 Linguistic Factors 

The analyzed linguistic factors during testing were the use of foreign- and signal 
words as well as the use of passive voice. 

3.1 Foreign Words 

A survey carried out by Jakobs et al. investigated interfering factors of instruction 
manuals [8]. 45,8% of participants stated that the manual was incomprehensible. The 
reason for this being technical expressions, acronyms or other unknown items and 
terms. Similarly, ETSI 2006 user education guidance and guidelines discusses the use 
of inappropriate language [9]. 

An important aspect of textual comprehension is the awareness level of used terms: 
It is obvious that terms, rarely occurring, are less familiar and thus demand a higher 
effort in terms of decoding, than commonly used terms [10]. Terms possessing a low 
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level of awareness among the reader are referred to as foreign words. This includes 
foreign language expressions and technical terms as well native language terms which 
are less common. Ownby stated that “…complexity of vocabulary is the most consis-
tent aspect of text that differentiates text … whose overall ratings indicate that they 
are easier or more difficult to read” [11]. Ziefle and Bay also suggest that foreign 
words, acronyms and technical terms are to be avoided [12]. 

Thus, only terms with a high level of awareness are to be used [13], or if  
unavoidable, adequate descriptions are to be delivered to the reader [8]. 

3.2 Signal Words 

Signal words do not provide new content but rather point out certain aspects of se-
mantic content or text structure e.g. eventually, at last, in order to [14]. They facilitate 
comprehension of certain textual structures and help to establish a correct, coherent 
and representative structure of the text [15]. Hence, as signal words reduce cognitive 
load [16], especially the elderly should benefit from their use [5]. 

3.3 Passive Voice 

A central aspect of designing technologies is the fulfillment of user expectations and 
desires. Especially elderly expect target group oriented addressing e.g. “direct ad-
dressing of the user” [8]. It was shown by Obler et al that the use of passive phrasing 
increases difficulties in text comprehension [17]. This was also shown by Ownby in a 
more recent study [11]. 

4 Layout Factors 

In consideration of layout aspects, the visual emphasizing of various elements as well 
as the overall structuring through sequencing of text were analyzed. Other ergonomic 
aspects such as contrast of color, typeface, font size etc. were not evaluated in this 
study, as there has already been sufficient research on those factors. 

4.1 Visual Signaling 

Signals reducing the cognitive load for understanding a text may not only be given 
through certain use of words. Signals may also be given acoustically or visually. The 
acoustic emphasis on single words [18], finds its counterpart in the style and design of 
words e.g. font style, underlining, certain positioning [14]. Independent from the type 
of signaling, elderly generally benefit from elements capturing their attention [13]. 

4.2 Visual Structuring 

Changes in spatial layout can have significant consequences on accuracy and speed  
of comprehension [19]. Cohen stated that age differences are less evident if the  
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transported information is well structured [20]. This finding is consistent with the 
results of the survey done by Jakobs et al. (2008). Asked the question “what irritates 
you most about instruction manuals?” 39.6% of the subjects criticized irritating struc-
ture and imprecise step by step instructions [8].  

A well structured text allows the reader to easily switch between the written in-
structions and a technical device [21]. Segmentations mark the spots, where the user 
may take a break from reading the manual, in order to execute the given instruction. 
Further, they enable easy navigation through the text, thus reducing the probability of 
repeating or skipping an instructional step [5]. 

5 Empirical Study 

In order to gain an understanding of the process, the study design and dependent and 
independent variables are explained. Further, the group of subjects is outlined. 

5.1 Study Design 

The test carried out was a reaction test. A reaction test asks the subjects to execute 
written instructions presented to them. Their reaction, measured in time needed to 
complete the task and the amount of errors made during the execution, allows to draw 
conclusions regarding the general textual comprehension [10]. In this study, the sub-
jects were asked to execute instructions presented on a 10 inch tablet pc with touch 
screen. In order to minimize quantifiable effects created by age related change in the 
subject´s visual reception, font size 18 was chosen for the entire text [13]. It was also 
decided to use a sans-serif typeface [22]. Further, the screen was positioned according 
to the anthropometric position of the subject. There were three different types of in-
structions in four different modes each. These four versions consist of the combina-
tion of the two independent variables (Table 1): 

• Iconic vs. non-iconic formulation 
• Other supportive layout and linguistic factors incorporated vs. other supportive 

layout and linguistic factors not incorporated 

Among the instructions the following types were differentiated: 

1.) The type “place pills” (P) asked the subjects to arrange pills of different colors 
in a pill box according to a particular order described in the instruction.  

2.) Instructions of the type “make appointment” (N) asked the subject to navigate 
through the environment of the tablet pc and make an appointment for a cer-
tain service e.g. a cleaning lady, on a certain day and time.  

3.) “Body coordination” (M) demanded the coordination of movement, e.g. right 
hand to chin and left hand above head. 
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Table 1. Overview of combinations tested 

Version Independent 
Variable 1 

Independent  
Variable 2 

A temporally iconic textual structuring through sequences, active voice, 
visual signaling of keywords,  no foreign words, 
use of signal words 

B temporally iconic no textual structuring, passive voice, no visual  
signaling of keywords,  use of foreign words, no 
signal words 

C temporally  
non-iconic 
 

textual structuring through sequences, active voice, 
visual signaling of keywords,  no foreign words, 
use of signal words 

D temporally  
non-iconic 

no textual structuring, passive voice, no visual  
signaling of keywords,  use of foreign words, no 
signal words 

 
These instructions were given to the subjects in varying sequences. The construc-

tion of sequences was done according to the Williams design. The Williams design is 
a special case of the cross-over and Latin square designs. A Latin square, in which 
every treatment is represented once, and once only, in each column and in each row, 
yields uniform cross-over designs. Such a cross-over design is said to be balanced 
with respect to first-order carry-over effects [23]. Distinctive for this design is that 
each variation occurs only once during each sequence and at a different position in 
each sequence. 

Thus, every subject participated in four test sequences. Each of those four test se-
quences consisted of three instructions with each instruction type (P,N,M) occurring 
only once in each sequence and no formulation version (A, B, C, D) occurring twice 
in each sequence. Additionally, the order of versions in each sequence varied. This 
reduced positioning effects for later analysis. There was also a 30 min. break between 
each sequence in order to reduce learning effects. Dependent variables are, as pre-
viously mentioned, execution time required (t) and error rate (F). 

5.2 Subjects 

45 subjects were tested. Eight of those participated in the pretest. The other 37 took 
part in the actual data collection. Of those 37, one was excluded due to the fact, that 
he was not a native speaker, so difficulties in text comprehension could not be clearly 
associated with the factors evaluated. 24 subjects were male, 12 female. The age 
group of 61 years to 70 years was represented by 47,2% of the subjects, while 33,3% 
were between 71 and 80 years, 11,1% were aged between 50 and 60 years. 8,3% were 
between age 81 and 90 years.  

5.3 Results 

During the analysis ANOVAs were created for reaction time and amount of mistakes of 
all instructions. Here, time (p = 0,03) and mistake evaluation (p=0,00) lead to  
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significant differences during the application of temporal iconicity. Hence, iconic for-
mulations seem to be more comprehensive than non iconic formulations. The average 
mistake for instructions of the category A and B was ∅F = 0,5 (SD 0,84), while instruc-
tions of category C and D were at ∅F = 1,78 (SD 1,86). The time average for instruc-
tions of category A and B was at ∅t = 90,57 s (SD 43,78), C and D resulted in 
∅t = 106,34 s (SD 60,75). A Bonferroni test showed no significant differences for time 
and error results in between the two iconic/ non iconic versions respectively though.  

Table 2. Means of time (t) and error (F) rates 

 Instructiontype    
 „make   

appointment“ (N)  

Instructiontype   
„body  

coordination“ (M) 

Instructiontype   
„place 
 pills“ (P) 

 ∅F ∅t  ∅F ∅t ∅F ∅t  
Version A 0,639 112,5 0,167 70,61 0,722 74,31 
Version B 0,472 123,61 0,333 83,28 0,667 79,14 
Version C 1,431 128,61 0,472 89,92 3,111 82,39 
Version D 1,583 133,5 0,722 102,03 3,347 101,6 

 
Looking at the means for each instruction type (Table 2), it stands out that both in-

structions of category P and M, show lower error rates in version B than instructions 
formulated in version A. M received in version A 8,25% more mistakes than  
instructions of type B. Instructions of group P received even 35,38% more mistakes in 
variation A.  

However, subjects took approximately 6,5% more time in version B of group M. 
The difference between version A and B was at 9,88% in time for instructions of 
group P, inclining towards A. Correlation coefficients  between time and error rates 
were computed in order to detect traces of time-accuracy trade-offs, but the results 
showed no sign thereof. 

The calculated means for time and error rate include all results from all tested sub-
jects. Considering the great intra-individual performance differences between the 
subjects, a more differentiated look on the results might be necessary in order to de-
termine which formulation type obtained the best results. Therefore, for each subject 
was determined in which formulation type the best and worst outputs were produced 
(Table 3). This was done for all instruction categories. Afterwards results were com-
pared again.  

This comparison of worst and best output showed that formulation type D is al-
ways joined with the highest amount of worst results – both for time and for error 
rates in all instruction categories. Thus in formulation type D 36.11% of the subjects 
performed worst time-wise in the category P, even 41.67% in categories N and M. 
Instructions in type D lead to 22.22% of the worst results error-wise in category N 
and up to 42.86% in category P.  

In contrast most of the best results were joined with formulation type A. The only 
exception is the finding for best time results in category M. There 38.89% of the best 
performances were achieved in connection with formulation type B. All the other 
“best performance” outcomes, up to 44.44%, were linked to formulation type A.   
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Table 3. Results for best/ worst analysis. Percentage of best /worst results time-/error-wise 
achieved under certain formulations 

 Instructiontype 
 „make  

appointment“ (N)  

Instructiontype    
„body  

coordination“  (M) 

Instructiontype  
„place 
 pills“  (P) 

 % formulation % formualtion % formulation 
Best 
(time) 

44.44  A 38.89  B 44.44  A 

Best 
(error) 

5.56  A 25  A 22.22  A 

Worst 
(time) 

41.67  D 41.67  D 36.11  D 

Worst 
(error) 

22.22  D 36.11  D 42.86  D 

 
At last, influencing factors were calculated in a multivariate data analysis. It turned 

out that regarding the error rate the type of formulation and frequency of computer 
use were always influencing factors (Table 4).  

Table 4.   Multivariate Analysis of factors influencing time and error rate 

Instruction-
type 

Source Typ III SS Med.square F-
statistics 

Pr>F 

N Formulation 5.88002021 1.96000674 2.78 0.0437 * 
N Appear-Ord 2.00502021 0.66834007 0.95 0.4196 
N Sex 0.55072282 0.55072282 0.78 0.3785 
N Comp-Use 6.80869707 2.26956569 3.22 0.0249* 
M Formulation 232.3524306 77.4508102 39.44 <.0001 * 
M Appear-Ord 15.6024306 5.2008102 2.65 0.0515 
M Comp-Use 40.9727722 13.6575907 6.96 0.0002 * 
P Formulation 34.53805923 11.51268641 9.21 <.0001 * 
P Appear-Ord 18.17694812 6.05898271 4.85 0.0031 * 
P Age 7.39775670 2.46591890 1.97 0.1213 
P Comp-Use 11.63821919 3.87940640 3.10 0.0289* 

 
So it can be said that besides the way of formulation, a strong effect roots back to 

the general use of computer systems. The analysis of a questionnaire completed prior 
to the test, states that 21,6% of the subjects never used a computer before. 45,9% 
operate a computer on a daily basis, 21,6 % use it 2-3 times a week. 10,8% rarely use 
a computer. The difference in time and error results, between those who have never 
used a computer and those who have some level of experience with a computer sys-
tem, is highly significant (pt = 0,00; pF = 0,00). The mean for mistakes made by com-
puter users was at ∅F = 0,97 (SD 1,41) mistakes per instruction, while the group that 
never used a computer system was at ∅F = 1,84 (SD 1,99) mistakes per instruction. 
The means for time were ∅t = 113,32 s (SD 70,14) for the non users and ∅t = 94,87 
s (SD 48,05) for the experienced. 
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5.4 Conclusion 

The study results imply that temporal iconicity plays a key role in the design of in-
structions. Instructions that were temporally iconic were executed faster and at a 
smaller error rate than instructions that were non iconic. A detailed evaluation of the 
other factors relevance was not possible within the frame of this study but looking at 
the differences regarding time and error rate between the non iconic versions C and D, 
instructions that respect other supporting factors as active voice, text structure, signal 
wording and avoidance of foreign words, perform better with regard to the evaluated 
variables.  

An explanation why most results for instruction category M were best performed in 
formulation type B, might be, that some of the subjects were confused by the layout 
structure of the instructions provided in version A. Just as inappropriate accentuation 
slows language processing [18], a text structure that does not appeal to the reader 
might rather hinder than support textual understanding [24]. 11,1% of the study par-
ticipants stated in a questionnaire that was conducted right after the experiment, that 
they found the structural layout not helpful.  

As for the reason why computer use seems to play such a significant role in the 
overall results, it can only be assumed, that since the entire instructions were pre-
sented on a tablet pc, those with a certain amount of experience in computer use bene-
fited from their know-how with a more confident and less anxious approach which 
ultimately resulted in higher performance levels.  

The study focused on an age group above 50 years. However, ergonomic design of 
instruction manuals has an independent positive effect on comprehension of instruc-
tions and thus results in an increased impression of control on the user side – inde-
pendent of age. 
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Abstract. The challenge of developing information systems for rare dis-
eases is in harmonizing social care conditions and health care conditions
with the focus on personalization and patient autonomy. Knowledge
about the most rare diseases is limited, which is the result of poorly
funded research and the existence of only a few specialized experts. Fur-
thermore, the treatment and care of the affected patients is very complex,
cost-intensive, time critical, and involved stakeholders are very hetero-
geneous. The information needed by the patient depends on his or her
personal situation and constitution. To support the information logistics
between patients of rare diseases and (all) other stakeholders (e.g. physi-
cians, therapists, and researchers), we developed an information system
with Linked Open Data technologies in order to create a platform and
tool independent solution addressing the heterogeneity of the stakehold-
ers. To engineer system and data model requirements of our approach
we analyzed the rare disease Amyotrophic Lateral Sclerosis (ALS), which
have wide-spreaded characteristics. The resulting formal knowledge rep-
resentation was encoded in OWL, which allows, for instance, a modular
development of complex areas and also the re-usage of existing knowledge
bases.

1 Introduction

The field of research about rare diseases is extremely complex, because of mul-
tifaceted disease progressions, the existence of many stakeholders from different
sectors (i.e. social care, health care, therapists, and aid suppliers) and the high
costs incurred by treatment and care. A disease is defined as rare if less than
one of 2000 people are diseased by it [2]. Consequently, the available qualitative
knowledge about it is limited to a few experts [4]. The complex treatment and
care is carried out by a variety of actors who do not always have the special exper-
tise [5]. One example of a rare disease is Amyotrophic Lateral Sclerosis (ALS)1.

1 Definition:https://uts.nlm.nih.gov///metathesaurus.html#C0002736;0;1;
CUI;2011AA;EXACT_MATCH;*;
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It is a degenerative disease of the nervous system [12]. The clinical manifesta-
tions include progressive weakness, atrophy, dysphagia, and further problems
that limit the quality of life and the self-determination of the concerned people.
Diseases such as ALS, which follows the definition of a rare disease, are charac-
terized by very different courses and prognoses [9]. There is neither a fixed time
frame in which a patient is in a certain state of health nor does a certain state of
health follow specific existing conditions. A general provision of information in
advance like in disease-management-programs [10] is not possible. Since there is
normally no cure for rare diseases, the care of these patients focuses on improv-
ing living conditions and maintenance of self-determination. During the course of
the disease, a constant flow of new information on the patient’s respective state
of health is required in order to notify stakeholders about new treatment meth-
ods or aids [13]. The demand for information about the disease is very high but
individually different and influenced by many factors. The WWW contains a big
set of (semi-)structured information about varying diseases which are currently
difficult to filter by the particular patient needs2. Due to the lack of quantitative
and qualitative information, patients can be confused easily [16]. Furthermore,
information for patients with rare diseases requires qualified and sensitive inter-
mediation. Hence, there is a need to select and aggregate information that is
relevant for a particular disease or health condition.

To address these requirements, our approach aims to handle the health state
and the patient’s characteristics on the one hand and the expert knowledge,
which has to be adapted to the patient’s requirements, on the other hand.
Therefore, the aspect of information logistics for ALS patients was analysed.
This analysis resulted in a knowledge model which is presented in section 2. To
create a basis for a holistic information system, which can also be reused for
other rare diseases, we decided to develop a domain ontology [6], the Dispedia
Ontology. The formalization of that ontology including the conceptual model of
diseases, patients, proposals as well as its structure and functions is presented in
section 3. In order to formalize our approach, we used the Resource Description
Framework (RDF) [11] and the Web Ontology Language (OWL) [18] as represen-
tation languages. With respect to reusing and extending the Dispedia Ontology
in a decentralized web of information, we furthermore followed the principles
of Linked Open Data (LOD) [1]. To publish that ontology in a dereferenceable
manner, we used OntoWiki [7] as an application framework sketched in section
4. We conclude our approach in section 5 and provide a short outlook on future
research and development.

2 Analysis of a Rare Disease

To identify the deficits in information, communication, and coordination in the
management of rare diseases, we analyzed the disease Amyotrophic Lateral Scle-
rosis (ALS). Initially, 19 medical records of patients and their families from books
and web sites were analyzed. To structure the knowledge from this analysis, we
2 http://www.patientslikeme.com/

http://www.patientslikeme.com/
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extracted the most important keywords and their relations as a Concept Map [3].
Using this method, the knowledge about each case was graphically structured,
semantically annotated, and summarized as a knowledge model or rather a con-
cept model. Included in this analysis were 41 expert interviews with 20 patients
respectively members, eight doctors, seven social consultants, two aid advisers,
two health insurance representatives, one speech therapist, and a dietician were
considered in this way. To develop a domain specific knowledge scheme, each
concept model was consolidated into a complete model and iteratively revised
by experts3, such as computer scientists, physisians, and further stakeholders
acting in other research areas. The revised holistic presentation is called Disease
Concept Model and a cut-out is shown in Figure 1.

Fig. 1. Disease Concept Model

On the Basis of the depicted conceptualization, we were able to engineer the
requirements, such as important concepts and relations of the desired informa-
tion system. For instance, the patient (1) as the central role has a health state
(8), which describes the disorders and disabilities including the environmental
facts such as profession or living situation. For this patient’s needs, there is a
proposal (11) that could improve the patient’s situation. The proposal contains
actions (12). Actions are executed by stakeholders (13). The stakeholders have
special knowledge that could be captured as information. The information (4)
can be selected in information types (5), which are suitable for special patient

3 University of Leipzig: http://bis.informatik.uni-leipzig.de/; Charité Campus
Virchow-Klinikum Neurological Clinic: http://www.als-charite.de/; German So-
ciety for Muscle Diseases e.V.: http://www.dgm.org/

http://bis.informatik.uni-leipzig.de/
http://www.als-charite.de/
http://www.dgm.org/
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types (3) or stakeholder types (19). With this information (5), the patient (1)
is able to make the decision (18) to either accept or disclaim the proposal. For
instance, a patient (1) of a specific type (3) has severe swallowing disorders (8)
and he needs information (5) about supplemental tube feeding (11) that pro-
longs the patients life. It is on the patient to decide whether the feeding tube
will improve his quality of life and thus whether he should accept this proposal.

For the provision of such a patient-specific information system, the Disease
Concept Model shows which software development sections are to be developed.
One must create a knowledge base about the patient, which provides information
about the patient, an expert knowledge base to deliver proposals to the patient,
and the information allocations that provide the adapted information with the
special type to the patient with the relevant parameters. Medical classifications
and standards play a significant role in this environment, and the Disease Con-
cept Model shows which concepts must be created to apply them. In this case,
for instance, the International Classification of Disease (ICD [20]), the Electronic
Health Record (openEHR [8]) and the International Classification of Function-
ing, Disability and Health (ICF [19]) are relevant. Most medical classifications
and ontologies are available in the description language OWL (Web Ontology
Language). The above-mentioned aspects establish our further proceedings, in
which we develop a domain-specific ontology in the formal description language
RDF/OWL.

3 Formalization and Knowledge Representation

To provide a flexible and extensible solution on the one hand, which is also
standardized and easy to use on the other, we developed the Dispedia Ontology
hold under the domain Dispedia4.

The name Dispedia is derived from the goal of this designed knowledge base to
make disease-specific information available and usable for humans and machines.
As section 2 indicates, the concepts and instances were modeled in RDF/OWL.
The Dispedia Ontology includes the vocabulary or scheme (Core Ontology),
the expert knowledge base (Proposal Ontology), the knowledge base about the
patient (Case Ontology), the allocation of proposal information for patient pa-
rameters and the concepts to interlink additional classifications (cf. Figure 2).

1. The Core Ontology is the Dispedia vocabulary and it implements all rele-
vant concepts to model the linked information system for rare diseases. The
Core Ontology provides a total of 25 classes with 72 object properties and
52 data properties coded by 744 triples. More specifically, the Core Ontol-
ogy provides classes and properties to model two aspects of information,
information about patients and information for them. An overview of this
vocabulary is shown in Figure 3. This scheme defines the allocation classes
and object properties which enable the connection and respectively the Al-
location of the Case and Proposal knowledge. The vocabulary is available
via http://www.dispedia.de/.

4 http://www.dispedia.de/

http://www.dispedia.de/
http://www.dispedia.de/
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Fig. 2. Architectural overview about the Dispedia Ontology

2. The Proposal Ontology includes concepts and relations, which contain dis-
ease specific information for the patient. Therefore, the relevant concepts of
the Core Ontology should be imported to the Proposal Ontology and instan-
tiated. These instances are expert proposals of certain stakeholders, which
are adapted to the different patient types. The Proposal Ontology for ALS
is specified in http://als.dispedia.de/. In the future other Proposal On-
tologies for other diseases, such as multiple sclerosis http://ms.dispedia.
de/ or rheumatism http://rh.dispedia.de/, may be integrated as well.

3. The Case Ontology is the part of the knowledge base, that includes the
information about the patient. It is defined at http://patient.dispedia.
de/. This Case Ontology imports the relevant concepts of the Core Ontol-
ogy and additional classifications to standardize the patients parameters.
To deliver information from the Proposal Ontology according to the Case
Ontology both sides use the Allocation.

4. Additional classifications like the International Classification for Diseases
(ICD) [14] or the International Classification of Functioning, Disability and
Health (ICF ) [19] can be linked to the Case and Proposal Ontology providing
extra vocabularies e.g. for the description of health conditions.

Each ontology should import the Core Ontology to be able to use the compre-
hensive semantics provided by it. This allows standardization and integration of
knowledge to be combined with the flexibility for heterogeneous points of view
by different stakeholders. The structure and functions of the Dispedia Ontology
should be presented as follows.

http://als.dispedia.de/
http://ms.dispedia.de/
http://ms.dispedia.de/
http://rh.dispedia.de/
http://patient.dispedia.de/
http://patient.dispedia.de/
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Fig. 3. Vokabulary of the Dispedia Ontology

The central class is the Patient, which is a subclass of foaf:Person 5. Knowl-
edge about the patient is stored in Disease Sections structuring the phases in
which the disease advances. Health States are divided into Symptom Sets, which
are sets of occurring symptoms, and Property Sets, which are additional disabili-
ties that the patient has. Moreover, descriptions about the patient can be added
by using relations to tag friends and relatives. Personal attributes, such us the
living situation or care requirements,can be added as well.

Representing knowledge for the patient is done by linking the patient to a
set of Proposal Allocations and Decisions modelling treatment options and the
patients particular attitude towards them. Clusters of Information, which are
defined by the patient’s condition (e.g. experienced or sensitive) as Patient Type
can be provided as well. The Proposals represent a generalized treatment option
(e.g. a PEG tube) and are linked to the individual patient by an allocation
as mentioned above. It can consist of one or more Actions, which can also be
allocated to the involved stakeholders in Action Allocations. Actions indicate

5 http://xmlns.com/foaf/0.1/Person

http://xmlns.com/foaf/0.1/Person
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necessary procedures with Formalities as the used formal artefacts, Costs to
represent financial aspects or necessary Assistive Products for the patient.

In the Proposal Ontology, these concepts can be instantiated to represent the
stakeholder-dependent knowledge. We will use Joe Public as an example for a
patient who suffers from severe dysphagia. For dysphagia this severe, the pro-
posal of installing a PEG tube can be described by a physician as an expert
knowledge fact in the Proposal Ontology. It includes numerous actions concern-
ing the procedure performing surgery to place the tube. Figure 4 illustrates some
of the RDF instances needed for this representation.

Fig. 4. The proposal for a PEG tube as RDF representation

The acquired information is linked to the individual patient’s case in the
Case Ontology by instances of the allocation concepts for proposals and actions.
Therefore, the patient’s case is represented by the patient knowledge instances
consisting of the instantiated concepts of Patient, Health State, etc. The gen-
eralized information about a procedure stored in the Proposal Ontology can be
adapted to the individual needs of a patient and the specific personal situation.
Regarding the case of Joe Public, the anaesthesiologist would store his protocol
of the pre-operation discussion here as an information instance. In addition, the
corresponding ALS physician can choose to estimate the life expectancy when
using the PEG tube and share this information with Joe if desired. Finally, the
surgeon can create the information about the surgery procedure and link it to
the appropriate patient type "experienced". Because Joe is marked as an experi-
enced type of patient, this information will be shown to him. The RDF resources
structuring this information are depicted in Figure 5.
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Fig. 5. The surgery procedure information for Joe Public

4 Deployment and Application

By utilizing this formalization and knowledge representation, our system pro-
vides the needed flexibility in structuring and linking the knowledge of physi-
cians, speech and occupational therapists, neurologists, counselors and many
more. Especially for the ALS disease this approach supports the management
of these different points of view regarding the implications of an underlying dis-
ease with a broad variety of symptoms and treatment options. The focus is on
tailoring the given information towards the needs of the involved stakeholders
with the patient as the first priority.

In order to improve the collaborative knowledge acquisition and publication
of qualitative and quantitative information about diseases like ALS, we decided
to use a content management system that follows the WIKI principles. Further-
more, because of the required re-usability of encoded conceptual information of
the Dispedia Ontology on the one hand and because of required re-usage of exist-
ing knowledge bases in the Linked Open Data Web, we decided to use a semantic
wiki system. In addition to conventional wiki systems, it is possible to add and
manage structured semantically annotated information instead of textual ele-
ments. One particular wiki system that follows the semantic wiki approach is
OntoWiki which offers the following set of general functionalities.

– Exploration Interfaces: OntoWiki supports ontology exploration in multiple
ways. Each RDF resource, which is represented as an HTML page for hu-
mans, can be (full-text) searched, explored in faceted browsing, or queried
with content and use-case specific browsing interfaces. The last listed inter-
faces can be developed with OntoWiki’s integrated extension system.

– Authoring of Semantic Content: Content is represented as a resource de-
scription following the RDF data model in OntoWiki. These RDF resource
descriptions can be managed in OntoWiki with (a) an RDFauthor [17] (to
manually add, update, and delete resources), (b) with a versioning compo-
nent (to keep track of all changes), and (c) with EvoPat [15], which supports
ontology evolution and refinement tasks.
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– Access Interfaces: In addition to human-targeted exploration interfaces, On-
toWiki supports the re-usage of RDF data by offering interfaces such as the
SPARQL-endpoint and the Linked-Data-endpoint. Unlike the Linked-Data-
endpoint, which is used to publish data according to the LOD principles, On-
toWiki also contains a data gathering component, which is used to consume
information from the Linked Data Web. By using that component, linked
resources in the Dispedia Ontology can be resolved and the referenced RDF
can be received after requesting the remote Linked-Data-endpoint.

We deployed OntoWiki with an underlying Virtuoso RDF Store on http://www.
dispedia.de/ for the purpose of storing and publishing all conceptual RDF re-
sources of the Dispedia ontology in a dereferencable manner (the web domain is
part of every RDF resource URI). To publish the two A-Box Ontologies (Patient
and ALS-Proposal) we deployed them in a similar manner on http://patients.
dispedia.de/ and http://als.dispedia.de/. To improve the usability of the
OntoWiki GUI interfaces for humans, we developed a form extension for OntoWiki
and created a set ofDispedia specific formdefinitions.Byusing this extension, users
are able to access and maintain RDF resources without having any knowledge of
the underlying architecture itself. Figure 6 shows one of the predefined templates
for adding and editing patient information nested in OntoWiki.

Fig. 6. Screenshot of a patient formular nested in OntoWiki

http://www.dispedia.de/
http://www.dispedia.de/
http://patients.dispedia.de/
http://patients.dispedia.de/
http://als.dispedia.de/
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5 Conclusion and Future Work

Our work focused on improving the information logistics in the existing health
system regarding ALS. The actual state of our approach, which was evaluated
by using select patients with ALS and the course of the disease in their specific
cases, combines the following different advantages:

1. Different information providers can operate on the same standard using the
structure given by the Architecture concepts and their relations.

2. The ontological model of the system is extendible by interlinking and flexible
with regards to accommodating new concepts.

3. General aspects of the health care processes for the disease can be represented
and linked to their implications for the individual stakeholder.

4. Existing knowledge bases like the ICD and ICF can be connected and re-
used.

5. Existing technologies like the OntoWiki can be used with low effort to make
the information accessible to patients and other stakeholders.

To improve our existing approach, we will evaluate our system setup (ontology,
architecture, and applications) in real environments. Furthermore, we will inte-
grate existing ontologies like ICD and ICF in more depth in order to support
better results while interlinking resources on the conceptual and individual level
with further knowledge bases in the linked data web. In the existing development
state, we focus on functionalities supporting knowledge acquisition in order to
allow the approach of Dispedia itself to evolve. Therfore, it was and is still very
important to create the Dispedia-specific forms and workflows to abstract the
underlying RDF model for users. In a later state, if the amount of patient infor-
mation is increased, technologies such as OWL reasoning can be used to improve
the conceptual parts of Dispedia Ontologies.

The general architecture will also be improved in the future (cf. Figure 3).
Similar to the possibility of interlinking further proposal Ontologies in addition
to the actual existing ALS Ontology, we will pursue the idea of decentralizing
data in the web also for patients. We have currently only designed one patient
knowledge base, which could be outdated when the idea of the WebID for peo-
ple has been established. When using RDF and OWL as a representation for
the different parts of Dispedia, Dispedia can easily be interlinked with multiple
decentralized knowledge bases for individual patients.
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Abstract. This paper examines the role of imprecision in the interpretation of 
verbal symptom intensities (e.g., high fever) depending on the level of medical 
expertise. In a contrastive study we compare low, medium and high level ex-
perts (medical students vs. physicians with M = 5.3 vs. M = 24.9 years of expe-
rience) concerning their interpretation of symptom intensities. For obtaining 
and modeling of empirical data a fuzzy approach was used. The resulting fuzzy 
membership functions (MF) reflect the meanings of the verbal symptom inten-
sities. The two main findings are: (1) with increasing expertise  the precision of 
the MF increase such that low level experts have very vague concepts compared 
to high level experts and (2) the precision depends on the symptom (e.g., inten-
sities of fever are more precise than pain intensities). 

Keywords: level of medical expertise, imprecision, fuzzy approach. 

1 Introduction 

Physicians have to process a huge amount of information. For instance, they deal with 
the patient’s state of health, disease history, diseases, symptoms and their intensities. 
A variety of studies (see [1] and [2] for reviews) consistently showed the influence of 
knowledge and knowledge organization on medical decisions. Feltovich and  
colleagues [1] postulated that novices have rather imprecise clinical expectations 
compared to medical experts. Expert’s knowledge base is assumed to be dense and 
precise. Boegl and colleagues [3] as well as Seising [4] emphasized that vagueness 
can be found during the whole process of medical reasoning. Fuzzy MFs are generally 
considered appropriate for the description of vagueness. Wallsten et al. [5] pointed 
out that people prefer to use words for communication. The objective of this paper is 
to explore the imprecision of linguistic terms (LT) such as verbal symptom intensities 
(e.g., high fever) depending on the level of medical expertise (low vs. medium vs. 
high). We assume that the higher the expertise the more precise the meanings of the 
LTs are. We use a fuzzy approach [6, 7] to measure and model the LTs. The resulting 
fuzzy MFs reflect the imprecision of the LTs meanings. Discriminatory power values 
(dp) that based on the MF overlap [6] serve as a measure of distinctiveness of MF. 
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2 Method 

Participants. Ninety-eight participants (35 males) took part in the study. Seventy-one 
were medical students with completed preliminary medical examination but no remark-
able practical experiences (low expertise). Thirteen were physicians with medium prac-
tical expertise ranging between one and twelve years (M=5.3 years, SD=3.7 years) and 
fourteen physicians with high expertise ranging from sixteen to thirty-two years 
(M=23.9 years, SD=5.2 years). The physicians (medium and high expertise groups) had 
different areas of specialisation: two were general practitioners, six anaesthetists, two 
ophthalmologists, one surgeon, five dermatologists, two gynaecologists, five internists, 
one orthopaedist, one paediatrician, one psychiatrist, and one was urologist. All partici-
pants were Germans studying or working in different regions of Germany. 

Material and Procedure. The survey instrument was an online questionnaire. It con-
sisted of four descriptions of general medical cases describing symptom pattern that 
pointed to meningitis and common cold as disease causes. The cases were character-
ized concerning patient’s sex, age, body weight and disease symptoms (e.g., body 
temperature, pain, blood pressure, CRP-value) and the observed symptom intensities 
(e.g., slight fever, immense pain). The main task was to state a diagnosis. A variety of 
different dependent variables were measured (e.g., confidence in diagnosis, difficulty, 
diagnostic relevance of symptoms). Here, we only report the results of the translation 
of the verbal symptom intensities for slight and high fever as well as strong and im-
mense pain. 

Translation Procedure and Fuzzy Analysis. The verbal symptom intensities were 
translated using the two-step translation procedure outlined in [7, 8]. In the first step 
participants estimated three numerical values: (1) the “typical value” that best repre-
sented the given symptom intensity, (2) the “minimal value”, and (3) “maximal 
value” that correspond to the given verbal expression. In the second step this data was 
used to model parametric fuzzy MFs of the potential type. For a detailed description 
of the translation procedure, the function type and modelling please see [6].  

3 Results and Discussion 

3.1 Descriptive Statistics 

Table 1 presents the descriptive statistics for the empirical estimates of the typical 
values that correspond to the presented symptom intensities depending on the level of 
expertise. The minimal and maximal estimates were used for the modelling of the 
MFs. Body temperatures (fever estimates) are given in °C and pain estimates are 
based on the pain scale ranging from 0 (no pain) to 10 (extreme pain). Results show 
that means and standard deviations are almost equal between levels of expertise. The 
differences between the verbal intensities (approximately 1°C for body temperature or 
1 unit on the pain scale) are also very small. 
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Table 1.   Descriptive statistics for the estimates (typical values) 

Symptom  
intensity 

Level of Expertise 

 low medium high 
 M SD M SD M SD 

Slight Fever  38.12 0.38 38.23 0.33 38.06 0.46 
High Fever  39.69 0.55 39.68 0.42 39.38 0.23 
Strong Pain 6.96 1.20 7.08 0.76 7.43 0.85 
Immense Pain 8.48 1.00 8.42 0.90 8.77 0.93 

3.2 Fuzzy Analysis 

Figure 1 shows the MFs for the verbal symptom intensities for fever and pain. The 
membership represents the value of truth that an object belongs to a specific class. 
(e.g., the numerical temperature 38 °C belongs to the class slight fever). 
 

 
         (a)         (d) 
 

 
         (b)         (e) 

 
         (c)         (f) 

Fig. 1. Membership functions of the verbal symptom intensities (fever and pain) 
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Figure 1 (a) shows the MFs for slight and high fever for low level experts. Obvious-
ly, the MFs are very broad in shape and overlap very much. This is also evident for pain 
(see 2 (d)). Medium level experts (2 (b) and (e)) show narrower MFs and high level 
experts (2 (c) and (f)) the most precise ones. Both symptoms show this pattern of result 
but it is clearer for fever than for pain. The dp [6] is standardized taking values from 0 
(MFs are identical) to 1 (no overlap at all).  Therefore, small dp values (< 0.7) represent 
large overlaps of MFs and high similarity in LT’s meanings. Low and medium level 
experts show smaller dps (low: dpfever = 0.62 and dppain = 0.16; medium: dpfever = 0.58 
and dppain = 0.18) than high level experts (dpfever = 0.89 and dppain = 0.23). The MFs of 
high level experts (slight vs. high fever) are the most distinct ones. 

3.3 Discussion 

Results show that (1) the vagueness of symptom intensities decreases with increasing 
medical expertise, (2) the precision of LTs meanings depends on the symptom (inten-
sities of fever are more precise than pain intensities). These findings are consistent 
with former results reported in [1] and [8]. They show that medical expertise and the 
imprecision of medical concepts are related, at least, for some concepts such as verbal 
symptom intensities. The results have implications for the understanding of medical 
reasoning processes, for the representation of knowledge in medical decision support 
systems as well as training and acquisition of medical competence. 
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Abstract. The goal of the study was to explore older adults perceived benefits 
and costs of relatively new personal health records (PHR) technologies: web-
based PHRs versus mobile PHRs. Twenty-six older adults (ages 63-79 years) 
participated in a focus group. The results showed a significantly different cost-
benefit relation between the PHR technologies. The results showed that older 
adults perceived more benefits than costs with web-based PHRs but more ba-
lanced costs and benefits with mobile PHRs. These results suggest that the 
adoption of e-health may be hindered by this lack of perceived benefits relative 
to costs.  

Keywords: e-health, personal health records, older people, perceived costs and 
benefits, focus group. 

1 Introduction 

So-called “e-health” tools such as personal health records (PHR) enable patients to 
manage and share their health information [1]. Due to PHR, health consumers can be 
more proactive in the management of their health; more so for older adults and with 
chronic illness. Although older adults may have more difficulty using new technolo-
gies [2], it is not accurate that they are resistant to technology adoption. For older 
adults’ adoption of new communication technologies (e.g. mobile phones) the  
absence of benefits is more influential to the adoption of email and cell phones com-
pared to the perceived costs. Older adult’s choices are based on a cost-benefit analy-
sis, before deciding to make an investment [3].  

There is currently no study, which has examined the cost-benefit-relationship be-
tween different technologies in a PHR context. Our goal was to use focus groups to 
explore how older adults perceive the benefits and costs of web-based PHRs com-
pared to mobile PHRs.  
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2 Method 

2.1 Participants  

Twenty-six old participants (14 female and 12 male) took part in focus groups. They 
ranged in age from 63 to 79 years (M=71, SD=4.9). The participants had extensive 
computer experience. Although most of the focus group participants were aware of 
web-based health information tracking using PHRs, the majority were unaware that 
such information was also available on mobile phones. 

2.2 Procedure and Material 

In seven focus group sessions participants discussed two ways of accessing and main-
taining personal health information: using a web-based system (Google Health web-
site) and a mobile-based system (Google Health as iOS-based application (app) on a 
mobile device that access a Google Health profile).  

After an introduction (e.g. “personal health records”.) participants were given 
demonstrations of the Google Health website and the mobile app. Both systems were 
shown on a projector. Additionally the mobile system was demonstrated individually 
to each participant on a mobile phone. After each system demonstration the moderator 
led a discussion of costs and benefits of each system.  Order of system presentation 
was counterbalanced.  

Each system demonstration showed typical PHR usage scenarios based on earlier 
research [4]. In the discussion of motivational factors, the moderator specifically 
asked for benefits of using the technology (e.g. “Why might you use the Google 
Health website?”), followed by expected drawbacks of using the technology (e.g. 
“Why might you not use the Google Health website?”). Finally, participants were 
asked to discuss ideas and suggestions about what they would like to add to a hypo-
thetical, ideal technology (a “magic box”) to better fit to their needs. Each session was 
audio-recorded. 

2.3 Data Analysis  

Transcriptions were analyzed with top-down enforcement of categories. Two inde-
pendent coders reached an inter-rater reliability of 86% on a sample of the data. 

We used a previously developed coding scheme [3] and used the responses of the 
participants to develop sub-categories of the coding scheme. Comments were coded 
along two dimensions: (A) the communication technology, which consisted of two 
levels “web-based PHR” and “mobile PHR” and (B) motivational factor as a consid-
eration for using this method on two levels “benefit” and “cost”. Benefit was defined 
as an advantage or positive statement about using a method (e.g. keep “everything in 
one place”).  Cost was defined as a disadvantage, or negative statement (e.g. “privacy 
issue”).  The subcategories were mutually exclusive and were created from a portion 
of data.  Additionally, we coded “desired features”, which were mentioned during the 
group discussion. Desired features were defined as a missing aspect which would give 
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a benefit e.g. “magic mouse to track out vital parameter” or a negatively stated com-
ment about a benefit e.g. “for me it is not useful”.  

For the statistical analysis we used the Fisher’s exact test of a 2x2 table. The level 
of significance was set at 5%. 

3 Results 

3.1 Effects of Communication Technology (Web-Based PHR vs. Mobile PHR) 
on Cost-benefit Relationship 

Perceived costs and benefits for the two communication technologies (web-based 
PHR vs. mobile PHR) were quantitatively contrasted. In 7 group sessions we gathered 
342 comments. Of those, 150 comments were about the web-based application, while 
192 comments were about the mobile phone application. The website averaged 5.8 
entries per person and cellphone averaged 7.4. Participants, on average, made 12% 
more statements for the cellphone application than for the website. 

The benefits category accounted for 60% of all the comments in comparison to 
40% of comments about costs. For the web-based PHR, 66% of comments were about 
benefits and 34% were about costs. For mobile PHR 55% of comments were about of 
benefits in comparison to 45% of comments regarding costs. 

Fisher exact test showed that the cost-benefit relation within the web-based PHR 
(benefits: 66%, costs: 34%) is significantly different from the cost-benefit relation 
within the mobile PHR application (benefits: 55%, costs: 45%) (Fisher’s exact test, 
p<.05). Participants mentioned proportionally more benefits than costs for the web-
based PHR in comparison to the more balanced cost-benefit-relationship of the mo-
bile PHR.  

3.2 Qualitative Analysis of Desired Features 

Another technique to understand barriers to technology adoption is to ask what fea-
tures are missing from existing systems. To that end, we asked our focus group partic-
ipants to imagine a non-existent technology (“magic box”). Participants imagined 
what features an ideal technology would have without regard for any technological 
limitations. Desired features, which were mentioned in each technology, were  
“medication interaction warnings” and “diagnosis and prognosis”. An example which 
addressed web-based PHR were a `magic computer mouse to track continuous  
vital parameters”. Mentioned desired features for the mobile PHR were  
“voice commands”, “print possibility” or “security password for medicals e.g. in  
EMS-situations”.  
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4 Discussion 

The present study supports the assumption of recent research [3] that older adults 
tended to associate using a relatively new technology in a PHR context primarily with 
its benefits. Twenty-six participants mentioned predominantly more benefits than 
costs for the website. In contrast, the cost-benefit relationship for the cellphone was 
balanced. This difference between the two systems suggests that our older adults, 
because of the maturity of web-based tools, are more able to see the benefits versus 
the costs. However, our highly experienced older participants may have more issues 
perceiving the unique benefits of mobile health applications compared to the costs. 
These results suggest that the adoption of e-health may be hindered by this lack of 
perceived benefits relative to costs. 

With the view on the qualitative analysis of the subcategories, we can conclude 
that our sample of older participants are aware of general PHR related benefits and 
additionally of the unique characteristics of a communication technology.  Whether 
this finding generalizes to most older adults is a topic for future research. 

Further research may compare different age-groups. Although young people do not 
have as many health issues, they tend to be more familiar with mobile applications. 
Therefore the cost-benefit relations of both technologies may not differ between age 
groups. Additionally future research may approach to investigate different cultural 
effects. The participants in the study were all U.S. citizens.. They might be more fa-
miliar with the technologies than other cultures where technology adoption tends to 
be slower. Furthermore data from this study could be used to help better communicate 
benefits of this technology to older adults.  
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Abstract. There is a growing appreciation that information technology is no 
longer an option but a necessity in the management of clinical and health in-
formation.  This imperative has increasingly led to questions regarding the field 
of biomedical informatics (BMI) and its relationship to health information tech-
nology.  Emerging in the 1960s from an academic base, with an emphasis on 
research and education, some 50 years later we see large numbers of applied  
informatics practitioners as well as both basic and applied researchers in the 
discipline.  The information technology that has emerged from the research en-
vironment is now changing the practice of medicine, its financing, and our 
ability to monitor both health care and the preservation of health in the popu-
lace.  The scholarly base of the fields still requires nurturing, but its concepts 
and practical applications are no longer esoteric and require study and incorpo-
ration into the knowledge base of all 21st century health professionals.  

Keywords: biomedical informatics, health information technology, education, 
health professionals. 

1 Introduction 

Medical students, residents, physicians, nurses, and other health professionals today 
are increasingly savvy about technology.  It is a rare young physician who lacks a 
smart phone, tablet computer, laptop, or desktop computer—some have all of these.  
Yet this increased computer literacy and routine use of electronic tools does not 
mean that modern health professionals have a conceptual understanding of the issues 
that confront those who are attempting to design, implement, or use health informa-
tion technology to manage patients, conduct clinical research, or promote human 
health.  Physicians use pharmacologic agents in the treatment of patients, practicing 
applied pharmacology, but we require that they first understand the science of mole-
cular pharmacology—topics such as toxicity, drug tolerance, structure-activity rela-
tionships, antibiotic resistance, and even modern drug design.  By analogy, in the 
increasingly wired world, where patient data are captured, shared, accessed, and 
analyzed electronically, there is another science that our health professionals must 
understand in order to be adequately prepared for the realities of practice: biomedical 
informatics. 
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2 The Scientific Discipline 

According to AMIA1, biomedical informatics (BMI) is  defined as “the interdiscipli-
nary field that studies and pursues the effective uses of biomedical data, information, 
and knowledge for scientific inquiry, problem solving, and decision making, moti-
vated by efforts to improve human health” [1].  It has a theoretical and methodologi-
cal base and is closely tied to computer science, communications, and information 
science.  Extremely broad in its applications scope, ranging from molecules and cells 
to individual patients and populations, the field is also closely tied to the behavioral 
and social sciences, with major research and educational activities related to cogni-
tion, ethics, economics, and organizational theory.  Graduate students who are formal-
ly trained in BMI are highly multidisciplinary in their perspectives, learning about 
computing and communications, basic life sciences, clinical care, epidemiology, deci-
sion science, cognitive science, management science, and even some biomedical en-
gineering (notably in the areas of imaging and smart devices).  One view of the field 
and its terminology is summarized in Figure 1, which outlines the relationship be-
tween the basic discipline and its broad areas of application.  Note that in this view 
bioinformatics is an application domain of BMI and not another name for the field as 
a whole.  Many people also use the term health informatics to refer to applied re-
search and practice in clinical and public health informatics. 
 

 
 

Fig. 1. Biomedical informatics in perspective. Basic work is motivated by needs identified in 
one or more of the applied spheres. 

                                                           
1 Formed in 1988 as the American Medical Informatics Association, this professional society is 

now known simply as AMIA, thereby deemphasizing the outdated term “medical  
informatics”. 
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Many BMI trainees also have health professional training and view informatics as 
highly relevant to their area of clinical interest and practice.  Others come from tech-
nical computing backgrounds or other non-health disciplines, learning about the me-
thods of BMI and the cultural and logistical issues involved in their implementation in 
busy healthcare settings. 

Major introductory textbooks are available in the field [2], [3], as are more focused 
books and peer reviewed journals that capture both the underlying science and its 
applications [4], [5], [6], [7].  There are professional societies for biomedical infor-
matics in many countries and all regions of the world, with a federation of these or-
ganizations, IMIA [8], which holds international scientific meetings biannually that 
complement the regional- and country-based meetings that occur throughout the 
world. 

There has been explosive growth in the BMI field as reflected in the number of 
new academic programs at medical schools and health science universities, the in-
creasing numbers of applicants for both graduate degree programs and shorter-term 
certificate training opportunities, and the growing investments in both research and 
applied health information technology by many governments. 

3 Relationship to Health Information Technology 

Early research on electronic health records (EHRs) began in the 1960s, when the 
power of database technology was being recognized and there were demands to apply 
the methods in socially useful settings.  Those who have watched the evolution of the 
BMI field can attest to the slow but steady progress that was subsequently made, with 
the eventual introduction of the first companies that built and sold EHRs for use in 
hospitals, clinics, and private offices.  The penetration of such technologies into rou-
tine practice was slow until recently.  Progress has been facilitated not only by re-
search but also by the remarkable advancement in computing technology along almost 
every dimension:  cost, power, size, portability, reliability, familiarity.  

Thus the health information technology (HIT)2 of today is a product of decades of 
research, most of which has been funded by government entities, foundations, and 
healthcare institutions rather than by the companies themselves.   Today there are rich 
opportunities for synergistic interactions between the research and academic com-
munities in BMI and the more applied development and implementation of systems 
that is occurring in hospitals and practices.  Many HIT workers were trained initially 
in BMI settings, and the research being pursued by BMI faculty and students is in-
creasingly driven by feedback and insights gleaned by those who are working in HIT 
settings and can identify clearly the limitations of technologies and capabilities that 
are currently available. 

 

                                                           
2 Outside North America, HIT is often referred to as HICT (health information and communica-

tions technology).  In the US, communications technology is generally viewed as simply one 
of many information technologies, so the simpler HIT has been used. 



714 E.H. Shortliffe 

4 Implications for Health Professional Education 

Given the central role of informatics notions in clinical practice, plus the inevitability 
of increasing use of, and dependence on, health information technology, many ob-
servers have argued that the discipline ought to be taught to all health professionals, 
including physicians in training, from the preclinical years through graduate medical 
education and beyond [9]. The Association of American Medical Colleges first called 
for inclusion of informatics in the medical curriculum in the General Professional 
Education of the Physician report in 1984 [10], so this is not a new concept.  I have 
argued elsewhere that we are failing to prepare future physicians adequately if we 
leave BMI and its applications out of the medical curriculum [11], so I will not repeat 
all those points here.  But it is clearly time for health professional schools to embrace 
BMI as part of the scientific and practical base of what practitioners need to know in 
order to deliver care and manage disease prevention in the modern world.  We have 
for too long viewed computing and informatics concepts as foreign to the “medical 
model” that dominates what we teach in medical schools and other health professional 
training programs. 
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