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Abstract. Security games are characterized by multiple players who
strategically adjust their defenses against an abstract attacker, repre-
sented by realizations of nature. The defense strategies include both ac-
tions where security generates positive externalities and actions that do
not. When the players are assumed to be risk averse, market insurance
enters as a third strategic option. We formulate a one-shot security game
with market insurance, characterize its pure equilibria, and describe how
the equilibria compare to established results. Simplifying assumptions
include homogeneous players, fair insurance premiums, and complete in-
formation except for realizations of nature. The results add more realism
to the interpretation of analytical models of security games and might
inform policy makers on adjusting incentives to improve network security
and foster the development of a market for cyber-insurance.

Keywords: Game theory, Security, Externalities, Protection,
Self-insurance, Market insurance.

1 Introduction

It is widely accepted that network security has properties of a public good. A
series of works on security games has led to a set of formal tools to analyze
the provision of network security by individual agents who control nodes on the
network. One distinctive feature of this work over the traditional literature on
the provisioning of public goods is the distinction of two types of security tech-
nologies, protection, which exhibits externalities, and self-insurance, which does
not. This combination frames network security as a hybrid between a public and
a private good, modulated by the relative costs of the two security technologies.

Another distinctive feature of network security over other public goods prob-
lems is the existence of uncertainty. An agent’s security investment at present
only pays off if an attack occurs in a future state of the world. In the existing
body of literature, this uncertainty is treated by considering the expected loss
as decision variable, largely for the sake of tractability. By contrast, decision
science has a rich variety of more realistic models of human and organizational
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decision making under uncertainty. One key concept is the notion of risk aver-
sion, typically expressed in a concave utility function. Introducing risk aversion
into security games and revisiting the equilibrium strategies is interesting of its
own. Even more so because risk aversion naturally leads to a third strategic op-
tion, namely agents seeking market insurance as a means to transfer the financial
risk of uncertain future outcomes.

The question of market insurance for network security has attracted the at-
tention of practitioners, policy makers, and researchers who contributed to a
meanwhile sizable body of literature on cyber-insurance.

This paper, to the best of our knowledge for the first time, tries to merge
the two streams of research and formally analyzes security games with optional
market insurance. To do so, we extend the basic setup of security games with
complete information—except for the uncertainty of future states—by a utility
function with risk aversion. We discuss this case as an intermediate result before
we advance to the analysis of market insurance. The analysis here focuses on
the existence of an insurance market, an unanswered question that is relevant to
inform policy makers on endeavors to bootstrap a market for cyber-insurance for
their assumed positive effects on other frictions to network security not captured
by our present formal model, such as information asymmetries and negligence.

This paper is organized as follows: Section 2 recalls the broader context of
security games and cyber-insurance within the field of economics of information
security. Section 3 presents our model, which is then analyzed in Section 4. The
final Section 5 wraps up with discussion and conclusion.

2 Background

An increasing amount of evidence about the economic and technical underpin-
nings of cybercrime highlight the need for thorough security measures. A growing
number of specialized measurement studies demonstrate the professionalism of
miscreants concerning a variety of nefarious business models. For example, Holz
et al. [14] document the elicit trade with payment credentials that have been
previously stolen through keylogging malware. Even relatively benign activities
such as spam distribution now depend on sophisticated infrastructures existing
in the form of botnets and their command-and-control centers [15,21].

The devastating success of these threats frequently depends on interdepen-
dencies in computer networks that inhibit the deployment of effective counter-
measures. For example, botnets as vehicles behind almost all volume crime on
the internet can only exist because some nodes connected to the network apply
lower-than-optimal security standards. Similarly, for targeted attacks, a single
breach of a corporate perimeter may allow an attacker to harvest resources from
all machines located within its confines.

To better understand the implications of these interdependencies for individ-
ual defenders, Varian [22] conducted an analysis of system reliability within a
public goods game-theoretical framework. He discusses the best effort, weakest-
link, and total effort games, as originally analyzed by Hirshleifer [12]. In Varian’s
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model, security investments take the form of protection effort (e. g., patching
system vulnerabilities) where aggregate investments have a decreasing marginal
contribution to network security. Further, the security of an individual defender
depends on her own effort and on the contributions by all her peers.

Grossklags et al. extend this framework by treating security as a hybrid be-
tween public and private goods. This is highly interesting because the character-
istic as a public or private good is not only determined by the available technol-
ogy (i. e., its cost) and the architecture of the network (i. e., the functional form
of interdependencies). Moreover, individual agents decide strategically on how
to split their security investments between protection and self-insurance [7,8].
Self-insurance only affects the investing defender directly, and is consequently
a private good (e. g., having good backups). This is different to Ehrlich and
Becker’s [6] terminology, who use self-insurance to denote loss protection, i. e.,
reduction of the size of the loss, and protection to denote loss prevention, i. e., re-
duction of the probability of loss, without differentiating between characteristics
of private and public goods. In a more general setting without the distinction
between private and public components, both reduce to shifting probability mass
in the loss distribution function.1 Unlike Varian [22], Grossklags et al. [7] assume
both investment variables to have constant marginal impact across the range of
investment opportunities (subject to interdependencies).

Computer security research has been effective in contributing to a better
understanding of the uncertainties resulting from attackers’ actions. However,
this progress in measuring relevant parameters (e. g., attacker intent and attack
probabilities) is only partially helpful to understand responders’ actions. In par-
ticular, we need to have a better grasp of how these factors are perceived by
defenders and translated into investment decisions. From behavioral research, it
is well-understood that individuals exhibit different risk-coping mechanisms that
may depend on a variety of factors (e. g., the amount at stake). Unfortunately,
it is rarely the case that risk perception and resulting actions are perfectly in
congruence (i. e., risk neutrality).

In fact, for a wide variety of risk scenarios individuals’ actions demonstrate
risk aversion [11]. Under this behavioral assumption and in the presence of uncer-
tainty, the expected utility of wealth is less than the utility of expected wealth,
where the expectations are taken over all possible outcomes of the random fu-
ture state. To the best of our knowledge there exists no previous work that
studies risk-averse agents’ decision making in the presence of multiple security
investment options (i. e., protection and self-insurance).

In the absence of regulation, institutional behavior is typically more aligned
with risk-neutral decision-making, whereas individual decision makers’ actions
are typically consistent with risk-aversion. Risk aversion and contracts are the

1 The term self-insurance in the sense of loss protection has also been used by Böhme
and Kataria [4] in the context of cyber-insurance describing the option of a single
decision maker who operates a large number of computing resources to achieve risk
balancing within its own pool of resources rather than joining a risk pool on the
insurance market.
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only prerequisites for market insurance. More specifically, insurers are offering
contracts to risk-averse agents, the insureds.2 This risk-pooling should decrease
the variance of losses and thereby increase overall welfare [16].

In practice, a number of obstacles have prevented the market for cyber-
insurance from achieving maturity. Absence of reliable actuarial data to compute
insurance premiums, lack of awareness among decision-makers contributing to
too little demand, as well as legal and procedural hurdles have been identified
in the “first generation” of cyber-insurance literature until about 2005 [3]. The
latter aspect may cause frustration when claiming compensation for damages.
Further, entities considering insurance must undergo a series of often invasive se-
curity evaluation procedures, revealing their IT infrastructures and policies [1,9].
Meanwhile, witnessing thousands of vulnerabilities, millions of attacks, and sub-
stantial improvement in defining security standards and computer forensics calls
into question the validity of these factors to causally explain the lack of an insur-
ance market. Consequently, a “second generation” of cyber-insurance literature
emerged. Its authors link the market failure with fundamental properties of in-
formation technology, specifically correlated risk [2], information asymmetries
between insurers and insureds [20], and interdependencies [18,20]. So far, these
obstacles have been studied independent of the hybrid private–public good char-
acteristic of network security. Our contribution in this paper is to marry both
streams of research and characterize equilibria in a basic model of a security
game with market insurance. To keep things tractable, we do not consider cor-
related risk and we remain in a regime of complete information except for the
realization of future losses—see Böhme and Schwartz [5] for a discussion of the
validity and implications of these conventions.

3 Model

We devise a stylized game-theoretic model with the intention to focus on the
analysis of symmetric equilibria. Occam’s razor was adjusted to emphasize the
introduction of risk aversion and the option to obtain market insurance at en-
dogenous but fair premiums. To that end, defenders act as players, attackers as
nature, and insurers as mechanism, i. e., price-takers with perfect information
about the players’ actions.

3.1 Baseline Security Game

The baseline game includes neither risk aversion nor market insurance. Formally,
the base model from which we develop our security games has the following payoff
structure. Each of N ∈ N players has an initial wealth M0. If a given player is
2 There are situations where the purchase of insurance might serve as a strategic tool to

achieve another purpose. For example, insureds can more credibly threaten with risky
behaviors [17]. The purchase of insurance might also help to quell a stakeholder’s
fear, uncertainty, and doubt after a security breach. See, for example, banks’ offers
of identity theft insurance plans with a free trial period after large-scale data thefts.
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attacked and compromised successfully she faces a loss L. Attacks arrive with an
exogenous probability of p (0 ≤ p ≤ 1). Players have two security actions at their
disposition. Player i chooses a protection level 0 ≤ ei ≤ 1 and a self-insurance
level 0 ≤ si ≤ 1. Finally, b ≥ 0 and c ≥ 0 denote the unit cost of protection and
self-insurance, respectively.

The post-event wealth function has the following structure:

M1(si, ei; b, c, M0) = M0(1 − q · L · (1 − si) − bei − csi) (1)

where q ∈ {0, 1} is the realization of a random variable indicating loss (q = 1)
and no loss (q = 0). The probability of loss is endogenous and depends on the
probability of attack p scaled by the protection effort H(ei, e−i). H : R

N �→ [0, 1]
is a contribution function aggregating the protection efforts of player i and all
other players (denoted by suffix −i). H is monotonically increasing in all its
parameters, thereby ensuring that protection generates positive externalities. For
the analysis in this paper, we focus on the restricted case in which H describes
a weakest link externality, i.e. H(ei, e−i) = min{e1, . . . , eN}.

The final utility is mapped to the utility domain by u = U(M1). As the players
maximize expected utility, the combined payoff function of the baseline security
game is

E(ui) = p(1 − H(ei, e−i)) · U(M0(1 − L · (1 − si) − bei − csi))
+ (1 − p(1 − H(ei, e−i))) · U(M0(1 − bei − csi)). (2)

Post-event wealth is divided into two cases depending on whether a loss occurs
or not. In the bad case, new wealth is M1 = M0(1 − L · (1 − si) − bei − csi). In
the good case, new wealth is M1 = M0(1 − bei − csi).

3.2 Risk Aversion

Risk aversion is introduced by transforming wealth M1 to utility U(M1) using a
concave function of type CRRA3,

U(M) =

{
M1−σ

1−σ if σ > 0, σ �= 1
log(M) if σ = 1,

(3)

so that U ′(x) = x−σ. σ > 0 is the degree of risk aversion, an exogenous parameter
fixed to σ = 1 unless otherwise stated. The choice of the CRRA type is convenient
because it allows us to derive conclusions that are independent of the initial
wealth. This choice also follows established conventions in the cyber-insurance
literature (e. g., [2,20]), although CARA-type4 utility functions can be found as
well [18]. Other researchers are agnostic about the shape of the utility function
and just require concavity and twice differentiability [13].

3 CRRA = constant relative risk aversion [19].
4 CARA = constant absolute risk aversion.
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3.3 Market Insurance

By augmenting the baseline security game with optional market insurance, play-
ers will receive an insurance payment, 0 ≤ xi ≤ 1, when a security compromise
occurs and they have previously purchased insurance. We assume that agents
cannot be overcompensated for losses through a combination of self-insurance
and market insurance, i. e., xi + si ≤ 1. This reflects the principle of indemnity
prevalent in the insurance industry. The cost of market insurance, π, is per-
fectly related to the loss probability and the potential loss in a market with a
risk-neutral non-profit insurer who manages a pool of infinitely many homoge-
neous and independent risks, π = Lp · (1 − H(ei, e−i)). However, every realistic
(for-profit) insurer would require π > Lp · (1 − H(ei, e−i)).

In the presence of market insurance Equation 2 becomes:

E(ui) = p(1 − H(ei, e−i)) · U(M0(1 − L · (1 − si) − bei − csi + xi(1 − π)))
+ (1 − p(1 − H(ei, e−i))) · U(M0(1 − bei − csi − πxi)). (4)

Now, in the bad case, new wealth is M1 = M0(1−L·(1−si)−bei−csi−πxi+xi)).
In the good case, new wealth is M1 = M0(1 − bei − csi − πxi).

3.4 Simplifications

To keep the number of parameters manageable, we assume that b, c ≤ L = 1, and
that, since decisions made on the basis of a CRRA utility function are invariant
under multiplicative factors, M0 can be eliminated. Table 1 in the appendix
summarizes all symbols used in our model.

3.5 Payoff Dominance

Theorem 1. E[ui] is bounded above by max{1− b, 1− c, 1− π, 1− p}. Further-
more, the dominance is strict unless ei ∈ {0, 1}.
The theorem relies only on the affine structure of our wealth function, together
with U being increasing and concave up; a full proof is in the appendix. We
use this theorem to help isolate Nash equilibria. If the payoff of each player in
a homogeneous strategy achieves the maximizing bound from the theorem, we
may conclude that the strategy configuration is a Nash equilibrium.

Conversely, if a strategy configuration results in a utility for some player
not conforming to one of the outcomes from the theorem, the only way this
configuration can be an equilibrium is if at least one of the outcomes from the
theorem is not possible to achieve. This observation can be strengthened by the
following corollary.

Corollary 1. In any hybrid equilibrium where there is a non-zero partial pro-
tection investment, the utility of each player is strictly less than max{U(1 −
p), U(1 − b), U(1 − c), U(1 − π))}.

A proof of the corollary is also in the appendix.
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4 Analysis

4.1 Base Model

We begin by briefly reviewing the equilibrium results from the base model (see
[10]).

1. Protection equilibria
If b < p and b < c, then (ei, si) = (e0, 0) (protection at level e0) is a
symmetric Nash equilibrium for any e0 between p−c

p−b and 1.
2. Self-insurance equilibria

If c < p then (ei, si) = (0, 1) (full self-insurance) is a symmetric Nash equi-
librium.

3. Passivity equilibria
If p < c, then (ei, si) = (0, 0) (passivity) is a symmetric Nash equilibrium.

The above are the only symmetric Nash equilibria for this game. Note that
with the exception of partial protection equilibria, all equilibrium strategies are
corner strategies. Among all protection equilibrium strategies, the strategy in
which each player invests in full protection is Pareto-dominant.

4.2 Base Model with Risk Aversion

Incorporating risk aversion into the base model induces some changes. When the
risk-aversion is positive, players have a strong aversion to very low wealth. In
fact, for risk aversion coefficients σ ≥1, the prospect of having zero wealth results
in an infinitely negative utility.5 The consequence is that players are no longer
satisfied with any strategy in which there is the remote chance of obtaining a
non-positive wealth.

We find four distinct types of symmetric Nash equilibrium in the base model
supplemented by risk aversion, with σ = 1.

1. Full protection equilibria
If b < p and b < c, then (ei, si) = (1, 0) (full protection) is a symmetric Nash
equilibrium.

2. Full self-insurance equilibria
If c ≤ p then (ei, si) = (0, 1) (full self-insurance) is a symmetric Nash equi-
librium.

3. Partial self-insurance equilibria
If p < c, then (ei, si) =

(
0, p

c

)
(partial self-insurance at the indicated level)

is a symmetric Nash equilibrium.

5 For 0 < σ < 1 players’ utility at zero wealth is finite, but the derivative of utility
tends to infinity as wealth approaches zero, so players still have an infinite aversion
to retaining a non-positive wealth.
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4. Combined protection and self-insurance equilibria
If p ≤ c, there exists a sufficiently small b such that for any choice of e0 < 1−c

b ,

(ei, si) =
(
e0,

p(1−e0)
c + be0(c−p(1−e0))

c(1−c)

)
(partial protection with partial self-

insurance) is a symmetric Nash equilibrium.

An algebraic expression for the maximum b to make this work is difficult to
produce (and in fact may not exist), but the existence of b itself follows from the
utility function U being differentiable on positive inputs. In the resulting hybrid
equilibrium, every player would prefer to invest in full protection because the
cost is cheap, but due to the interdependencies inherent in the weakest link game,
the maximum investment in protection cannot be set unilaterally, so players are
forced to make up for the resulting probability of loss by obtaining self-insurance.
If the incentives are such that full self-insurance is desirable, then the incentive to
protect will not remain. But if incentives are such that only partial self-insurance
is desirable (and if b is sufficiently small), then the configuration with both types
of investments is an equilibrium.

Note that passivity is never an equilibrium for any σ ≥ 0, because in such cases
players have an infinitely-strong aversion to any non-zero chance of retaining zero
wealth.

4.3 Base Model with Risk Aversion and Market Insurance

When we incorporate market insurance, we arrive at more changes. The existence
of market insurance ensures that no partial self-insurance investment is optimal.
Such partial investments were only possible in the event p < c. But if p < c
and market insurance is available, then market insurance is always preferable
to self-insurance. Even if the reverse inequality holds, it is possible for market
insurance to be preferable to self-insurance if there is also a partial protection
investment.

1. Full market insurance
If p ≤ c then (ei, si, xi) = (0, 0, 1) (full market insurance) is a symmetric
Nash equilibrium.

2. Full self-insurance
If c ≤ p, then (ei, si, xi) = (0, 1, 0) (full self-insurance) is a symmetric Nash
equilibrium.

3. Full protection
If b ≤ min{c, p}, then (ei, si, xi) = (1, 0, 0) (full protection) is a symmetric
Nash equilibrium.

4. Partial market insurance and partial self-insurance
If c = p, then for any x0, s0 with s0 + x0 = 1, (ei, si, xi) = (0, s0, x0) is a
symmetric Nash equilibrium.

5. Partial protection and full market insurance
If b ≤ p and be0 + p(1 − e0) < c, then (ei, si, xi) = (e0, 0, 1) is a symmetric
Nash equilibrium.
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market
insurance

self-
insurance

protection

c = p

full market and
partial protection at
level e0 if b ≤ p and
be0 + p(1 − e0) < c

full if c ≤ pfull if b ≤ min{c, p}

impossible

full if p ≤ c

impossible

Fig. 1. Overview of feasible symmetric equilibria and corresponding conditions

The last case illustrates an instance in which the availability of market in-
surance has a positive effect on protection investment. In the same parameter
configuration without availability of market insurance, individuals would instead
be forced to turn to self-insurance to mitigate against the existing risk. If the
additional (compatible) condition c < p is added, then the incentive structure
is such that players would prefer to defect to a full self-insurance strategy, and
neglect any protection investment.

Figure 1 shows the equilibrium conditions for the case with risk aversion and
market insurance.

5 Discussion

In the base model, we find that agents can only with difficulty coordinate on an
equilibrium with full protection effort. In particular, the availability of alterna-
tive prevention equilibria at e0 < 1 may function to disincentivize defenders to
have faith in successful collective preventive actions. As a result, mitigation in
the form of full self-insurance may appear more appealing. As risk-neutral deci-
sion makers, the agents refrain from security investments when the costs exceed
potential losses (see passivity region in Figure 2.a).

Introducing risk aversion for the defender population serves to eliminate the
inefficient partial protection equilibria. Further, complete inaction in the form of
passivity equilibria disappears. Risk-averse decision makers are willing to invest
in security measures costing more than expected losses (see equilibrium strategies
for values larger than pL = p = 0.5 in Figure 2.b). For example, agents may
select a partial self-insurance investment at a fixed level (i. e., p

c ) when the cost
of self-insurance exceeds expected losses.
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Fig. 3. Symmetric equilibria in the (b, c)-plane for different probabilities of attack with
risk aversion and market insurance
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In contrast to the base model, we find that equilibria with a joint investment
in protection and self-insurance may exist. These outcomes are a more adequate
description of reality where a joint defense consisting of prevention and mitiga-
tion is common.

The equilibrium conditions including the market insurance option are depicted
in Figures 3.a and 3.b. The presence of this third defense strategy serves to clarify
the boundaries between the three different defense options. That is, for the most
part specific parameter values directly dictate the optimal strategy. Full market
insurance, full self-insurance and full protection split the parameter space. How-
ever, we observe a hybrid strategy with complementary full market insurance and
partial protection investments competing with the full protection equilibrium.
Our analysis finds that the hybrid option is payoff-inferior, but might neverthe-
less be chosen for managerial reasons or inherent unpredictabilities of protection
options. Otherwise, full market insurance should only be selected when it is
cheaper than both alternative options.

On a more abstract level, our analysis of security games with market insurance
can be summarized in three key observations. First, market insurance equilibria
exist, and all of them involve full insurance coverage. Second, market insurance
is more prevalent for risks with small probability of occurrence. Third, (full)
market insurance is a substitute for (expensive) self-insurance technologies, but
complementary to (partial and cheap) protection mechanisms.

This leads us to the discussion of limitations of our model and possible exten-
sions. The observation that market insurance responds in a complex manner to
the relative cost of protection and self-insurance suggests further investigations
are fruitful to account for non-linear cost functions. I.e., protection and self-
insurance are likely to exhibit decreasing marginal returns in several scenarios
— unlike market insurance which scales linearly as long as the risk is small (and
uncorrelated) relative to the pool. The combined equilibrium of partial protec-
tion and full market insurance depends on the assumption that the insurer has
perfect information about the insureds’ protection efforts. If this assumption is
relaxed, the arguments made by Shetty et al. for the case without self-insurance
must be adapted to our security game [20].

Further investigations are needed for the case when insurers charge a strictly
positive markup. This will introduce a “gap” of partial market and self-insurance
and push the region with full market insurance further to the upper-right cor-
ner in Fig. 3. Strictly positive markups are more realistic for various reasons:
insurance markets are not fully competitive, regulation requires insurers to be
risk-averse, and network risks are often not only independent but correlated as
well [5]. Risk correlation leads to longer right tails in the cumulative loss dis-
tribution and requires risk-averse insurers to set aside additional safety capital.
The cost of this capital has to be added to the fair insurance premium.

To sum up, this paper closes a research gap by modeling network security
investments that account for the choice between the hybrid goods of collective
protection and individual mitigation and externally provided market insurance.
To this end, we have characterized the equilibria of security games with risk
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aversion, and security games with risk aversion and market insurance. Overall,
as several equilibria with full market insurance exist, market insurance has a
place in security games. Moreover, it seems that the missing market problem for
cyber-insurance is at least not exacerbated if the agents have a choice between
protection and self-insurance.
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Appendix

Table 1. List of Symbols

Symbol Type Meaning Constraints

b parameter cost of protection 0 < b ≤ 1
c parameter cost of self-insurance 0 < c ≤ 1
ei choice variable level of player i’s protection
E operator expected value (over loss realization)
H function protection contribution function
L constant size of the loss L = 1

M0 constant initial wealth eliminated
M1 variable ex-post wealth
N parameter number of players N > 1
p parameter probability of loss
π variable cost of market insurance
q random variable realization of the loss q ∈ {0, 1}
si choice variable level of player i’s self-insurance si + xi ≤ 1
σ parameter risk aversion σ ≥ 0
ui variable player i’s utility
U function utility function
xi choice variable level of player i’s market insurance si + xi ≤ 1
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A Proof of Theorem 1

Proof. Assume that player strategies comprise a symmetric Nash equilibrium.
Let e, s, x be the homogeneous protection, self-insurance, and market insurance
investments, respectively. Then, we can write the expected utility of player i as

E[ui] = p(1−e) · U(s+x−be−cs− πx)) + (1 − p(1 − e)) · U(1 − be − cs − πx)
≤ U(p(1 − e) · (s+ x−be− cs − πx))+ (1− p(1− e)) · (1 − be − cs − πx))
= U(p(1 − e)(s + x) + p(1 − e)(−be − cs − πx)
+ (1 − p(1 − e) + (1 − p(1 − e))(−be − cs − πx))
= U(p(1 − e)(s + x) + (−be − cs − πx) + 1 − p(1 − e))
= U(ps + px − pes − pex − be − cs − πx + 1 − p + pe)
= U(1 − p + e(p − b) + x(p − π) + s(p − c) − ep(s + x)).

Since U is increasing we can maximize the last formula in the derivation above
by choosing e, s, x to maximize the quantity inside the U function.

Excluding the last term, that formula is linear; and the last term is strictly
negative whenever at least one of e or s + x is positive. So the choice if e, s, x to
maximize the formula can be easily determined from min{p, b, c, π} – namely, we
choose (e, s, x) = (0, 0, 0) if p is the minimum, resulting in utility U(1 − p); we
choose (e, s, x) = (1, 0, 0) if b is the smallest, obtaining utility U(1−b); we choose
(e, s, x) = (0, 1, 0) if c is the least obtaining utility U(1 − c); and if π is the min
we choose (e, s, x) = (0, 0, 1), obtaining utility U(1 − π). If there are equalities
among terms, then the proper choice of e, s, x to maximize the formula is not
uniquely determined, but there is nothing about equality that would change the
final utility. We conclude that for any choice of e, s, x, the expected utility of
each player E[ui] cannot exceed max{U(1 − p), U(1 − b), U(1 − c), U(1 − π)}.

For the strictness result, observe that the inequality in the second step follows
from the fact that U is concave down. The only time that inequality is an equality
is when one of the scaling factors p(1 − e) or 1 − p(1 − e) is zero. Since we have
assumed p > 0, the only way to have equality is if e ∈ {0, 1}.

B Proof of Corollary 1

Proof. For the corollary, we first note that in any hybrid equilibrium in which
there is a partial protection investment, we must necessarily have min{b, p} <
min{c, π}. Otherwise, any player could unilaterally make an investment in full
self-insurance or full market insurance and achieve the maximum bound from the
theorem, which would necessarily be an improvement due to the strict inequality.
Hence one of p or b minimizes {p, b, c, π}. If p ≤ b, then setting e > 1 results in
the final term in the derivation above being less than U(1 − p). On the other
hand, if b ≤ p, then any investment e < 1 results in a final term in the above
derivation being strictly less than U(1 − b). [Investment in s or x (assuming
s + x ≤ 1) cannot make up for this, because the last term in the last formula
subtracts the advantage gained from the protection investment].
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