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Preface

This volume contains a selection of the papers accepted for oral presentation
at the 14th Conference of the Spanish Association for Artificial Intelligence
(CAEPIA 2011), held in La Laguna (Canary Islands, Spain), November 7–11,
2011. This was the 14th biennial conference in the CAEPIA series, which was
started back in 1985. Previous editions took place in Madrid, Alicante, Málaga,
Murcia, Gijón, Donostia, Santiago de Compostela, Salamanca and Seville.

CAEPIA 2011 included all the scientific events and activities of big confer-
ences. The scientific program consisted of technical presentations of accepted
papers. We also had three renowned keynote speakers, J.L. Verdegay (Univer-
sity of Granada, Spain), T. Mitchell (Carnegie Mellon University, USA) and
M.A. Vila Miranda (University of Granada, Spain), who gave impressive ple-
nary talks. The conference also featured seven workshops on different hot topics
of the field. Three two-hour tutorials were offered in the conference to introduce
the audience to advanced topics in artificial intelligence. Finally, we would like
to highlight the doctoral consortium, an informal forum where the PhD students
present their work and senior researchers give them feedback.

With the permanent goal of making CAEPIA a high-quality conference, and
following the model of current demanding AI conferences, we organized the re-
view process for CAEPIA papers in the following way. The Scientific Committee
was structured in two levels. At the first level we distributed the AI knowledge
in 10 areas and named a Track Chair for each one. These Track Chairs are
well-known members of the AI community affiliated to Spanish and non-Spanish
universities and research centers. Secondly, there was a Program Committee
consisting of almost 100 members (30 non-Spanish institutions). Each paper
was assigned to three Program Committee members, who made the reviews (fol-
lowing the double-blind model), and to the Track Chair, who supervised these
reviews. On the basis of the reviews, the Track Chairs took the final decision
about the papers.

We received 149 submissions. After the review process, only 50 papers were
accepted and selected to be published in this volume. We would like to acknowl-
edge the work done by the Scientific Committee members in the review and
discussion of the submissions, and by the authors to improve the quality of AI
research. We would also like to thank the invited speakers and the professors
in charge of the tutorials for their participation in the conference. Last but not
least, we would like to thank the Organizing Committee members for their hard
work, the University of La Laguna, our sponsors and AEPIA for their support.

August 2011 Jose A. Lozano
José A. Gámez
José A. Moreno
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Spain
Enrique Herrera-Viedma, Spain
Filiberto Pla, Spain
Grzegorz J. Nalepa, Poland
Hector Geffner, Spain
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Juan José del Coz, Spain
Juan Manuel Corchado, Spain
Juan Manuel Fernández, Spain
Juan Manuel Molina, Spain
Juan Pavón, Spain
Kishan Mehrotra, USA
L. Enrique Sucar, Mexico
Lawrence Mandow, Spain

Lluis Godo, Spain
Luciano Sánchez, Spain
Luis Castillo, Spain
Luis de la Ossa, Spain
Luis M. de Campos, Spain
Luis Magdalena, Spain
Marc Esteva, Spain
Marcello Federico, Italy
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Javier Morales, Maite López-Sánchez, and Marc Esteva

A Multi-agent System for Incident Management Solutions on IT
Infrastructures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Elena Sánchez-Nielsen, Antonio Padrón-Ferrer, and
Francisco Marreo-Estévez
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Evaluating a Reinforcement Learning Algorithm

with a General Intelligence Test

Javier Insa-Cabrera1, David L. Dowe2, and José Hernández-Orallo1

1 DSIC, Universitat Politècnica de València, Spain
{jinsa,jorallo}@dsic.upv.es

2 Clayton School of Information Technology, Monash University, Australia
david.dowe@monash.edu

Abstract. In this paper we apply the recent notion of anytime universal
intelligence tests to the evaluation of a popular reinforcement learning
algorithm, Q-learning. We show that a general approach to intelligence
evaluation of AI algorithms is feasible. This top-down (theory-derived)
approach is based on a generation of environments under a Solomonoff
universal distribution instead of using a pre-defined set of specific tasks,
such as mazes, problem repositories, etc. This first application of a gen-
eral intelligence test to a reinforcement learning algorithm brings us to
the issue of task-specific vs. general AI agents. This, in turn, suggests new
avenues for AI agent evaluation and AI competitions, and also conveys
some further insights about the performance of specific algorithms.

1 Introduction

In order to evaluate progress in AI, intelligence and performance tests are crucial.
We know about many AI competitions held in many different realms (learning,
planning, robotics, games, ...). Most of them, however, are just constructed as a
set of specific tasks. While many of these competitions modify and extend the
set of tasks each year in order to cover a broader view of the field and avoid
competition-specialisation, the information which is obtained from these com-
petitions is still limited. Winners are frequently the teams which have devoted
more time understanding the nuts and bolts of the competition and to (corre-
spondingly) tuning their algorithms for the tasks. Also, the ‘complexity’ of each
task is always quantified or estimated in an informal or ad-hoc way, so it is very
difficult to compare results across different algorithms and competitions.

An alternative proposal for intelligence and performance evaluation is based
on the notion of universal distribution [12] and the related algorithmic infor-
mation theory (a.k.a. Kolmogorov complexity) [10]. Note that any universal
distribution does not assign the same probability to all objects (which would be
0, since there are infinitely many), but it gives higher probability to objects with
smaller descriptions. Using this theory, we can define a universal distribution of
tasks for a given AI realm, and sort them according to their (objective) complex-
ity. Some early works have developed these ideas to construct intelligence tests.

J.A. Lozano, J.A. Gámez, and J.A. Moreno (Eds.): CAEPIA 2011, LNAI 7023, pp. 1–11, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 J. Insa-Cabrera, D.L. Dowe, and J. Hernández-Orallo

First, [1] suggested the introduction of inductive inference problems in a some-
how induction-enhanced or compression-enhanced Turing Test [15]. Second, [3]
derived intelligence tests (C-tests) as sets of sequence prediction problems which
were generated by a universal distribution, and the result (the intelligence of
the agent) was a sum of performances for a range of problems of increasing
complexity. The complexity of each sequence was derived from its Kolmogorov
complexity (a Levin variant was used). This kind of problem (discrete sequence
prediction), although typical in IQ tests, is a narrow AI realm. In fact, [11]
showed that relatively simple algorithms could score well at IQ tests (and, as a
consequence, at C-tests). In [3] the suggestion of using interactive tasks where
“rewards and penalties could be used instead” was made. Later, Legg and Hut-
ter (e.g. [7],[8]) gave a precise definition to the term “Universal Intelligence”, as
a sum (or weighted average) of performances in all the possible environments.
Environments are understood as is custom in reinforcement learning. However,
in order to make the extension from (static) sequences to (dynamic) environ-
ments, several issues had to be solved first. In [6], the problem of finding a finite
sample of environments and sessions is addressed, as well as approximations to
Kolmogorov complexity, the inclusion of time, and the proper aggregation of
rewards. The theory, however, has not been applied in the form of a real test, to
evaluate artificial and biological agents. This is the goal of our paper.

Since these recent approaches are constructed over a reinforcement learning
(RL) setting, it seems natural to start evaluating RL algorithms. In fact, RL
[14][20] is a proper and general setting to define and analyse learning agents
which interact with an environment through the use of observations, actions
and rewards. Hence, RL is not strictly limited to AI agents; non-human animals
and humans can be understood in this setting, most especially in the context of
evaluation. When trying to pick up a ‘representative’ algorithm to start with, we
face a difficult issue, since there is a vast amount of literature on RL algorithms.
According to [20], the three most influential algorithms are Temporal Difference
(TD) Learning , adaptive Actor-Critics and Q-learning [17]. Here we choose Q-
learning and we evaluate it in terms of the theory given in [6] and an environment
class defined in [4]. We present here a first implementation of the tests and we
evaluate Q-learning using these tests. The use of a general intelligence test for
Q-learning provides some interesting insights into how RL algorithms could be
evaluated (with a general intelligence test) and also into the viability of the test
as a general intelligence test for AI.

The paper is organised as follows. Section 2 briefly describes the theory pre-
sented in [6] and the environment class introduced in [4]. Section 3 gives some
details on the implementation of the tests, and introduces the types of agents
we will evaluate with the test. The next sections perform an experimental eval-
uation, using a simple example first (section 4), showing the basic experimental
results and their relation to complexity (section 5). Section 6 follows with a
discussion of the results and related work, and section 7 closes the paper.
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2 An Environment Class for a Universal Intelligence Test

Effective testing and evaluation of an individual’s ability requires an accurate
choice of items in such a way that the tests are discriminative and quantify the
capability to be measured. Measuring (machine) intelligence is not different. [6]
presents the first general and feasible setting to construct an intelligence test
which claims to be valid for both artificial intelligent systems and biological sys-
tems, of any intelligence degree and of any speed. The test is not anthropomor-
phic, is gradual, is anytime and is exclusively based on computational notions,
such as Kolmogorov complexity. And it is also meaningful, since it averages the
capability of succeeding in different environments. The notion of environment is
similar to the general notion which is used in reinforcement learning - by using
actions, rewards and observations. The key idea is to order all the possible envi-
ronments by their Kolmogorov complexity and use this ordering to make samples
and construct adaptive tests that can be used to evaluate the intelligence of any
kind of agent. The test configures a new paradigm for intelligence measurement
which dramatically differs from the current task-oriented and ad-hoc measure-
ment used both in artificial intelligence and psychometrics.

One of the key issues in the previous test is the use of discriminative envi-
ronments only. That means that environments which may lead to dead-ends,
are too slow, or that only allow a few interactions with the agent are ruled out.
Additionally, a selection of the remaining environments must be done according
to a sample of all the (infinitely many) possible environments. The choice of an
unbiased probability distribution to make the sample is then crucial.

As a consequence, the choice of a proper environment class is a crucial issue.
The more general the environment class, the better. This is what [4] attempts,
a hopefully unbiased environment class (called Λ) with spaces and agents with
universal descriptive (Turing-complete) power. Basically, the environment class
Λ considers a space as a graph of cells (nodes) and actions (vertices). Objects
and agents can be introduced using Turing-complete languages to generate their
movements. The environment class can be summarised as follows:

– Space (Cells and Actions): The space is defined as a directed labelled graph,
where each node represents a cell, and arrows represent actions. The topology
of the space can vary, since it is defined by a randomly-generated set of rules
(using a geometric distribution with p = 1/2). The graph is selected to be
strongly connected (all cells are reachable from any other cell).

– Agents: Cells can contain agents. Agents can act deterministically (or not)
and can be reactive to other agents. Agents perform one action at each
interaction of the environment. Every environment must include at least
three agents: the evaluated agent, and two special agents Good and Evil.

– Observations and Actions: Actions allow the evaluated agent (and other
agents) to move in the space. Observations show the cell contents.

– Rewards: rewards are generated by means of the two special agents Good
and Evil, which leave rewards in the cells they visit. Rewards are rational
numbers in the interval [−1, 1]. Good and Evil have the same pattern for
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behaviour except for the sign of the reward (+ for Good, − for Evil). This
makes Good and Evil symmetric, which ensures that the environment is
balanced (random agents score 0 on average) [6]. Good and Evil are initially
placed randomly in different cells (and they cannot share a cell).

For the space (the graph) and also for the behaviour of all the agents, a Turing-
complete language based on rewriting rules (Markov algorithms) is proposed.

The environment class Λ is shown in [4] to have two relevant properties for
a performance test: (1) their environments are always balanced, and (2) their
environments are reward-sensitive (there is no sequence of actions such that the
agent can be stuck in a heaven or hell situation, where rewards are independent of
what the agent may do). As argued in [6], these two properties are very important
for the environments to be discriminative and comparable (and hence the results
being properly aggregated into a single performance or intelligence score). No
other properties are imposed, such as (e.g.) environments being Markov processes
or being ergodic.

Several interfaces have been defined so that we can test biological subjects
and machines. In this paper we will focus on evaluating machine algorithms. For
more details of the environment class Λ, see [4].

3 Implementation and Evaluated Agents

Following the definition of the environment class Λ, we generate each environ-
ment as follows. Spaces are generated by first determining the number of cells
nc, which is given by a number between 2 and 9, using a geometric distribution
(i.e. prob(n) = 2−n, and normalising to sum up to 1). Similarly, the number
of actions na is defined with a geometric distribution between 2 and nc. Both
cells and actions are indexed with natural numbers. There is a special action 0
which connects every cell with itself (i.e., to stay at the cell). The connections
between cells are determined using a uniform distribution for each cell, among
the possible actions and cells. We consider the possibility that some actions do
not lead to any cell. These actions have no effect. A cell which is accessible from
another cell (using one action) is called a ‘neighbouring’ or adjacent cell. An
example of a randomly generated space can be shown in Fig. 1.

Fig. 1. A space with 8 cells and 4 actions (a0, a1, a2, a3). Reflexive action a0 not shown.
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The number of cells and actions is, of course, related to the complexity of the
space, but not monotonically related to its Kolmogorov complexity (or a com-
putable variant such as Levin’s Kt [9]). Nonetheless, most of the actual grading
of environments comes from the behaviour of Good and Evil. The sequence of
actions for Good and Evil is defined by using a uniform distribution for each
element in the sequence, and a geometric distribution (p = 1/100) to determine
whether to stop the sequence, by using a probability of stopping (pstop). An
example of a sequence for the space in Fig. 1 is 203210200, which means the
execution of actions a2, a0, a3, a2, etc. If Good is placed at cell c5, the pattern
will lead it (via a2) to c6 in the next step, since it starts with ‘2’. The agents
Good and Evil take one action from the sequence and execute it for each step
in the system. When the actions are exhausted, the sequence is started all over
again. If an action is not allowed at a particular cell, the agent does not move.

Given a single environment, evaluation is performed in the following way.
Initially, each agent is randomly (using a uniform distribution) placed in a cell.
Then, we let Good, Evil, the evaluated agent and any other agents in the space
interact for a certain number of steps. We call this a session. For a session we
average the rewards, so giving a score of the agent in the environment.

Although [4] suggests a partially-observable interface, here we will make it
fully-observable, i.e., the agents will be able to see all the cells, actions and
contents. Rewards are not part of the observation and hence are not shown.

And now we present the agents we will evaluate.

– Random: a random agent is just an agent which chooses randomly among
the available actions using a uniform distribution.

– Trivial Follower: this is an agent which looks at the neighbouring cells to
see whether Good is in one of them. If it finds it, then it moves to that cell.
Otherwise, trying to avoid Evil it makes a random move.

– Oracle: this agent ‘foresees’ the cell where Good will be at the next step
and if this cell is one of the neighbouring cells then it moves to that cell.
Otherwise, it goes to the adjacent cell that, in the next iteration, will have
the highest reward. Even though the ‘oracle’ has a sneaky advantage over the
rest of the agents, it is not an ‘optimal’ agent, since it only foresees one-step
movements, and this may be a bad policy occasionally.

– Q-learning: this is an off-the-shelf implementation of Q-learning, as explained
in [17] and [14]. We use the description of cell contents as a state. Q-learning
has two classical parameters: learning rate α and discount factor γ.

The choice of Q-learning as an example of a reinforcement learning algorithm
is, of course, one of many possible choices, from a range of other RL algorithms
from the same or different families. The reason is deliberate because we want
a standard algorithm to be evaluated first, and, most especially, because we do
not want to evaluate (at the moment) very specialised algorithms for ergodic
environments or algorithms with better computational properties (e.g. delayed
Q-learning [13] would be a better option if speed were an issue).

The parameters for Q-learning are α = 0.05, γ = 0.35. The elements in
the Q matrix are set to 2.0 initially (rewards range from −1 to 1, but they are
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normalised between 0 to 2 to always be positive in the Q matrix). The parameters
have been chosen for the set of experiments in this paper by trying 20 consecutive
values for α and γ between 0 and 1. These 20 x 20 = 400 combinations have been
evaluated for 1,000 sessions each using random environments.So the parameters
have been chosen to be optimal for the set of experiments included in this paper.

4 A Simple Example

Given the description of how environments are generated we will show how the
previous agents perform in a single environment. The environment is based on
the space in Fig. 1 and the following sequence for Good and Evil: 203210200.
The number of steps (iterations) has been set to 10,000.
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Fig. 2. Results for a simple environment over the 8-cell space in Fig. 1 and the sequences
of actions that Good and Evil will follow: 203210200

The results of average reward for the several types of agents seen in fig. 2
show that initially the average reward has great fluctuations for the four types of
agents. The random agent soon converges to its expected average reward, which
is 0. The trivial follower is only able to score close to 0.5. In this environment
and pattern, following Good is a good policy, but only to some extent. The oracle
converges to a value around 0.83. As mentioned above, the oracle is near-optimal,
and in many environments it will not reach a value of 1, but just a good value.
Q-learning results in a slow convergence to a value of around 0.625. Although
slow, in this case we see that it outperforms the trivial follower in the end.

Nonetheless, these results are only given for one particular environment. The
following sections perform a battery of experiments which try to obtain some
conclusions about the general behaviour of these agents.

5 Experiments

In this section we maintain the parameters and settings described in previous
sections but now we average the results over many environments. In particular,
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we choose 100 environments of 3 cells and 100 environments of 9 cells, which
allow us to summarise the results for a range of cells between 3 and 9. Each en-
vironment has a random generation of the topology and a random generation of
the sequence for Good and Evil as described above. The probability of stopping
pstop, which controls the size of the pattern, is set to 1/100.
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Fig. 3. Results for 100 environments. Left: 3 cells. Right: 9 cells.

The results are shown in Fig. 3. From these figures we get a general picture
which is consistent with the single example shown above. Now we do not see
fluctuations, since these are average results for 100 experiments each. We see
that once contact is made with Good, then the policy is to follow it (somehow
unsuccessfully for the trivial follower and very successfully for the ’tricky’ oracle).
Q-learning is able to surpass the trivial follower (by taking advantage of the
pattern for Good and Evil) but just after a slow convergence, which is slower
the higher the number of cells is, as expected.

We analyse the effect of complexity. In Fig. 4, we show the reward results
of the four algorithms after 10,000 iterations compared to the ‘complexity’ of
the environment. In order to approximate this complexity, we use the size of
the compression of the description of the space (which obviously depends on the
number of cells and actions), denoted by S, and the description of the pattern
for Good and Evil, denoted by P . More formally, given an environment μ, we
approximate its (Kolmogorov) complexity, denoted by Kapprox, as follows:

Kapprox = LZ(concat(S, P )) × |P |
For instance, if the 8-cell 4-action space seen in Fig. 1 is coded by the follow-
ing string S = “12+3----- | 12+++++3----- | 1-2------3++ | 1-----2++++++3-

| 12+3++++++ | 1-----23------- | 1++++++2-------3++ | 1----2+++3+” and the
pattern for Good and Evil is described by P = “203210200”, we concatenate both
strings (total length 119) and compress the string (we use the ‘gzip’ method
given by the memCompress function in R, a GNU project implementation of
Lempel-Ziv coding). The length of the compressed string in this case is 60.
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Fig. 4. Results after 10,000 iterations compared to the complexity of the environment.
Left: 100 environments with 9 cells. Right: 300 environments with (3, 6, 9) of cells.

We see that the random agent, the oracle and the trivial follower are barely
affected by complexity. On the contrary, Q-learning shows a significant decrease
in performance as long as complexity is increased.

6 Discussion and Related Work

The experiments shown in previous sections portray a view about how an imple-
mentation of the intelligence test introduced in [6] using the environment class
Λ presented in [4] can be used to evaluate AI systems. Although the implemen-
tation has used several approximations and simplifications, we show that the
theory works in capturing the essence of task complexity independently of the
particular AI application or AI system to be evaluated.

Naturally, the application to the evaluation of RL systems is much more
straightforward than other AI systems, since the test framework and reinforce-
ment learning are based on the notion of interacting with an environment through
observations, actions and rewards. Nonetheless, we think that most (if not all)
tasks and areas in AI can be re-framed using this framework. In fact, in the pre-
vious tests, we have not made any single decision to favour or to specialise for
any kind of learning algorithm or agent technology. Environment complexity is
based on an approximation of Kolmogorov complexity, and not on an arbitrary
set of tasks or problems. Consequently, our notion of complexity is not based
on the idea of aliasing, Markov property, number of states, dimension, etc. Of
course, all these issues are related to the notion of complexity, but we do not
restrict to any subset of problems, or any notion of convergence, computational
class, etc. Originally, the test just aims at using a Turing-complete environment
generator, and it is the grading given by its (Kolmogorov) complexity which
allows us to aggregate the performance obtained in each environment.

It is important to compare this approach to the traditional approach in artifi-
cial intelligence. There are some works on the evaluation of problem complexity
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and also many AI competitions. For instance, Zatuchna and Bagnall [21] anal-
yse mazes used in research in the last two decades, develop a specific measure
of “complexity”, and try to determine which kind of learning agents behave
best depending on the complexity, by also using a specific measure of perfor-
mance (based on correctness, convergence, and memory). Extensive works, such
as Zatuchna and Bagnall’s paper, are not frequent (because they require an enor-
mous amount of work), but they are crucial for the real evaluation of progress
in artificial intelligence. In our opinion, these evaluation works would be much
more productive if they could be standardised under a grounded and common
measurement of performance using the theory presented in [6]. In fact, what we
have done here for reinforcement learning could also be restricted to ‘mazes’,
using a proper environment class only representing mazes. Other areas such as
multi-agent environments [18] could be adapted as well.

AI competitions are also a typical approach to evaluating progress in AI, such
as, e.g., the AAAI General Game Playing Competition [2], or the RL-competition
[19]. The latter is the closest approach to what we have done here. The RL-
competition consists of several tasks for several domains. It is, in fact, several
RL-competitions, one for each domain. Some environments are very specific.
Others are a little bit more general, such as ‘polyathlon’, a set of ‘normalised’
classic and new reinforcement learning problems that look identical in terms of
their task specification, so that the agent is not able to ‘identify’ which task
it faces. This bottom-up approach is valuable, but we think that our top-down
(theory-derived) approach is much more general and able to evaluate any kind
of RL (or AI) agent without the risk of having systems specialised to it.

7 Conclusions

The goal of the paper was not to analyse some well-known properties of Q-
learning (such as convergence, state overloading, etc.) – nor to designate a ‘win-
ning’ algorithm. The goal of the paper, rather, was to show that a top-down
(theory-derived) approach for evaluating AI agents can work in practice. We
have used an implementation of [6] to evaluate Q-learning, as a typical off-the-
shelf algorithm. We have seen the (inverse) relation of Q-learning performance
with environment complexity. No restrictions about aliasing problems, partial
observability, number of states, Markov properties, etc., are made here. As a
direct application, several AI competitions and evaluation repositories could be
defined using appropriate environment classes. The evolution of different algo-
rithms with respect to the environment complexity would be one key feature to
examine and a better indicator of progress in AI.

There is, of course, much work ahead. One clear area for future work is the
evaluation of other reinforcement learning algorithms and the analysis of the
parameters in all these algorithms (including Q-learning). In order to do this,
we plan to integrate our system into the RL-glue architecture, so we could easily
apply our tests to many existing RL algorithms already implemented for the
RL-glue platform. One algorithm we want to evaluate soon is a Monte Carlo ap-
proximation to AIXI [16], which is showing impressive learning performance on
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complex tasks and, interestingly, is based on ideas derived from Solomonoff pre-
diction and Kolmogorov complexity. Another line for future work is to progress
on a new version of the implementation of the test which could be more adherent
to its full specification, by using better Turing-complete environment generators
and better approximations for complexity. In this context, the implementation
of the anytime version of the test in [6] (using the aggregation introduced in
[5]) would also allow us to compare algorithms using efficiency as an important
factor of the performance of the algorithms.

Finally, using our tests for humans and (non-human) animals will also be a
very important source of information to see whether this top-down approach for
measuring performance and intelligence can become mainstream in AI.
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Abstract. Humans usually use information about previous experiences to solve
new problems. Following this principle, we propose an approach to enhance
a multi-agent system by including an authority that generates new regulations
whenever new conflicts arise. The authority uses a unsupervised version of clas-
sical Case-Based Reasoning to learn from previous similar situations and gener-
ate regulations that solve the new problem. The scenario used to illustrate and
evaluate our proposal is a simulated traffic intersection where agents are travel-
ing cars. A traffic authority observes the scenario and generates new regulations
when collisions or heavy traffic are detected. At each simulation step, applicable
regulations are evaluated in terms of their effectiveness and necessity in order to
generate a set of regulations that, if followed, improve system performance. Em-
pirical evaluation shows that the traffic authority succeeds in avoiding conflicting
situations by automatically generating a reduced set of traffic rules.

1 Introduction

In any society, composed by humans or software agents, individuals continuously inter-
act among them, and sometimes conflicts raise naturally. It has been proven that regu-
lations are useful to enhance the urning of societies by regulating individual’s behavior
and by solving conflictive situations. For instance, within juridical contexts, humans
have developed Jurisprudence as the theory and philosophy of law, which tries to obtain
a deeper understanding of general issues such as the nature of law, of legal reasoning,
or of legal institutions 1. Within it, Normative Jurisprudence tries to answer questions
such as ”What sorts of acts should be punished?”. In the Anglo-American juridical
system, when a new conflict arises it is usual to gather information about similar cases
that where solved in the past to solve the current problem. Furthermore, when humans
solve a new problem, sometimes they generate regulations in order to avoid that prob-
lem in the future. MAS societies, like human societies, can be enhanced by including
specific regulations that promote a desired system’s behavior. However, there are some
key questions: “When to generate new regulations?”, “How to generate them?” and
“How to know if the generated set of norms is correct?”.

1 Jurisprudence definition extracted from Black’s Law Dictionary:
http://www.blackslawdictionary.com

J.A. Lozano, J.A. Gámez, and J.A. Moreno (Eds.): CAEPIA 2011, LNAI 7023, pp. 12–21, 2011.
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In a previous work [9] we answered these questions by proposing a computational
mechanism that generates norms with the aim to improve the performance of the sys-
tem. The aim of this paper is to present the resulting norm life cycle that defines the
creation, maturing and establishment of sets of norms, as well as a more complete set
of experiments.

2 Related Work

Research on norms in MAS is quite an active area. Campos et al. [4] have proposed
norm adaptation methods to specific network scenarios; Boella and van der Torre have
done relevant contributions [2] in norm characterization. Savarimuthu et al. [10], Grif-
fiths and Luck [6], as well as Kota. et al. [8] work on norm emergence. Within this area,
norm generation has been studied less frequently. Shoham and Tennenholtz [11] focus
on norm synthesis by considering a state transition system: they explore the state-space
enumeration and state it is NP-complete through a reduction to 3-SAT. Similarly, Hoek
et al. [7] synthesize social laws as a model checking problem –again NP-Complete–
that requires a complete action-based alternative transition system representation. Fol-
lowing this work, Agotnes and Wooldridge [1] extend the model by taking into account
both the implementation costs of social laws and multiple (possibly conflicting) design
objectives with different priorities. In this setting, the design of social laws becomes
an optimization problem. Our approach does not explore the complete search space. In-
stead, we just explore a small portion of the search space by just expanding encountered
conflictive states. Moreover, CBR has the advantage that, although cases are meant to
cover the entire search space, they do not need to be exhaustive, since they can be
representatives of a set of similar problems requiring similar solutions. Furthermore,
our approach generates norms at run-time. This has the additional advantage of being
able to regulate situations that may not be foreseeable at design-time. CBR allows the
application to a wide range of domains, in particular to those where (i) experiences
can be continuously gathered and evaluated, and where (ii) similar social situations re-
quire similar regulations (i.e., the continuity solution assumption). Within the MAS area
Multi-Agent Reinforcement Leaning [3] is quite widely used for individual agent learn-
ing. Nevertheless its usage is much more scarce for organizational centered approaches.
Regarding Case Elicitation, in [2] an Unsupervised CBR system is used to solve new
situations by learning from experience in a checkers game scenario;

Finally, regarding the traffic scenario, we highlight the MAS approach in [5], where
an intersection agent assigns priorities to traveling cars according to pre-designed poli-
cies. They follow a control approach that implies a much tighter agent coordination than
the one induced in our regulative approach.

3 The Traffic Scenario

The scenario represents an orthogonal two-road intersection discretized in a square grid
of 20 × 20 cells. It is divided into five (disjoint) adjacent areas (see left of Fig.1) cov-
ered by monitor agents. Cars are external agents with basic driving skills that enter
into the scenario from four possible start points (dark/red points in left of Fig.1), and
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travel towards randomly chosen destinations (exit points, depicted in light/green in left
of Fig.1). Time is discrete (measured in ticks), and cars perform a single action ∈
{MoveForward, Stop, TurnLeft, TurnRight} per tick. Cars move at constant
speed of 1 cell per tick. More details about the scenario can be found in [9].

Fig. 1. Left: Zoom of the scenario. Right: Architecture of our system

4 Norm Life Cycle

We enhance our MAS with a regulatory authority (traffic authority) that, for new con-
flicts, generates norms by using the experience of previous similar cases. In the life
cycle of a norm there are several stages.

Norm Generation Stage: As depicted in Figure 1, the traffic authority is permanently
observing and gathering information from the scenario through five monitor agents
(see label 1 in Fig. 1). When a new conflictive situation is detected, a description of
it (probl = 〈problt−1, problt〉) is sent to the CBR system (2 in Fig. 1), where problt−1

(see Fig. 2.a) is the situation previous to the conflict and problt is the conflictive situa-
tion (see Fig. 2.b). Then, CBR searches into the case base for cases that have a similar
description. Cases are described as Case = 〈probl, {soli, scorei}〉, where probl is the
case description and {soli, scorei} corresponds to a list of possible solutions, each one
with its associated score ∈ [0..1]. Similarity between two cases A and B is computed as
the inverse of the distance between their case descriptions. It is computed as the aggre-
gation of distances of the cells of probl, comparing each cell in case A (cA

i ∈ problA)
with the corresponding cell in case B (cB

i ∈ problB):

dist(problA, problB) =
nCells∑

i=1

dist(cAi , c
B
i )

Differences between two cells are considered to be 1 if their occupancy state is different,
and 0 else (notice that this similarity function is commonly used for nominal attributes):

dist(cA
i , cB

i ) = 1 if state(cA
i ) �= state(cB

i ) 0 else, where
state(ck

i ) = {empty, car(heading, moving), collision}
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Since we may encounter symmetric cases, CBR applies rotations of α degrees to cases
(where α ∈ {0◦, 90◦, 180◦, 270◦}) while retrieving similar problems. When a case has
been retrieved the system adapts its best solution to solve the new problem (see Fig.
2.c). The adaptation process is done by rotating the solution the same α degrees than
the retrieved case was rotated. Then, this new solution is added to the retrieved case. If
the system lacks experience and no similar case was retrieved, a new pseudo-random
solution is generated, assigning a stop obligation to one of collided cars.

Car agents may not be familiar with case syntax and so they may not be able to
interpret case solutions. Hence, the Norms Manager translates case solutions into norms
that agents can understand (3 in Figure 1). Norms are described as ”IF cond THEN
obl(action)”, where cond is the condition for the norm to be applicable and obl(action)
is the action to perform. The norm condition corresponds to the scope of this car, and
the consequence of the norm is the obligation for that car to stop. Once a new norm is
generated, its score is initially set to 0. Figure 2.d depicts the resulting norm from the
case example. Top part shows its graphical representation and bottom part its textual
form. Generated norms are then communicated to the agents (see label 4 in Figure 1).

Fig. 2. Norm generation example: Case description in terms of a) problt−1 and b) problt; c) the
set of generated solutions, and the resulting translated norm in d), where p() is the position of the
car and h() is its heading

Norm Growth Stage: At each step cars use a rule engine to interpret which norms
are applicable and decide whether to apply or violate them (5 in Figure 1). The traf-
fic institution continuously gathers information about norm applications and violations
so to evaluate norms (6 in Figure 1) and their associated case solutions in terms of a
score. At each tick, the traffic institution detects which norms are applicable and eval-
uates them with respect to to system goals considering their effectiveness and necessity.
Specifically, norm applications are used to compute the effectiveness of a norm, check-
ing whether a conflict arises (ineffective norm) or not (effective norm) after agents ap-
ply it. Norm violations are used to evaluate the necessity of a norm, checking whether
a conflict arises (necessary norm) or not (unnecessary norm) after agents violate it.
Therefore, norms are evaluated using the following formula:

eval = effective− ineffective + necessary − unnecessary

= KE × ApE −K¬E × Ap¬E +KN × V iolN −K¬N × V iol¬N

where ApE /Ap¬E are the number of applications that were effective/ineffective, and
V iolN /V iol¬N denote the number of times a violation did/did not lead to a conflict.
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Specifically, the value for each dimension is calculated by multiplying the number of
occurrences of that kind by a constant factor Ki which is established by the designer
and should be regarded as the importance given to that kind of situations.

Our current scenario considers two different goals, G = 〈Gcols, GflTraff 〉 which
are directly related and contradictory. First goal (Gcols) is to avoid car collisions and
second goal is to have fluid traffic (GflTraff ). On the one hand, optimizing Gcols re-
quires cars to occasionally reduce speed or to stop in order to avoid collisions, causing
heavier traffic and decreasing the performance of GflTraff . On the other hand, opti-
mizing GflTraff requires car not to stop, which decreases the performance of Gcols.
Both goals are evaluated together in order to reach a trade-off between them. Since in-
effective norms may cause collisions, the effectiveness of norms is directly related to the
optimization of Gcols. Unnecessary norms cause unneeded stops and so heavier traffic,
being prejudicial for GflTraff . We can therefore instantiate the evaluation formula as:

eval = (KE × nCAppNoCol) − (K¬E × nCAppCol)+

(KN × nCV iolCol) − (K¬N × nCV iolNoCol)

where nCAppNoCol is the number of cars that applied the norm and did not collide,
nCAppCol is the number of cars that applied the norm and collided, nCV iolCol is the
number of cars that violated the norm and collided, and nCV iolNoCol is the number
of cars that violated the norm and did not collide. Once eval is computed, it is added
to the history of evaluations of the norm, which comes down to be a window with
size = szwin. Finally, the score of the norm is computed by:

score = posEvals
|negEvals|+posEvals

where posEvals is computed by adding all the values eval >= 0 of the evaluation his-
tory, and negEvals is computed by adding all the negative evaluation values (eval < 0)
of the norm. Notice that with this method, the norm is evaluated in an iterative manner.

Norm Consolidation/Deactivation Stage: After norms have been evaluated a mini-
mum number of times (minEvals), they are considered to have accumulated experi-
ence enough to determine if they must remain active or not. In case the score value
becomes under a certain threshold, the norm is deactivated and removed from the set
of norms. Thus, it will not be applied any longer, unless it is generated again in another
conflictive situation. Otherwise, if the norm remains active and its score is stable during
the simulation, it is consolidated and considered as part of the optimal set of norms that
optimize the running of the system.

5 Experiments

In order to evaluate our method and to compare its efficiency with standard coordina-
tion mechanisms (that is, with traffic lights) we have designed 4 different experiments.
All experiments have been executed over the same simulator of the traffic scenario de-
scribed in section 3. Since we evaluate norms, we just consider those collisions caused
when norms are applied (instead of also including collisions coming from norm vio-
lations). The average of collisions is inversely proportional to the accomplishment of
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Gcols. Similarly, the performance of GflTraff is inversely proportional to the number
of car stops. Therefore, these goals can be regarded as the minimization of the number
of collisions and car stops respectively. Goals of our scenario (Gcols and GflTraff ) are
dependent and conflicting.

Due to the intrinsic randomness of the simulation, each experiment has been repeated
100 different times. Each simulation lasts 10000 ticks, and every 2 ticks, 3 new cars are
added to the scenario. Thus, during simulations, the number that simultaneously popu-
late the scenario can vary from 23 to 27. When norms are applicable, car agents have a
probability P (V iolate) = 0.3 of violating them. The size of the evaluations window is
sizewin = 50. Norms are deactivated when their score is under a threshold = 0.3 and
they have been evaluated a minimum of 10 times (minEvals = 10) (see section 4).

Fig. 3. Different configurations for traffic lights: a) 4 green light turns (1-East, 2-South, 3-West,
4-North) b) 2 green light turns (1-East & West, 2-North & South)

Experiment 1 uses our norm generation method to regulate the intersection. This
experiment just considers Gcols in order to test if the system is able to accomplish
one goal when no other factors are taken into account. For this aim, in this experiment
constants are KE = 1, K¬E = 5 and KN = K¬N = 0. In order to compare our
method with standard methods established by humans, in experiment 2 the scenario is
regulated by traffic lights situated before entering the intersection, and there is no norm
generation method. This approach is also used by K. Dressner and P. Stone in [5]. There
are 4 lights, one for each lane. Traffic lights change their lights in 4 turns, as depicted
in Figure 3.a. Thus, they give pass to the cars of one only lane at the same time.

Figure 4 depicts the results of both experiments 1 and 2. In experiment 1, using our
norm generation method, the number of car stops is always lower than in experiment 2
(about 26 car stops per tick with traffic lights, and 4 car stops per tick with our method).
This is due to the fact that, with traffic lights, cars are forced to stop following fixed
patterns (i.e, time frequencies) regardless the actual traffic situation or traffic flow. On
the other hand, with our approach norms describe situations and force cars to stop de-
pending on a finer detail (the position of other cars). Thus, our method obtains a better
performance for GflTraff . In experiment 2 the traffic lights configuration totally avoid
collisions since traveling cars never find cars from another lane into the intersection. In
experiment 1, collisions are eradicated from tick 550 on, optimizing the performance of
Gcols. Since the system has one only goal Gcols, all norms that can eventually avoid col-
lisions are included regardless the fact that they may be causing unneeded stops. Thus,
the system rapidly converges to a stable set of 10 active norms that prevent collisions.
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Fig. 4. Comparison of the results of experiments 1 and 2. Experiment 1: Norm generation with
the goal of minimizing collisions. Experiment 2: Traffic light configuration of Figure 3.a.

In order to study how norms can be generated when considering multiple conflicting
goals, we have conducted a third experiment that applies our norm approach and con-
siders both conflicting goals Gcols and GflTraff . Specifically, constants are KE = 1,
K¬E = 5 and KN = 1 and K¬N = 2. We compare the results of this experiment 3
with a fourth experiment, where an alternative setting of traffic lights improves the per-
formance of fluid traffic. This is done by giving pass to two lanes simultaneously (see
Figure 3.b), with the associated penalty that collisions may happen into the intersection.

As depicted in Figure 5, the number of car stops per tick has decreased (� 19) with
respect to experiment 2. In experiment 3, using our method, the number of car stops has
also decreased since now they are also part of the system goals (GflTraff ). Moreover,
our method also optimizes fluid traffic much better than traffic lights, while collisions
are relatively controlled (� 0.2 per tick). In experiment 4, the average of collisions
remains always higher than in experiment 3. Hence, our method optimizes both Gcols

and GflTraff in a better way than traffic lights. Experiment 3 has conflicting goals, so
the system is continuously activating and deactivating norms to find a trade-off between
the performance of Gcols and GflTraff . Hence, the system does not converge to a stable
number of active norms. However, resulting norms partially fulfill both goals.

Two typical norms that always appear in all the performed simulations are:

1) IF (car(pos(left), heading(east))) THEN obl(Stop)
2) IF (car(pos(front), heading(north))) THEN obl(Stop)

Where pos() is the position of a car and heading() is its heading. Norm 1 corresponds
to the left-hand side priority (see Fig. 2). In all performed simulations this norm (or its
counterpart, the right-hand side priority) is always generated. This norm requires the
car agent to stop if there is a car heading east to his left. In experiment 1, that uses
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Fig. 5. Results for experiments 3 and 4. Experiment 3: Norm generation with both goals of min-
imizing collisions and to have fluid traffic. Experiment 4: Traffic light configuration of Figure
3.b.

our norm generation method and takes into account only Gcols, this norm is generated
and finally consolidated, but never deactivated. Thus, it is always part of the final set
of norms. This is due to the fact that this norm is necessary, since its violations always
lead to a collision. In experiment 3, that uses our approach and takes into account Gcols

and GflTraff , norm 1 is also always generated and consolidated. Since it is necessary,
the norm also contributes to improve the performance of GflTraff , being considered
as part of the final set of norms that improve the running of the system.

Norm 2 can be regarded as a security distance norm. It is typically generated and
applied in road areas out of the intersection (i.e., areas 1, 2, 4 and 5 in the left of Fig.
1). This norm requires the car agent to stop if there is a car in front of him with its
same heading. Since it is preventive, sometimes cars violate it and collide, while some
other times cars violate it and do not collide. In experiment 1, GflTraff is not taken
into account and so this norm, that may seem unnecessary from the point of view of
GflTraff , is always included regardless the fact that it sometimes may cause unnec-
essary stops. Then, in this experiment it is generated and finally consolidated since it
helps to minimize collisions (accomplishment of Gcols). In experiment 3 this norm,
that goes against one of the goals (GflTraff ), is continuously being activated and de-
activated because the system is trying to find a trade-off between the optimization of
Gcols and GflTraff . Specifically, this norm is always generated and occasionally it is
deactivated because it is unnecessary from the point of view of GflTraff . However,
since the norm is necessary from the point of view Gcols, the norm is later gener-
ated again in another case and its life cycle starts again. As a consequence, collisions
are not completely eradicated, but the number of car stops is reduced with respect to
experiment 1.
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6 Conclusions

This paper proposes a method to generate new regulations for multi-agent systems.
Specifically, regulations are generated by a regulation authority using an unsupervised
variation of Case Based Reasoning (CBR), when a conflictive situation arises. Gener-
ated norms are evaluated in an iterative manner in terms of their efficiency and necessity
according to system goals. We thus claim that this innovative approach can be highly
relevant for normative MASs, since, to the best of our knowledge, no general norm
generation methods have been established yet that are capable to adapt the set of regu-
lations during the execution of the system. Although norms are evaluated individually,
their evaluation depends on the state reached each time they are applicable, and this
state depends on all applicable norms. Applicable norms are then evaluated as a set of
norms. If the application of a set of norms leads to a non-conflictive situation, the score
of each norm would increase, while if their application leads to a conflictive situation,
norms score would decrease.

This paper empirically evaluates our approach in the simulation of a simplified traffic
scenario, where car collisions and traffic jams represent the conflictive situations and
norms establish which circumstances a car must stop. Presented experiments compare
our approach with standard traffic regulation methods like traffic lights. Results show
how our method is capable to generate effective regulations taking into account single
or multiple goals, improving the performance of system goals in a higher level than
traffic lights.

Other scenarios requiring agent coordination –e.g. P2P networks, Robosoccer, etc.–
may well benefit from our approach by avoiding conflictive situations —such as net-
work saturation or teammate blocking in previous examples. As future work, we may
consider the application our approach in other scenarios like these ones that have been
just mentioned, and the application of other learning techniques such as Reinforcement
Learning.
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Abstract. The use of multi-agent systems has contributed to the de-
velopment of the theory and practice of successful solutions in diverse
domains. In this paper, we present a solution that has been designed and
implemented to support the real-world problem of incident management
on IT infrastructures in order to restore a normal service operation as
quickly as possible, ensuring that the best possible levels of service qual-
ity and availability are maintained. We take outstanding advantage of
the following intrinsic characteristics of multi-agent systems in order to
develop the proposed solution: (i) modeling the complex and distributed
system through an agent architecture, (ii) negotiating as the commu-
nication process between different groups of agents in order to solve in
an efficient way an incident when it is present, and (iii) automating the
performance of the system through the analysis of incidents previously
solved. A functionality scenario and example is illustrated as testing of
the multi-agent system described.

Keywords: Multi-agent system, incident management, negotiating
agents.

1 Introduction

Multi-agent systems are an important paradigm concerned with the analysis and
development of sophisticated artificial intelligence problems with many existing
and potential industrial and commercial applications. Examples of such applica-
tion areas are: electronic commerce [1]; information management [2]; automated
meeting scheduling [3]; electronic entertainment [4] and; healthcare services [5].

The goal of this paper is twofold. First, it is concerned to address the main rea-
sons why the multi-agent systems can be considered one of the most interesting
paradigms for the design of new applications related to the incident manage-
ment problem in Information and Technology (IT) infrastructures and; second,
to present a multi-agent system for the practical problem related to the incident
management scenario, where agents communicate and negotiating in order to re-
store agreed service on the IT infrastructures as soon as possible with the least
impact on either the business or the user and to respond to service requests.

J.A. Lozano, J.A. Gámez, and J.A. Moreno (Eds.): CAEPIA 2011, LNAI 7023, pp. 22–31, 2011.
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The remainder of this paper is organized as follows. In section 2, the inci-
dent management problem is described, along with how potential solutions solve
currently this problem. Section 3 describes the fundamentals of multi-agent sys-
tems and why this paradigm can be considered as an efficient solution to the
challenging issues related to the incident management scenario. Based on this
rationale, Section 4 illustrates the development and implementation of a multi-
agent system to solve the incident management scenario. Concluding remarks
are provided in Section 5.

2 Problem Description

According to the Information Technology Infrastructure Library (ITIL) [6], the
Incident Management (IM) problem is focused on the Information and Technol-
ogy (IT) Infrastructure scenarios, where incidents are the result of failures or
errors in the IT infrastructure. An incident is any event which is not part of the
standard operation of the service and which causes, or may cause, an interruption
or a reduction of the quality of the service on the IT infrastructure. The main
goal of IM is to restore a normal service operation as quickly as possible with the
least possible impact on either the business or the user, at a cost-effective price,
thus ensuring that the best possible levels of service quality and availability are
maintained. This process is referred to as the Incident Management Lifecycle.

Normal service operation is defined here as service operation within a Service
Level Agreement (SLA) [7], which establishes bounds about the average time
to solve an incident. Inputs for IM mostly come from users. The outputs of
the process are RFC’s (Requests for Changes), resolved and closed incidents,
management information and communication to the user. Hardware, software,
networking, and different departments and organizations can be involved in the
IM scenario. Template examples of some incidents related to the hardware service
operations are e.g., ”an automatic alert”, or ”printer not printing”. Another
incidents related to the software service operations are e.g., ”the e-mail service
is not available”, ”an application bug”, or ”disk-usage threshold exceeded”.

The different components of the incident management lifecycle include: inci-
dent detection and recording, classification and initial support, investigation and
diagnosis, resolution and recovery, incident closure, incident ownership, monitor-
ing, and tracking and communication. Diverse critical success factors (CSFs) are
used to measure the efficiency of the incident management process:

– Maintaining IT Service Quality: number of severity incidents (total and
by category), number of other incidents (total and by category), number of
incidents incorrectly categorized, number of incidents incorrectly escalated,
number of incidents not closed/resolved, and number of incidents reopened.

– Maintaining customer satisfaction: average user survey score (total and
by question category), and average queue time waiting for incident response.

– Resolving incidents within established service times: number of in-
cidents logged, and average time to restore incidents.
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Currently many existing commercial and free software applications for incident
management are aimed at user level. Examples of such applications are: (1) Win-
dows Help, and (2) Linux operating system. In addition, different commercial
Web based Helpdesk software solutions are also available to offer several desirable
properties for the management of organizations in order to recording incidents,
new users, assignment of priority to solve incidents, and monitoring and tracking
functionalities. Examples of such applications are: NetSupport DNA HelpDesk
[8], Remedy Service Desk [9] and FootPrints [10]. All these applications provide
interesting solutions to the incident management scenario. However, all these
applications have not the capacity to offer the intrinsic properties of multi-agent
systems. In the next section, we describe how the incident management appli-
cations can take outstanding advantage of the intrinsic characteristics of multi-
agent systems to develop new solutions in the IM scenario.

3 Challenging Issues for Incident Management with
Multi-agent Systems

A lot of work has been done in the last decade for spreading the use of multi-agent
systems for the realization of smart software applications. Several technological
specifications are the results of such work. Among them, the two main results
to date are: (1) FIPA specifications [11], a set of specifications intended to sup-
port the interoperability between heterogeneous agent-based systems; and (2) an
agent development framework, called JADE [12], that implements FIPA speci-
fications and that supports interoperability between agents using consolidated
programming languages e.g., Java. According to the incident management sce-
nario described above, the main reasons to adopt a multi-agent system in this
context are the following:

Natural View of Intelligent Systems: multi-agent systems offer a nat-
ural way to view, characterize, and design the incident management problem.
In addition, multi-agent systems provide insights and understanding about in-
teractions between agents, where coordination and negotiation are fundamental
as they organize themselves into various groups with different rolls in order to
achieve the appropriate actions.

Inherent Distribution: the incident management scenario is an inherent
distributed process across multiple entities capable of intelligent coordination.
This scenario is inherently distributed in the sense that the data and informa-
tion to be processed related to the incidents management lifecycle: (1) arise at
different computers (”spatial distribution”), (2) arise at different times (”tem-
poral distribution”) and, (3) are structured into clusters whose access and use
requires different perceptual, effectual, and cognitive capabilities to solve the
incident (”functional distribution”).

Classification and Diagnosis: classification and diagnosis of incidents need
the integration of different sources of data and the on-line collaboration of dif-
ferent users and/or technical experts. These features make multi-agent systems
a reference model for their realization.
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Speed-Up and Efficiency: agents can operate asynchronously and in paral-
lel, and this can result in an increased overall speed. In addition, agents consume
less network resources since they have a margin to take decisions in given situ-
ations related to incident management lifecycle.

Robustness and Reliability: the failure of one or several agents does not
necessarily make the overall system unless, because other agents already available
in the system may take over their part.

Scalability and Flexibility: the approach adopted can be increased by
adding new agents with new functionalities (such as new technical agents to
solve new incidents), and this does not affect the operationality of the other
agents.

Development and Reusability: individual agents can be developed sepa-
rately by different specialists, the overall system can be tested and maintained
more easily, and it may be possible to reconfigure and reuse agents in different
situations.

4 Incident Management Application

As described above, multi-agent systems provide a natural way of system decom-
position, organization, and abstraction, allowing that the inherent properties of
a complex system can be reproduced in an agent-based system. That is, sub-
systems and subsystem components are mapped to agents and agent organiza-
tions; interactions between subsystems and subsystem components are mapped
to communication, cooperation and negotiation mechanism; and relations be-
tween them are mapped to explicit mechanisms for representing organizational
relationships. With this features in mind, the authors have treated the incident
management lifecycle scenario through a multi-agent system framework. This
framework has been implemented in JADE (Java Agent Development Frame-
work) in compliance with the FIPA specifications for interoperable multi-agent
systems, and the FIPA ACL as agent language communication. A domain on-
tology related to the incident management scenario was designed to represent
the set of concepts and relationships between these concepts. The multi-agent
system is illustrated in Fig. 1 and consists of seven distributed agent types.

4.1 Agent Types

Supervisor Agent (SVA)

This agent is a Graphical User Interface (GUI) through which the responsible of
the IT organization or system administrator can configure the intrinsic charac-
teristics of the incident management platform. SVA includes all the information
related to technical experts grouped in thematic groups, users, and incidents
(state of the incident lifecycle, priority assigned to incidents, incidents’ cate-
gories, incident management policy assigned, what incidents are pending to be
solved).
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Fig. 1. Multi-agent system architecture

User Agent (UA)

A user agent is assigned to each user of the system. These agents are a GUI
through which users can record incidents, monitoring and tracking the state of
the different incidents. UAs include the entire user’s personal information (name,
address, phone number,...). From the GUI, users can look the priority, category
and date of the recorded incident, solutions provided by the technical experts,
who technical expert is solving the incident, and/or solutions to similar incidents
solved, allowing users to validate or refuse these solutions. For controlling access
to the application, a login/password system is provided through a configuration
agent. The FIPA-Request protocol is used for authenticating and disconnecting
of the system.

Technical Agents (TA)

The technical experts are grouped in different categories according to the tax-
onomy of incidents to be solved. The different groups are represented by the
organizational structure C, where C = {C1, C2, · · · , Cn}. Examples of such tech-
nical category areas are: development applications support, office suites support,
hardware and devices support, and communication infrastructures support. Each
one of the different technical experts who belongs to the diverse categories of C
is assigned to a TA agent, which keeps the schedule incident information, such
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as pending incidents to be solved. Through a GUI, the technical experts view
the assigned incidents, the SLA defined to the incident, severity of the incident,
and the end-time to solve the incident. Through this friendly interface, the tech-
nical experts can also introduce annotations in the work agenda and provide the
solution to the incident.

Incident Agent (IA)

This agent is the responsible of receiving the incidents generated by the dis-
tributed users through the corresponding UA. The different incidents are recorded
in a database named Incidents. When asked by a UA for an incident solving,
it looks in the Incidents database for computing all the similar incidents previ-
ously solved. In the case that similar incidents matched with the new incident
recorded the corresponding solutions are sent from the IA to the corresponding
UA. Alternatively, the incident is sent to the scheduler agent when no matching
process has been computed.

Scheduler Agent (SA)

The negotiation process to assign the incident to the corresponding TA is applied
via this agent. A Service Level Agreement (SLA) is assigned to each one of
the different categories of incidents through the SVA by the responsible of the
organization in order to restore a normal service as quickly as possible according
to the severity incident. The SLA assigned defines the time slices required by
the TA to solve the incident.

Monitoring Agent (MA)

The main role of MA is monitoring the global state of all the incidents of the sys-
tem. These incidents are ranked according to the SLA. Through this agent, the
responsible of the organization and/or the system administrator can supervise
the efficiency of the incident management process related to the service qual-
ity, and user satisfaction allowing human responsible if is necessary to reassign
incidents to other TAs through the SA.

Configuration Agent (CA)

This agent supervises the connection/disconnection of all the users, technical
staff and responsible of the organizations to the system. The role of this agent
also involves the configuration of user accounts, preventing the users from dam-
aging the system, and informing TAs and SVA about changes in the project
configuration.

4.2 System Functionality

The services offered by the agents described above inside the system are:

Recording Incidents: This service is offered by the UA to all users. From
this UA, all the users can record a new incident and view the process incident
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lifecycle. As a result, the users can be informed about the assignment and no as-
signment of theirs incidents, and who technical staff is solving the corresponding
incidents.

Matching Incidents: when a new incident is recorded in the Incident
database, the Incident Agent looks in the database for similar incidents pre-
viously solved. In order to formalize the text incident redacted by a user to a
semantics understood by agents, the text incident is mapped to a quadruplet
(four-tuple) representation: <Object, Negation, Problem, Feature>, where the
Object identifies the underlying cause of the incident; the Problem corresponds
to the text verb of the incident redacted in infinitive form, the Feature represent a
characteristic associated to the Problem and which is associated after the verb in
the text sentence, and Negation indicates if this component text is present or not
in the text incident redacted by the user. This representation structure has been
implemented for Spanish language. For example, the three following incident
text sentences: (i) ”No me funciona el word”, (ii) ”El word no funciona”, (iii)”El
word no est funcionando” have the same semantic content and generate the fol-
lowing four-tuple representation: Object : word, Problem: funcionar, Negation:
no, Feature: -. The ontology of the system includes a dictionary implemented by
a graph data structure with the purpose of recording the different components
of the four-tuple representation. Initially, when the system start from scratch,
the technical staff is responsible of generating the four-tuple representation for
the text incident. Subsequently, the system learns from the words introduced in
the dictionary and then generate in an automated way, the four-tuple represen-
tation. Once the incident recorded in the system has been partitioned into the
quadruplet structure by the Incident Agent, a matching process is computed in
order to determine similar previously solved incidents. The matching process is
based on comparing the new quadruplet structure with each one of the struc-
tures stored using a weighting algorithm. The different weights assigned to the
four components of the quadruplet structured are based on the importance on
detecting the underlying cause of the incident. Based on this rationale, the main
weight is assigned to the Object component.

Assigning and Solving Incidents: the corresponding solution to an in-
cident is sent from the Incident Agent to the User Agent when the matching
process computes a similarity between the new incident and the previously inci-
dents recorded on the Incident database. Otherwise, the Scheduler Agent searches
the best technical staff to solve the incident. A negotiation technique based on
a contract-net protocol [13] is used for searching the most appropriate Techni-
cal Agent to solve the incident. The FIPA-Contract Net Interaction Protocol is
used as the value of the protocol parameter of the ACL message. This contracting
mechanism consists of: (i) incident announcement by the Scheduler Agent ; (ii)
submission of bids from the Category Ci of Technical Agents in response to the
announcement; and (iii) evaluation of the submitted bids by the Scheduler Agent,
assigning the incident according to the most appropriate bids. The submission
of bids from each category Ci of Technical Agents is computed according to the
scheduling algorithms assigned by the responsible of the organization through
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the Supervisor Agent. Four different scheduling algorithms are taken into consid-
eration for configuring each one of the Ci categories of TA: (i) Time-balancing
policy: the incident is assigned to the TA which has the biggest elapsed time
slice of solving an incident; (ii) Load-balancing policy: the incident is assigned
to the TA with the lowest number of incidents assigned; (iii) Policy capacity
load balancing: this policy takes into the consideration the maximum number of
incidents assigned to a TA (ratio) and the number of incidents assigned to the
TA (n). The capacity load balancing assigned to an ith TA is computed in the
following way:

TAi(capacity load balancing) =
TAi(ratio)

TAi(n)
(1)

and; (iv) Dynamic balancing policy: this policy combines all the different factors
of the previous algorithm policies in the following way;

TAi(dynamic balancing policy) = j ∗ t

T
+ k ∗

(
1 − c

R

)
(2)

Where t is the elapsed slice time of the TAi of solving an incident; c is the number
of incidents assigned to a TAi; T is the total time of all the TAs without an
incident, and R corresponds to the TAi ratio. The factors j and k are weight
values, which are respectively initialized to the values 0.4 and 0.6.

Validating Incident Solutions: once a solution to an incident management
is received by a user through the UA, he/she can validate the solution, and the
incident is closed. Alternatively, the incident is assigned again when the solution
proposed is refused, and the Supervisor Agent informs to the responsible of the
organization about the unresolved incident.

Monitoring Incidents Lifecycle: the Monitoring Agent informs about the
critical success factors used to measure the efficiency of the incident manage-
ment process: (i) service quality: number of severity incidents (total and by cat-
egory), number of other incidents (total and by category), number of incidents
incorrectly categorized, number of incidents not closed/resolved, and number of
incidents reopened; (ii) average queue time waiting for incident response; and
(iii) number of incidents resolved within the established service time (SLA).

4.3 Testing the System

An experimental environment simulating a real-world IT infrastructure of a leg-
islative assembly has been used to illustrate the main features of our application.
For the experiment we have used a scenario with a responsible of the IT orga-
nization, 4 categories of technical agents, and 20 end users. A MySQL database
was used to record and update incident data using real usage situations pro-
vided by the legislative assembly. The responsible of the organization when the
system started from scratch used the CA and SVA to create user and technical
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staff accounts, categories of incidents, severity of incidents, select scheduler al-
gorithms to be used, and SLAs. The process of starting the system from scratch
involved technical staff to record all the data of the incidents, such as record-
ing the four-tuple representation and editing the work agenda with the solution
procedure. From this, when similar incidents were recorded by users, they were
matched with previously incidents through the IA in the Incidents database
with an efficiency of 82 percent. Through the negotiation process, the incidents
were assigned in an efficient way to the technical staff according to the schedul-
ing algorithm configured. Dynamic balancing policy provided the best results
regarding to restore the service quality from the viewpoint of technical staff and
the responsible of the organization. New individual agents were easily developed
and reconfigured during the testing of the system. All in all, the use of a multi-
agent paradigm has much to offer with respect to traditional approaches allowing
automate the services of the application and incorporate new agent capabilities
and functionalities to the application in a flexible and scalar way when it is
required through a cost-effective way. Fig. 2 shows the UA interface. Through
this agent, the users recorded incidents and validated the solutions offered by
the TAs. The established negotiations were between the SA and the TAs. When
negotiations ended, the SA informed UA through the IA about the results of
negotiations, that is, the solution to solve the incident.

Fig. 2. TA and UA configuration: severity incident, category, description, date, tech-
nical staff assigned, and solution to be validated by the end user
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5 Conclusions

The incident management problem is an important challenge in all the orga-
nizations which work with IT infrastructures in order to ensure that the best
possible levels of service quality are maintained. In this paper, we show multi-
agent systems potential to solve incident management problems. Modeling the
system as a two level agent architecture which uses interface agents at upper
level and negotiating agents at lower level has let us to carry out the phase of
planning and solving an incident in an efficient, scalable, and automated way
due to agent capabilities such as the communication, negotiation, and flexibility
in relation to traditional and commercial approaches which have been focused
on a centralized and no automated solution.
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Abstract. The process of gradually finding an economic equilibrium,
the so called tâtonnement process, is investigated in this paper. In
constrast to classical general equilibrium modelling, where a central in-
stitution with perfect information about consumer preferences and pro-
duction technologies (“Walrasian auctioneer”) organizes the economy,
we simulate this process with learning consumer and producer agents,
but no auctioneer. These agents lack perfect information on consump-
tion preferences and are unable to explicitly optimize utility and profits.
Rather, consumers base their consumption decision on past experience
– formalized by reinforcement learning – whereas producers do regres-
sion learning to estimate aggregate consumer demand for profit maxi-
mization. Our results suggest that, even without perfect information or
explicit optimization, it is possible for the economy to converge towards
the analytically optimal state.

Keywords: Agent-based computational economics, market self-
organisation, reinforcement learning, regression learning.

1 Introduction

Ever since the introduction of the concept of competitive market equilibrium
by Leon Walras [14], economists have thought about the question how markets
could eventually get to this state. And indeed, this is a reasonable question,
since economic equilibrium is defined as a set of prices and endowments, such
that every market participant is maximizing her profit or utility. Even more
so, if one admits that the actually acting entities in the real world are people,
possibly highly heterogeneous, that do not always decide based on solutions to
complex optimization problems, but rather based on simple heuristics arising
from experience and limited foresight.

To find a plausible explanation of how markets could eventually reach equilib-
rium, economic research focussed on finding different kinds of processes of price
and trade quantity adoption. The first one was introduced by Walras himself, and
is based on a central authority called the “Walrasian auctioneer”, who, by know-
ing all agents’ preferences and technologies, step by step adjusts the prices until
all agents find themselves being in an optimal state. This process is obviously
not very realistic for the decentralized markets found in reality, and moreover,
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has been shown to be stable only under very restrictive assumptions. Other pro-
cesses developed are the Edgeworth, the Hahn and the Fisher processes; but all
of them still rely on very strict assumptions on agents’ rationality and optimiza-
tion abilities, and only the Fisher process does not involve centralized planning.
See [7] for an overview of the processes and the stability issue.

A more recent development is the modelling of economies and its markets with
Agent-based modelling techniques. These models have been applied widely in the
field; see [13] for a review of the foundations and paradigms behind Agent-based
computational economics, and [10] for a recent survey of the different applica-
tions. Recently, some contributions to the Agent-based computational economics
literature brought equilibrium dynamics of markets and its comparison to theo-
retical benchmarks into focus [5,6]. Interestingly, they find that completely de-
centralized markets might organize, such that prices arising from bilateral trade
converge towards the theoretically optimal (hence profit and utility maximizing)
values under certain conditions. However, they still assume the agents to choose
their actions by solving (constrained) optimization problems to maximize their
utility, which is known to every single agent in its functional form.

Since we neither believe in peoples’ perfect rationality and optimization abil-
ities, nor in the assumption that people know “what makes them most happy”
as a function of their actions (the utility function), we follow a different ap-
proach: In this paper, we model a consumption market where certain agents
produce goods that other agents consume. We assume that everybody wants to
make herself as “happy” as possible, namely by implicitly optimizing her utility
from consumption by choosing combinations of goods that proved successful in
the past. This is implemented with reinforcement learning, an algorithm whose
application in economics has been pioneered by [4] and that has been used to
study economic decision making and market dynamic analysis since than (see
e. g. [9,16,8]); also, multi-agent reinforcement learning is used to study learn-
ing in stochastic games and its convergence and optimality properties (see e. g.
[1,15], and [2] for a more general survey). At the same time, the agents produc-
ing consumption goods try to maximize their profits from product sales. The
problem arising from imperfect information about consumer preferences is, that
profit maximization involves knowing the trade off between rising a price to in-
crease earnings per unit, and a decreasing demand for the good, since consumer
buy less because they cannot afford them any more or because they switch to
cheaper alternatives. This trade off, as a map between prices and demand quan-
tities, is generally not known in this model quantitatively (how could it be, if not
even consumers know their own preferences as a function of goods prices), but
has to be estimated instead. We therefore use a regression learning algorithm
(see [12]) to let producers learn the demand curve of their respective goods to
maximize profits.

The question of this paper is whether our market model is able to organize
itself without being lend a hand by a central authority. Furthermore, if this is
the case, we want to check whether this stable state somehow corresponds to an
economic equilibrium, where everybody has maximal attainable utility or profit.
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Therefore, we will parametrize the model such that we are able to calculate the
analytical solution to the so called social planner optimization problem, i. e. the
solution of which makes everybody ending up optimally. We than simulate our
model and compare the results to this benchmark.1

2 The Model

On this artificial consumption goods markets, consumer and producers are re-
peatedly interacting in the following way: At the beginning of a trading period
t, each producer j (a total of J) produces a fixed quantity of one unique con-
sumption good and announces its price pt,j . Prices and quantities are announced
simultaneously for all goods and cannot be changed throughout the period. Once
all prices have been announced, consumers (a total of I) repeatedly buy and im-
mediately consume goods as long as (i) the goods are available (and hence not
sold out) and (ii) their remaining income is greater or equal to the goods’ re-
spective prices. We assume that excess demand is (quantitatively) observable by
the producers.2 Consumers’ aim is to distribute their spendable income among
goods in a utility maximizing way, but they neither know the functional form
of their utility function, nor have they any (direct) optimization abilities. Con-
sequently, consumers have to rely on their experience of past consumption deci-
sions, and they have learn how to behave optimally. We assume consumer income
to be exogenously given. The consumer learning method is presented in detail in
section 2.1.

The period is over once either all goods are sold out or all consumer income
is spent; in the latter case, producer are not able to store their overproduction.
By then, the next period starts with the producers price and supply quantity
announcements. Each producer either keeps his price and supply strategy from
the preceding period by announcing the same price and providing the same
quantity of his good again, or, with some probability πj , he revises his strategy
and changes the price and the supply quantity. In the latter case, the producer
chooses price and quantity such that his profits from expected sales are max-
imized; the estimation of expected sales given a certain price (the demand curve)

1 Using the convergence towards some kind of equilibrium state as the only measure
for a model’s or a learning algorithm’s quality has been criticized in both economics
[3] and artificial intelligence [11]. We, too, believe that this is not where the analysis
should end; rather, we think of it as a starting point for further investigations and
future research, in order to identify the assumptions and conditions necessary to
establish equilibrium.

2 The problem of “truncated” observation of excess demand, hence the inability of
producers to observe the true demand quantity given a certain price in case that
demand is higher than actual supply, is present in reality of course. Since in this
model, producers’ price and supply quantity decisions directly depend on the con-
sumer demand curve estimation solely relying on observed data, we are not able
to relax this assumption without introducing a significant estimation bias, which in
turn would affect the overall market outcome.
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will be discussed in detail in section 2.2. The total number of producers J is con-
stant over time: producers can neither go bankrupt, nor are there market entries.
Since each producer has its unique good, there are J different goods for consump-
tion. However, the relationship between goods, meaning their (dis-)similarities,
are modelled solely by consumers’ preferences. None of the agents knows any-
thing about the others’ preferences or production technologies. The only chan-
nel of information between agents are prices, aggregated demand and supply
quantities.

2.1 Consumer Learning

Let J i
t,n := {ji

t,k}n
k=1, j ∈ {1, . . . , J} be the sequence of goods consumed by

agent i in period t, a total of n. Furthermore, let ui
t,n := U i

t,n − U i
t,n−1 be the

realized marginal utility of agent i in period t, where U i
t,n is the utility obtained

from the consumption of J i
t,n. In words, ui

t,n is the increase of the overall utility
level of one agent after having consumed one more good, namely good ji

t,n. Then,
the propensity of choosing good j for consumption next is

ri
t,n,j =

⎧⎪⎪⎨⎪⎪⎩
ri
t,n−1,j γ̄ + α

ui
t,n

pt,j
ji
t,n = j

ri
t,n−1,j ji

t,n �= j

0 < γ̄ < 1. (1)

which is the sum of the marginal utility obtained from consuming J i
t,n, per

unit of money spend, scaled by parameter α; The factor γ̄ implements forgetting
within a period.3 The probability of agent i choosing good j is derived as follows:
Let J̃ i

t,n be the set of goods that agent i can afford and that are still available
on the market. Then,

pri
t,n,j :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ri
t,n,j ·

( J∑
l=1

l∈J̃i
t,n

ri
t,n,l

)−1

j ∈ J̃ i
t,n

0 j /∈ J̃ i
t,n

(2)

Additionally, we set a lower bound on consumption choice probabilities pri
t,n,j ≥

ε in order to ensure exploration of the whole action space.
It remains to define initial propensities at the beginning of each trading period,

ri
t,0,j . This is of great importance, since so far, consumers only maximize their

utility within one period where goods prices stay fixed. However, if producers
revise their price/quantity decisions at the beginning of a new period, consumers
optimal response might change. In order to learn this, old experience has to be

3 We assume that within a consumption period, forgetting is applied to the past con-
sumption experience for the actually chosen good only; experiments with forgetting
applied to all possible actions returned – once calibrated properly – similar results,
but slightly more variance.
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given up (forgotten); but in order keep consumers continuing as before in case
prices don’t change, initial propensities of period t + 1 should be proportional
to final choice probabilities at the end of period t. Consequently, we define

ri
t+1,0,j = γ̃ · pri

t,n,j (3)

where γ̃ controls the strength of initial propensities.

2.2 Producer Learning

Let Cj(qS) be the total cost function of producer j for output qS . We assume
that the cost function is known, and marginal costs MCj (derivative of Cj with
respect to qS) can be derived. Consequently, profit maximization implies setting
marginal costs equal to marginal revenues MRj (derivative of total returns TRj

with respect to qS).4 Since the computation of MRj requires the knowledge
of consumer demand curve (demand quantities for all possible prices), which
is unknown by assumption, producers apply the following regression learning
procedure:

Define T̃t,j to be the moving time window of aggregated consumer demand
observation of length Tj , T̃t,j :=

{
u ∈ {t, t − 1, . . . , t − Tj} |�u−1 = 1

}
, where

�t is an index function taking on the value 1 if any producer changed its price
at period t, and zero otherwise. Then, the linear demand function estimation
model for time window T̃t,j and regression parameter vector β is

qD
T̃t,j ,j

= β0 + βjpT̃t,j ,j + β−jpT̃t,j ,−j + εj (4)

where qD
T̃t,j ,j

is the history of demand observations for good j in T̃t,j, and pT̃t,j ,·
are the corresponding prices; Index −j stands for the set of all goods except j,
−j = {k : k ∈ {1, . . . , J}, k �= j}. Consequently, the predicted demand for t + 1
as a function of his and his competitors prices, pt+1,j and p̂t+1,−j , respectively,
is

q̂D
t+1,j = β̂0 + β̂jpt+1,j + β̂−j p̂t+1,−j. (5)

Since the producers do not now the true future prices of their competitors
pt+1,−j, they will assume them to grow by their average growth rate within
T̃t,j. Since marginal costs and returns are in money rather than in quantity
terms, we have to invert (5) to get the so called inverse demand function. Since
at this point, the observed demand quantity qD

T̃t,j ,j
, that was assumed to be a

function of the price pt+1,j , becomes in fact the decision variable dictating the
price necessary to sell all units produced, we denote it as qS

t+1,j from now on.
Finally, the inverse demand function writes as

pt+1,j = β̃0 + β̃jq
S
t+1,j , β̃0 := − β̂0 + β̂−j p̂t+1,−j

β̂j

, β̃j :=
1
β̂j

. (6)

4 This follows directly from the definition of total profits, which are equal to total
returns less total cost, and setting its derivative to 0.



Market Self-organization under Limited Information 37

Taking the derivative of total returns yields marginal returns as a function of
the intended supply quantity,

MRj(qS) = β̃0 + 2β̃jq
S . (7)

Finally, producers set prices and quantities such that MCj(qS) = MRj(qS) and
(6) is fulfilled. The full market event sequence is summarized in Algorithm 1.

Algorithm 1. Artificial consumption goods market
1: initialize algorithm
2: for number of iterations (index t) do
3: ## supply side:
4: for all producers j do
5: if j revises strategy then
6: estimate demand function: (4)
7: optimize profits: choose pt+1,j and qS

t+1,j s. t. MRj = MCj , (6)
8: else
9: set qS

t+1,j = qS
t,j and pt+1,j = pt,j

10: end if
11: end for
12: ## demand side:
13: initialize propensities: (3)
14: while (not all goods are sold out) and (not all income is spent) (index n) do
15: for all consumers i do
16: choose affordable good ji

t+1,n for consumption: (2)
17: update propensities: (1)
18: end for
19: end while
20: ## supply side:
21: update demand history qD

T̃t+1,j ,j

22: end for

3 Simulation Results and Validation

The presentation of the simulation results and their validation will be organized
as follows: First, we validate the consumer learning procedure by fixing the price
at some arbitrary level, and compare it to the benchmark. Then, we validate the
producer regression learning procedure, independently of consumer learning, by
letting consumers respond optimally as under perfect information. Last, we put
things together and simulate and validate the whole model.

We parametrize the model as follows: There are two goods offered on the
market, and consumers’ utility function is U(q1, q2) = 1.2 · qσ

1 + qσ
2 with σ = 0.7

in order to make the goods non-perfect substitutes. For the consumer validation,
prices and income s are fixed at p1 = 1.4, p2 = 1 and s = 100. Forgetting and
step size are γ̄ = .9999, γ̃ = 100, and α = 1. Each simulation involves 100 agents
and 100 consumption periods.
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Fig. 1. Simulation and validation results for the consumer learning algorithm for three
values of initial propensities

The simulation results for the consumer validation are reported in Fig. 1(a),
which depicts a histogram of the terminal relative deviation of the consumption
quantity (good 1) from its benchmark solution.5 We see that the distribution
is unbiased, symmetrical, and almost all observations lie within 1.5 percent of
deviation from the benchmark, which we think is very satisfying. For the sim-
ulations, we used three different values of initial propensities ri

0,0,j , with 1000
runs each. The colour further dividing the histogram bars represent the share of
observations starting from each particular inital propensity value, and we con-
clude that they do not affect the final simulation outcome. Figure 1(b) shows
the same deviation measure of three particular simulation runs (again starting
from three different initial propensities) over time.

We now turn to the discussion of the producer learning algorithm. As indi-
cated, we first run it based on the optimal consumer response, in order to vali-
date this particular algorithm and rule out effects arising from the interoperation
with the consumer learning. We assume the cost function to be quadratic and
parametrized such that the minimum of average costs is at 50000, and the mini-
mum of MCj is at 32000. The observation time window length is Tj = 2000, and
producers change their prices and quantities every 100 periods in average. There
are 1500 consumers, each with 16000 units of income; to control for nominal ef-
fects of the much higher equilibrium prices compared to the consumer validation
example, we set α = 400. Figure 2(a) presents the results as a two-dimensional
histogram of the joint terminal state distribution of the demand curve slope

5 Figures 1(a) is trimmed at the one percent level.
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Fig. 2. Terminal relative deviation from benchmark for the producer regression learning
algorithm for three values of initial propensities

estimate (relative deviation from benchmark value)6; above and beside it, the
marginal distributions are plotted, showing the impact of three different starting
points for the estimation, similar to what we did in Fig. 1(a). For each of them,
1000 simulations of 25000 periods length were carried out. We conclude that the
algorithm is nearly unbiased, starting point independent, and that it has very
low variance. Additionally, the distribution seems to have no correlation, so the
direction of deviation from the benchmark of one producer is independent of the
other one’s; hence, we think of it as being noise only.

Turning to the full market simulation, we now simulate both the consumer
and the producer as learning agents; the results are presented in Fig. 2(b). Again,
the market seems to converge towards equilibrium (unbiased), but this time, the
variance of the terminal states of the system is much higher.7 Moreover, there
is significant correlation in demand curve estimation error. We think that this
is due to the fact that learning consumers take longer to adapt to changes in
consumption good prices, and hence producers take longer to learn that it is
optimal for them to be closer to the benchmark than their competitors.

However, the convergence of the full market simulation towards the equilib-
rium comes at no surprise: The configuration of utility and cost functions we
use is such that a unique Nash equilibrium is established. Moreover, this Nash
equilibrium is attractive. In the production context, this means that (i) in equi-
librium, no producer can increase its profits given the other producers strategies

6 Figure 2(a) is trimmed at the eight percent level.
7 About 25% of the simulation runs of the full market simulation ended early, be-

cause the system got destabilized and moved towards states where demand curve
estimation was impossible. These observations are not included in Fig. 2(b).
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and therefore all players remain passive, and (ii) out of equilibrium, for the pro-
ducer with the highest deviation from the benchmark (in terms of profits), it is
always more profitable to correct his strategy towards it, and no producer can
increase his profits by moving further away from the benchmark than the pro-
ducer with the highest deviation. Consequently, if consumer learning for fixed
prices yields nearly optimal consumption bundles, and if producer approximate
the true demand curve correctly for optimal consumer response (as it is the case
for the utility function in use), the market will finally converge. Of course, fur-
ther research is needed for utility configurations with multiple or lacking Nash
equilibria, possibly revealing periodic or even chaotic behaviour.

Checking our model for sensitivity to changes in parameter values, we find that
with respect to the producer learning, the model seems to be robust as long as (i)
the frequency of producers changing prices and output quantities πj , in relation
to the demand observation window length TJ , provides high enough a number
of observations for the estimation procedure, and (ii) the consumer agents have
enough time to adapt to the new price regime and therefore respond in a way that
reflects their actual preferences. For the consumer learning algorithm, forgetting
(in relation to the step size parameter α and the coefficients of the underlying
utility function) needs to be calibrated properly. We find that our specific setting
is robust with respect to the ratio of goods prices, as long as α is in the order of
magnitude of the prices.

4 Conclusions and Outlook

We have presented an Agent-based model of a market for heterogeneous con-
sumption goods, where consumers do not know their utility function, but can
only learn to maximize it from past consumption experience; at the same time,
producers estimate the demand curve for their goods from historical data in or-
der to maximize their profits. Our simulation results indicate that the market is
self-organizing, and moreover, establishes an optimal state from the viewpoint of
profit and utility maximization, without the assumption of perfect information
about agents’ preferences and technologies, and without a central authority that
organizes the market. However, relating our result to reality, we have to conclude
that even if the model would be correct, and reality would be just one draw from
the distribution in Fig. 2(b), variance is still to high to conclude that the real
world is likely to be at its profit and utility maximizing equilibrium.

Further research will on the one hand investigate the market’s convergence
(or periodicity) behaviour for different utility functions, since we expect the ex-
istence and uniqueness of the Nash equilibrium of the current configuration to
be the driving force behind our results. On the other hand, we will ask whether
the market is also stable, and moreover, whether the “law of one price” is es-
tablished in case that the goods are perfect substitutes, meaning that they are
perfectly interchangeable for agents without any loss in utility. In the existing lit-
erature, this can only be achieved by assuming that goods prices are no common
knowledge among agents, an assumption we think to be unrealistic, too.
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Abstract. Mixed multi-unit combinatorial auctions (MMUCAs) offer
a high potential to be employed for the automated assembly of sup-
ply chains of agents. However, in order for mixed auctions to be effec-
tively applied to supply chain formation, we must ensure computational
tractability and reduce bidders’ uncertainty. With this aim, we introduce
Sequential Mixed Auctions (SMAs), a novel auction model conceived to
help bidders collaboratively discover supply chain structures. Thus, an
SMA allows bidders progressively build a supply chain structure through
successive auction rounds.

1 Introduction

According to [7], “Supply Chain Formation (SCF) is the process of determining
the participants in a supply chain, who will exchange what with whom, and
the terms of the exchanges”. Combinatorial Auctions (CAs) [2] are a negoti-
ation mechanism well suited to deal with complementarities among the goods
at trade. Since production technologies often have to deal with strong comple-
mentarities, SCF automation appears as a very promising application area for
CAs. However, whilst in CAs the complementarities can be simply represented
as relationships among goods, in SCF the complementarities involve not only
goods, but also transformations (production relationships) along several levels
of the supply chain.

The first attempt to deal with the SCF problem by means of CAs was done by
Walsh et al. in [7]. Later on, mixed multi-unit combinatorial auctions (MMU-
CAs), a generalization of the standard model of CAs, are introduced in [1].
Rather than negotiating over goods, in MMUCAs the auctioneer and the bid-
ders can negotiate over transformations, each one characterized by a set of input
goods and a set of output goods. A bidder offering a transformation is willing
to produce its output goods after having received its input goods along with the
payment specified in the bid. While in standard CAs, a solution to the winner
determination problem (WDP) is a set of atomic bids to accept, in MMUCAs,
the order in which the auctioneer “uses” the accepted transformations matters.
Thus, a solution to the WDP is a sequence of transformations. For instance, if
bidder Joe offers to make dough if provided with butter and eggs, and bidder
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Lou offers to bake a cake if provided with enough dough, the auctioneer can
accept both bids whenever he uses Joe’s transformation before Lou’s to obtain
cakes. Unfortunately, the MMUCA WDP has been proved to be NP-complete
[1]. Although reasonably fast solvers have been introduced [4], MMUCA still
turns out to be impractical in real-world procurement scenarios. Furthermore,
a bidder in MMUCA only knows the desired outcome of the supply chain and
the current stock goods. Hence, it is difficult, specially for providers placed in
the intermediate levels of the supply chain, to decide what to bid for. Therefore,
in order for mixed auctions to be effectively applied to SCF, we must ensure
computational tractability and reduce bidders’ uncertainty. With this aim, we
introduce Sequential Mixed Auctions (SMAs), a novel auction model conceived
to help bidders collaboratively discover supply chain structures.

SMAs propose to solve a SCF problem by means of a sequence of auctions.
The first auctioning round starts with the desired outcome of the supply chain as
requested goods and the stock goods as available goods. During the first auction,
bidders are only allowed to bid for transformations that either (i) produce goods
in the set of requested goods or (ii) consume goods from the available goods.
After selecting the best set of transformations, the auctioneer updates the set of
requested and available goods after the execution of these transformations and
then it will start a new auction. The process continues till no bids can be found
that improve the supply chain. Notice that each auction in the sequence involves
only a small part of the whole supply chain, instead of the whole one as MMUCAs
do. Thus, auctions in an SMA are much less computationally demanding than a
MMUCA. Moreover, the incremental nature of an SMA provides its participants
with valuable information at the end of each auction round to guide their bidding.

The paper is organised as follows. Section 2 provides some background of
mixed auctions, whereas section 3 formally states the WDP and section 4 details
a mixed integer pogram that solves it. Finally, section 5 concludes.

2 Background: Mixed Auctions

Next we summarise the work in [1], which introduces mixed auctions (MMU-
CAs) as a generalisation of CAs and discusses the issues of bidding and winner
determination.

Let G be the finite set of all the types of goods. A transformation is a pair of
multi-sets over G: (I,O) ∈ NG×NG. An agent offering the transformation (I,O)
declares that it can deliver O after having received I. Bidders can offer any num-
ber of such transformations, including several copies of the same transformation.
That is, agents negotiate over multi-sets of transformations D ∈ N(NG×N

G). For
example, {({ }, {a}), ({b}, {c})} means that the agent in question can deliver a
(no input required) and that it can deliver c if provided with b.

Since agents negotiate over bundles of transformations, a valuation v :
N(NG×N

G) → R is a mapping from multi-sets of transformations to real numbers.
Intuitively, v(D) = p means that the agent equipped with valuation v is willing
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to make a payment of p for being allocated all the transformations in D (in case p
is negative, this means that the agent will accept the deal if it receives an amount
of |p|). For instance, valuation v({({line, ring , head , 6 · screws , screwdriver},
{cylinder , screwdriver})}) = −10 means that some agent can assemble a cylin-
der for 10ewhen provided with a (cylinder) line, a (cylinder) ring, a (cylinder)
head, six screws, and a screwdriver, and returns the screwdriver once done.1

An atomic bid b = ({(I1,O1), . . . , (In,On)}, p, β) specifies a finite multi-set
of finite transformations, a price p and the bidder β. A bidding language allows
a bidder to encode choices between alternative bids and the like [6]. Informally,
an OR-combination of several bids means that the bidder would be happy to
accept any number of the sub-bids specified, if paid the sum of the associated
prices. An XOR-combination of bids expresses that the bidder is prepared to
accept at most one of them. The XOR-language is known to be fully expressive
for MMUCAs [1]. Bids in MMUCAs are composed of transformations. Each
transformation expresses either an offer to buy, to sell, or to transform some
good(s) into (an)other good(s). Thus, transformations are the building blocks
composing bids. We can classify the types of transformations over which agents
bid as follows:

1. Output Transformations are those with no input good(s). Thus, an O-
transformation represents a bidder’s offer to sell some good(s).
2. Input Transformations are those with no output good(s). Thus, an I-
transformation represents a bidder’s offer to buy some good(s).
3. Input-Output Transformations are those whose input and output good(s)
are not empty. An IO-transformation stands for a bidder’s offer to deliver some
good(s) after receiving some other good(s): I can deliver O after having received
I. They can model a wide range of different processes in real-world situations
(e.g. assembly, transformation, or exchange).

The input to the WDP consists of a complex bid expression for each bidder, a
multi-set Uin of (stock) goods the auctioneer holds to begin with, and a multi-set
Uout of (required) goods the auctioneer expects to end up with. In standard CAs,
a solution to the WDP is a set of atomic bids to accept. As to MMUCAs, the
order in which the auctioneer ”uses” the accepted transformations matters. For
instance, if the auctioneer holds a to begin with, then checking whether accepting
the two bids Bid1 = ({({a}, {b})}, 10, id1) and Bid2 = ({({b}, {c})}, 20, id2) is
feasible involves realizing that we have to use Bid1 before Bid2. Thus, a valid
solution to the WDP will be a sequence of transformations that satisfies:

(1) Bidder constraints: The multi-set of transformations in the sequence has
to respect the bids submitted by the bidders. This is a standard requirement.
For instance, if a bidder submits an XOR-combination of transformations, at
most one of them may be accepted. With no transformation free disposal, if a
bidder submits an offer over a bundle of transformations, all of them must be
employed in the transformation sequence, whereas in the case of transformation

1 We use 6 ·screws as a shorthand to represent six identical elements in the multi-set.
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free disposal any number of the transformations in the bundle can be included
into the solution sequence, but the price to be paid is the total price of the bid.

(2) Auctioneer constraints: The sequence of transformations has to be imple-
mentable: (a) check that Uin is a superset of the input set of the first trans-
formation; (b) then update the set of goods held by the auctioneer after each
transformation and check that it is a superset of the input set of the next trans-
formation; (c) finally check that the set of items held by the auctioneer in the
end is a superset (the same set in the case of no good free disposal) of Uout.

An optimal solution is a valid solution that maximizes the sum of prices
associated with the atomic bids selected.

The WDP for MMUCAs is a complex computational problem. In fact, one
of the fundamental issues limiting the applicability of MMUCAs to real-world
scenarios is the computational complexity of the WDP, which is proved in [1]
to be NP-complete. Although [4] introduces an integer program to efficiently
solve the WDP that drastically outperforms the original IP described in [1],
the computational complexity impedes scalability. The next section introduces a
new mixed auction model that allows to tame complexity while reducing bidders’
uncertainty.

3 Sequential Mixed Auctions

An SMA proposes to solve the SCF problem by means of a sequence of auctions.
The first auction in the sequence starts with the desired outcome of the supply
chain as requested goods and the stocked goods as available goods. During the
first auction, bidders are only allowed to bid for transformations that either: (i)
produce goods in the set of requested goods; or (ii) consume goods from the avail-
able goods. After selecting the winning bids (the best set of transformations), the
auctioneer updates the set of requested and available goods after the execution
of these transformations. Moreover, the winning bids are included as part of the
supply chain. Thereafter, the auctioneer starts a new auction in the sequence.
The process continues until no bids can improve the supply chain. Hence, the
purpose of the auctioneer is to use a sequence of auctions to progressively build
the structure of the supply chain.

Figure 1 illustrates the operation of an SMA. Say that a cocktail bar intends
to form a supply chain using an SMA to produce a gin & lemon cocktail. Assume
that the bar knows approximate market prices for a gin & lemon cocktail as well
as for its ingredients. The auctioneer starts the first auction in the SMA issuing
a request for quotation (RFQ) for a gin & lemon cocktail. Figure 1a depicts the
RFQ along with each good’s market price in brackets (e.g. the expected market
price of 1 liter of gin is 4e ). During the first auction, the auctioneer received two
bids: one offering to deliver a cocktail for 9e (figure 1b); and another one to make
a cocktail for 1ewhen provided with lemon and gin (figure 1c). The auctioneer
must now choose the winning bid out of the bids in figure 1d. However, notice
that the bid in figure 1c can only be used whenever some provider(s) offer gin
and lemon. Thus, the auctioneer assesses the expected price of the bid using
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(4€)

RFQ : Cocktail

inGin LemonLemon (3€)

CocktailCocktail (10€)

(a) First auction

9€t1t1

CocktailCocktail

(b) Bid for good

1€t2t2

CocktailCocktail

GinGin LemonLemon

(c) Bid for trans-
formation

1€t2

CocktailCocktail

Gin Lemon

9€t1t1

(d) All bids

1€t2t2

CocktailCocktail

GinGin LemonLemon

(e) Winning bid

(4€)

RFQ : Gin, Lemon

GinGin LemonLemon (3€)

(f)Second auction

5€t3t3

GinGin LemonLemon

(g) Combinatorial
bid for goods

1€t2t2

CocktailCocktail

GinGin LemonLemon

t3t3 5€

(h)Resulting sup-
ply chain

Fig. 1. Example of sequential mixed auction

the market prices of gin (4e ) and lemon (3e ). Since the expected price is
8(= 1+4+3)e , the auctioneer chooses this bid as the winning bid and discards
the bid in figure 1b, namely buying the cocktail for 9e .

At this point, the structure of the supply chain is the one depicted in figure
1e. Nonetheless, in order to run the supply chain, the auctioneer must still find
providers of gin and lemon. With this aim, the auctioneer starts a new auction
of the SMA by issuing an RFQ for gin and lemon (figure 1f). According to our
example, this time the auctioneer only receives the combinatorial bid in figure
1g, which offers both lemon and gin for 5e . Since the bid is cheaper than the
overall market price of both gin and lemon (4e+3e ), this bid is selected as the
winning bid of the second auction. Figure 1h shows the resulting structure of
the supply chain after the second auction. Since there are no further goods to
allocate, the auctioneer closes the SMA. The resulting supply chain produces a
cocktail at the cost of 6e .

Although the SMA in this example obtains the optimal solution, this is not
always the case. In general, at the end of each auction the auctioneer discards
some bids because other bids are expected to lead to cheaper solutions. For
instance, the bid in figure 1b is discarded to favour the bid in figure 1c. Therefore,
since discarded bids might eventually lead to better solutions during subsequent
auctions, unlike an MMUCA, an SMA is not guaranteed to obtain an optimal
solution (sequence of transformations). Although SMAs may lose optimality, the
example anticipates how an SMA help cope with computational complexity and
bidders’ uncertainty. Firstly, an SMA breaks the formation of a supply chain into
several auctions, instead of running a single auction with all bids as MMUCA
does. Secondly, after each auction in an SMA, bidders are informed about the
needs of the supply chain. Therefore, the auctioneer guides bidders after each
tier of the supply chain is formed, hence reducing their uncertainty with respect
to participating in MMUCAs (MMUCA bidders only know the expected final
outcome of the supply chain!).
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3.1 Defining the Winner Determination Problem

An SMA is essentially a sequence of auctions (henceforth step auctions). For
instance, the SMA in figure 1 is composed of two consecutive auctions. Each
step auction receives a set of stock goods and final goods along with the bids
submitted by bidders. Then the auctioneer solves the WDP to assess the winning
bids as well as the remaining stock goods and required final goods, which are
passed on to the next auction in the sequence. When solving the WDP, we
assume that the auctioneer is aware of the market prices of goods so that it can
compute the expected price of bids when necessary. The sequence of auctions
continues till an auction either: (i) obtains a set of winning bids that produce
the required goods while consuming all the stock goods; or (ii) does not receive
any bids that can improve the supply chain. At this point, the winning bids of
the last step auction stand for the SMA solution.

Next, we focus on formally defining the WDP faced by the auctioneer during
each step auction of an SMA. Henceforth, we consider that the auctioneer holds
a multi-set Uin of stock goods to begin with and expects to end up with a multi-
set Uout of required (needed) goods. These are the input to the first auction in
the SMA. For the formal definition of the WDP, we restrict ourselves to bids
in the XOR-language, which is known to be fully expressive. Let C be the set
of bidders. Let B be the set of all atomic bids. An atomic bid b = (Db, pb, βb)
consists of a multiset of transformations, a price, and a label indicating the owner
of the bid, i.e. Db ∈ N(NG×N

G), pb ∈ R, and βb ∈ C. Let Bβ be the set of all
atomic bids submitted by bidder β ∈ C. Note that a bid can offer several units
of the very same transformation. For each bid b, let tbk be a unique label for
the kth different transformation offered by bid b. Let (Ibk,Obk) be the actual
transformation labelled by tbk.

At the l-th step auction in an SMA, let Tl be the set of labels tbk for all
transformations mentioned anywhere in the bids received by the auctioneer.
The auctioneer has to decide which transformations to accept and the order
to implement them. Thus, an allocation sequence Σl is an ordered list of a
subset of the transformations in Tl. We write tbk ∈ Σl to say that the k-th
transformation in bid b has been selected and |Σl|tbk

for the number of times
that tbk appears in Σl. Intuitively, an allocation sequence for a step auction is
a valid solution iff: (i) it fulfills the semantics of the bidding language; (ii) it
inherits all the transformations in the valid solution of the previous step auction
while preserving their ordering; and (iii) the new transformations in the sequence
(not inherited from the previous step auction) offer to either buy produced goods
or sell required goods from the previous step auction. The last condition ensures
that the new transformations accepted by the auctioneer either provide goods
required to use the transformations in the previous step auction or consume
goods produced in the same step auction. We are now ready to define under
what circumstances a sequence of transformations constitutes a valid solution
for a step auction in an SMA.

Definition 1 (Valid solution of a step auction). Given an SMA, let Σl−1

be a valid solution, and Buyl−1 and Selll−1 the multi-sets presenting the required
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and available goods after the (l − 1)-th step auction. An allocation sequence Σl

of the l-th step auction for a given set of atomic bids B is said to be a valid
solution iff:

1. Σl either contains all or none of the transformations belonging to the same
atomic bid.

2. Σl does not contain two transformations belonging to different atomic bids
by the same bidder.

3. Each transformation in Σl−1 belongs also to Σl.
4. Σl preservers the order of transformations in Σl−1. Thus, for every two

transformation t, t′ ∈ Σl−1, if t appears before t′ in the allocation sequence
Σl−1, it also appears before t′ in the allocation sequence Σl.

5. For each transformation in Σl that is not in Σl−1, either some of its input
goods are in Selll−1, some of its output goods are in Buyl−1, or both.

For the first auction of the SMA, 〈{ },Uout,Uin〉 stand for the valid solution, and
the needed and stock goods.

In order to assess the expected revenue of a valid solution Σl, we must first
compute the goods that the auctioneer should buy and sell in the market to
implement the solution, namely to use all the transformations in the sequence.
First, we compute the units of each good produced by a sequence Σl as:

Pl(g) =
∑

tbk∈Σl

|Σl|tbk
· [Obk(g) − Ibk(g)] (1)

Hence, we can obtain the number of units of each good held by the auctioneer
after all the transformations in the sequence are used as:

Ql(g) = Uin(g) + Pl(g) − Uout(g)
Now, we assess the units of each good to buy or sell in the market as:

Buyl(g) =

{
0 if Ql(g) > 0

−Ql(g) otherwise
Selll(g) =

{
Ql(g) if Ql(g) > 0

0 otherwise
.

Notice that in fact Buyl and Selll stand for the remaining required goods and
available stock goods that step auction l passes on to the next auction. Now,
assuming that the auctioneer knows the expected market prices at which goods
can be bought (P− : G → R) and sold (P+ : G → R), the acutioneer can
compute the expected revenue of a valid solution.

Definition 2 (Expected revenue of a valid solution). The expected revenue
of a valid solution Σl for step auction l is the sum of the prices associated with
the selected atomic bids minus the expected prices of the goods that are required
to be bought (Buyl) plus the expected prices of the goods that are sold (Selll) in
the market, namely:∑

b∈Selected(Σl)

pb −
∑
g∈G

Buyl(g)P−(g) +
∑
g∈G

Selll(g)P+(g)

where Selected(Σl) = {b ∈ B|∃k : tbk ∈ Σl} is the set of selected atomic bids.
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Definition 3 (WDP of a step auction). Given multi-sets Uin and Uout of
initial and final goods for an SMA, a set of atomic bids B for step auction l,
a valid solution Σl−1 of step auction l − 1, and Buyl−1 and Selll−1 contain
the units of each good to buy or sell in the market after step auction l − 1, the
winner determination problem for step auction l is the problem of finding a valid
solution Σl that maximizes the expected revenue for the auctioneer.

We say that a sequence of auctions is complete when the solution to the last
step auction (n) in the sequence either: (i) produces all the required goods and
consumes all the stock goods (Buyn = { } and Selln = { }); or (ii) is equal
to the solution to the previous step auction (namely Σn = Σn−1. The first
condition occurs when the auctioneer fully satisfies his initial requirements, while
the second condition occurs when the auctioneer cannot find further bids that
improve the current solution, hence the current supply chain. Whatever the case,
the valid solution Σn contains the solution to the SMA.

4 Solving an SMA Step by Means of a Mixed Integer
Linear Program

As outlined above, solving an SMA amounts to solve the WDP for the first step
auction, then for the second step auction and so on and so forth until the SMA
is complete. Hence, the key computational problem is how to solve the WDP for
a step auction. In this section, we first summarise the Connected Component
IP Solver (CCIP), which maps the original MMUCA WDP into a mixed integer
program. Then, we modify it to solve an SMA step auction.

4.1 Connected Component IP Solver (CCIP)

In order to create a linear program we need to determine the maximum length
of the allocation sequence. The worst case is assuming that every possible bid is
accepted and hence every transformation in used. The total number of transfor-
mations (including multiple copies of the same transformation) can be assessed
as r =

∑
b∈B |Db|.

Let Tb be the set of all tbk for bid b. Let T be the set of all tbk, namely the
set of all distinguishable transformations (no copies of the very same transfor-
mation) mentioned anywhere in the bids. The auctioneer has to decide which
transformations to accept and the order to implement them. At this aim, we
represent each solution with a partial sequence J : {1, . . . , r} → T . We employ
the following decision variables: xb is a binary variable that takes value 1 if bid b
is accepted; xm

bk is a binary variable that takes value 1 only if transformation tbk

is selected at the m-th position within the solution sequence (i.e. J(m) = tbk).
Let S be a solution template, restricting the positions at which transforma-

tions can be executed. For each position m, S(m) is a set containing the subset
of transformations that can be executed at position m in the sequence. For more
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information on how to define solution templates see [4]. We will only allow as so-
lutions partial sequences fulfilling S. Hence we only have to create those variables
xm

bk such that tbk ∈ S(m).
We introduce two additional definitions to ease encoding the solver. First, xbk

represents the number of times that transformation tbk is used in the solution
sequence, assessed as:

xbk =
∑

m∈S−1(tbk)

xm
bk.

Second, we need to see how to assess the stock of a given good after m steps in
terms of the decision variables we have defined. Say that we represent with the
multiset of goods Stockm the quantity of resources available to the auctioneer
after performing m steps.

Now, Pm(g), the units of good g available at the end of step m can be
assessed as

Pm(g) =
m∑

i=1

∑
tbk∈S(m)

xi
bk · (Obk(g) − Ibk(g)).

That is, for each time step from 1 to m, we add the output goods of the trans-
formation executed at that step and remove its input goods. Hence, the stock of
good g after step m is:

Stockm(g) = Uin(g) + Pm(g) (2)

Finally, the constraints that a valid solution has to fulfil in solver CCIP are:

1. We enforce that, whenever a bid is selected each of the transformations in
that bid is used as many times as it is offered in the bid. Formally:

xbk = xb · |Db|tbk
∀b ∈ B, ∀k ∈ {1, . . . , |Tb|} (3)

where |Db|tbk
is the multiplicity of transformation tbk in bid b.

2. We enforce that at most one bid can be accepted per bidder (XOR con-
straint): ∑

b∈Bβ

xb ≤ 1 ∀β ∈ C. (4)

3. We enforce that enough goods are available to use the corresponding trans-
formations at each position of the solution sequence. This constraint, rep-
resented by equation 5 below, is only needed for some of the positions (see
[3] for a detailed description on LF , the set of positions in which it must be
enforced). Formally:

Stockm−1(g) ≥
∑

tbk∈S(m)

xm
bk · Ibk(g) ∀g ∈ G, ∀m ∈ LF (5)
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4. We enforce that, after having performed all the selected transformations, the
goods held by the auctioneer must be more than the goods that he requested,
namely at least Uout:

Stockm(g) ≥ Uout(g) ∀g ∈ G (6)

Hence, solving the MMUCA WDP amounts to maximising the objective func-
tion: ∑

b∈B

xb · pb (7)

subject to inequations 3 to 6.

4.2 Solving the WDP for an SMA Step

Next we focus on modyfing the CCIP solver so that it can solve an SMA step
auction. Recall that Σl−1 = 〈t1, . . . , tq〉 is the sequence describing the transfor-
mations accepted in a previous auction and their execution order and that B
contains the set of bids received at this step.

There are two modifications that need to be put in place. First, we need to
ensure that every transformation accepted in the previous SMA step, does also
appear in solution of the current step and that the order in which they are
executed is also maintained in the new solution. Second, we need to take into
account the possibility of buying from and selling to the market.

To ensure that all the transformations accepted in the previous SMA step, do
also appear in solution of the current step we add an additional bidder to C,
and a single atomic bid to B, namely b0. b0 is a combinatorial bid offering the
set of all the transformations accepted in the previous SMA step (that is, the
transformations in Σl−1) at no cost. Hence, from now on we can refer to any
transformation tk ∈ Σl−1 as tb0k. Now, to ensure that this bid is taken, we add
the additional constraint

xb0 = 1. (8)

We do also need to ensure that the ordering in the sequence of transformations
accepted in the previous SMA step is maintained in the solution of this step. To
encode this, for any transformation tbk we define the time at which it is fired as
fbk =

∑
m∈S−1(tbk) m ·xm

bk. Now, for each consecutive pair of transformations we
need to ensure that they are placed in the correct order in the solution sequence
of this SMA step. That is:

fb0k ≤ fb0k+1 ∀k ∈ {1, · · · , q − 1}. (9)

We take into account the possibility of buying from and selling to the market
by introducing a new integer decision variable yg , for each good at trade. yg

represents the number of units of good g that will be bought directly from
the market. We can assume that goods are bought from the market before the
solution sequence starts its execution. Hence, we can modify the expression for
Stockm in equation 2 to consider the goods bought from the market:
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Stockm(g) = Uin(g) + Pm(g) + yg. (10)

Furthermore, we need to modify the objective function in 7 so that it takes into
account the costs of buying from the market and the benefits obtained by selling
to the market as described in definition 2. Note that Sell(g), the units of good g
that will be sold to the market can be assessed as the stock for that good after
executing the last step minus the requirements of the auctioneer for that good,
that is Sell(g) = Stockr(g) − Uout(g). The objective function for a step auction
is written as: ∑

b∈B

xb · pb −
∑
g∈G

yg · P−(g) +
∑
g∈G

Sell(g) · P+(g) (11)

Hence, solving the SMA step WDP amounts to maximising objective function
11 subject to constraints 8 and 9 and to the regular MMUCA constraints 3 to 6
with the definition of Stock modified as in equation 10.

5 Conclusions and Future Work

In this work, we continue the approach introduced in [5] to make mixed auctions
applicable to supply chain formation in real-world procurement scenarios.

Following [5], to cope with the extensive computing times of MMUCA and
bidder’s uncertainties we moved the supply chain formation process from a single
auction to a sequence of auctions. At each step auction, bidders are only allowed
to bid on transformations that consume available goods or produce requested
goods. After selecting the best set of transformations, the auctioneer updates
the set of requested and available goods. The sequence ends when supply chain
cannot be further improved. Each auction deals with just a small part of the
supply chain. Thus, while solving the WDP for an individual auction we deal
with small subsets of bidders, goods and transformations of former MMUCA.
Preliminary results in [5] have shown savings on solution times up to 6 times
while maintaining a reasonable quality.

The main contribution of this paper, the mapping of a step auction to a
mixed integer linear program, is less restrictive that the approach introduced
in [5], based on keeping a strict ordering among transformations. Hence, future
experimental results using this mapping are expected to increase solution quality.
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Abstract. The relatively recent appearance of high-dimensional databases has
made traditional search algorithms too expensive in terms of time and memory
resources. Thus, several modifications or enhancements to local search algo-
rithms can be found in the literature to deal with this problem. However, non-
deterministic global search, which is expected to perform better than local, still
lacks appropriate adaptations or new developments for high-dimensional
databases. We present a new non-deterministic iterative method which performs
a global search and can easily handle datasets with high cardinality and, further-
more, it outperforms a wide variety of local search algorithms.

1 Introduction

Lately many new domains of expertise have arisen which use or produce loads of in-
formation greater than another traditional fields of study. Thus, while some problems
traditionally being described by tens or hundreds of variables can easily benefit from
machine learning techniques, now new problems such as face recognition, text data min-
ing or microarray expressions need thousands or tens of thousands variables to describe
one single instance. While low-dimensional problems could easily benefit from Feature
Subset Selection (FSS) [13] methods in order to find the most relevant variables, high-
dimensional databases make traditional FSS methods suffer the consequences of lack
of resources for computation and unfeasible run-time complexity. This way, there is a
need to adapt new FSS methods or create new ones to deal with the high-dimensional
databases in order to reduce the number of variables so that they can benefit from the
following CLUB advantages:

1. Compactness. Producing a more compact database without losing the semantic
meaning of the variables, as it happens with another reduction techniques like Prin-
cipal Component Analysis (PCA) [15].

2. Lightness. Besides, these models are built needing fewer computational resources.
3. Understandability. Predictive models built after the reduced database are more eas-

ily understood by the domain experts than models built from thousands of variables.
4. Better. Models built are theoretically free from redundant or irrelevant variables so

they are expected to perform better.
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Several taxonomies can be found in the literature in order to classify supervised FSS
methods. If we attend to the metric computed to score each subset of attributes, we
can find filter, wrapper and hybrid methods. Filter methods make a fast computation of
mathematical or intrinsic properties of data, commonly with respect to the class; while
wrapper methods build a predictive model and use its goodness as score. The wrapper
approach is much slower than the filter one, but it usually gets better results because
directly evaluate the candidate subset by using the target classifier, on the other hand
filter methods are faster and un-biased to the classifier to be used later, but usually they
approximate the goodness of a subset by using marginal statistics. In the literature, we
can also find hybrid approaches, which combine filter and wrapper search to benefit
from the singular advantages of each methodology.

Leaving aside exhaustive search and attending to the direction followed in the search
space, we can distinguish between local and global search. Local search algorithms,
such as sequential [16], start search from a given point and explore the space of so-
lutions in a neighborhood-based manner, having a great likelihood of getting stuck in
a local optima, which sometimes is alleviated adding some randomness to the process
as in GRASP [9]. On the other hand, global search algorithms, such as Genetic Algo-
rithms (GAs) [22] or Estimation of Distribution Algorithms (EDAs) [17], perform the
search in an stochastic manner in order to explore a larger portion of the search space,
thus trying to approximate to the global optima. Global algorithms usually obtain better
results than local, but the recent appearance of high-dimensional databases have made
them unfeasible in many cases. Thus the main contribution in this work is to propose
and evaluate the design of a new non-deterministic FSS global search algorithm which
performs a smart hybrid search based on blocks portions of the features. Concretely
an EDA is used as search engine and executed several times over the proposed blocks.
From the experiments we can observe that our proposal outperforms FSS state-of-the-
art algorithms for high-dimensional datasets, when studying the balance between the
three most common evaluation criteria: classification accuracy, cardinality of the se-
lected subset and number of evaluated subsets (cpu-time requirements).

Next section introduces several state-of-the-art search algorithms found in the lit-
erature, including some adaptations to deal with datasets with high cardinality. Sec-
tion 3 presents our proposal for non-deterministic global search over high-dimensional
databases; then in Section 4 we describe a detailed evaluation of our proposal and com-
parisons with well-known search algorithms. Finally in Section 5 we summarize the
main conclusions obtained.

2 Search Algorithms Applied to High-Dimensional Databases

Several traditional local search algorithms, such as Hill Climbing (HC) or Sequential
Feature Selection (SFS), which explore the space of solutions in a greedy manner, and
global search algorithms such as GAs and EDAs, are very expensive (or unfeasible) in
terms of wrapper evaluations as the size of databases increases. That is why we can
find in the literature some alleviations in the design of the search in order to continue
benefiting from these algorithms.
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2.1 Local Search Algorithms

SFS starts with an initial subset of selected features (commonly S = /0), and performs a
forward greedy selection with (usually) wrapper evaluation at each step. When no ad-
dition of any feature to S improves the current best performance, then the stop criterion
is triggered and the search is finished. Worst case complexity of SFS is quadratic O(n2)
which makes it a too expensive algorithm when dealing with datasets having tens of
thousands of attributes.

Recently, we can find in the literature algorithms like BIRS [20] or IWSS [2] which
perform an alleviation of pure wrapper algorithms in the way of a filter-wrapper (hybrid)
search, commonly using a ranking computed after an information-based measure like
Information Gain of Symmetrical Uncertainty as in [11]. Thus, a former uni-variated
filter ranking is done for all predictive features respect to the class, and then a sequential
wrapper is carried out over the ranking in a best-first manner. Algorithms following this
approach like BIRS and IWSS have linear complexity, i.e. they carry out exactly n
wrapper evaluations.

When performing a sequential search over a filter uni-variated ranking, since (in)de-
pendencies among variables are not caught by the filter measure used to create the
ranking, we may find two problems:

1. During the search, some of the currently selected attribute might become irrelevant
after adding new ones and it would be desirable to get rid of them.
2. Some attributes placed in the end of the (marginal) ranking might become more
relevant than former attributes once one or more attributes have been selected during
the search, so the search could be improved if we use a dynamic ranking instead of a
static one.

A solution to problem (1) is found in [3] with the IWSSr algorithm, which is based on
IWSS but with the add-on in its wrapper search of not only testing the addition of a
new attribute, but to swap it by any one of the already selected attributes; however this
improvement increases again the worst-case complexity to O(n2) as SFS, although its
in-practice complexity is by far smaller. Algorithm BARS [19] is another solution to
this problem which splits the ranking in two and tries to merge attribute subsets from
both splits, having a worse theoretical complexity than IWSSr but being quite efficient
in practice.

Problem (1) can be seen as a consequence of problem (2), which is tackled in [1] by
using a re-ranking approach. Re-ranking is a methodological improvement to sequential
search algorithms, and thus it can be applied to the aforementioned algorithms SFS,
IWSS, IWSSr and BARS.

Starting with a set of selected features S = /0, the application of re-ranking to a se-
quential search algorithm A consists on: (1) compute ranking R given I(Xi;C|S) for each
predictive feature Xi respect to the class C, (2) run A over first B features on R and insert
selected features in S; (3) do R ← R−S ; (4) if S has been increased in step (2), return
to (1), stop search otherwise.

Thus, the idea behind re-ranking is to dynamically adapt the ranking by moving
to former positions attributes first ranked because a low marginal score I(Xi;C| /0) but
having a higher (conditional) score once new attributes have been selected and added



Global Feature Subset Selection on High-Dimensional Datasets 57

to S. The problem here is that as more attributes are selected and S increases, the com-
putation of I(Xi;C|S) becomes soon intractable so approximate methods must be used.
In [1] we can find a comparison of 3 approximations to compute I(Xi;C|S) in a FSS
setting, finding that the best method for re-ranking is CMIM [10]:

I(Xi,C|S) ≈ min
Xj∈S

I(Xi;C|Xj)

The results of improving SFS, IWSS, IWSSr and BARS with re-ranking is an aston-
ishing reduction in the number of wrapper evaluations (sub-linear complexity) during
the sequential search, while maintaining the same accuracy level. Thus, sequential al-
gorithms greatly benefit from this approach and can easily support search over high-
dimensional databases.

Besides sequential algorithms, we can find meta-heuristics which improve local
search by adding some randomness to the process, such as GRASP. This meta-heuristic
obtains several solutions by using a randomized constructive algorithm, which are later
optimized by using local search. Casado [6] presents a GRASP algorithm for feature
selection which needs a pre-fixed number of features and there is not any proposed au-
tomatic method to decide this number, what reduces the flexibility of the algorithm. In
[8] a proposal is made which makes use of hybrid evaluations, but the use of standard
techniques in the local search phase of GRASP makes the resulting algorithm pro-
hibitive for its use in high-dimensional. It is in [4] where we first find the proposal of
a GRASP algorithm which is designed for application on high-dimensional databases,
combining a stochastic IWSS search with Hill Climbing, resulting in an algorithm with
sub-linear complexity and with very competitive final subsets selected; in the following
we refer to this algorithm as GRASPhc.

2.2 Non-deterministic Global Search Algorithms

Stochastic global search algorithms are expected to catch the underlying interdepen-
dencies among all variables. That is why evolutionary algorithms such as GAs and
EDAs usually obtain better results than local search ones. However, the search space
defined when facing FSS problems by this type of algorithms has cardinality 2n, which
makes them unfeasible when dealing with high-dimensional datasets. In order to ben-
efit from the advantages of these global search algorithms when dealing with FSS in
high-dimensional datasets, several proposals based on GA and EDA can be found in
the literature.

The first EDA-based proposal for FSS can be found in [14], in which authors codify
probability distributions using bayesian networks; however, this is a solution unfeasible
for high-dimensional datasets, which is the aim of this work. In [5], authors use EDAs
for feature selection in two datasets (2000 and 7129 features) and they focus on decid-
ing how to set the variables’ probabilities when initializing the search, since they state
that this is the bottleneck in EDAs when dealing with thousands of features. They pro-
pose three initializations methods based on the subset selected by a previous SFS search
over all the dataset, and thus the expected number of set variables in each individual of
the first generation is the cardinality of the reduced subset selected by SFS. Although
those three methods perform better than using an uniform distribution and alleviate the
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high-dimensionality problem for EDAs, they require a whole SFS search a-priori, what
leads us to (worst-case) O(n2) complexity just at initialization time. Another simpli-
fication is found in [23], where they propose a memetic algorithm which is evaluated
with low-dimensional databases and also for microarrays having over 1000 features,
in which case they simplify the problem by setting a top threshold of 50 set features
in each individual. This way the global search is truncated in a non-informed way and
interdependencies among variables are lost. Other prior simplification on the number of
features to use as input to the search algorithm is in [21], where authors perform feature
subset selection using a GA, and the input variables are first filtered performing t-test
and ANOVA tests to compute the significance of each variable respect to the class to
predict. The problem we identify here is again that the performance of the global search
might be downgraded since features judged as non-relevant, could be indeed relevant
given another set of features.

3 Re-ranking-Based EDA

As shown in the previous section, although several improvements have been developed
for successfully running local search algorithms over high-dimensional datasets, there
is still a need of solutions for non-deterministic global search which can fulfill these 2
constraints: (1) need of sub-quadratic complexity and (2) avoid the a-priori marginal-
based selection of a subset of attributes. Up to the authors’ knowledge, our proposal is
the first one to fulfill these requirements: Re-ranking-based EDA (FSS-rEDA).

Re-ranking (see Section 2.1) has proved to improve wrapper and hybrid sequential
algorithms in terms of final subset cardinality and to dramatically decrease the number
of wrapper evaluations. Thus, since global search algorithms are expected to perform
better than local, the idea behind FSS-rEDA is to adapt the re-ranking approach to EDAs
with the goal of performing better than the mentioned local search algorithms. Besides,
the FSS-rEDA proposal must fulfill the two aforementioned constraints. Figure 1 shows
the structure of the FSS-rEDA algorithm proposed in this work.

The FSS-rEDA procedure consists on iteratively applying an EDA search over the
first block (block size depends of the stage of the algorithm) of a dynamic ranking
of attributes to get subset S , which is used to re-rank the remaining attributes and
appended at the beginning of the new ranking. Thus, all attributes have a chance of being
studied by the global search algorithm (EDA), because their position in the ranking can
change from an iteration to the next one depending in the current content of S . Lines
3-5 in Figure 1 initiate ranking R for the first time, inserting features Xi in decreasing
order given the uni-variate filter metric I of Xi respect to the class. Lines 7-8 in the loop
cut the first B′ features from ranking R and create a temporal ranking R′ with the cut
features. Next, line 9 runs an EDA search and returns a subset of attributes (which will
be used in line 13 to re-rank R). Line 10 uses a 
 comparison as in IWSS and IWSSr

algorithms (Section 2.1); concretely, a 5-fold cross (5cv) validation is computed and
then, a subset performs better than another if not only the mean accuracy is greater, but
also the accuracy in at least 2 out of the 5 folds.

Line 12 is used for the cases in which subset S is too large compared to current
block size, so block size is increased for next global search step. Line 13 re-ranks the



Global Feature Subset Selection on High-Dimensional Datasets 59

In B block size, T training set, C classifier, Sbest = /0
Out S final selected subset

1 R = {} // first ranking
2 B′ = B
3 for each attribute Xi ∈ T
4 Score=I(T,Xi, class)
5 insert Xi in R according to Score
6 while(true)
7 R′ ← first B′ attributes in R
8 R ← R−R′
9 S ← EDA(R′,T,C )

10 if(evaluate(C ,Sbest ,T) 
 evaluate(C ,S ,T)) return Sbest
11 Sbest ← S
12 if(B′ < 2×|S |) B′ = 2×|S |
13 R ← rerank(R|S )
14 R ← concatenate(S ,R)

Fig. 1. Re-ranking-based EDA for feature subset selection (FSS-rEDA)

attributes computing the same information score as in line 4, but conditioning it to
current subset S ; in order to do this, we use the CMIM approximation mentioned in
Section 2.1. The actual EDA-based search is performed in line 9. In this work we used
the Univariate Model Distribution Algorithm (UMDA) [18] which assumes marginal
independence between variables when learning their joint probability. We define an
individual as a bit set where bit i makes reference to feature R′[i]. If a bit is selected to
1 then the feature is selected in that individual, and the contrary happens if it is set to 0.
Notice that at each step, the search space for EDA application is 2r, r being the block
size (r << n). The initial population is initiated giving to each bit in the individual
a probability proportional to the score computed for that attribute when creating the
ranking. The fitness function used to measure the merit of each individual is:
fitness=α*accuracy+(1-α)*cardinalityReduction
α ∈[0,1] andcardinalityReduction=1-(|S |/|originalDataset|).

Thus, greater values of α give more priority to accuracy over cardinality reduction
of the selected subset. Besides, the UMDA need the specification of several parameters
(population size, number of generations and convergence criterion). Some of them are
tuned in the section 4.

4 Experiments

4.1 Evaluation Corpus

We use a corpus with 11 high-dimensionality datasets1 used in different fields of study:
face recognition (warpAR10P, warpAR10P, pixraw10P and orlraws10P); genes expres-
sion microarrays (TOX-171, SMK-CAN-187, GLI-85, GLA-BRA-180, CLL-SUB-111

1 Downloaded from the ASU Feature Selection Repository
(http://featureselection.asu.edu)

http://featureselection.asu.edu
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and CLL-SUB-111); and text mining (pcmac and basehock). These datasets are free
from any imbalance problem and their cardinality ranges from 2400 to 46151 features.

4.2 Evaluation Methodology

Our goal is to compare FSS-rEDA to sequential algorithms: linear (IWSS), quadratic
(SFS), and over quadratic (BARS) worst-case complexity, their adaptations to high-
dimensional databases by using the re-ranking approach (SFSR, IWSSR, BARSR) [1],
and the non-deterministic local search GRASPhc.

First, we run FSS-rEDA over the evaluation corpus, using a Naive Bayes classifier
(NB) and a 10 folds cross validation (apply search and build classifier from each of
the 10 training folds, and evaluate on the corresponding 10 test folds). Besides, we
tune the following parameters: α , population size and maximum number of generations
(stop criterion); B is fixed to 20 since several experiments showed that increasing it
does not improve results. Since FSS-rEDA and GRASPhc are non-deterministic algo-
rithms, the reported results are the average over 10 independent runs.Second, we select
the best configuration found for FSS-rEDA and we compare it to SFS, IWSS, BARS,
SFSR, IWSSR, BARSR and GRASPhc, with the same corpus, classifier and validation
procedure (10cv). In all the cases, a statistical analysis is used for comparison, using
a Friedman test followed by a post-hoc Holm test, as suggested in [7] and using the
code provided in [12]; the confidence level is set to 0.05. The control algorithm is au-
tomatically selected by the code used, commonly being the algorithm with the highest
accuracy when comparing by accuracy, or the lowest cardinality when comparing by
number of attributes. The comparison taking into account the three criteria is carried
out as follows: first we compare by accuracy and cross-out (remove) those algorithms
worse than the control algorithm; then we compare the remaining ones by cardinality
of the selected subset and finally by using the number of wrappers evaluations. When
in any state of the comparison only 4 or less algorithms remain to be compared, then a
paired one-tail Wilcoxon signed-ranks test is used.

4.3 Results

FSS-rEDA Configuration. Table 1 shows results for FSS-rEDA considering three dif-
ferent values of the fitness factor α (0.7, 0.8, 0.9). With respect to number o f generations
and population size, they are tuned with values: 20, 30, 40 and 50, having always the
same value for both parameters. Although it is common to find in the literature config-
urations for evolving algorithms with number o f generations greater then population
size, in our experience with FSS-rREDA, not only it is not worth but we get an increased
number in evaluations. Our stopping criterion is to reach number o f generations.

In Table 2 we show the statistical comparisons following the methodology indicated
in Section 4.2. Each configuration of FSS-rEDA is represented by its average values
shown in Table 1, and the column name is made ‘P-G=’ representing the Population
size and number of Generations; and the α fitness value. As a conclusion, the best
configuration found for our FSS-rEDA proposal is: population size and number of gen-
erations =40, and α = 0.9. Thus, is the configuration used for comparison with the other
algorithms.
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Table 1. FSS-rREDA algorithm with UMDA, NB classifier with 10-CV and B = 20

α = 0.5 α = 0.7 α = 0.9
Dataset Acc. #Atts #Evals. Acc #Att. #Evals. Acc. #Att. #Evals.
warpPIE10P 75.5 4.6 427.4 81.6 6.7 557.1 85.7 10.1 607.0
warpAR10P 57.7 3.5 349.8 65.8 5.5 467.3 67.3 8.8 541.2
pixraw10P 91.1 6.9 369.5 92.8 3.2 438.2 93.4 4.7 429.7
orlraws10P 83.6 3.7 528.8 86.7 4.4 470.1 89.4 6.7 494.0
TOX-171 59.5 3.0 298.1 68.3 6.3 540.3 71.8 12.0 767.6
SMK-CAN-187 61.8 1.5 127.3 68.5 3.7 346.7 68.0 7.4 436.2
GLI-85 82.0 1.9 255.1 84.9 3.2 342.6 89.4 6.4 344.7
GLA-BRA-180 65.4 1.9 223.3 66.7 3.1 389.8 66.7 7.4 540.0
CLL-SUB-111 70.1 2.5 306.2 73.7 4.7 487.3 77.0 8.4 527.5
pcmac 65.4 1.0 47.4 74.4 4.8 331.0 78.2 9.0 324.5
basehock 69.2 1.8 104.1 77.6 5.0 343.0 87.7 22.8 1349.5
Mean 71.0 2.9 276.1 76.4 4.6 428.5 79.5 9.4 578.4

Population size and #generations = 20
warpPIE10P 76.4 4.7 666.3 81.8 6.5 854.0 84.1 9.3 957.6
warpAR10P 60.3 3.3 542.1 64.7 5.3 726.8 66.8 8.5 853.5
pixraw10P 90.3 4.8 643.6 91.0 3.0 646.0 94.3 4.4 690.5
orlraws10P 84.1 3.3 847.0 88.9 4.4 751.7 90.7 6.2 810.4
TOX-171 58.8 3.0 447.1 67.2 6.0 893.7 72.4 11.8 1348.2
SMK-CAN-187 62.8 1.5 189.0 68.4 3.3 538.2 69.4 7.2 774.7
GLI-85 81.4 1.6 379.0 84.7 3.1 536.2 89.3 6.0 545.9
GLA-BRA-180 66.4 1.7 326.7 66.3 3.1 593.2 67.0 6.9 832.6
CLL-SUB-111 67.8 2.5 457.2 72.0 4.3 749.2 77.0 8.2 822.6
pcmac 65.4 1.0 64.5 74.3 4.6 482.5 78.0 8.5 485.7
basehock 70.1 2.0 147.5 77.3 4.8 502.0 86.8 19.4 2157.2
Mean 71.3 2.7 428.2 76.1 4.4 661.2 79.6 8.8 934.4

Population size and #generations = 30
warpPIE10P 76.0 4.4 878.9 81.3 6.4 1090.1 85.6 9.4 1294.2
warpAR10P 59.8 3.4 715.2 64.2 5.3 1035.1 68.9 8.4 1178.4
pixraw10P 90.3 3.4 982.1 91.6 2.7 871.5 94.4 4.3 929.3
orlraws10P 84.7 3.2 1142.0 87.9 4.4 979.8 91.0 5.8 1075.6
TOX-171 59.6 2.9 579.8 66.7 5.9 1183.6 72.0 11.7 1838.8
SMK-CAN-187 63.3 1.6 234.6 68.6 3.3 736.7 67.6 7.2 1014.3
GLI-85 82.0 1.8 510.9 85.2 3.1 755.3 89.0 5.8 748.2
GLA-BRA-180 65.2 1.8 417.6 65.4 3.0 854.3 66.4 6.9 1173.9
CLL-SUB-111 67.3 2.4 591.7 73.5 4.2 981.2 76.1 8.0 1131.5
pcmac 65.4 1.0 81.7 74.2 4.5 594.1 78.1 8.5 642.5
basehock 69.8 1.9 189.4 77.5 4.8 657.5 86.4 18.0 2900.4
Mean 71.2 2.5 574.9 76.0 4.3 885.4 79.6 8.5 1266.1

Population size and #generations = 40
warpPIE10P 74.0 4.6 1130.6 81.1 6.3 1424.1 85.7 9.3 1653.9
warpAR10P 59.3 3.4 951.1 65.1 5.2 1248.2 67.4 8.3 1469.1
pixraw10P 91.7 2.7 1255.8 92.0 2.7 1082.0 95.0 4.4 1150.8
orlraws10P 81.9 3.0 1390.2 88.6 4.3 1230.5 89.9 5.8 1387.8
TOX-171 58.1 2.9 707.5 67.7 6.0 1476.9 71.2 11.5 2382.8
SMK-CAN-187 63.7 1.6 290.2 68.5 3.2 905.8 67.7 7.2 1285.9
GLI-85 82.1 1.7 625.2 84.4 3.0 882.8 88.5 5.5 931.5
GLA-BRA-180 65.2 1.8 544.7 64.7 2.9 958.1 67.1 7.0 1455.2
CLL-SUB-111 67.1 2.4 724.8 74.1 4.0 1254.6 75.9 7.9 1388.2
pcmac 65.4 1.0 97.3 74.1 4.4 724.3 78.0 8.2 760.2
basehock 70.0 2.0 226.8 77.4 4.7 803.3 85.8 16.0 3128.3
Mean 70.8 2.4 722.2 76.2 4.2 1090.1 79.3 8.3 1544.9

Population size and #generations = 50
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Table 2. Statistical Comparisons for Different Configurations of FSS-rREDA

P-G=20 P-G=30 P-G=40 P-G=50
α =0.5 α =0.7 α =0.9 α =0.5 α =0.7 α =0.9 α =0.5 α =0.7 α =0.9 α =0.5 α =0.7 α =0.9

Acc. 71.0 76.4 79.5 71.3 76.1 79.6 71.2 76.0 79.6• 70.8 76.2 79.3
#Atts. 2.9 4.6 9.4 2.7 4.4 8.8 2.5 4.3 8.5 2.4 4.2 8.3•
#Evals. 276.1 428.5 578.4 428.2 661.2 934.4 574.9 885.4 1266.1• 722.2 1090.1 1544.9

FSS-rEDA vs. Local Search Algorithms. Table 3 shows the statistical analysis for the
comparison between all the algorithms considered in our experiments (detailed tables
are not included because of lack of space) and the best configuration for our proposal
FSS-rEDA. In the case of search algorithms with re-ranking, block size is also set to
20. For GRASPhc parameters, we set multi− starts = 50, ranking size=100, improving
phase=HillClimbing, as suggested by authors in [4].

Table 3 also summarizes the results of the statistical analysis, and shows that FSS-
rEDA is the best choice when taking into account the three criteria (accuracy, subset
cardinality and number of required evaluations), therefore it stands as a very efficient
global search algorithm to be applied over high-dimensional databases.

Table 3. Statistical comparisons for Local Search Algorithms and FSS-rEDA

IWSS SFS BARS IWSSR SFSR BARSR GRASPhc rEDA
Acc. 79.3 79.0 78.1 79.3 80.7• 79.1 79.6 79.6
#Atts 23.1 23.8 10.7• 14.2 22.9 12.6 13.1 8.5
#Evals. 12890.0 167162.2 38304.7 89.9 569.6 1389.4 8171.8 1266.1•

5 Conclusions

We have proposed a new method which makes it possible to run a stochastic global
search-based FSS algorithm over high-dimensional databases. After extensive statis-
tical comparisons we show that our proposal outperforms in terms of cardinality of
the selected subset to all local search algorithms and their enhancements compared.
Furthermore, our proposal presents an in-practice sublinear complexity respect to the
number of wrapper evaluations performed.

Acknowledgements. This work has been partially funded by FEDER funds, the Span-
ish Government (MICINN) through projects TIN2010-20900-C04-03 and PCI08-0048-
8577.

References
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2. Bermejo, P., Gámez, J., Puerta, J.: On incremental wrapper-based attribute selection: experi-
mental analysis of the relevance criteria. In: IPMU 2008: Proceedings of the 12th Intl. Conf.
on Information Processing and Management of Uncertainty in Knowledge-Based Systems
(2008)



Global Feature Subset Selection on High-Dimensional Datasets 63
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Abstract. Instance selection is becoming more and more relevant due
to the huge amount of data that is constantly being produced. However,
although current algorithms are useful for fairly large datasets, many
scaling problems are found when the number of instances is of hundred
of thousands or millions. Most instance selection algorithms are of com-
plexity at least O(n2), n being the number of instances. When we face
huge problems, the scalability becomes an issue, and most of the algo-
rithms are not applicable.

Recently, two general methods for scaling up instance selection algo-
rithms have been published in the literature: stratification and democra-
tization. Both methods are able to successfully deal with large datasets.
In this paper we show a comparison of these two methods when applied
to very large and huge datasets up to 50,000,000 instances. Addition-
ally, we also test their performance in huge datasets that are also class-
imbalanced. The comparison is made using a parallel implementation of
both methods to fully exploit their possibilities.

Although both methods show very good behavior in terms of testing
error, storage reduction and execution time, democratization proves an
overall better performance.

1 Introduction

The overwhelming amount of data that is available nowadays in any field of
research poses new problems for data mining and knowledge discovery methods.
This huge amount of data makes most of the existing algorithms inapplicable
to many real-world problems. Data reduction consists of removing missing, re-
dundant and/or erroneous data to get a tractable amount of information. One
of the most common methods for data reduction is instance selection.

Instance selection [8] consists of choosing a subset of the total available data
to achieve the original purpose of the data mining application as successfully as
the purpose would have been achieved with the whole dataset.
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We can distinguish two main models [2]: instance selection as a method of pro-
totype selection for algorithms based on prototypes (such as k-nearest neighbors)
and instance selection for obtaining the training set for a learning algorithm that
uses this training set (such as classification trees or neural networks).

The problem of instance selection for instance based learning can be defined
as [1] “the isolation of the smallest set of instances that enable us to predict the
class of a query instance with the same (or higher) accuracy than the original
set”.

Garćıa-Osorio et al. [6] proposed an algorithm called democratic instance se-
lection that was able to achieve a large reduction in the execution time of the
instance selection algorithms while keeping their performance. The underlying
idea was to follow the philosophy of classifier ensembles and carry out several
rounds of weak instance selection algorithms and combine them using a voting
scheme. Therefore, this approach was called democratic instance selection.

Democratic instance selection is thus based on repeating several rounds of
a fast instance selection process. Each round on its own would not be able to
achieve a good performance. However, the combination of several rounds using a
voting scheme is able to match the performance of an instance selection algorithm
applied to the whole dataset with a large reduction in the time of the algorithm.
Thus, in a different setup from the case of ensembles of classifiers, we can consider
this method a form of “ensembling” instance selection.

In this paper, we use a parallel implementation of this method that is able to
achieve a tremendous reduction in the execution time of any instance selection
algorithm while keeping its performance. A further advantage is the reduction in
memory storage requirements. The algorithm does not need to have in memory
the whole dataset. For huge problems where we have millions of instances it
means that we can perform the instance selection when other algorithms would
be limited by the amount of available memory.

Another very efficient approach that has been recently proposed is the stratifi-
cation strategy[3]. In this paper, we compared parallel implementations of these
two methods in a set of benchmarks problems that can be considered large or
very large datasets. The aim of the comparison is to test three basic hypothesis:

1. As both methods proved their usefulness for scaling up instance selection
methods in medium and large datasets, we want to test whether this good
performance is kept in very large datasets. As standard instance selection
methods cannot be applied due to their computational cost, we will test the
performance of the scaling up methods using as base measure the nearest
neighbor error using the whole dataset.

2. As democratization is more computationally expensive, we want to test
whether this added complexity pays off with an improvement in the per-
formance.

3. Class-imbalanced problems are becoming relevant in many fields of research
of machine learning. We want also to test the behavior of both methods
when facing this kind of problems.
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This paper is organized as follows: Section 2 presents the two methods that are
being compared; Section 3 shows their parallel implementation; Section 4 shows
the results of the experiments; and Section 5 states the conclusions of our work
and future research lines.

2 Democratization and Stratification of Instance
Selection Methods

The stratification strategy splits the training data into disjoint strata with equal
class distribution1. The training data, T , is divided into t disjoint datasets, Dj ,
of approximately equal size:

T =
t⋃

j=1

Dj . (1)

Then, the data mining algorithm is applied to each subset separately and the
results of all of the subsets are combined for the final solution. If we have an
algorithm of quadratic complexity, O(N2), for a number of instances, N , and we
employ M strata, we will have a time complexity O(N/M)2. Because we have
to apply the method to the M strata, the resulting complexity is O(N2/M),
which is M times faster than the original algorithm. If we are able to run the
algorithm in parallel in all the strata, our complexity will be O(N2/M2) with a
speedup of M2. Of course, the drawback of this approach is the likely decrease in
the performance of the algorithm. Derrac et al.[4] used stratification to scale up
a steady-state memetic algorithm for instance selection. These results support
the fact that a sophisticated algorithm applied in a suboptimal way to allow the
scaling up of the method can still improve the results of less complex methods
applied to the whole dataset.

Democratization shares the data partitioning philosophy of stratification. The
democratization process consists of dividing the original dataset into several dis-
joint subsets of approximately the same size that cover all the dataset. Then, the
instance selection algorithm is applied to each subset separately. The instances
that are selected to be removed by the algorithm receive a vote. Then, a new
partition is performed and another round of votes is carried out. After the pre-
defined number of rounds is made, the instances which have received a number
of votes above a certain threshold are removed. Each round can be considered to
be similar to a classifier in an ensemble, and the combination process by voting
is similar to the combination of base learners in bagging or boosting.

An important step is partitioning the training set into a number of disjoint
subsets, ti, which comprise the whole training set,

⋃
i ti = T . The size of the

subsets is fixed by the user. The actual size has no relevant influence over
the results provided is small enough to avoid large execution time. Furthermore,
1 When dealing with class-imbalance problems the distribution of classes in each strata

can be modified with respect to the whole training set to obtain a less skewed
distribution.
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the time spent by the algorithm depends on the size of the largest subset, so it is
important that the partition algorithm produces subsets of approximately equal
size.

In the same way, stratification performs a stratified partition of the dataset. To
avoid any advantage of any of the two methods we have performed the same kind
of stratified partition for both methods. The partition is carried out randomly,
keeping approximately, the same distribution of classes as in the whole dataset.

2.1 Determining the Number of Votes

An important issue in democratization is determining the number of votes needed
to remove an instance from the training set. It is not possible to set a general
preestablished value usable in any dataset. On the contrary, we need a way
of selecting this value directly from the dataset in run time. The method to
obtain this threshold is based on estimating the best value for the number of
votes from the effect on the training set. The election of the number of votes
must take into account two different criteria: training error, εt, and storage, or
memory, requirements m. Both values must be minimized as much as possible.
The method of choosing the number of votes needed to remove an instance is
based on obtaining the threshold number of votes, v, that minimizes a fitness
criterion, f(v), which is a combination of these two values:

f(v) = αεt(v) + (1 − α)m(v), (2)

We perform r rounds of the algorithm and store the number of votes received by
each instance. Then, we must obtain the threshold number of votes, v, to remove
an instance. This value must be v ∈ [1, r]. We calculate the criterion f(v) (eq. 2)
for all the possible threshold values from 1 to r, and assign v to the value which
minimizes the criterion. After that, we perform the instance selection removing
the instances whose number of votes is above or equal to the obtained threshold
v. In this way, the evaluation of each threshold of votes is also democratized.

3 Parallel Implementation

The parallel implementation is based on a master/slave architecture. The master
performs the partition of the dataset and sends the subsets to each slave. Each
slave performs the instance selection algorithm using only the instances of its
subset and then returns the selected instances to the master. The master stores
the votes for each removed instance and perform a new round. The general
architecture of the system is shown in Figure 1. As each round is independent
of the previous one all of them are performed in parallel. This method has the
advantage that it is still applicable for huge datasets, as only a small part of the
dataset must be kept in memory.

The threshold of votes is obtained using the same parallel democratic ap-
proach. Again, we divide the dataset into disjoint subsets and evaluate the ap-
plication of each threshold on every subset separately. The value of the goodness
of a threshold is the average value of evaluating eq. 2 in each subset.
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Fig. 1. Parallel implementation of democratic instance selection

Stratification is basically the application of democratization just one round.
Thus, the same architecture is used for implementing stratification, removing
the threshold optimization that is not needed in this method.

4 Experimental Results

We have used a set of eight problems where the number of instances is very
large, or even huge. Seven of the datasets are from the UCI Machine Learn-
ing Repository, dna dataset is from the Pattern Analysis, Statistical Modeling
and Computational Learning (PASCAL) challenge2. For estimating the storage
reduction and generalization error we used 10-fold cross-validation. The source
code, in C and licensed under the GNU General Public License, used for all
methods as well as the partitions of the datasets are freely available upon re-
quest to the authors. Table 1 shows the characteristics of these problems. census,

2 http://pascallin2.ecs.soton.ac.uk/Challenges/
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chrom21 and dna are class-imbalanced datasets. Their minority/majority class
ratio is shown in the table. Testing error, and G-mean value for class-imbalanced
datasets are also shown in the table.

We must mention that these datasets are a demanding challenge for any scal-
ing up method. Especially hard are chrom21 and dna problems. chrom21 has
many features, as well as more than one million instances, and it is heavily
class-imbalanced. dna has 50 millions instances and 800 features. None of these
two problems can be addressed without data partitioning as the main memory
will be exhausted even by a small percentage of their instances.

Table 1. Summary of datasets. The features of each dataset can be C(continuous),
B(binary) or N(nominal). The Inputs column shows the number of input variables after
transforming binary and nominal variables to numerical values. For class-imbalanced
datasets the minority/majority class ratio is also shown.

Data set Cases 1-NN G-mean Features Classes Inputs Imbalance
error C B N ratio

census 299,285 — 0.6130 7 – 30 2 409 1/15
chrom21 1,267,701 — 0.0000 – – 403 2 1612 1/4912
covtype 581,012 0.3024 — 54 – – 7 54 —
dna 50,000,000 — 0.1580 – – 200 2 800 1/344
kddcup99 494,021 0.0006 — 33 4 3 23 119 —
kddcup991M 1,000,000 0.0002 — 33 4 3 23 119 —
kddcup99all 4,898,431 0.0002 — 33 4 3 23 119 —
poker 1,025,010 0.4975 — 5 – 5 10 25 —

All the experiments have been carried out in a cluster of 32 blades. Each blade
is a bi-processor DELL Power Edge M600 with four cores per processor. Thus,
we count with 256 cores. The blades are interconnected with a master node and
among them with a 1 Gb network. In all the parallel implementations, we use a
master/slave model, where all the information processed by the slaves is sent by
the master. The processors run at 2.5 GHz and each blade has 16 Gb of memory.

The execution time shown in the tables is the wall-clock time expended by the
algorithms, including every part of them. We measure the time elapsed since the
program is started until the program finishes with its final output. That means
the time needed to read the data files, perform the partition, send the data to
the slaves, receive the results and obtain the best threshold of votes is included
in the reported time.

Both methods can be applied using any instance selection algorithm. Cano
et al. [2] performed a comprehensive comparison of the performance of differ-
ent evolutionary algorithms for instance selection and found that evolutionary
based methods were able to outperform classical algorithms in both classifica-
tion accuracy and data reduction. Among the evolutionary algorithms, CHC
was able to achieve the best overall performance. Thus, this algorithm has been
chosen as our base method. CHC stands for Cross generational elitist selection,
Heterogeneous recombination and Cataclysmic mutation [5].

Furthermore, the major problem addressed when applying genetic algorithms
to instance selection is scaling up the genetic algorithm. As the number of in-
stances grows, the time needed for the genetic algorithm to reach a good solution
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increases exponentially, making it totally useless for large problems. In this way,
using CHC as instance selection algorithm provides the most extreme scaling up
case, a very time consuming algorithm and huge datasets.

We used a standard fitness function based on reduction, ri, and training
error, ei:

fi = α(1 − ei) + (1 − α)ri, (3)

where 0 < α < 1. In the reported experiments α = 0.5, which means that
reduction and accuracy are considered in equal terms. To evaluate ei, we use a
1-NN classifier. The training error for instance x using an individual that selects
a subset of instances S is evaluated using as prototype set S\{x}.

Accuracy is not a useful measure for class-imbalanced data, especially when
the number of instances of the minority class is very small compared to the
majority class. If we are concerned about the performance on both negative and
positive classes the G − mean measure [7] is a useful value:

G − mean =
√

Specificity · Sensitivity. (4)

This measure is a good compromise between specificity and sensitivity. Due to
the use of different accuracy measures we shown separately the results for class-
imbalanced datasets.

For CHC we used a value of k = 1, a population of 100 individuals evolved
for 1000 generations with a mutation probability of 10% and a bit mutation
probability of 10%. A mutation based on Reduced Nearest Neighbor (RNN) rule
was applied with a probability of 5%. These same values are used each time any
of these methods is applied, both using stratification and democratization.

For the application of democratization, we used subsets of s = 1000 instances,
and performed r = 10 partitions. The same subset size was used for stratification.
Table 2 shows the results which are illustrated in Figure 2. The first remarkable
result is the excellent behavior of both approaches in scaling up the evolutionary
instance selection algorithm. Even for a dataset with almost 5 million instances
and 119 features the execution time is less than an hour for the slowest algo-
rithm. Any estimation of the time needed for a standard CHC algorithm for
this dataset would be in the thousands of hours3. Furthermore, the scalability
is achieved while keeping the performance of the algorithms. For covtype, there
is an increment in the testing error, but not very large, and for the remaining
datasets the testing error is similar to the error obtained with all the instances,
while a very significant storage reduction is achieved.

The results also show that, although stratification is faster, the differences
with democratization are not as large as expected. In the worst case, democ-
ratization is only 6 times slower than stratification. This is an effect of the
ability of democratization of performing the different rounds of the algorithm

3 As an example, standard CHC needed 25 hours for adult dataset, which has only
48,842 instances.
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Fig. 2. Storage requirements and error results for stratification and democratization

simultaneously. Storage reductions are very similar with a small advantage of
democratization. The same can be said about testing error.

We have performed a statistical test to assure whether the observed differ-
ences are statistically significant. As we are comparing results of two methods
on a small set of problems using 10-fold cross-validation, we have chosen the
corrected resampled t-test [9]. We have compared the testing error and storage
requirements of both methods for each problem. Table 2 marks when a method
is significantly better at a confidence level of 95% with an ∗. This test shows
that democratization is significantly better for kddcup99all, in both storage
and error, for covtype, in error, and for poker, in storage.

Results for class-imbalances datasets are shown in Table 3. The CHC algo-
rithm applied to class-imbalanced problems was the same that in the previous
set of problems with the only modification of substituting the accuracy by the
G-mean in the fitness function. In this case, both methods improve the accuracy
of 1-NN rule with all the instances. For this kind of problems, the results are
somewhat different. In this case, democratization is superior to stratification for
all the three datasets and in both testing error and storage reduction. It seems
that the combination process added by the democratization approach is able to
cope with the increased complexity of the class-imbalanced problems better than
stratification.
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Table 2. Summary of results for democratization and stratification methods using a
CHC algorithm as base method

Dataset Democratization Stratification
Storage Error Time (s) Storage Error Time (s)

covtype 0.0556 0.3623∗ 303.1 0.0678 0.3805 55.9
kddcup99 0.0232 0.0009 335.7 0.0312 0.0040 50.6
kddcup991M 0.0192 0.0007 671.2 0.0290 0.0044 91.7
kddcup99all 0.0086∗ 0.0003∗ 3307.0 0.0196 0.0084 520.0
poker 0.0205∗ 0.5012 497.4 0.0558 0.5031 66.0

Table 3. Summary of results for democratization and stratification methods using a
CHC algorithm as base method for class-imbalanced problems

Dataset Democratization Stratification
Storage G-mean Time (s) Storage G-mean Time (s)

census 0.0563∗ 0.7766∗ 287.1 0.0318 0.7435 55.9
chrom21 0.0000∗ 0.6805∗ 4472.0 0.2937 0.3481 50.6
dna M 0.0368∗ 0.2707∗ 63797.0 0.1225 0.1966 91.7

4.1 Time Complexity

The theoretical time complexity of both methods was shown in Section 2. Thus,
both methods must show a computational cost that is linear in the number
of instances, or even constant if we have enough processors. To illustrate this
property, we show the behavior of both methods in terms of execution time in
function of the number of instances in Figure 3. We plot the time spent by the
algorithms as the complexity of the problem increases. This corroborates the
theoretical arguments given above. The figure also shows that the constant term
influences the time complexity of democratization with a steeper curve.
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Fig. 3. Computational cost, in logarithmic scale, of our method and a base instance
selection algorithm of O(n2) and 256 processors
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5 Conclusions and Future Work

In this paper we have compared two new methods for scaling up instance se-
lection algorithms that are applicable to any instance selection method without
any modification. Both methods have shown their ability to scale up instance
selection algorithms to very large datasets up to 50,000,000 instances.

The experiments have shown that in terms of execution time, stratification
is faster than democratization, although both methods showed linear time com-
plexity. In terms of reduction of storage requirements and testing error, democ-
ratization is better than stratification, but the differences are not very large in
multi-class balanced problems.

We have also shown a comparison of both methods in class-imbalanced prob-
lems. The tested problems present a high imbalance ratio, with a worst case
of 1/4912. For these problems, there is clear advantage of democratization over
stratification in terms of both storage reduction and accuracy, measured using
G-mean value. This last result opens the possibility of reformulating democrati-
zation for the specific case of class-imbalanced problems.
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Abstract. In real world problems solved using data mining techniques, it is 
very usual to find data in which the number of examples of one of the classes is 
much smaller than the number of examples of the rest of the classes. Many 
works have been done to deal with these problems known as class imbalance 
problems. Most of them focus their effort on data resampling techniques so that 
training data would be improved, usually balancing the classes, before using a 
classical learning algorithm. Another option is to propose modifications to the 
learning algorithm. As a mixture of these two options, we proposed the 
Consolidation process, based on a previous resampling of the training data and 
a modification of the learning algorithm, in this study the C4.5. In this work, we 
experimented with 14 databases and compared the effectiveness of each 
strategy based on the achieved AUC values. Results show that the consolidation 
obtains the best performance compared to five well-known resampling methods 
including SMOTE and some of its variants. Thus, the consolidation process 
combined with subsamples to balance the class distribution is appropriate for 
class imbalance problems requiring explanation and high discriminating 
capacity. 

Keywords: class imbalance problems, resampling methods, SMOTE, 
consolidation process, C4.5 decision trees. 

1   Introduction 

Information technologies allow us to store large amounts of data. This data is 
combined with data mining techniques in different areas such as medicine, marketing, 
fraud detection in insurance companies, etc. to extract useful information from it. In 
some of these problems the number of examples of a class is much smaller than the 
number of examples of the rest of the classes –highly skewed datasets or class 
imbalance problems. In these problems the instances are usually grouped into the 
majority or negative class and the minority class or positive class and it is usual the 
less representative class to be the most interesting one and the one with bigger cost 
when making errors from the point of view of learning. This is one of the emergent 
challenges in Data Mining in the last years [28]. 
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Most machine learning algorithms are designed so that the built classifier reduces 
the classification error. This means that if we face a problem where the class 
distribution is 0.1%-99.9% (lets' think for example, in a problem where the aim is to 
detect a very odd illness), a classifier that classifies every example as healthy patients 
will be right in 99.9% of the examples. However, this classifier won't have extracted 
any knowledge about the problem it needed to solve. The same problem can be found 
in many other application areas such as detection of fraudulent customers in an 
insurance company, bank credit award, etc. 

Many approaches have been proposed to deal with class imbalance problems but 
they can be divided in two main groups: algorithmic approaches and data approaches.  
The first ones propose modifications in the algorithms such as the improved boosting 
proposed by Joshi et al. [17], the modification of SVM proposed by Wu et al [11], an 
alternative based on one-class learning [19], and some more options as can be seen in 
[21][9][29]. The other option, data approaches, usually resample (subsample or 
oversample) the data before using a classical learning algorithm. Most of the research 
efforts have been done in this direction and they try to balance the class distribution 
before learning the classifier [6][2][5][16][10]. One of the most popular techniques in 
this sense is SMOTE [7]: an intelligent oversampling technique to generate more 
minority class examples. A wide analysis and comparison of some variants can be 
found in [4][13]. 

A third option to solve class imbalance problems would be a combination of the 
previous ones: data and algorithmic approaches. We can find an example of this 
approach in [10]. 

In this context, in order to obtain accurate classifiers able to solve class imbalance 
problems, in [22] the authors proposed to use several samples to build a single 
decision tree. The method, called CTC –Consolidated Tree Construction Algorithm– 
is based on a decision tree construction algorithm, C4.5, but it extracts knowledge 
from data using a set of samples instead of a single one as C4.5 does. In contrast to 
other methodologies based on several samples to build a classifier, such as bagging, 
the CTC builds a single tree and as a consequence, the CTC algorithm obtains 
comprehensible classifiers called Consolidated Trees or CT trees.  

Taking into account the context presented in the introduction, in this work we will 
try to answer the following research question: Is the consolidation a good way to 
solve class imbalance problems? Does it improve the results achieved with the 
original sample? And, does this option work better than intelligent oversampling 
techniques such as SMOTE and its variants? 

To answer these questions we performed experiments with 14 two-class real 
problems and different strategies to solve the class imbalance problem: the CTC (or 
consolidated C4.5), random subsampling, random oversampling, and 3 options of 
intelligent oversampling (SMOTE [7], borderline-SMOTE1 [15], borderline-
SMOTE2[15]). Furthermore, we run a 10 fold cross-validation methodology five 
times to estimate the generalization capacity of the built classifiers. We used AUC 
(Area Under the ROC curve) as a performance estimator. Finally we applied the 
statistical tests proposed by Demšar [8] and Garcia et al in [14] to evaluate statistical 
significance of the results.  
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The paper proceeds in Section 2 by briefly introducing the C4.5 and the 
consolidation process: the CTC. Section 3 describes the used intelligent oversampling 
methods used in this work. Section 4 is devoted to describe the experimental 
methodology. We present a summary of the experimental results and the major 
outcomes in Section 5. Finally, Section 6 is devoted to conclusions and further work. 

2   C4.5 and the Consolidation Process 

The C4.5 [24] achieves high quality results as single classifier with an added value: it 
provides with explanation the proposed classification. It was identified as one of the 
top 10 algorithms in data mining in the IEEE International Conference in Data Mining 
held in 2006 [27]. And furthermore, in a recent work Garcia and Herrera [12] 
proposed very powerful statistical tests for significance analysis and compared the 
results of five widely used classification algorithms –C4.5, NaiveBayes, CN2, 1-NN 
and a Kernel classifier– in 30 databases. The use of the tests showed that C4.5 was the 
algorithm with highest effectiveness followed by NaiveBayes, without significant 
differences, and, 1-NN and the Kernel classifier with significant differences. 
Moreover, the C4.5 is widely used after applying oversampling techniques in class 
imbalance problems [7][4][13]. 

The consolidation process of the C4.5, was designed to solve a class imbalance 
problem, a fraud detection problem. The aim was to build a single tree (a classifier 
with explaining capacity) but using a set of samples with modified class distribution.  
This process was called CTC (Consolidated Tree Construction) algorithm [22][23]. 

The CTC algorithm uses the main idea of bagging: voting. In bagging a set of 
classifiers is built and, then, voting is used to classify new examples. Nevertheless, 
the CTC algorithm uses a voting process to decide the variable that will be used to 
split the node at each step of the tree’s building process. The decision is made based 
on different samples. The repetition of this process in every node leads to the 
construction of a single tree. Although the idea of CTC is wider, CT trees were built 
based on the standard C4.5 classification algorithm. In order to make the CTC 
comparable to the C4.5, the split function used is the gain ratio criterion; used by 
Quinlan in the C4.5 [24]. This idea was kept in the different steps of the algorithm; 
using the default parameters of the C4.5. 

The algorithm starts with the subsampling phase: extracting a set of 
Number_Sample (N_S) samples from the original training set based on the desired 
resampling technique (R_M). Each node of the CT tree is consolidated based on the 
information, or split proposals (feature + branches), generated from N_S samples. In 
the consolidation phase, the feature and branches are selected after a voting process 
based on all the proposals. And then, all the nodes are forced to split based on this 
decision. In the Consolidated Tree’s generation process nodes stop splitting or do not 
generate branches when most of the proposals are not to split it, so, to become a leaf 
node (stopping criteria). The a posteriori probabilities of the leaves are calculated by 
averaging the a posteriori obtained from the data partitions related to that leaf node in 
all the samples. 
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3   Used Intelligent Oversampling Methods 

3.1   SMOTE 

SMOTE (Synthetic Minority Oversampling TEchnique) [7] is an oversampling 
algorithm where the minority class is oversampled to generate new synthetic 
examples. The basic idea is to generate new examples that are located somewhere in 
the line that sticks together each of the minority class examples and some (or all) of 
its k nearest neighbours. The distance between examples is usually calculated based 
on Euclidean distance, however Euclidean distance is not adequate for qualitative (not 
quantitative) features. The calculation for those cases is usually done using a 
replacement or overlap function that assigns a value equal to 0 (when both values are 
the same) or equal to 1 (if they are different). We have implemented SMOTE using 
HVDM (Heterogeneous Value Difference Metric) distance [26] which uses Euclidean 
distance for quantitative attributes and VDM distance for the qualitative ones. The 
VDM metric is more adequate than the overlap metric since it takes into account  
the similarities among the possible values of each qualitative attribute to calculate the 
distances between them. Finally, missing values are usually replaced by the average 
of that attribute for the rest of examples of its class in the case of quantitative 
attributes. For qualitative attributes the mode is used.  

The synthetic examples are generated with the following procedure: calculate the 
difference between the feature vector of the current example (a minority class 
example) and the feature vector of one of its nearest neighbours, randomly selected. 
Then, multiply the difference vector with a random value between 0 and 1 and finally, 
add this vector to the feature vector of the current example. The new vector will be 
the synthetic example. 

The number of times that a neighbour has to be selected to be used to generate a 
new example depends on the number of new examples we must generate. For 
example, if we need to duplicate the number of examples in the minority class it will 
be enough to use a neighbour for each of the minority class examples. 

3.2   Borderline-SMOTE 

The main difference of these methods with SMOTE is that only the minority 
examples in the borderline are oversampled. The minority class examples will be 
considered to be in the borderline if more than half of their k nearest neighbours 
belong to the majority class. That is, those examples located in the frontier of the 
majority and minority class. 

The authors propose two different approaches [15]: Borderline-SMOTE1 and 
Borderline-SMOTE2. The Borderline-SMOTE1 option uses just the minority class 
neighbours of the examples in the borderline to generate the synthetic examples. 
However the Borderline-SMOTE2 option uses all the neighbours (minority and 
majority class) of the examples in the borderline to generate the synthetic examples. If 
the selected neighbour belongs to the majority class, the random value generated to 
multiply the difference vector will be in the range 0 - 0.5. 
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4   Methodology for Experiments 

We performed experiments with 14 real problems from the UCI Repository 
benchmark [3]. These 14 databases are part of the 30 datasets Albisua et al used in a 
previous work [1], just those with an original minority class distribution below 30%. 
The characteristics of the databases (see Table 1) vary from 155 examples to 5,620 
examples, from 6 to 64 features and from 2 to 15 classes, although for the 
experiments, we converted all the databases in two-class databases designating  
the least frequently occurring class as the minority class, and then, mapping the 
remaining classes into the majority class. And finally, the minority class distribution 
goes from 3.45 to 30, being the average 18.33%. 

Table 1. Domains used in the experimentation and their characteristics 

Domain N. of 
patterns 

N. of 
features 

N. of 
classes 

Minority 
class 

missing 
values 

Soybean-Large 290 35 15 3.45 y 
Hypo 3 163 25 2 4.77 y 
Sick_euthyroid 3 120 25 2 9.26 y 
Optdigits 5 620 64 10 9.9 n 
Segment210 210 19 7 14.29 n 
Segment2310 2 310 19 7 14.29 n 
Kddcup 4 941 41 2 19.69 n 
Hepatitis 155 19 2 20.65 y 
Vehicle 846 18 4 23.52 n 
Glass 214 9 7 23.83 n 
Splice_junction 3 190 60 3 24.1 n 
Yeast 1 484 8 10 28.9 n 
Credit-g 1 000 20 2 30 n 
Car 1 728 6 4 30 n 

 
We used a 10-fold cross-validation methodology five times (5x10CV) to estimate 

the generalization capacity of the built classifiers. As a consequence, we obtained 50 
pairs of training and test samples for each database. From each training sample, we 
further generated 100 balanced (50%) samples using random subsampling and 
following Weiss and Provosts' proposal [25], 50 samples using SMOTE, 50 samples 
using Borderline-SMOTE1, 50 samples using Borderline-SMOTE2, and finally, 50 
samples using random oversampling to be used as baseline for the intelligent 
oversampling methods. Thus, in this experiment, we used 5 resampling methods and 
generated 5x10x300 samples per database. 

In order to generate the 100 balanced subsamples we repeated the subsampling 
process Weiss and Provost did in their work and fixed the size of the subsamples to 
the number of examples of the minority class: that is we undersampled both the 
majority and the minority class. If we take into account the 14 databases, the average 
size of the generated samples is 18.33% of the training samples (the average 
percentage of the minority classes). To generate samples generated using the different 
options for SMOTE or random oversampling were also balanced samples but they 
used all the majority class examples and oversampled the minority class to achieve 
samples with 50% class distribution. As a consequence the size of the used samples 
was 145% of the training sample. 
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We built a C4.5 tree with each one of the samples obtained oversampling the 
training sample with the different options and the subsamples obtained undersampling 
it. We also built another C4.5 tree with the whole training sample of the fold without 
using any sampling method. On the other hand, we used the 100 samples generated 
under-sampling the training sample, to build all the possible CT trees with disjoint 
sets of 30 samples. That is, 3 CT trees with N_S=30. Although the optimal value for 
N_S depends on the concrete data base, previous works have proven that 30 is in 
general a good value [22][23]. 

On the other hand, as Weiss and Provost [25] proposed in their work, in the 
evaluation process we corrected the a posteriori probabilities of the leaf nodes to 
adequate them to the class distribution found in the original training set. They named 
this correction factor oversampling ratio. 

We pruned all the trees, C4.5 and CT trees,  using the default pruning proposed by 
Quinlan [24]. This was the option where C4.5 had the best performance. 

We tested the built trees with the test sample in each fold and we measured the 
obtained AUC (Area Under the ROC Curve) because we agree with other authors 
such as Ling et al. [18] and Marrocco et al. [20] that AUC is a better measurement 
than accuracy in comparing learning algorithms when the class distribution changes.  

In addition, we used the non-parametric statistical tests proposed by Demšar in [8] 
and Garcia et al in [14] to evaluate the statistical significance of the results. 

5   Experimental Results 

As described in the experimental setup section, we performed extensive experiments 
to compare the results obtained with the mentioned resampling methods and the 
consolidation process. In the next table, Table 2, we summarize the results for each of 
the seven strategies used for the 14 databases. 

The column ORIG shows the AUC values related to the non-resampling option 
(the original class distribution). The columns SUB and OVER show the results for the 
random subsampling and oversampling methods. SMT, B_SMT1 and B_SMT2 refer 
to SMOTE, Borderline-SMOTE1 and Borderline-SMOTE2, and finally, CTC shows 
the consolidation process’ performance. 

The last two rows in the table show the average AUC obtained (in bold) by each 
strategy and its average rank, which will be used to make the evaluation of 
statistically significant differences. As it can be observed, the consolidation process 
achieved the best rank and average AUC, followed by all of the oversampling 
methods which outperformed the non-resampling option (ORIG). The worst option 
was the random subsampling method, being the only option that didn’t outperform 
ORIG, though it could be due to the smaller size of the samples which was in average 
18.33% of the training samples (the average percentage of the minority classes). 

In order to analyze the statistically significant differences between the obtained 
results, as explained before, we applied the tests proposed by Demšar in [8] and 
García et al in [14] for multiple classifier comparisons. Iman and Davenport’s test 
showed that there were significant differences between the seven strategies compared. 
The FF statistic obtained was in this case 4.3165, which was greater than the required 
value with a 95% significance level (2.2172).  
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Table 2. AUC values for 7 strategies and 14 databases 

Domain ORIG SUB OVER SMT B_SMT1 B_SMT2 CTC 
Soybean-Large 82.97 82.19 90.20 89.82 89.76 91.63 89.36 
Hypo 96.05 95.96 96.31 96.01 96.22 95.52 96.81 
Sick_euthyroid 93.76 94.32 94.65 93.98 94.70 94.00 95.01 
Optdigits 84.47 88.01 92.14 90.29 89.28 89.53 94.28 
Segment210 98.65 97.91 98.96 99.20 99.18 99.21 98.83 
Segment2310 94.83 88.68 91.07 92.00 91.39 95.16 93.83 
Kddcup 99.39 98.99 99.40 99.35 99.43 99.53 99.54 
Hepatitis 66.58 71.53 72.44 66.71 66.87 77.20 68.43 
Vehicle 92.88 92.78 92.47 93.86 93.86 94.06 94.91 
Glass 88.98 90.06 90.98 91.56 89.93 92.48 92.44 
Splice_junction 96.60 94.63 94.64 95.24 95.51 94.33 96.07 
Yeast 72.36 72.18 68.09 72.86 72.01 71.92 72.25 
Credit-g 65.65 65.36 62.92 67.08 66.18 63.01 68.28 
Car 97.85 93.71 97.83 97.70 98.14 98.03 97.99 
Average 87.93 87.59 88.72 88.98 88.75 89.69 89.86 

Average ranks 
4.79 
(6) 

5.71 
(7) 

4.29 
(5) 

3.93 
(4) 

3.64 
(3) 

3.29 
(2) 

2.36 
(1) 

 
Once we knew there were significant differences over the whole multiple 

comparison, we applied several powerful post-hoc procedures proposed by García et 
al in [14] for 1 x N comparisons, using CTC algorithm as the control method. All of 
them gave the same qualitative results, as can be seen in Table 3 where results for 
various tests are shown.  

As it can be observed, for a 95% significance level, the tests show that there are 
significant differences with ORIG and SUB (values marked in bold). To find 
differences with random oversampling it would be necessary to consider a 90% 
significance level. Despite achieving better average rank and AUC value than the 
intelligent oversampling techniques, no significant difference was found by the tests. 

Wilcoxon test for comparing two algorithms was also made and significant 
differences were found between CTC and each of the other options, except 
Borderline-SMOTE2. 

Table 3. Tests’ results for Bonferroni, Holm, Hochberg and Hommel (1 x N comparisons) and  
Wilcoxon (pairwise comparisons) using CTC as control method 

Type of 
comparison

CTC vs ORIG SUB OVER SMT B_SMT1 B_SMT2 

Multiple 
(1 x N) 

Bonferroni 0.0176 0.0002 0.1091 0.3257 0.6920 1.5326 

Holm 0.0147 0.0002 0.0727 0.1628 0.2307 0.2554 

Hochberg 0.0147 0.0002 0.0727 0.1628 0.2307 0.2554 

Hommel 0.0147 0.0002 0.0727 0.1628 0.2307 0.2554 

Pairwise Wilcoxon 0.0132 0.0076 0.0355 0.0110 0.0132 0.5936 

 
At last, as Demšar proposed in [8], we made Nemenyi and Bonferroni-Dunn tests, 

which are less powerful but offer a very clear graphic explanation. The results 
confirm everything that has been said. Figure 1 shows graphically results for the 
Nemenyi’s and Bonferroni-Dunn’s tests based on CD (Critical Difference) diagrams. 
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Fig. 1. Results for Nemenyi and Bonferroni-Dunn tests for 7 strategies 

In Nemenyi’s test (upper line in the figure) two algorithms are connected by a line 
if no significant differences exist whereas for Bonferroni-Dunn test (lower line in the 
figure) there are significant differences with the control classifier (CTC) only if the 
corresponding point is outside the line. Graphs show that based on both kind of tests, 
we can come to the same conclusions related with CTC. In terms of statistically 
significant differences, CTC is the only strategy that outperformed the original. 
Although having achieved the best ranking value, the differences between 
consolidation and the rest of the oversampling methods are not significant. 

Finally, we would like to emphasize the gain of the consolidation process, 
especially when this approach has been made based on the worst of the resampling 
strategies.  

6   Conclusions and Further Work 

Many works have been done in the context of machine learning when working with 
imbalanced data sets, most of whom deal with the problem by using data resampling 
strategies, where SMOTE and some of its variants have become reference methods.  

In this work, we have compared some well-known resampling methods (random 
subsampling, random oversampling, SMOTE, Borderline-SMOTE1 and Borderline-
SMOTE2) used to balance the class distribution in the training data, with a strategy 
that mixes data and algorithmic approach, which we call the consolidation process. 
All the strategies were applied to the C4.5 algorithm. 

We performed an extensive experimentation and applied statistical tests to 
determine whether there were statistically significant differences between the 
proposed strategies or not. Results confirmed that not only consolidation is a good 
way  to solve class imbalance problems, but it also works better than the mentioned 

SUB
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OVER
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3.93
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3.64

B_SMT2
3.29

CTC
2.36

2.4078
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1 2 3 4 5 6 7

Average ranks

CD Nemenyi

CD Bonferroni-Dunn
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intelligent oversampling techniques, in addition to improving the results achieved 
with the original sample. 

After seeing these satisfactory results, there are many things that can be done in the 
future. Firstly, the experimentation could be extended to more databases and 
resampling methods combined with cleaning techniques (e.g. SMOTE-ENN). 
Furthermore, we would like to analyze class distributions different to 50% in order to 
find the best one for the different resampling techniques. Finally, we hope that the 
combination of the best samples obtained with intelligent resampling techniques and 
the consolidation process will achieve better results. 
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Bertha Guijarro-Berdiñas, and Noelia Sánchez-Maroño

Laboratory for Research and Development in Artificial Intelligence (LIDIA),
Computer Science Dept., University of A Coruña, 15071 A Coruña, Spain

{vbolon,dpeteiro,ciamparo,cibertha,nsanchez}@udc.es

Abstract. The advent of high dimensionality problems has brought new
challenges for machine learning researchers, who are now interested not
only in the accuracy but also in the scalability of algorithms. In this
context, machine learning can take advantage of feature selection meth-
ods to deal with large-scale databases. Feature selection is able to reduce
the temporal and spatial complexity of learning, turning an impractica-
ble algorithm into a practical one. In this work, the influence of feature
selection on the scalability of four of the most well-known training al-
gorithms for feedforward artificial neural networks (ANNs) is studied.
Six different measures are considered to evaluate scalability, allowing to
establish a final score to compare the algorithms. Results show that in-
cluding a feature selection step, ANNs algorithms perform much better
in terms of scalability.

1 Introduction

In the past few years, the increase of computational power, bandwidth and
storage capacity has brought an interesting challenge for machine learning re-
searchers, since the huge amount of data now available has led to datasets of high
dimensionality which makes the machine learning task more complex and com-
putationally demanding. The term high dimensionality means that a database
presents several of the following characteristics: (a) the number of samples is
very high; (b) the number of features is very high. Machine learning gets partic-
ularly difficult when dealing with datasets with more than 1 000 000 data (where
data means samples × features), or even much less. The problem here is that
practically all machine learning algorithms operate with the training set entirely
in main memory and, consequently, their spatial and/or temporal complexity
grows as the number of samples increases. In fact, in many cases, learning al-
gorithms are not able to process the whole training set due to time or memory
restrictions and, in practice, preprocessing techniques are required.

Within preprocessing techniques, machine learning can take advantage of fea-
ture selection methods to be able to confront these problems. Theoretically,
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having more data should give more discriminating power. However, the nature of
high dimensionality of data can cause the so-called problem of “curse of dimen-
sionality”. To avoid this problem, feature selection plays a crucial role. Feature
selection (FS) consists of detecting the relevant features and discarding the ir-
relevant ones in order to reduce the input dimensionality and, most of the time,
to achieve an improvement in performance [1]. The benefits of FS have been
proven by the authors in diverse fields such as bioinformatics [2] or intrusion
detection [3]. In general, there are three different models for feature selection:
filter, wrapper and embedded methods. While wrapper models use a specific pre-
diction method as a black box to score subsets of features as part of the selection
process, filter models rely on the general characteristics of the training data to
select features with independence of any predictor. Halfway these two models
one can find the embedded methods, which perform FS as part of the training
process of the prediction model. By having some interaction with the classifier,
wrapper and embedded methods tend to give better performance results than
filters. However, in this work, the high dimensionality of the datasets prevent
the application of these methods and only the filter model will be considered.

Large-scale learning [4,5,6], which is located within machine learning, intends
to develop efficient and scalable algorithms with regard to requirements of com-
putation, memory, time and communications. Increasing the size of the training
set often increases accuracy [7] but, if the computational complexity of the algo-
rithm exceeded the main memory then the algorithm will not scale well or will
be unfeasible to run. Thus, for scaling up learning algorithms, the issue is not
so much as one of speeding up a slow algorithm as one of tuning an impractica-
ble algorithm into a practical one, i.e. the crucial issue is seldom how fast you
can run on a particular problem, but rather how large a problem can you deal
with [8]. Eventually, even if the scalability of learning algorithms is improved,
there is still the question of its impact on the own goal of learning. Assessing
performances become complicated if a degradation in the quality of learning is
permitted, since it is essential to minimize training time and allocated memory
while maintaining accuracy. However, up to now, most machine learning algo-
rithms do not provide an appropriate balance among them and tend to look
with favor on one of these variables against another. In this work, the authors
are most interested in methods that scale up algorithms without a substantial
decrease in accuracy.

In a previous work [9], the authors have studied the scalability of several
training algorithms for ANNs on large-scale databases, using the measures de-
fined in the workshop PASCAL Large Scale Learning Challenge [10] at the
25th International Conference on Machine Learning (ICML’08). These measures
assess the scalability of algorithms in terms of error, computational effort, al-
located memory and training time. In this work, the influence of feature selec-
tion on the scalability of four of the most well-known training algorithms for
feedforward ANNs will be studied. By reducing the number of input features
and, consequently, the dimensionality of the dataset, we expect to reduce the
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computational time while maintaining the performance on the other measures,
as well as being able to apply certain algorithms which could not deal with so
large databases.

The remainder of this paper is structured as follows: section 2 describes the
feature selection process, section 3 presents the experimental study, section 4
shows the experimental results and sections 5 and 6 include the discussion and
conclusions, respectively.

2 Feature Selection

Feature selection is the process of detecting the relevant features and discarding
the irrelevant ones, with the goal of obtaining a subset of features that describes
properly the given problem with a minimum degradation of performance [1]. It
has several advantages, such as:

– Improving the performance of the machine learning algorithms.
– Data understanding, gaining knowledge about the process and perhaps help-

ing to visualize it.
– Data reduction, limiting storage requirements and perhaps helping in reduc-

ing costs.
– Simplicity, possibility of using simpler models and gaining speed.

In light of the above, FS seems to be helpful in reducing the computational
effort, allocated memory and training time, measures that will be considered to
study the scalability of the machine learning algorithms.

As was stated in the Introduction, when managing high dimensional datasets,
the application of wrappers and embedded methods is not practicable, and there-
fore our study will be focused in the use of filters. Filters rely on the general
characteristics of the training data to select features with independence of any
predictor and are usually computationally less expensive than wrappers and em-
bedded methods. Moreover, filters have the ability to scale to large datasets and
result in a better generalization because they act independently of the induc-
tion algorithm. So, in those cases in which the dimensionality is very high, filter
methods are a good choice to obtain a reduced set of features that can be treated
by the machine learning algorithms.

With regard to the filter model, there exist two major approaches: individ-
ual evaluation and subset evaluation [11]. Individual evaluation is also known
as feature ranking and assesses individual features by assigning them weights
according to their degrees of relevance. On the other hand, subset evaluation
produces candidate feature subsets based on a certain search strategy. Each
candidate subset is evaluated by a certain evaluation measure and compared
with the previous best one with respect to this measure. While the individ-
ual evaluation is incapable or removing redundant features because redundant
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features likely have similar rankings, the subset evaluation approach can handle
feature redundancy with feature relevance, so this will be the approach chosen
for this study.

Correlation-based Feature Selection (CFS) [12] is one of the most well-known
and widely-used filters, following the subset evaluation approach, which has
proven to obtain good results on previous works, so it will be chosen for this
study. CFS is a simple filter algorithm that ranks feature subsets according to
a correlation based heuristic evaluation function [12]. The bias of the evaluation
function is toward subsets that contain features that are highly correlated with
the class and uncorrelated with each other. Irrelevant features should be ignored
because they will have low correlation with the class. Redundant features should
be screened out as they will be highly correlated with one or more of the remain-
ing features. The acceptance of a feature will depend on the extent to which it
predicts classes in areas of the instance space not already predicted by other
features. CFS’s feature subset evaluation function is:

MS = krcf/
√

k + k(k − 1)rff ,

where MS is the heuristic ‘merit’ of a feature subset S containing k features,
rcf is the mean feature-class correlation (f ∈ S) and rff is the mean feature-
feature intercorrelation. The numerator of this equation can be thought of as
providing an indication of how predictive of the class a set of features is; and
the denominator of how much redundancy there is among the features.

3 Experimental Study

In order to check the influence of FS on the scalability of machine learning
algorithms that can deal with large datasets, four of the most popular train-
ing algorithms for ANNs were selected. Two of these algorithms are gradient
descent (GD) [15] and gradient descent with momentum and adaptive learning
rate (GDX) [15], whose complexity is O(n). The other algorithms are scaled con-
jugated gradient (SCG) [16] and Levenberg-Marquardt (LM) [17], whose com-
plexities are O(n2) and O(n3), respectively.

3.1 High Dimensional Datasets

One of the most common tasks in machine learning is classification, and in
this work four large datasets were selected to be classified by the algorithms
mentioned above. Table 1 shows the datasets1 used in this paper along with a
brief description of them (number of features, classes, training samples and test
samples).

1 Connect-4 and Covertype datasets are available on http://archive.ics.uci.-

edu/ml/datasets.html; KDD Cup 99 on http://kdd.ics.uci.edu/databases/-

kddcup99/kddcup99.html; and MNIST on http://yann.lecun.com/exdb/mnist/
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Table 1. Datasets description

Dataset Features Classes Training Test

Connect-4 42 3 60 000 7 557

KDD Cup 99 42 2 494 021 311 029

Covertype 54 2 100 000 50 620

MNIST 748 2 60 000 10 000

3.2 Performance Measures

In order to assess the performance of learning algorithms, common measures as
accuracy are insufficient since they do not take into account all aspects involved
when dealing with large datasets. Accordingly, the goal for machine learning
developers is to find a learning algorithm such that it achieves a low error in
the shortest possible time using as few samples as possible. Since there are
no standard measures of scalability, those defined in the PASCAL Large Scale
Learning Challenge [10] are used:
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Fig. 1. Performance measures

– Figure 1(a) shows the relationship between training time and test error,
computed on the largest dataset size the algorithm is able to deal with, aimed
at answering the question “Which test error can we expect given limited
training time resources?”. Following the PASCAL Challenge, the different
training time budgets are set to 10[···−1,0,1,2... ] seconds. We compute the
following scalar measures based on this figure:
• Err : minimum test error (standard class error [18] for classification).
• AuTE : area under Training time vs Test error curve (gray area).
• Te5% : the time t for which the test error e falls below a threshold

e−Err
e < 0.05.



Scalability Analysis of ANN Training Algorithms with Feature Selection 89

– Figure 1(b) shows the relationship between different training set sizes and
the test error of each one aimed at answering the question “Which test
error can be expected given limited training data resources?”. Following the
PASCAL Challenge, the different training set sizes (training samples) are set
to 10[2,3,4... ] and the maximum size of the dataset. We compute the following
scalar measures based on this figure:

• AuSE : area under Training set size vs Test error curve (gray area).
• Se5% : the size s for which the test error e falls below a threshold e−Err

e <
0.05

– Figure 1(c) shows the relationship between different training set sizes and
the training time for each one aimed at answering the question “Which
training time can be expected given limited training data resources?”. Again,
the different training set sizes are set to 10[2,3,4... ] and the maximum size of
the dataset. We compute the following scalar measure based on this figure:

• Eff : slope b of the curve using a least squares fit to axb.

In order to establish a general measure of scalability, the final Score of the
algorithms is calculated as the average rank of its contribution with regard to
the six scalar measures defined above.

3.3 Experimental Settings

During the preprocessing step, the CFS filter was applied over the training set
to obtain a subset of features which will be employed in the classification stage,
whose result can be seen in Table 2. A significant reduction in the number of
necessary inputs can be observed, since after the feature selection process, we
will use between a 7% and a 24% of the original features, leading to a reduction
in storage requirements and computational cost.

Finally, in order to choose the best training algorithm, different simulations
(N = 10) were carried out for accurately estimating the scalability of algorithms
by applying the following procedure on each dataset after the preprocessing.

Table 2. Reduction after applying feature selection with the CFS filter

Dataset Original Features Selected Features Percentage

Connect-4 42 6 14%

KDD Cup 99 42 5 12%

Covertype 54 13 24%

MNIST 748 55 7%
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Algorithm 1. Experimental procedure

– for n= 1 to N
• Divide the original training dataset using holdout validation, i.e. a subset of

samples is chosen at random to form the validation set and the remaining ob-
servations are retained as the training data. The 10% of data is used for testing
while the 90% are for training. This kind of validation is suitable because the
size of the datasets is large.

• Set the number of hidden units of the ANN to 2× number of inputs+ 1 [19]
and train the network. It is important to remark that the aim here is not to
investigate the optimal topology of an ANN for a given dataset, but to check
the scalability of learning algorithms on large networks.

– Compute the score of algorithms as the average rank of its contribution with regard
to the six scalar measures defined in Section 3.2.

– Apply a Kruskal-Wallis test to check if there are significant differences among the
medians for each algorithm with and without FS for a level of significance α = 0.05.

– If there are differences among the medians, then apply a multiple comparison
procedure (Tukey’s) to find the simplest approach whose score is not significantly
different from the approach with the best score.

Notice that the minimum test error (Err) is computed on the test set, whilst
the remaining measures on the training set (see Table 1).

4 Experimental Results

In this section, the results obtained after assessing the influence of feature selec-
tion on the scalability of several learning algorithms over large datasets will be
presented. Regarding the performance measures defined in Section 3.2, it has to
be noted that the lower the result, the higher the scalability.

Table 3 shows the results achieved by applying the CFS filter compared with
the results where no feature selection was executed (obtained from a previous
work [9]); both studies followed the same methodology and were executed in the
same machine for the sake of fairness. Notice that not all the learning algorithms
were able to deal with all available samples for every dataset mostly due to the
spatial complexity of the algorithms. In particular on the MNIST dataset for
which the LM algorithm is not able to train even in the smallest subset. If
this occurs, the measures explained in Section 3.2 were computed on the largest
dataset which learning algorithms were able to process and this fact was specified
along with the results.

5 Discussion

The aim in this work is to assess the performance of algorithms in terms of
scalability and not simply in terms of error like the great majority of papers
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Table 3. Performance measures for classification tasks. Notice that N/A stands for
Not Applicable and those algorithms with FS significantly better (in terms of Score)
than their version without FS are labeled with a cross.

(a) Connect-4.

Name Score Err AuTE AuSE Te5% Se5% Eff

GD 4.83 0.38 5.16e1 0.97 1.08e2 1.00e2 0.43

CFS+GD 4.67† 0.51 1.01e1 1.24 1.39e4 1.00e2 0.26

GDX 4.00 0.31 3.71e1 0.92 7.98e1 6.00e4 0.40
CFS+GDX 2.33† 0.32 9.44e0 0.89 1.70e1 1.00e4 0.25

SCG 4.00 0.21 7.01e1 0.77 2.62e2 1.00e4 0.50

CFS+SCG 2.33† 0.29 9.97e0 0.82 2.28e1 1.00e4 0.31

LM* 4.67 0.23 3.79e2 0.77 7.80e2 1.00e4 0.77
CFS+LM 3.87 0.31 4.79e1 0.87 6.68e1 1.00e4 0.44
* Largest training set it can deal with: 1e4 samples.

(b) Covertype.

Name Score Err AuTE AuSE Te5% Se5% Eff

GD 4.50 0.38 1.24e2 1.20 2.78e2 1.00e3 0.49
CFS+GD 3.50† 0.45 2.74e1 1.36 3.34e1 1.00e2 0.35

GDX 4.50 0.42 4.74e1 1.32 1.01e2 1.00e4 0.41

CFS+GDX 3.33† 0.51 6.81e0 1.41 0.43e0 1.00e2 0.24

SCG 4.17 0.20 1.64e2 0.81 5.80e2 1.00e5 0.55

CFS+SCG 2.67† 0.29 3.51e1 0.86 5.97e1 1.00e3 0.40

LM* 5.33 0.24 6.41e2 0.94 1.74e3 1.00e4 0.84
CFS+LM 5.00 0.32 2.99e2 0.95 5.15e2 1.00e3 0.58
* Largest training set it can deal with: 1e4 samples.

(c) KDD Cup 99.

Name Score Err AuTE AuSE Te5% Se5% Eff

GD** 4.00 0.13 4.29e1 0.43 5.53e1 1.00e2 0.50

CFS+GD 3.33† 0.16 8.67e0 0.54 5.41e0 1.00e2 0.34

GDX** 4.17 0.15 2.55e1 0.46 5.93e1 1.00e3 0.44
CFS+GDX 1.67† 0.11 4.61e0 0.37 2.15e1 1.00e3 0.30

SCG** 5.83 0.14 1.10e2 0.51 3.54e2 1.00e4 0.55

CFS+SCG 2.33† 0.08 1.13e1 0.31 4.40e1 1.00e4 0.38

LM* 5.50 0.11 2.21e2 0.46 1.24e3 1.00e4 0.80
CFS+LM 4.17† 0.12 3.38e1 0.49 1.47e2 1.00e2 0.46
* Largest training set it can deal with: 1e4 samples. ** 1e5 samples

(d) MNIST.

Name Score Err AuTE AuSE Te5% Se5% Eff

GD* 4.17 0.36 1.41e2 0.85 2.26e2 1.00e2 0.65
CFS+GD 3.17 0.26 4.04e1 0.69 1.07e2 1.00e3 0.43

GDX* 4.33 0.22 2.30e2 0.66 6.91e2 1.00e3 0.72

CFS+GDX 2.17† 0.21 3.32e1 0.66 9.98e1 1.00e3 0.42

SCG* 4.17 0.05 2.85e2 0.40 1.62e3 1.00e4 0.81

CFS+SCG 3.00† 0.11 4.77e1 0.49 2.42e2 6.00e4 0.50

LM N/A N/A N/A N/A N/A N/A N/A

CFS+LM 4.67† 0.13 3.22e2 0.56 1.10e3 1.00e4 0.80
* Largest training set it can deal with: 1e4 samples.
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in the literature. The six scalar measures defined in Section 3.2 are considered
to evaluate the scalability of learning algorithms, trying to achieve a balance
among them. It was expected that some measures were negatively affected by the
dimensionality reduction (such as AuSE ), whilst other measures were positively
affected (AuTE), since with a dimensionality reduction the algorithms could
deal with larger samples employing the same execution time.

In general, the previous results without FS show a lower error at the expense
of a longer training time and the results after applying FS present a shorter
training time at the expense of a scarcely higher error (in 5 cases the error
maintains or improves while in the remaining 11 cases it increases in a range
from 1% to 13%). Regarding AuSE, even when FS performs slightly worse in 9
out of 16 cases, notice that Se5% is mantained or improved. Consequently, we
can assert that the FS process has not removed important information of the
data.

Since the assessment of the scalability of learning algorithms is a multi-
objective problem and there is no possibility of defining a single optimal order
of importance among measures, we have opted to focus on the general measure
of scalability (Score). With regard to this score, Table 3 shows that applying
feature selection improves in all cases the previous results. Moreover, the best
score for all datasets was obtained after applying the CFS filter (highlighted in
bold face) and the distance between the best Score with and without applying
feature selection is 1.88 in average for all 4 datasets tested in favor of the first
approach.

Regarding the different machine learning algorithms tested and observing the
results shown in Table 3, feature selection has a small influence on the scalability
of GD whereas leads to a great improvement on the scalability of GDX and SCG
algorithms (up to 3.50 according to the Score measure for SCG on the KDD Cup
99 dataset). Specially important is the improvement in LM, due to the fact that
now it is able to train on MNIST dataset. Plus, all the algorithms are now able
to train on all available samples, as the spatial complexity was reduced.

In light of the above, the benefits of the FS process on the scalability of
ANNs seems to be apparently demonstrated, moreover with a huge reduction in
the number of features required (see Table 2).

6 Conclusions

With the advent of high dimensionality problems, machine learning researchers
are not focused only on accuracy but also on scalability. Therefore, sometimes a
degradation in the quality of learning is permitted at the expense of turning an
impractical algorithm into a practical one, where the crucial issue becomes now
how large a problem you can deal with. FS can be helpful in this scenario since
it aims at reducing the input dimensionality. In this work, the influence of FS
on the scalability of several training algorithms for ANNs were tested, using the
well-known CFS filter. Since there are no standard measures of scalability, those
defined in the PASCAL Large Scale Learning Challenge were used to assess the
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scalability of algorithms in terms of error, computational effort, allocated mem-
ory and training time. Results show that applying FS improves previous results
where no FS was executed, even allowing certain algorithms to be able to train
on some datasets in cases where it was impossible due to the spatial complex-
ity. As future work, we plan to extend the study checking the performance of
different feature selection methods.
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Abstract. Model trees are decision trees with linear regression functions
at the leaves. Although originally proposed for regression, they have also
been applied successfully in classification problems. This paper studies
their performance for imbalanced problems. These trees give better re-
sults that standard decision trees (J48, based on C4.5) and decision trees
specific for imbalanced data (CCPDT: Class Confidence Proportion De-
cision Trees). Moreover, different ensemble methods are considered using
these trees as base classifiers: Bagging, Random Subspaces, AdaBoost,
MultiBoost, LogitBoost and specific methods for imbalanced data: Ran-
dom Undersampling and SMOTE. Ensembles of Model Trees also give
better results than ensembles of the other considered trees.

Keywords: Imbalanced data, Model Trees, Decision Trees, Ensembles.

1 Introduction

In imbalanced datasets, the proportion of the classes is rather different. This sit-
uation can require specific methods. Although conventional classification tech-
niques could deal with these data to some extent, it is often possible to have
better results using specific methods for these problems. Moreover, even the
performance measures could be inadequate. The accuracy or error in an imbal-
ance problem give more importance to the majority class than the minority class.
In the classifier construction methods are usually designed for optimizing this
measures, it is expected that they will work worse than methods designed specif-
ically for imbalance. One of used measures for imbalance data is the Area Under
the Curve (AUC) [1], where the curve refers to the ROC (Receiver Operating
Characteristic) curve.

Among the proposed specific methods for imbalanced data, there are decision
tree methods [2,3]. However, the AUC is calculated from the confidence assigned
by the classifier to the examples. Hence, a method that is able to assign contin-
uous values of the confidence, as are Model Trees, could be more adequate than
decision trees that assign the same probabilities to all the examples that end in
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the same leaf. One objective of this work is to study the performance of Model
Trees, compared with other types of trees, for imbalanced data.

Ensembles [4] are combinations of classifiers, in many situations they give
better results than individual classifiers. They have been used successfully for
dealing with imbalanced data [5,6,7]. The combined classifiers are called base
or member classifiers. Decision trees are often used as base classifiers. Another
objective of this work is to study the performance of different ensemble methods
when using Model Trees as base classifiers, for imbalanced data.

The rest of the paper is organized as follows. Section 2 briefly describe the
methods: trees and ensembles. The experiments are presented in Section 3. Fi-
nally, Section 4 presents some concluding remarks.

2 Methods

This section describe the tree methods used as base classifiers and the ensemble
methods that are used in the experimental study.

2.1 Tree Methods

Decision trees are one of the most common classification methods. They are
particularly adequate for ensembles because they are fast and unstable. In en-
sembles the computation time is multiplied by the number of base classifiers, in
order to have a sensible time is necessary to have fast base classifiers. A method
for constructing classifiers is unstable if small changes in the dataset can cause
important differences in the classifiers. This is useful in ensembles because the
diversity of the base classifiers is necessary for successful ensembles.

One of the most well-known and more used methods for Decision Trees is
C4.5 [8]. In these trees, in the internal nodes one of the attributes is considered
and a child is selected depending on the values of the attributes. In the leaves,
one of the classes is predicted, although it is also possible to obtain a probability
for each class.

There have been some proposals for decision tree methods specific for im-
balanced data [2,3]. In this work, Class Confidence Proportion Decision Trees
(CCPDT) [3] are used. They are inspired by C4.5, but using variants of the
Entropy and Information Gain. The variants are based on the Class Confidence
Proportion (CCP) measure. Given a rule X → y, it is defined as

CCP (X → y) =
tpr

tpr + fpr

Where tpr is the True Positive Rate and fpr is the False Positive Rate.
From the CCP measure, a variant of the Entropy is defined:

EntropyCCP (t) = −
∑

j

CCP (X → yj) log CCP (X → yj)

Using this Entropy, a variant of the Information Gain is obtained to be used in
CCPDT. These trees are described in detail in [3].
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Model trees [9,10] are decision trees that have linear regression functions at
the leaves. Initially, they were proposed for regression, but in [11] they were used
for classification. For each class a Model Tree is constructed, the labels are 1 or
0 for the examples of the corresponding class and the examples of the other
classes, respectively.

2.2 Ensemble Methods

In this paper, we are considering homogeneous ensembles, that is, the combined
classifiers are obtained using the same method. In order to obtain different clas-
sifiers using the same method, a usual approach is to train the classifiers with
modified datasets.

In Bagging [12], each base classifier is trained using a random sample, with
replacement, of the training data. Some examples of the training will appear
several times in the sample, while others will not appear.

In Random Subspaces [13], all the training data is used to train all the base
classifiers, but the classifiers are trained in different random subspaces.

AdaBoost [14] is based on assigning a weight to each training example. When
a base classifier is constructed the examples weights are modified increasing them
for misclassified examples. These weights have to be taken into account when
constructing the next classifier. An easy way is to train the classifiers using a
weighted sample (according to the example weights) from the training data.

MultiBoost [15] is a variant of Adaboost, the difference is that when a certain
number of classifiers (called sub-committee) have been constructed, the weights
are randomly initialized (following a distribution that is based on the number
of times an example would be selected for a sample in Bagging) and then the
process continues as in Adaboost until the number of classifiers constitutes again
a sub-committee or enough classifiers had been generated.

LogitBoost [16] is another method inspired by AdaBoost and based on Logistic
Regression. It also combines several models, but this models are not classifiers
but regressors, because their task is to predict a numeric value instead of a
nominal category. LogitBoost can be used directly with Model Trees, since they
predict numeric values. For the other ensemble methods, Model Trees are used
but transforming the classification problem in a regression problem.

Random Undersampling [17,6] and SMOTE [18] are two techniques for deal-
ing with imbalanced data. They generate a more balanced dataset, a classifier is
constructed using this dataset instead of the original one. They can be used to
construct ensembles, each member classifier is constructed from a different gen-
erated dataset. These datasets are different because in their generation random
values are used.

In Random Undersampling all the examples of the minority class appear in
the generated dataset, while for the majority class a random sample is selected.
The sample size is smaller than the number of examples in the majority class
making the generated dataset more balanced.

In SMOTE, the generated data has all the examples in the original data
but additional synthetic examples for the minority class are also included. The



Using Model Trees and Their Ensembles for Imbalanced Data 97

Table 1. Characteristics of the datasets

Dataset Examples Attributes Minority References
Numeric Nominal percentage

adult 48842 6 8 23.93 [19]
breast-w 699 9 0 34.48 [19,7]
breast-y 286 0 9 29.72 [19,7]
credit-g 1000 7 13 30.00 [19,7]
ecg1 200 304 0 33.50 [20]
fourclass2 862 2 0 35.61 [3,7]
haberman 306 3 0 26.47 [19]
heart-s 123 5 8 6.50 [19]
heart-v 200 5 8 25.50 [19,7]
hypo 3163 7 18 4.77 [19,7]
laryngeal23 692 16 0 7.66 [21]
musk-2 6598 166 0 15.41 [19]
phoneme4 5404 5 0 29.35 [3,7]
pima 768 8 0 34.90 [19,3,7]
sick 3772 7 22 6.12 [19]
svmguide12 3089 4 0 35.25 [22,3,7]
tic-tac-toe 958 0 9 34.66 [19,7]
wafer1 1194 1188 0 10.64 [20]

1: http://www.cs.cmu.edu/~bobski/pubs/tr01108.html
2: http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
3: http://www.bangor.ac.uk/~mas00a/activities/real_data.htm
4: http://www.dice.ucl.ac.be/neural-nets/Research/Projects/ELENA/databases/REAL/phoneme/

process for generating a synthetic example is to take an example of the minority
class and then to select randomly one of its nearest neighbours (the number of
neighbours is a parameter of the algorithm). The new example is generated by
randomly choosing a point in the line that connects the example and the selected
neighbour.

3 Experiments

3.1 Datasets

Table 1 shows the datasets used in the study. All of them are two-classes datasets.
Most of them are from the UCI repository [19]. The source for the rest is shown
in the table.

3.2 Settings

The experiments were performed using Weka [23]. The results were obtained
using 5×2 folds stratified cross validation [24]. Two performance measures were
considered: accuracy and the area under the ROC curve (AUC). The second is
more adequate for imbalanced data. Unless explicitly specified, the parameters
for the different methods take the default values given by Weka.

http://www.cs.cmu.edu/~bobski/pubs/tr01108.html
http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
http://www.bangor.ac.uk/~mas00a/activities/real_data.htm
http://www.dice.ucl.ac.be/neural-nets/Research/Projects/ELENA/databases/REAL/phoneme/


98 J.J. Rodŕıguez et al.

Three types of trees were considered as base classifiers: model trees (M5P),
standard trees (J48) and a specific method for imbalance data (CCPDT). For
the three methods, both pruned and unpruned trees were considered. They are
denoted with (P) and (U), respectively. For J48 and CCPDT, Laplace smooth-
ing [3] was used on the leaves.

Ensemble size was 100. For MultiBoost, the size of the sub-committees was
10. For the Random Subspaces method, two subspace sizes were considered: 50%
and 75% of the original space size.

In the case of Undersampling, the sample size is the number of instances in
the minority class. For SMOTE, the number of examples in the minority class
is doubled by adding as many artificial examples as original examples in the
minority class.

LogitBoost was used only with M5P, because it combines regression models,
and J48 and CCPDT generate classification models.

The total number of configurations is 56: six tree configurations, eight ensem-
ble methods combined with the six base classifiers and LogitBoost with only two
tree configurations.

3.3 Results

Average ranks [25] are used for comparing the methods using the considered
datasets. For each dataset, the methods are ordered from best to worst. The
best method is given rank 1, the second rank 2, and so on. If some methods have
the same results, an average value is assigned to them (e.g, if 4 methods have
the best result, all of them have a rank of 2.5). The average rank for a method
is the average value across all the datasets.

Fig. 1 shows the average ranks using the AUC. These average ranks are for
the six considered base methods (three tree types, with or without pruning).
Each considered ensemble method is constructed using these base classifiers, the
average ranks are obtained from these six ensembles. The figure also shows the
average ranks when using the base methods as single classifiers.

For all the ensemble methods, with only one exception (Random Subspaces
75%), the best average rank is for one of the two M5P configurations.

Fig. 2 also shows the average ranks, but using the AUC. In this case, for all the
ensemble methods the best average rank is for one of the two M5P configurations.
Moreover, with only one exception (AdaBoost), the two M5P configurations have
the two best average ranks.

Iman and Davenport test [26,25] checks whether the measured average ranks
are significantly different from the mean rank, 3.5 for six datasets. Table 2 shows
the p-values for this test. For a single classifier the differences in the average ranks
are very significant, but for the majority of the ensemble methods there is not a
significant difference (for a significance level of α = 0.05).

When there is a significant difference according to the Iman and Davenport
test, we can proceed with post-hoc tests [26,25]. For instance, Table 3 shows the
adjusted p-values according to different procedures when using single trees and
the AUC as the performance measure.
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Fig. 1. Average ranks, for each ensemble method, using the accuracy as the perfor-
mance measure

Fig. 2. Average ranks, for each ensemble method, using the AUC as the performance
measure

Fig. 3 also shows the average ranks for the accuracy, but in this case consid-
ering all the configurations (combinations of ensemble methods and base clas-
sifiers). The figure also shows the average value for an ensemble method across
the different base classifiers, and the average values for a base classifier across
the ensemble methods. The rows (ensemble methods) are sorted according to the
average of the values in the row. According to this average, the best ensemble
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Table 2. P-values computed by Iman and Davenport Test

Ensemble Accuracy AUC

Single • 7.665509918087394E-7 • 1.0147538473137857E-15
Bagging 0.1366314640196765 0.07106793559879934
Subspaces 50 • 0.006528416273527019 • 2.328839036947886E-6
Subspaces 75 • 0.010285938821396369 • 1.6032655507007264E-5
AdaBoost 0.20554522420334784 0.12214516266073304
Real AdaBoost 0.5944526335263839 0.3823273345870149
MultiBoost 0.3225087277934808 0.10800966754539121
Undersampling • 0.04162332232208745 0.17510955274240894
SMOTE 0.2757036904317331 • 0.001667049907520199

Values smaller than 0.05 are marked with the symbol “•”.

Table 3. Adjusted p-values obtained for single trees, according to the AUC and using
different procedures

hypothesis unadjusted Nememyi Holm Shaffer Bergmann

1 M5P (P) vs CCPDT (P) 1.994403e-08 2.991604e-07 2.991604e-07 2.991604e-07 2.991604e-07
2 M5P (P) vs J48 (P) 9.030489e-08 1.354573e-06 1.264268e-06 9.030489e-07 9.030489e-07
3 M5P (U) vs CCPDT (P) 6.073145e-07 9.109717e-06 7.895088e-06 6.073145e-06 6.073145e-06
4 M5P (U) vs J48 (P) 2.339790e-06 3.509684e-05 2.807747e-05 2.339790e-05 1.403874e-05
5 M5P (P) vs CCPDT (U) 9.799455e-04 1.469918e-02 1.077940e-02 9.799455e-03 6.859619e-03
6 CCPDT (P) vs J48 (U) 4.361123e-03 6.541685e-02 4.361123e-02 4.361123e-02 3.052786e-02
7 M5P (P) vs J48 (U) 5.750137e-03 8.625206e-02 5.175124e-02 4.361123e-02 3.450082e-02
8 M5P (U) vs CCPDT (U) 7.526315e-03 1.128947e-01 6.021052e-02 5.268421e-02 3.450082e-02
9 J48 (P) vs J48 (U) 9.779628e-03 1.466944e-01 6.845740e-02 6.845740e-02 3.911851e-02
10 CCPDT (P) vs CCPDT (U) 2.054385e-02 3.081578e-01 1.232631e-01 1.232631e-01 8.217541e-02
11 M5P (U) vs J48 (U) 3.250944e-02 4.876417e-01 1.625472e-01 1.300378e-01 8.217541e-02
12 CCPDT (U) vs J48 (P) 4.046184e-02 6.069275e-01 1.625472e-01 1.618473e-01 8.217541e-02
13 M5P (P) vs M5P (U) 5.328840e-01 7.993260e+00 1.598652e+00 1.598652e+00 1.598652e+00
14 CCPDT (U) vs J48 (U) 5.929801e-01 8.894701e+00 1.598652e+00 1.598652e+00 1.598652e+00
15 CCPDT (P) vs J48 (P) 7.892680e-01 1.183902e+01 1.598652e+00 1.598652e+00 1.598652e+00

method is MultiBoost and the worst is Undersampling. The configuration that
is in the top rank is MultiBoost with M5 (P).

Fig. 4 shows the average ranks of the AUC for all the configurations. In this
case the best ensemble method is Bagging and the best configuration is Bagging
with M5P (P). Undersampling is the second best ensemble method, while for
accuracy it was the worst.

For these figures, if we consider the average values of the ensemble methods
across the six base classifiers and the average of the base classifiers across all
the ensemble methods, it can be observed that the differences among ensemble
methods are much more relevant than among the base classifiers.

For the average ranks from all the configurations, the p-values computed by
the Iman and Davenport test are 1.068817e-47 for the accuracy and 1.110223e-
16 for the AUC, respectively. Post-hoc tests are not useful for so many config-
urations, 56, because there are too many pairwise comparisons. For instance,
according to the Nemenyi test with a confidence level of 0.05, two methods are
significantly different if the average ranks differ in at least 21.988.



Using Model Trees and Their Ensembles for Imbalanced Data 101

Fig. 3. Average ranks, for all the considered configurations, using the accuracy as the
performance measure (lighter color means better)

Fig. 4. Average ranks, for all the considered configurations, using the AUC as the
performance measure (lighter color means better)

4 Conclusions

For imbalance datasets, model trees (M5P) are significantly better than stan-
dard decision trees (J48) and decision trees designed specifically for dealing with
imbalance (CCPDT). Moreover, for the considered datasets, CCPDT is not an
improvement over J48.



102 J.J. Rodŕıguez et al.

When using ensembles of trees, model trees are still better (have better average
ranks) than the other considered trees. Although, in this case, the differences
are smaller and generally are not significant. Nevertheless, for almost all the
considered ensemble methods, the top position according to the average rank is
for ensembles of model trees.

For the performance of the considered classifier configurations, the ensemble
method is more relevant than the type of tree used as base classifier.

Among the ensemble methods used in the experiments, according to the ac-
curacy, Multiboost is the best, but if the AUC is considered, the best method
is Bagging. Although these methods are not specifically designed for imbalance
problems, they give better results that Undersampling and SMOTE.

It is possible to combine several of the considered ensemble strategies. For
instance, Boosting and SMOTE [5], Boosting and Undersampling [6], Random
Subspaces and SMOTE or Undersampling [7]. For future work, these and other
combinations can be used with Model Trees as base classifiers.

Recently, it has been argued that AUC is not coherent [27], although there
are also coherent interpretations of this measure [28]. The experimental study
presented in this paper can be extended using other measures, such as the H
measure from [27] or the area under the cost curve [28].
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and the statistical tests [26]. We also express our gratitude to the donors of the
different datasets and the maintainers of the UCI Repository [19].
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Abstract. Although many more complex learning algorithms exist, k-
nearest neighbor (k-NN) is still one of the most successful classifiers in
real-world applications. One of the ways of scaling up the k-nearest neigh-
bors classifier to deal with huge datasets is instance selection. Due to the
constantly growing amount of data in almost any pattern recognition
task, we need more efficient instance selection algorithms, which must
achieve larger reductions while maintaining the accuracy of the selected
subset.

However, most instance selection method do not work well in class im-
balanced problems. Most algorithms tend to remove too many instances
from the minority class. In this paper we present a way to improve in-
stance selection for class imbalanced problems by allowing the algorithms
to select instances more than once. In this way, the fewer instances of the
minority can cover more portions of the space, and the same testing error
of the standard approach can be obtained faster and with fewer instances.
No other constraint is imposed on the instance selection method.

An extensive comparison using 40 datasets from the UCI Machine
Learning Repository shows the usefulness of our approach compared with
the established method of evolutionary instance selection. Our method is
able to, in the worst case, match the error obtained by standard instance
selection with a larger reduction and shorter execution time.

1 Introduction

Although many more complex learning algorithms exist, k-nearest neighbor (k-
NN) is still one of the most successful classifiers in real-world applications [12]
[25]. However, the overwhelming amount of data available nowadays in any field
of research poses new problems for classification algorithms. This huge amount
of data makes most of the existing algorithms inapplicable to many real-world
problems due to scalability issues, and k-NN is not an exception. Two approaches
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have been used to face this problem: fast nearest neighbor calculation [3] [27]
and instance selection [4]. Unfortunately, fast neighbor searches may be difficult
to implement and usually require approximations that damage performance. On
the other hand, instance selection obtains smaller subsets that can be efficiently
searched for neighbors. Additionally, instance selection can also be applied to
other instance-based classifiers, and other problems, such as multiple-instance
learning [14].

Instance selection [22] consists of choosing a subset of the total available data
to achieve the original purpose of the data mining application as if the whole
data were used. We can distinguish two main models [6]: instance selection as a
method for prototype selection for algorithms based on prototypes (such as k-
nearest neighbors) and instance selection to obtain the training set, for a learning
algorithm that uses a training set (such as classification trees or neural networks).

The problem of instance selection for instance based learning can be defined as
[4] “the isolation of the smallest set of instances that enable us to predict the class
of a query instance with the same (or higher) accuracy than the original set”.

Cano et al. [6] performed a comprehensive comparison of the performance of
different algorithms for instance selection. They compared a generational genetic
algorithm [20], a steady-state genetic algorithm [29], a CHC genetic algorithm
[10], and a population based incremental learning algorithm [1] along with most
of the non-evolutionary algorithms. They found that evolutionary based methods
were able to outperform classical algorithms in both classification accuracy and
data reduction. Among the evolutionary algorithms, CHC was able to achieve
the best overall performance.

It has been shown that different groups of learning algorithms need different
instance selectors to suit their learning/search bias [5]. This may render many
instance selection algorithms useless, if their philosophy of design is not suitable
for the problem at hand.

It has been repeatedly shown that most classification methods suffer from
an imbalanced distribution [2] [23] of the training instances among the classes
[7]. Most learning algorithms expect an approximately even distribution of the
instances among the different classes and suffer, in different degrees, when that
is not the case. Dealing with the class imbalanced problem is a difficult task,
but a very relevant one as many of the most interesting and challenging real-
world problems have a very uneven class distribution, such as gene recognition,
intrusion detection, web mining, etc.

In most cases this problem appears in two class datasets. There is a class
of interest, the positive class, which is highly underrepresented in the dataset,
together with a negative class which accounts for most of the instances. In highly
imbalanced problems the ratio between the positive and the negative class can be
as high as 1:1000 or 1:10000. Many algorithms and methods have been proposed
to ameliorate the effect of class imbalanced on the performance of the learning
algorithms. There are mainly three different approaches [28] [15]:

– Internal approaches acting on the algorithm. These approaches modify the
learning algorithm to deal with the imbalance problem. They can adapt the
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decision threshold to create a bias towards the minority class or introduce
costs in the learning process to compensate the minority class.

– External approaches acting on the data. These algorithms act on the data in-
stead of on the learning method. They have the advantage of being indepen-
dent from the classifier used. There are two basic approaches, oversampling
the minority class and undersampling the majority class.

– Combined approaches which are based on boosting [13] taking into account
the imbalance in the training set. These methods modify the basic boosting
method to account for the minority class underrepresentation in the dataset.

Instance selection methods, when applied in class imbalanced cases, tend to re-
move too many instances of the minority class, damaging their performance [17].
In this paper we present simple way to improve instance selection for the class
imbalanced case through an approach that is easy to use. Standard instance se-
lection, both classical and evolutionary, selects each instance once or not at all.
We propose selecting instances more than once. In this way, instead of choos-
ing whether an instance is selected or not, we have all the possible choices of
selection, from 0 to k/2, k being the number of nearest neighbors to consider.

The underlying idea is to cover the same amount of space with fewer instances.
Figure 1 illustrates this hypothesis. We have two close instances, x1 and x2, of
the same class, and a query instance, q, of the same class. Using 3 nearest
neighbors we need to select both instances, x1 and x2, to correctly classify the
query instance. Otherwise, instances y1 and y2 will be nearer to query pattern
q, and the classification will be wrong. However, if we select x1 or x2 twice, the
classification will be correct with only one instance. The selection of instances
more than once can be stored using a few bits depending on the value of k, and
the storage reduction achieved can be improved.

Fig. 1. An example of the usefulness of selecting instances more than once with k = 3

Furthermore, as fewer distances must be calculated, instance selection will
be faster. The reduction in execution time will be more marked for larger values
of k.

This paper is organized as follows: Section 2 presents the proposed model for
multi-selection of instances; Section 3 describes the experimental setup; Section
4 describes the results of the experiments; and Section 5 provides the conclusions
of our work and our suggestions for future lines of research.
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2 Multiple-Selection of Instances

As we have stated, our approach consists of allowing the selection of instances
by any algorithm of our choice more than once. For a value of k neighbors,
an instance can be selected from one to k/2 times. Selecting an instance more
than k/2 times is useless, as once it is included in the neighborhood of a query
instance, k/2 copies are enough to decide the classification.

This idea is general enough to be used with any instance selection algorithm.
Cano et al. [6] performed a thorough comparison of most instance selection
algorithms, both classical and evolutionary, and found CHC to be the overall
best of both evolutionary and non-evolutionary algorithms. Thus, in our experi-
ments, we will compare our approach using a CHC genetic algorithm as instance
selection algorithm. CHC [10] stands for Cross generational elitist selection, Het-
erogeneous recombination and Cataclysmic mutation. We have made use of the
CHC genetic algorithm in its standard form [24].

The implementation of the genetic algorithm uses the most natural represen-
tation for each individual. The chromosome of each individual has as many bits
as there are instances in the training set. A bit whose value is 1 means that
the corresponding instance is selected, and a 0 means that the corresponding
instance is not selected. The fitness measure of an individual i, fi is given by:

fi = w · acci + (1 − w) · ρi, (1)

where ρi is the reduction achieved by the individual, acci is the accuracy, mea-
sured using an appropriate class imbalanced value, and w = 1/2, giving the same
weight for both objectives. Obviously, the objective of the genetic algorithm is to
maximize accuracy and to minimize storage requirements. The relative weights
of storage and accuracy are selected to avoid a large reduction with the side effect
of a poor performance. However, although we have opted for the CHC algorithm,
any instance selection algorithm can be adapted to work with multi-selection of
instances.

The standard version of CHC algorithm must be slightly modified to account
for the multi-selection of instances. In the initialization of the population, we use
a probability ps of selecting a certain instance. For multi-selection, this prob-
ability is used to decide whether to select an instance. In case the instance is
selected, the number of times it is selected is chosen in the interval [1, k/2], using
a uniform distribution.

We apply the HUX operator without modification. The mutation operator is
slightly modified. In the standard case, we apply this operator to an individual
with a probability pm, and then each bit is modified with a probability pbit.
For the case of multi-selection, if we have to modify a bit the action performed
depends on the value of the bit. If the instance is selected, no matter how many
times, it is removed. If the instance is not selected, it is selected a number of
times randomly chosen in the interval [1, k/2].

It is known that genetic algorithms usually encounter problems in fine tuning
the solution. To avoid this problem we have added a new mutation operator in the
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form of a local optimization algorithm. This mutation carries out an adaptation
of the reduced nearest neighbor (RNN) rule [19] to k > 1. This mutation is
applied with a probability prnn.

3 Experimental Setup

To test the ability of our approach in class imbalanced datasets, we have used
the problems shown in Table 1. All problems are two-class problems, with an im-
balance ratio of the minority class to the majority class from 1:2 to 1:130. The
datasets breast-cancer, cancer, euthyroid, german, haberman, hepatitis, iono-
sphere, ozone1hr, ozone8hr, phoneme, pima, sick, tic-tac-toe and titanic are from
the UCI Machine Learning Repository [11]. The remaining datasets were artifi-
cially created following [18]. To estimate the storage reduction and generalization
error, we used a 10-fold cross-validation method.

We have used the Wilcoxon test as main statistical test for comparing pairs of
algorithms. This test was chosen because it assumes limited commensurability
and is safer than parametric tests, as it does not assume normal distributions
or homogeneity of variance. Thus, it can be applied to error ratios and storage
requirements. Furthermore, empirical results [9] show that it is also stronger
than other tests.

When evaluating instance selection algorithms speed considerations are diffi-
cult to measure, as we are evaluating not only an algorithm but also a certain
implementation. However, as scalability is a common problem in evolutionary
instance selection, execution time values are very relevant evaluating the merits
of any algorithm. To allow a fair comparison, we performed all the experiments
on the same machine, a bi-processor computer with two Intel Xeon QuadCore at
1.60GHz. To perform sound experiments, exactly the same algorithm was used
for the standard method and our proposal. That is, when we applied our method
and the standard method, the implementation was the same in both cases, with
the sole exception of allowing the selection of each instance more than once.

The source code used for all methods as well as the partitions of the datasets,
in C and licensed under the GNU General Public License, is freely available from
the authors upon request.

4 Experimental Results and Discussion

In this section, we show the experiments we performed aimed at study the be-
havior of the proposed model in class imbalanced problems.

We hypothesized that selecting instances more than once might implicitly
take care of class imbalanced datasets. Thus, evaluating our method will show
the validity of this assumption. We must bear in mind that we are not proposing
a method for informative undersampling for the class imbalanced problem [15].
Our aim is studying whether our proposal is able to improve the results of the
standard CHC algorithm in class imbalanced problems.
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Table 1. Summary of datasets with the imbalance ratio (IR) between the minority
and majority classes. The features of each dataset can be C(continuous), B(binary) or
N(nominal). The Inputs column shows the number of input variables after transforming
binary and nominal variables to numerical values.

Data set Cases Features Inputs IR

C B N

1 abalone19 4177 7 - 1 10 1:130

2 abalone9-18 731 7 - 1 10 1:17

3 breast-cancer 286 - 3 6 15 1:3

4 cancer 699 9 - - 9 1:2

5 carG 1728 - - 6 16 1:25

6 ecoliCP-IM 220 7 - - 7 1:2

7 ecoliM 336 7 - - 7 1:4

8 ecoliMU 336 7 - - 7 1:9

9 ecoliOM 336 7 - - 7 1:16

10 euthyroid 3163 7 18 - 44 1:10

11 german 1000 6 3 11 61 1:3

12 glassBWFP 214 9 - - 9 1:3

13 glassBWNFP 214 9 - - 9 1:2

14 glassContainers 214 9 - - 9 1:16

15 glassNW 214 9 - - 9 1:4

16 glassTableware 214 9 - - 9 1:23

17 glassVWFP 214 9 - - 9 1:12

18 haberman 306 3 - - 3 1:3

19 hepatitis 155 6 13 - 19 1:4

20 ionosphere 351 33 1 - 34 1:2

21 new-thyroidT 215 5 - - 5 1:6

22 optdigitsZ 5620 64 - - 64 1:10

23 ozone1hr 2536 72 - - 72 1:34

24 ozone8hr 2534 72 - - 72 1:15

25 phoneme 5404 5 - - 5 1:3

26 pima 768 8 - - 8 1:2

27 satimageF 6435 36 - - 36 1:10

28 satimageT 6435 36 - - 36 1:10

29 segmentO 2310 19 - - 19 1:7

30 sick 3772 7 20 2 33 1:16

31 splice-EI 3175 - - 60 120 1:4

32 Splice-IE 3175 - - 60 120 1:4

33 tic-tac-toe 958 - - 9 9 1:2

34 titanic 2201 - - 3 8 1:3

35 vehicleVAN 846 18 - - 18 1:4

36 vowelZ 990 10 - - 10 1:11

37 yeastCYT-POX 483 8 - - 8 1:24

38 yeastEXC 1484 8 - - 8 1:42

39 yeastME1 1484 8 - - 8 1:33

40 yeastME2 1484 8 - - 8 1:29

For these datasets we performed experiments using three values for k, 3, 7 and
11 neighbors. Both algorithms, standard CHC and our method, were applied
with the same parameters. Both versions of the algorithm use a standard CHC
algorithm with a population of 100 individuals, evolved for 10,000 generations.
The mutation rate is pm = 0.1 and pbit = 0.1, and we applied an additional
mutation operator based on the RNN [19] algorithm with a probability of prnn =
0.05. For the initialization of the population, we set the probability of selecting an
instance to ps = 0.33. For the case of our method, when an instance is selected,
its initial count was set to a random value in the interval [1, k/2].

Accuracy is not a useful measure for imbalanced data, especially when the
number of instances of the minority class is very small compared with the ma-
jority class. For an imbalance ratio of 1:100, a classifier that assigns all instances
to the majority class will have 99% accuracy. Several measures [28] have been
developed to take into account the imbalanced nature of the problems. Given
the number of true positives (TP), false positives (FP), true negatives (TN) and
false negatives (FN), we can define the following set of basic measures:
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– True positive rate TPrate, recall R or sensitivity. TPrate = R = Sn =
TP

TP+FN . This measure is relevant if we are only interested in the performance
on the positive class.

– True negative rate TNrate or specificity. TNrate = Sp = TN
TN+FP .

– False positive rate FPrate. FPrate = FP
TN+FP .

– False negative rate FNrate. FNrate = FN
TP+FN .

– Positive predictive value PPvalue or precision P . PPvalue = TP
TP+FP .

– Negative predictive value NPvalue. NPvalue = TN
TN+FN

From these basic measures, others have been proposed. The F -measure joins
recall and precision in a measure that is a harmonic mean of both, F = 2RP

R+P =
2

1/R+1/P . The harmonic mean of two measures tends to be closer to the smaller
one than the arithmetic mean. Thus, F measures if recall and precision both
have high values. If we are concerned about performance on both negative and
positive classes, the G-mean measure [21] considers both:

G − mean =
√

TPrate · TNrate. (2)

G-mean measures the balance performance of the learning algorithm between
the two classes. Among these measures, we have chosen G-mean as the criterion
for evaluating the methods. G-mean is used as the measure of accuracy for the
fitness function (see eq. 1).

Figure 2 shows the relative movement diagrams for the results for both al-
gorithms. The figure shows results for testing error and storage requirements.
This graphic representation is based on the kappa-error relative movement di-
agrams [26] [16]. Here, however, instead of the kappa difference value, we use
the storage difference. The idea of these diagrams is to represent with an arrow
the results of two methods applied to the same dataset. The arrow starts at the
coordinate origin, and the coordinates of the tip of the arrow are given by the
difference between the errors and storage of the standard CHC instance selection
algorithm and our method. These graphs are a convenient way of summarizing
the results. Arrows pointing up-right represent datasets for which our method
outperformed the standard algorithm in both error and storage; arrows pointing
up-left indicate that our algorithm improved the storage but had worse testing
error; arrows pointing down-right indicate that our algorithm improved the test-
ing error but had a worse storage; and finally, arrows pointing down-left indicate
that our algorithm was worse in both testing error and storage.

We can see that the arrows are almost all pointing upwards, which means that
our algorithm almost always achieved better storage reduction. In terms of test-
ing error, we found very similar results for both methods. Overall, these results
show that our method is also a valid approach for class imbalanced problems.

Table 2 shows the comparison for the three values of k in terms of G-mean
measure, storage and execution time. The table shows the win/draw/loss record
of our method against the standard approach in the row labeled with an s; the
p-value of a sign test over the win/loss record, labeled ps; and the p-value of
the Wilcoxon test, labeled pw. The comparison shows that our proposal achieves
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Fig. 2. Storage requirements/testing error using relative movement diagrams for class-
imbalance problems

significantly better results in terms of storage and execution time and similar
results in terms of the G-mean measure. We are able to match the performance
of CHC, faster and with fewer instances.

5 Conclusions and Future Work

In this paper, we have presented a method for improving the performance of
instance selection algorithms for class imbalanced problems, based on selecting
instances more than once. For k neighbors, one instance can be selected up to
k/2 times. With this simple modification, we achieve better storage reduction
and faster execution while maintaining, and even improving, the accuracy of the
instance selection process.

We must also remark that the comparison is made using as the base algorithm
a CHC method, which is specifically designed for binary problems. It is likely
that an evolutionary algorithm designed specifically for using integers would be
even more advantageous for our proposal. However, we did not use that kind of
algorithm to avoid contaminating the validation of our method.

As a future research line, we think that although this analysis tested our pro-
posal of selecting instances more than once in evolutionary instance selection
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Table 2. Comparison of CHC and our approach in terms of testing error, storage and
execution time for class imbalanced methods

Multi selection of instances

G-mean Storage Time

s 22/0/18 35/0/5 39/0/1
k = 3 Standard CHC ps 0.6358 0.0000 0.0000

pw 0.5633 0.0000 0.0000

s 24/1/15 39/0/1 40/0/0
k = 7 Standard CHC ps 0.1996 0.0000 0.0000

pw 0.1767 0.0000 0.0000

s 20/0/20 39/0/1 40/0/0
k = 11 Standard CHC ps 1.0000 0.0000 0.0000

pw 0.7368 0.0000 0.0000

methods, this philosophy could also be applied to non-evolutionary standard in-
stance selection methods, or to develop instance selection algorithms specifically
designed for multi-selection of instances. We want also to test the scalability of
our proposal [8].
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Abstract. The unrestrainable growth of data in many domains in which
machine learning could be applied has brought a new field called large-
scale learning that intends to develop efficient and scalable algorithms
with regard to requirements of computation, memory, time and commu-
nications. A promising line of research for large-scale learning is
distributed learning. It involves learning from data stored at different
locations and, eventually, select and combine the “local” classifiers to
obtain a unique global answer using one of three main approaches. This
paper is concerned with a significant issue that arises when distributed
data comes in from several sources, each of which has a different dis-
tribution. The class-probability distribution of data (CPDD) is defined
and its impact on the performance of the three combination approaches
is analyzed. Results show the necessity of taking into account the CPDD,
concluding that combining only related knowledge is the most appropri-
ate manner for learning in a distributed manner.

Keywords: Machine learning, large-scale learning, distributed learning,
class-probability distribution of data.

1 Introduction

Traditionally, a bottleneck preventing the development of more intelligent sys-
tems was the limited amount of data available. However, nowadays the unre-
strainable growth of data in many fields such as bioinformatics, text classification
(spam, no-spam) or engineering problems such as hydroelectric or nuclear power
stations, has caused that the size of the datasets is so large that the limiting
factor is the inability of learning algorithms to use all the data to learn with in a
reasonable time. In order to handle this problem a new field in machine learning
has emerged, large-scale learning [1], where learning is limited by computational
resources rather than by the availability of data. Large-scale learning intends to
develop efficient and scalable algorithms with regard to requirements of com-
putation, memory, time and communications, and has received a considerable
attention in the recent years. A sample of the increasing interest generated by
this topic was revealed with the organization of the workshop PASCAL Large
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Scale Learning Challenge [2] at the 25th International Conference on Machine
learning (ICML’08). This workshop was concerned with the scalability and effi-
ciency of machine learning algorithms with respect to computational time and
memory resources.

Advances in network technologies have lately contributed to the proliferation
of distributed systems. Consequently, in many real-world applications of machine
learning, very large datasets are naturally distributed, e.g. fraud detection, mar-
ket basket analysis or intrusion detection in computer networks. The best known
distributed system is the Internet. The WWW stores and provides access to a
prodigious amount of data. In the year 2010, its size was estimated at 5 million
terabytes. Another example concerns images from earth and space telescopes.
The size of such data reached the scale of exabytes and is still increasing.

As can be seen, machine learning algorithms deal more often with very large
and/or distributed datasets. However, on the one hand, most current machine
learning algorithms are able to deal with medium-size datasets but they cannot
be applied on datasets with more than 1, 000, 000 data (features × samples).
Even most of them are limited to much less data due to computational time
or memory restrictions. In order to overcome this issue, in practice, preprocess-
ing techniques as subsampling are used but, and that is the point, the need for
preprocessing techniques is a constraint on learning algorithms by themselves
and is not a conceptual constraint for processing very large datasets. In addition
to this, increasing the size of the training set of machine learning algorithms
often increases the accuracy of the classification models [3]. On the other hand,
most existing machine learning algorithms cannot handle distributed datasets.
The most common solution comprises gathering the distributed datasets in a
single location in order to merge them into a single set. However, this is often
ineffective or unrealistic since the necessary central storage capacity might not
be affordable (the cost of storing a single dataset in a single location is much
larger than the sum of the costs of storing smaller parts of the dataset in several
locations), and/or the necessary bandwidth to efficiently transmit the data to
a single location might not be affordable (note also that it is common to have
frequently updated databases and communication may be a continuous over-
head). Even when communication cost was not too high, it is often the case that
sensitive data cannot be moved around distributed locations due to privacy
issues [4].

One of the most promising lines of research in order to deal with very large
and/or distributed datasets is distributed learning. Distributed learning involves
learning from data stored at different locations and, eventually, combining the
partial results. On the one hand, distributed learning is able to learn from dis-
tributed datasets and, on the other hand, it is able to learn from very large
datasets, since a very large dataset can be scattered across several locations. In
this manner, distributed learning is inherently scalable since the growing amount
of data may be offset by increasing the number of locations in which data is
stored. While distributed learning seems to be the answer, only few distributed
machine learning algorithms have been proposed so far in the literature [5,6].



116 D. Peteiro-Barral, B. Guijarro-Berdiñas, and B. Pérez-Sánchez

Additionally, the assessment of most of these algorithms is performed by sim-
ulating experiments on a single computer, focusing their attention on accuracy
rather than scalability. And what is more, during experimentation, most algo-
rithms do not take into account intrinsic issues regarding distributed learning as
communication costs, data privacy or data skewness.

This paper is concerned with a significant issue when working with distributed
data, the class-probability distribution of data (CPDD). CPDD is related to the
probability of occurrence of classes in a dataset and, in some manner, it is a
measure of skewness of data. In a distributed system, data stored at different lo-
cations is related but the prevalence of classes may be different, e.g. the different
diseases at different hospitals or buying patterns from supermarkets around the
world. Up to the authors’ knowledge, previous works [7] utilize other metrics for
measuring difference in terms of heterogeneity of knowledge among datasets as
the Euclidean distance or the Kullback-Leibler information divergence. However,
they were not focused on the distributions of the classes but on the distributions
of probabilities of the data. The aim here is to highlight the impact of CPDD
on several approaches followed by distributed learning. The paper is structured
as follows: section 2 presents the formal notion of CPDD, section 3 shows three
distributed learning approaches, sections 4 describes the experimental study fo-
cused on assessing the performance of such approaches, 5 shows the experimental
results obtained, and sections 6 and 7 present the discussion and conclusions,
respectively.

2 Class-Probability Distribution of Data

For a given subset of data, we can define CPDD as the a priori probability
of classifying a sample in each class. In a less rigorous manner, CPDD is the
percentage of samples per class at each location. Considering Pi(ck) and Pj(ck)
as the percentage of samples of class ck in locations i and j, respectively, and N
being the number of distributed datasets or locations, we can define a uniform
scenario as an alike CPDD for every dataset, that is,

∀k, Pi(ck) = Pj(ck); i = 1 . . .N ; j = 1 . . .N ; i �= j (1)

Similarly, we can define a nonuniform scenario as an unlike CPDD for some
datasets, that is,

∃k, Pi(ck) �= Pj(ck); i = 1 . . .N ; j = 1 . . .N ; i �= j (2)

Nonuniform scenarios should not be confused with class imbalance problems
since, in this case, the unequal probability of occurrence of classes takes place
intra-class, and not inter-class. Considering only two scenarios is needlessly re-
strictive because, firstly, it is difficult to find an absolutely uniform scenario and,
secondly, this classification does not provide a degree of uniformity of a nonuni-
form scenario, i.e. we cannot distinguish between slight and severe nonuniform
scenarios. In order to define a measure of dissimilarity between two datasets, we
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introduce here the notion of distance as a measure of how different two datasets
are in terms of CPDD. In this manner, C being the number of classes in the
domain, the distance di,j between two datasets i and j is computed as follows:

di,j =
C∑

k=1

(Pi(ck) − Pj(ck))2 (3)

If we assume (P (c1), P (c2) . . . P (cC)) as the components of a point in the space,
Eq. 3 represents the euclidean squared distance [8] between two points and,
accordingly, it satisfies the following conditions: a) positive definiteness, b) sym-
metry, and c) triangle inequality [8]. This is important because any function
must satisfy these condition to be considered as a function of distance.

Notice that this measure of distance is detrimental to large deviations in any
class but in favor of small deviations in many classes. It is not easy to define a
totally fair measure of dissimilarity between two datasets, but even so, we believe
that this measure seems coherent and appropriate to quantify dissimilarities.

Based on the notion of distance between two datasets (see Eq. 3), the dis-
tance among N datasets is defined as the average distance between all pairwise
datasets, that is

DAV G =
2

N2 − N

N∑
i=1

N∑
j=i+1

di,j (4)

This measure will be useful to characterize different scenarios based on the dis-
tance among distributed datasets.

3 Learning from Distributed Data

In order to learn from distributed data, one of the most common strategies is
local learning and posterior model integration [5]. This avoids moving raw data
around distributed locations [9] and minimizes communication costs. In the first
place, classifiers are trained on their corresponding subset of data (see Fig. 1).

...

Location 1

Learning alg.

Training DATA1

Classifier1

Location 2

Learning alg.

Training DATA2

Classifier2

Location N

Learning alg.

Training DATAN

ClassifierN

Fig. 1. Local learning at N distributed locations

Once the classifiers are trained, and analysis of the field show that three main
approaches can be followed to combine them in order to obtain an unique answer
for a given input (see Fig. 2)
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ALL---

Classifier1
Classifier2

ClassifierN

...

Majority vote

error

Location i

Classify

Test DATAi

-------CLUSTER

Classifieri

Classifiers
in clusteri

Majority vote

LOCAL-----

Classifieri

Fig. 2. Three main approaches for model integration at location i

– Use all classifiers to evaluate new data at all locations and then combine all
answers to obtain only one. In this work, majority vote [10] was used as the
combination method. It is the most popular combination method in practice
and, in despite of its simplicity, it is as effective as other more complex
combination methods [11] and its behavior, for the sake of this study, could
be considered to be representative.

– Use local classifiers to evaluate new data at their respective locations. Notice
that this approach does not actually learn in a distributed manner, since no
knowledge is shared among classifiers. However, this approach is perfectly
valid in order to learn from distributed data.

Regarding the first approach, if all datasets are considered as a single logical
entity, the dissimilarities among them will not be detected. On the contrary,
regarding the second approach, if all datasets are considered as different entities,
the global knowledge contained in all datasets could not be detected. In order
to overcome these limitations, several researchers have followed a middle way,
clustering datasets and/or classifiers [12,13,14]. Using this idea, a third approach
based on clustering is proposed:

– Use similar classifiers to evaluate test data at their respective locations, by
taking a majority vote. We say that two classifiers are similar if they were
trained on similar datasets (see Eq. 3), that is,

classifieri ≈ classifierj ⇔ di,j ≤ threshold (5)

4 Experimental Section

The aim of this work is to assess in an experimental manner the influence of
different CPDDs on the performance of the three distributed learning approaches
described in Section 3. In order to do this, the materials and methods used to
obtain the results are presented in this section.

4.1 Datasets

Four well-known datasets selected from the UCI Machine Learning Repository
[15] were used. Table 1 show the characteristics of each dataset.
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Table 1. Number of features (inputs), classes (outputs) and samples of each dataset

DATASET FEATURES CLASSES SAMPLES

Connect-4 42 3 67, 557
Covertype 54 7 581, 012
Magic 10 2 19, 020
Poker hand 10 10 1, 025, 010

4.2 Learning Algorithms

Three of the most popular learning algorithms were used as classifiers. The
algorithms were chosen in order to adequately represent different approaches in
machine learning:

– C4.5 [16] is an extension of the basic ID3 algorithm used to generate a
decision tree using the concept of information entropy. The criterion for
choosing a split was set to Gini’s diversity index.

– Artificial neural networks (ANN) [17]. Particularly, a single-layer ANN
trained with the Levenberg-Marquardt backpropagation learning algorithm
was used. The learning rate was set to 0.001 and it was allowed to train for
a maximum of 1000 epochs.

– Support vector machines (SVM) [18]. Particularly, a SVM with radial basis
function (RBF) kernel σ = 2 was used.

The implementation included in MATLAB R© of these algorithms were used. Re-
garding the parameters’ values of the learning algorithms, it is important to
remark that the question here is not which algorithm is more accurate but what
is the impact of the CPDD on the performance of different combination ap-
proaches (regardless of the learning algorithms).

Finally, we are aware that there are many other techniques available in ma-
chine learning, but we believe that those selected are sufficiently representative
in order to assess in an experimental manner the impact of different CPDD
environments on the performance of different distributed learning approaches.

4.3 Experimental Procedure

As mentioned above, the objective of this work is the assessment of the three ap-
proaches shown in Section 3 in different environments of distributed data. With
this aim, using Eq. 4 four different nonuniform CPDD scenarios were considered

None → 0.00 < dAV G ≤ 0.10
Slight → 0.10 < dAV G ≤ 0.15

Normal → 0.15 < dAV G ≤ 0.25
Severe → 0.25 < dAV G ≤ 0.50



120 D. Peteiro-Barral, B. Guijarro-Berdiñas, and B. Pérez-Sánchez

In order to truly estimate the accuracy of the three distributed learning ap-
proaches (see Section 3) for each dataset and environment, the following proce-
dure was performed.

– Repeat I = 100 times
• Divide the dataset into N = 10 subsets. In this manner, each subset of

data represents a distributed location.
• Divide each subset of data using holdout validation, i.e. a subset of sam-

ples is chosen at random to form the test set and the remaining observa-
tions are retained as the training set. The 10% of data is used for testing
while the 90% are for training. This kind of validation is suitable because
the size of the datasets is large.

• Train a classifier at each location using available training data.
• Test the classifiers at each location by calculating the standard class

accuracy [19] obtained by using each of the three combination approaches
described in Section 3 on unseen data.

– Compute the mean test accuracy and standard deviation of each approach
over the 100 simulations.

– Apply a Kruskal-Wallis test [20] to check if there are significant differences
among the medians of the approaches for a level of significance α = 0.05.

– If there are differences among the medians, then apply a multiple comparison
procedure [21] to find the approach whose error is not significantly different
from the approach with the best mean accuracy rate. In this work, a Tukey’s
honestly significant criterion [21] was used as multiple comparison test.

5 Experimental Results

Table 2 shows the mean test accuracies and standard deviations obtained for
any of the three combining approaches. The threshold distance between datasets
(see Eq. 3) was experimentally computed for each dataset and environment using
part of the training set (validation set). Distances around 0.04 showed the best
performance.

6 Discussion

As can be seen in Table 2, combining all classifiers reaches its best result on
uniform CPDDs. This can be explained because, assuming that classifiers are
interrelated, which seems coherent due to the fact that they were trained on
similar data, the overall accuracy may increase as a function of the number
of classifiers [22]. Regarding local learning, it reaches its best results on severe
nonuniform CPDDs. This is a logical result due to the fact that, if data is skewed,
the number of classes in some datasets may be much smaller than the number
of classes in the domain, e.g. considering data from hospitals, some hospitals do
not store data related to malaria because this disease has no impact on local
people, but the class malaria exists in the domain. In this context, the smaller
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Table 2. Mean test accuracies and standard deviations of each learning algorithm and
combination approach on each dataset with different CPDDs, where the best results
are marked in bold. Those not significantly worse than the best at the 5% confidence
level are labeled with an asterisk.

DATASET ALG. APPR.
DEGREE OF NONUNIFORMITY

NONE SLIGHT QUITE SEVERE

Connect-4

C4.5

All ∗72.21 ± 1.75 71.47 ± 2.17 70.44 ± 2.58 68.68 ± 2.82

Local 63.49 ± 1.96 70.62 ± 3.10 74.08 ± 3.75 76.76 ± 4.16

Cluster 72.34± 1.05 74.93 ± 2.36 75.09± 2.64 78.72± 2.97

ANN

All 74.59 ± 2.30 74.56 ± 2.89 73.08 ± 1.05 72.29 ± 1.86

Local ∗73.92 ± 1.70 75.88 ± 2.28 ∗80.39 ± 2.69 ∗81.08 ± 3.05

Cluster 75.27± 1.55 78.22 ± 2.55 81.02± 3.07 81.63± 3.24

SVM

All 76.08± 1.56 ∗75.88 ± 1.64 74.92 ± 2.72 72.86 ± 2.82

Local 72.22 ± 2.09 73.88 ± 2.21 ∗78.08 ± 3.27 78.65 ± 3.20

Cluster 74.96 ± 1.64 76.63 ± 1.84 78.22± 3.83 80.80± 3.73

Covertype

C4.5

All 64.09± 2.01 63.01 ± 2.10 61.63 ± 2.67 60.87 ± 2.61

Local 55.07 ± 2.58 57.94 ± 2.41 59.27 ± 2.57 63.81 ± 2.64

Cluster ∗63.02 ± 1.90 64.78 ± 2.80 65.41± 2.46 65.68± 2.81

ANN

All ∗56.10 ± 7.65 54.18 ± 6.08 51.63± 6.57 50.35± 8.26

Local 39.10 ± 4.60 40.06 ± 4.58 41.41 ± 3.48 42.47 ± 2.83

Cluster 57.20± 6.63 42.57 ± 2.92 41.35 ± 3.46 39.39 ± 7.07

SVM

All 65.39± 1.95 65.14 ± 2.14 ∗64.53 ± 2.37 64.88 ± 2.38

Local 53.33 ± 2.64 59.43 ± 1.77 60.14 ± 2.87 64.10 ± 2.62

Cluster ∗65.33 ± 2.30 ∗64.41 ± 2.59 66.10± 3.41 67.90± 4.25

Magic

C4.5

All 85.06± 1.73 83.62 ± 1.79 81.20 ± 2.04 80.77 ± 2.18

Local 77.40 ± 2.17 80.48 ± 2.08 84.13 ± 2.63 86.19 ± 2.56

Cluster ∗84.64 ± 1.37 86.61 ± 1.97 86.85± 2.14 88.62± 2.21

ANN

All 79.35± 2.36 78.94 ± 1.82 78.16 ± 2.29 77.80 ± 1.79

Local 77.31 ± 1.44 ∗82.80 ± 1.89 ∗86.63 ± 2.22 ∗89.51 ± 4.38

Cluster 77.94 ± 1.69 82.84 ± 1.82 87.06± 1.30 89.57± 4.36

SVM

All 82.29± 2.53 80.61 ± 1.53 79.18 ± 2.82 79.59 ± 1.68

Local 80.31 ± 2.26 80.63 ± 1.81 82.22 ± 4.69 ∗85.27 ± 2.97

Cluster 81.47 ± 1.44 82.22 ± 0.83 83.57± 2.77 85.80± 2.41

Poker

C4.5

All 51.44± 1.54 50.51 ± 2.15 ∗50.68 ± 2.38 49.93 ± 2.63

Local 46.44 ± 2.57 47.24 ± 2.35 ∗50.92 ± 2.61 52.05 ± 3.41

Cluster 49.32 ± 1.53 ∗49.35 ± 2.10 51.05± 2.51 53.82± 2.97

ANN

All 50.08± 1.06 49.65 ± 1.60 49.12 ± 1.59 47.49 ± 2.16

Local 47.16 ± 1.65 ∗49.63 ± 2.91 52.33 ± 4.72 54.41 ± 4.10

Cluster 49.22 ± 1.50 50.51 ± 1.76 54.76± 4.37 56.45± 4.61

SVM

All 50.73± 2.62 47.37 ± 2.15 46.35 ± 2.45 44.65 ± 1.73

Local 40.29 ± 2.03 44.86 ± 2.38 45.43 ± 3.65 46.18 ± 1.50

Cluster 48.82 ± 1.51 49.82 ± 2.33 50.71± 1.97 51.33± 1.88
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the number of classes the easier the problem of learning. Finally, clustering clas-
sifiers is able to exploit the advantages of both previous approaches, selecting
an appropriate number of classifiers depending on the CPDD, i.e. the number
of selected classifiers decreases as the nonuniformity of data increases. In this
manner, clustering presents the most stable behavior with independence of the
situation of non-uniformity to be handle and reaches the best performance in
34 out of 48 trials (70.83%). Moreover, it achieves a performance not signifi-
cantly worse than the best approach in 5 out of 48 (10.42%). In total, clustering
achieves the best, or not significantly worse than the best, performance in 39
out of 48 (81.25%). Consequently, we can assert that clustering classifiers is the
most suitable approach for distributed learning regardless of the CPDD.

7 Conclusions

Distributed learning is one of the most promising lines of research for large-scale
learning, since very large datasets can be scattered across several locations. In
this manner, distributed learning provides a scalable solution in order to deal
with very large datasets, turning an impractical algorithm into a practical one.

On the other hand, many large real-world datasets are naturally distributed.
A significant issue to deal with when working with these type of distributed
datasets is the CPDD. Up to the authors’ knowledge, the impact of the CPDD
on distributed learning algorithms has not been yet investigated in the literature,
since most algorithms are simply evaluated with respect to their accuracy as-
suming uniform CPDD. In this manner, most existing classifier combination ap-
proaches view data distribution as a technical issue, treating distributed datasets
as if they were parts of a single one. This has been identified as a very narrow
view of distributed machine learning. The results obtained in this paper empha-
size the necessity of taking into account the CPDD (in fact, disregarding the
impact of the CPDD may lead to a significant degradation in performance). In
this context, clustering classifiers before combining them is a promising line of
research in order to deal with different CPDDs.

As a future work, a more sophisticated measure of distance between datasets
and classifiers will be developed.
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erogeneous Distributed Databases. In: Siebes, A., De Raedt, L. (eds.) PKDD 2001.
LNCS (LNAI), vol. 2168, pp. 46–55. Springer, Heidelberg (2001)

8. Bronshtein, I.N., Semendyayev, K.A., Hirsch, K.A.: Handbook of mathematics.
Springer, Berlin (2007)

9. Agrawal, R., Srikant, R.: Privacy-preserving data mining. ACM Sigmod
Record 29(2), 439–450 (2000)

10. Dietterich, T.: Ensemble Methods in Machine Learning. In: Kittler, J., Roli, F.
(eds.) MCS 2000. LNCS, vol. 1857, pp. 1–15. Springer, Heidelberg (2000)

11. Lam, L., Suen, C.Y.: A theoretical analysis of the application of majority voting to
pattern recognition. In: Proceedings of the 12th ICPR, vol. 2, pp. 418–420. IEEE
(1994)

12. Tsoumakas, G., Angelis, L., Vlahavas, I.: Clustering classifiers for knowledge
discovery from physically distributed databases. Data & Knowledge Engineer-
ing 49(3), 223–242 (2004)

13. Yang, W., Huang, S.: Data privacy protection in multi-party clustering. Data &
Knowledge Engineering 67(1), 185–199 (2008)

14. Adhikari, A., Rao, P.R.: Efficient clustering of databases induced by local patterns.
Decision Support Systems 44(4), 925–943 (2008)

15. Frank, A., Asuncion, A.: UCI machine learning repository (2010),
http://archive.ics.uci.edu/ml (Online; accessed May 10, 2011)

16. Quinlan, J.R.: C4. 5: programs for machine learning. Morgan Kaufmann (1993)
17. Bishop, C.M.: Neural networks for pattern recognition. Oxford University Press,

USA (1995)
18. Vapnik, V.N.: The nature of statistical learning theory. Springer, Heidelberg (2000)
19. Weiss, S.M., Kulikowski, C.A.: Computer systems that learn: classification and pre-

diction methods from statistics, neural nets, machine learning, and expert systems.
Morgan Kaufmann, San Francisco (1991)

20. Hollander, M., Wolfe, D.A.: Nonparametric statistical methods (1999)
21. Hsu, J.C.: Multiple comparisons: theory and methods. Chapman & Hall/CRC

(1996)
22. Hansen, L.K., Salamon, P.: Neural network ensembles. IEEE Transactions on

Pattern Analysis and Machine Intelligence 12(10), 993–1001 (1990)

http://archive.ics.uci.edu/ml


On the Learning of ESN Linear Readouts

Carlos M. Aláız and José R. Dorronsoro
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Abstract. In the Echo State Networks (ESN) and, more generally,
Reservoir Computing paradigms (a recent approach to recurrent neu-
ral networks), linear readout weights, i.e., linear output weights, are the
only ones actually learned under training. The standard approach for this
is SVD–based pseudo–inverse linear regression. Here it will be compared
with two well known on–line filters, Least Minimum Squares (LMS) and
Recursive Least Squares (RLS). As we shall illustrate, while LMS per-
formance is not satisfactory, RLS can be a good on–line alternative that
may deserve further attention.

Keywords: ESN, LMS, RLS, Pseudo–inverse, Linear Regression.

1 Introduction

Multilayer Perceptrons, i.e., feed–forward neural networks (FFNN), are currently
the workhorses of many classification and modelling applications, having ob-
tained clear successes in many such problems. However, they are hard to evolve
in their present form and while there is a continuous flow of research results
about them, it is also clear that they suffer a kind of “paradigm fatigue”. The
most obvious source for new ideas would probably be recurrent neural networks
(RNN). In fact, initial work on RNN was done almost in parallel with that on
FFNN, with Backpropagation Through Time (BPTT; [13]) or Real Time Recur-
rent Learning (RTRL; [14]) being two examples. But the results they provided
were not comparable to those of FFNN, as they suffered of problems such as
the existence of bifurcations where the gradient is ill–defined, exponentially gra-
dient fading (which prevents from capturing long–term dependencies) or high
computational costs, so that they can only be applied to small networks.

Partial improvements appeared around the year 2000. First, Atiya and Parlos
developed a general framework to study RNN training, the so called Atiya–
Parlos Recurrent Learning (APRL; [1]), that contained BPTT and RTRL as
particular cases. More or less simultaneously Echo State Networks (ESN) were
proposed by H. Jaeger [7] and Liquid State Machines (LSM) by J. Maass [11].
While addressing different problems (time series processing for ESN, spike train
computations for LSM), both have a similar nature, in which fixed weight val-
ues and a sparse structure are proposed for hidden unit connectivity and only
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linear readout weights are learned. Moreover, J. Steil showed how APRL could
be connected with ESNs [12]. The fixed recurrent structure is usually called a
reservoir, as it somehow stores the past behaviour of the time series under study.
Because of this, the area is commonly called Reservoir Computing (RC).

However, while promising, there are still quite a few open problems. A first im-
portant issue is the definition of the reservoir architecture. Heuristic procedures
are followed for ESNs, with random weight initialization and some control of the
spectral radius of the connectivity matrix. For LSM, architectures are defined
either based on neuroanatomic principles or seeking an edge–of–chaos behaviour
[9]. These issues will not be addressed here, and the more or less standard ESN
architecture definition will be followed.

A second problem in RC is the linear readout training. For ESNs it can be
seen as a linear regression problem over the successive states of the reservoir
and the desired outputs. The standard approach is to store these states after a
wash–out period and then to derive the readout weights by the pseudo–inverse
solution of the corresponding minimum squares problem. This usually results
in good models provided an adequate reservoir architecture has been defined.
A drawback is the batch nature of the process, that requires to store a rather
long reservoir “state sample”, particularly inconvenient in time series processing.
The natural alternative would be on–line methods such as Widrow’s LMS [6]
gradient descent. However, LMS is not satisfactory in general, as its convergence
is rather slow even when the sample covariance matrix is regular, and may even
fail when it is not (singularity or near–singularity of the reservoir matrix is rather
common). All this usually leads to much worse models than those obtained by
pseudo–inverse computations (where covariance singularity can be controlled).
An intermediate alternative is Recursive Least Squares (RLS) learning, that at
each step computes the least squares solution up to that step and, theoretically,
gives the pseudo–inverse solution when training ends. RLS would in principle
combine the on–line nature of LMS with the good models yielded by the pseudo–
inverse (but also its higher cost).

In this paper, these three algorithms for obtaining the readout weights will be
compared. More precisely, in Section 2 ESN structure will be briefly reviewed and
the algorithms will be described. Some experiments illustrating their behaviour
will be presented in Section 3. Finally, some conclusions will be given in Section
4; basically, the results will show that LMS is not an adequate method for the
on–line training of ESN readouts but, on the other hand, RLS gives adequate on–
line models that are competitive with those obtained in batch mode through the
pseudo–inverse. While its on–line nature is an advantage, RLS has a quadratic
cost per iteration, which results in the same computational cost than the pseudo–
inverse. Thus, it will be of interest to study the application to RC training of
methods close to RLS but with linear cost per iteration.

2 Reservoir Computing and Readout Learning

First, the ESN-RC paradigm will be briefly reviewed. Formally, ESN networks
can be divided into input, hidden and output units. Input units can be
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connected to hidden and outputs, but do no receive connections from them.
Hidden units (the reservoir) have recurrent connections from themselves and
also from outputs. Finally output units may receive the outputs of both inputs
and the reservoir. A network with L inputs, N hidden units and O outputs
can be thus defined by the weights that connect the input with the reservoir
win ∈ RN×L, the output with the reservoir wf ∈ RN×O, the reservoir with the
reservoir itself wr ∈ RN×N , and the readout weights connecting the reservoir
with the output wo ∈ RN×O. At each time step, the RNN is updated with the
equation:

x(i + 1) = f(wrx(i) + wfy(i) + winu(i + 1)) ; y(i + 1) = wT
o x(i + 1) + b , (1)

where u(i) ∈ RL stands for the inputs at time i, x(i) ∈ RN are the values of
the N internal units at time i, y(i) ∈ RO is the output produced by the system
at time i and f is a non-linear transformation. Hidden unit bias are introduced
using a constant input equal to 1. For simplicity, we will consider only one
output, O = 1, although the results presented can be easily extended to the case
of multiple outputs.

Under the RC paradigm, only the output weights wo are computed. The rest
of the parameters (wr, wf and win) are initialized randomly and kept fixed (more
on this below). In the training phase, the RNN is iterated using Equation (1) and
assuming that y(i) = d(i), with d(i) the desired output at time i (this technique
is known as teacher forcing). The resulting states x(i), i = 1, . . . , T are collected
into a matrix X = (x(1), . . . , x(T ))T whose i-th row is the state of the network
at time i (assuming a perfect estimation of the output). So the problem is now to
obtain each y(i) as a linear combination of the components of x(i). With matrix
notation and denoting by D = (d(1), . . . , d(T ))T the vector or matrix of desired
outputs, the objective is to find a couple wo, b such that D ≈ Xwo + b. This is
usually formulated as trying to minimize the mean square output error (MSE).

The output weights can greatly affect the stability of the RNN (that acts as
a dynamical system), producing extreme behaviours, mainly a chaotic one (in
which the values produced by the network increase and oscillate uncontrollably)
or a damping one (in which the networks tends to a stable constant value).
This behaviour is usually related to the weight vector norm. Finally, concerning
weight initialization, it should be recalled that the ESN performance is strongly
determined by the sparseness of the reservoir matrix wr and its spectral radius.
The former determines the ESN connectivity and so its capacity for producing
different (more or less independent) dynamics. The last one fixes somehow the
speed of the network, in the sense that the smaller it is, the faster the network
will forget the previous inputs (i.e., the ESN will only have very short term
memory). When the spectral radius is close to 1 (but less to it, because greater
values can cause instability), the RNN retains past information for a longer time.

As mentioned, we consider three readout weight computation algorithms. The
first approach is just to apply Linear Regression using the Pseudo–inverse in a
batch manner. We shall denote this pseudo–inverse least squares method as LS.
The vector w∗

o that minimizes the MSE over the training set is given by w∗
o = X+,

where X+ denotes the pseudo–inverse of the matrix X . Usually it is computed
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through the singular value decomposition (SVD), which will numerically require
a threshold ε to be set and discard as zero smaller eigenvalues. Obviously, this
threshold may greatly affect SVD and readout computation. In practice, this
method is simplest one, as it does not require any parameter (except for ε,
which typically depends on the implementation) and usually provides stable
results and good models. In contrast, it is computationally expensive, with a
complexity O(TN2), i.e., linear in the number of T patterns and quadratic in
the number N of units, and it only can be used in a batch context.

This complexity and lack of flexibility makes of interest on–line algorithms
for linear regression. The simplest (and less expensive) one is the Least Mean
Squares (LMS) filter [6] that uses an approximation of the error gradient using
only instantaneous information. It is a stochastic gradient descent method, in
which the weights wo, b will be initialized to some value wo(0), b(0) and then
updated for each pattern x(i) depending on the error and a learning rate μ.
The cost of this algorithm is linear in the dimension and linear in the number
of patterns. It has been proved that its convergence depends strongly on the
eigenvalue spread of the covariance matrix [4]. The learning rate μ has to be
decreased if the difference between the lowest and higher eigenvalues (in norm)
increases. This means that, when the covariance matrix is nearly singular, the
LMS filter must perform very short steps, and thus requires a very big number
of epochs. The behaviour of this algorithm when the covariance matrix is not
full rank is analyzed in [3], where it is concluded that there is a component
of the weight vector which remains constant during training and equal to its
value at initialization. While this component does not influence training error,
it may result in too large readout weights, i.e., in highly oscillating networks.
When noise or rounding errors are considered, this can be a problem but in
this work this case will not be considered, and wo will be initialized to the zero
vector, wo(0) = 0, in order to get rid of this component. In summary, the LMS
algorithm is an on–line method computationally very cheap, but it suffers from
problem of convergence. The learning rate has to be adjusted depending on the
eigenvalues of the covariance matrix, which are unknown in an on–line context.
Even with a correct learning rate, convergence is very slow, and usually requires
many epochs, making this approach almost infeasible in the ESN context, as
illustrated in Section 3.

Thus, other on–line, more robust alternatives must be considered and a second
on–line approach can be the Recursive Least Squares (RLS) filter [6]. RLS is not
based on stochastic approximation but computes at each step an exact solution
(one that minimizes the MSE) through a recursive procedure. Basically, it starts
considering only one pattern, and derives the solution for the i + 1–th pattern
from the already computed solution using i patterns. The error function to be
minimized is a weighted sum of the errors over the first i timesteps, i.e., ε(i) =∑i

j=1 λi−j‖e(i)‖2, with λ a time forgetting factor. When λ = 1, this expression
coincides with standard square error, so this is the case that will be considered
in this paper. Applying now the normal equations in matrix form, an optimal
solution w∗

o(i) that minimizes this error will satisfy Φ(i)w∗
o(i) = z(i), where
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Φ(i) =
i∑

j=1

λi−jx(j)x(j)T , z(i) =
i∑

j=1

λi−jx(j)d(j) .

After some derivations, it can be proved [6] that w∗
o(i) = w∗

o(i − 1) + K(i)ξ(i),
where P (i) = Φ(i)−1, ξ(i) = d(i) − x(i)T w∗

o(i − 1) and

K(i) =
λ−1P (i − 1)x(i)

1 + λ−1x(i)T P (i − 1)x(i)
.

Thus, the algorithm will update at each step K(i) and ξ(i), and then use them
to compute w∗

o(i) and P (i). The complexity of RLS will then be the same than
that of LS, due to the quadratic complexity of each step. As it will be shown
with the experiments, it gives rather RNN good models.

We sum up the previous model discussions. The LS algorithm provides stable
and good unique solutions for regular matrices and even singular ones. On the
other hand, it is costly and may produce solutions with a high norm in singular
problems, due to the mentioned requirement of a threshold ε to discard near zero
eigenvalues. Moreover, it can not be used in an on–line manner. The LMS algo-
rithm is on–line and it has cheap steps but it depends on the initial conditions,
although this can be controlled. However, it also requires to carefully choose
a learning rate that depends on the eigenvalues of the covariance matrix, and
usually has convergence problems for singular or near singular covariance matri-
ces. Finally, the RLS algorithm gives ideally the same solution as LS, but in an
on–line context. Although the numerical approximations prevent it from getting
the exact pseudo–inverse solution, it usually yields good models. Nevertheless,
it is as complex as LS.

3 Numerical Experiments

In this section the preceding algorithms will be compared over four problems. The
first and simplest is the construction of a sinewave generator. The problem has no
explicit inputs, although teacher forcing is used during training and the previous
target value enters the network dynamics through the feedback connections. The
desired output at time i is simply given by d(i) = 1

2 sin
(

i
4

)
. The training set is

formed by 700 timesteps, that is, about 11 cycles. The next 300 steps will be used
for testing. As the results will show, this turns out to be a rather easy problem.
Our second example is a well known problem for ESNs, a modulated sinewave,
which consists on the generation of a sinewave whose frequency changes with the
inputs. Formally, the single input of the problem at time i is u(i) = sin (0.01πi)+1

2 ,
and the corresponding output is d(i) = sin (a(i))+1

2 , where a(i) = a(i− 1) + 0.1 +
0.9u(i), and a(0) = 0. In this case, 2000 timesteps will be used for training, and
the following 1000 for testing. In the third example the semi-chaotic trajectory
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of Mackey–Glass attractor will be predicted. This temporal series is the solution
[5] of the differential equation

d′(t) = −0.1d(t) +
0.2d(t − 17)

1 + d(t − 17)10
.

Here the system inputs during training are the previous 10 delays. Testing will be
done in a generative manner, using the model predictions as input in subsequent
steps. The step length is Δt = 1, the training set consists of 3000 timesteps
(about 60 “cycles”, where by a cycle we mean a piece of the trajectory between
two consecutive maxima); the testing set consists of the following 3000 steps.
Finally, our last example is based on the 3–dimensional trajectory of the Roessler
Attractor [10], given by the coordinates of the vector (z1(t), z2(t), z3(t)) satisfying
the differential equations

z′1 = −z2 − z3, z′2 = z1 + 0.2z2, z′3 = 0.2 + z1z3 − 5.7z3 .

The coordinates z1 and z3 will be used as inputs, i.e., we take u(i) = (z1(i), z3(i));
z2 will be the desired output, d(i) = z2(i). The step length is Δt = 0.1. A set of
1000 steps (about 17 cycles) will be used to train the model, and the next 1000
to test it.

To compare the algorithms, two measures will be considered. The first one
is the Normalized Root MSE (NRMSE) over the testing set, i.e., NRMSE =
100MSE

σd
, where σd is the standard deviation of the desired output. In other

words, NRMSE represents the error as a percentage of the signal’s standard
deviation. While this is a basic quality measure, it has the drawback that the
ESN can diverge when running for a long time, distorting NRMSE values. For
this reason, two NRMSE values will be computed considering only the first one
and three test cycles to obtain an idea of the evolution of the trained RNN.
Nevertheless, the NRMSE can still be misleading and we introduce as a sec-
ond measure the number of steps before the trajectory output diverges from the
desired output more than a threshold θ. We call this measure Acceptable Evo-
lution Length (AEL), which we define as AELθ = mini ‖d(i) − y(i)‖ > θ. This
can be understood as the length that the model keeps a “good” trajectory. In
our experiments we will take θ = 1

2σd.
Since RNNs under the RC paradigm are strongly dependent on the initializa-

tion, we will consider 50 randomly initialized different ESNs. Since this leads to
outliers, the mean and standard deviation of the previous measures can result
in misleading values, so instead the median and median absolute deviation (the
median of the absolute distance of each result to the median) will be included
as robust variants of the mean and standard deviation respectively.

Regarding the configuration of the RNN, the sparseness of the reservoir has
been controlled using only non zero weight values on 10%, 20% or 30% of the
reservoir connections. For each problem we consider the sparseness value giving
best results, namely 30% for Sinewave and Roessler, 20% for Mackey–Glass and
10% for Modulated Sinewave. Two different reservoir sizes N will be explored
for each problem, a first one with acceptable results and twice this. After scal-
ing, the spectral radius will be 0.6 in Roessler and 0.8 for the other problems.
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Table 1. Measures for the simulations (RMSE as percentage of the standard deviation
and AELθ with θ = σd)

LS LMS RLS LS LMS RLS
N = 50 N = 100

Sinewave for S = 30%
NRMSE1 0.005± 0.003 60.68 ± 49.33 0 .087 ± 0.072 0.002± 0.001 33.37 ± 20.04 0 .032 ± 0.022
NRMSE3 0.013± 0.011 91.37 ± 29.35 0 .141 ± 0.125 0.008± 0.005 62.25 ± 43.78 0 .066 ± 0.060
AELθ 300.0± 0.0 23.0 ± 20.8 300.0 ± 0.0 300.0± 0.0 48.5 ± 46.7 300.0± 0.0

N = 150 N = 300
Modulated Sinewave for S = 10%

NRMSE1 0.062± 0.036 24.52 ± 11.40 0 .211 ± 0.105 0.005± 0.003 23.41 ± 3.849 0 .076 ± 0.028
NRMSE3 0.062± 0.040 38.19 ± 15.91 0 .208 ± 0.121 0.006± 0.003 37.83 ± 5.292 0 .081 ± 0.035
AELθ 168.0± 63.8 12.0 ± 5.9 168.0 ± 54.9 344.0± 269.8 16.0 ± 5.9 189 .5 ± 58.6

Mackey–Glass for S = 20%
NRMSE1 1.667± 1.045 58.95 ± 45.61 3 .337 ± 2.237 0.244± 0.163 46.85 ± 29.44 1 .746 ± 0.851
NRMSE3 61 .88 ± 86.11 146.9 ± 80.61 18.29± 14.57 2.023± 1.952 120.3 ± 59.34 7 .646 ± 4.035
AELθ 109 .5 ± 58.6 16.0 ± 12.6 139.5 ± 59.3 204.5± 88.2 18.0 ± 4.4 202.5± 39.3

Roessler for S = 30%
NRMSE1 76.26± 98.06 76.23± 49.36 62.40± 89.47 210.7 ± 110.1 48.44± 13.15 107 .1 ± 107.6
NRMSE3 164.9± 116.0 167.6± 32.52 165.6± 122.4 284.7 ± 100.6 160.4± 27.84 223 .1 ± 54.20
AELθ 33.5 ± 24.5 28.0 ± 13.3 34.5 ± 24.5 21.5 ± 8.9 29.5 ± 5.9 26.0± 10.4

The training process is as follows. First, the reservoir is randomly initialized
and then iterated over the training inputs using teacher forcing to obtain the
reservoir matrix X . The first 10% rows of X are discarded to “forget” their de-
pendence on the initial state of the RNN. The vector D is given as part of the
training set. Then, 3 outputs weights, one for each of the algorithms above, will
be computed independently. This allows to obtain paired results, making easier
posterior comparisons.

Our LS algorithm uses the ε value standard in the Octave package imple-
mentation of the pseudo–inverse (that depends on the greatest singular value).
For RLS, λ = 1 will be used to have the same cost function of LS and LMS.
For LMS, the learning rate will be specified as μ = 0.2

traceR that theoretically
guarantees convergence, and the samples will be fed through 100 epochs. For
testing, each of the three RNN (differing in the output weights) will be iterated
over a test set, using when needed previous step outputs as next step inputs.
The NRMSE and AEL values will be registered and a Wilcoxon rank test will
be applied at a 10% significance level to check whether these distributions are
different. When they are so, an algorithm will be considered as better if its error
median is smaller or its AEL median larger. The best results will be show in
bold face, and the second better in italic. When no statistical difference exists
between two or the three distribution, they will be shown in the same font face.

Table 1 shows NRMSE and AEL values. For the Pure Sinewave the LS algo-
rithm has the best NRMSE error, but recalling that errors are given as percent-
ages of the standard deviation, both LS and RLS capture very well the sinewave
evolution. This is confirmed by the AEL measure, which indicates that both
models complete 300 steps in almost all of the 50 trials. By contrast, LMS per-
forms very poorly, achieving big errors and very short acceptable trajectories. In
the three algorithms, the results improve with the increment of the reservoir size.
The histogram of the AEL distributions for this problem (not shown) confirmed



On the Learning of ESN Linear Readouts 131

0

20

40

60

80

100

0 100 200 300 400 500 600

%

AEL

(a) N = 150.

0

20

40

60

80

100

0 100 200 300 400 500 600

%

AEL

(b) N = 300.

Fig. 1. Histogram for the modulated sinewave problem, comparing LS (black), LMS
(grey) and RLS (white) AEL distributions. The connectivity is S = 10%.

this analysis, showing that both LS and RLS perform very well. In contrast, the
LMS distribution shows a worse behaviour, that only slightly improves for the
bigger reservoir.

The situation for the Modulated Sinewave problem is similar to the sinewave
case. Table 1 shows that the best NRMSE values are those of LS, although
both LS and RLS have very low errors. LMS has again a worse performance.
Looking at AEL behaviour, for N = 150 there is a draw between LS and RLS. For
N = 300, both results improve but LS is now clearly better. LMS again performs
much worse. The AEL histograms are presented in Figure 1, where it can be seen
that LS and RLS produce some very good models with an acceptable length of
about 600 steps (a better model has larger right histogram values). When the
reservoir is bigger, LS beats RLS.

For Mackey–Glass Table 1 shows that for N = 150, LS presents a better error
in the first cycle, but is beaten by RLS over three cycles, which has a good
evolution (in fact, LS error is five times bigger in the third cycle). For N = 300
LS wins on NRMSE, followed by RLS. Again, LMS performance is much worse.
RLS has a better AEL for the smaller reservoir followed closely by LS. For the
larger reservoir, both obtain the same results. In Figure 2 the histograms of this
problem are presented. When increasing the number of units, the distributions
of LS and RLS move to the right, both producing very good models with more
than 400 steps of acceptable trajectory, although LS produces more models of
this type.

The last rows of Table 1 contain the Roessler errors. With a small reservoir
(N = 150), the three algorithms obtains similar errors. Although LMS performs
is slightly worse, this difference is not significant. With N = 300 LMS beats
the other two algorithms; in this case, both LS and RLS worsen over he bigger
RNN. while LMS improves its errors. In terms of AEL, the better models for
the small network are LS and RLS, while for the big reservoir LMS and RLS
become the best models; nevertheless, the results are in general poor. Although
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Fig. 2. Histogram for the Mackey–Glass problem, comparing LS (black), LMS (grey)
and RLS (white) AEL distributions. The connectivity is S = 20%.

not shown, the histograms for this problem show that LS and RLS produce a
few very good models which keep a good trajectory over more than 400 steps.
Curiously, and probably caused by some over–fitting, the number of good models
decreases when increasing the reservoir size. LMS has a very stable and narrow
distribution.

Summing things up, RLS performance is equal or better than that of LS in
terms of the AEL, although it tends to achieve less precise models when measured
by RMSE. On the other side, LMS produces poor results due in general to
convergence problems.

4 Conclusions

In this paper, three different and well known linear regression algorithms are
analyzed and compared for Reservoir Computing readout training. For this task,
the well known algorithm is standard regression using the pseudo–inverse (LS).
To overcome its high complexity and batch nature, the LMS filter would be a
natural alternative as an on–line method with low complexity. Nevertheless, LMS
has well known convergence problems and, as shown experimentally, in practice it
does not obtain acceptable solutions even when a huge number of epochs is used.
As an intermediate option, the RLS filter has been considered. Although being
an on–line method, it yields models comparable to the LS method, specially
in terms of the length of the acceptable prediction trajectories. Its drawback is
its large complexity, equal to that of LS. Nonetheless, the results here indicate
a good potential for the RLS approach and suggest the consideration of other
on–line filters with a linear cost per step. One option could be the so called
transversal filters [2], but they are usually designed for problems with a special
“near–to–Toeplitz” correlation matrix. Another option are the gain adaptation
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algorithms (compared in [8] with RLS and others). These and other related issues
are currently under consideration.
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11. Maass, W., Natschläger, T., Markram, H.: Real–Time Computing Without Stable

States: A New Framework for Neural Computation Based on Perturbations. Neural
Computation 14(11), 2531–2560 (2002)

12. Steil, J.: Backpropagation–Decorrelation: online recurrent learning with O(N) com-
plexity. IEEE Transactions on Neural Networks 2, 843–848 (2004)

13. Werbos, P.: Backpropagation Through Time: What It Does and How to Do It.
Proceedings of the IEEE 78(10), 1550–1560 (1990)

14. Williams, R., Zipser, D.: A Learning Algorithm for Continually Running Fully
Recurrent Neural Networks. Neural Computation 1, 270–280 (1989)



Learning Naive Bayes Models for

Multiple-Instance Learning with Label
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Abstract. This paper deals with the problem of multi-instance learning
when label proportions are provided. In this classification problem, the
instances of the dataset are divided into disjoint groups, where there is no
certainty about the labels associated with individual samples. However,
in each group the number of instances that belong to each class is known.
We propose several versions of an EM-algorithm that learns naive Bayes
models to deal with the exposed problem. The proposed algorithms are
evaluated on synthetic and real datasets, and compared with state-of-
the-art approaches. The obtained results show a competitive behaviour
of our proposals.

Keywords: supervised classification, Multiple-instance learning with
label proportions, EM algorithm, Naive Bayes.

1 Introduction

The term Multiple-Instance Learning (MIL) refers to a supervised classification
problem where the instances are grouped, the individual instance labels are
unknown and there is a unique label per group [1]. In MIL, this group label is
positive if at least one instance of the group is positive, and negative otherwise. In
this paper, we deal with a variation of this problem where a count of the classes
of the instances is given for each group, i.e. it is known how many instances of
each class are in each group. The objective remains to classify any new example.

There are many real problems that fit into this framework. This situation is
usually found in cases in which the relation between instance and label is lost for
some reason; this may be due to privacy preserving or non-monitoring process.
One such case is that of election votes, where some parties stand for institutions
and, in each zone, each party gets an exact number of votes. The election results
are known, but it is unknown for which party each citizen voted. Other real
problems include embryo selection in assisted reproductive technology [8], spam
filtering, e-commerce, etc.

The problem of Multiple-Instance Learning with Label Proportions (MIL-LP)
can be formally defined as follows: the dataset (D) that describes this problem
is composed of m examples D = {x1,x2, . . . ,xm}. These examples are provided
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grouped in n bags —or sets of examples— Bi (D = {B1 ∪ B2 ∪ · · · ∪ Bn} such
that Bi ∩ Bj = ∅, ∀i �= j). For each bag Bi, the number of instances, mi, is
known (such that m =

∑n
i=1 mi), as well as the counts mic, i.e. the number of

instances in Bi that have the label c such that
∑

c∈C mic = mi where C is the
set of class labels. Note that bag label information can also be provided in terms
of proportions [4], pic ∈ [0, 1] where

∑
c∈C pic = 1.

In this problem, types of bags can be distinguished: bags with certainty in
the label of the instances, and bags without certainty. On the one hand, if all
the instances in bag Bi belong to the same class, then individual labels of the
instances in Bi are known. In this kind of bag, known as full bag, there exists a
class label c such that mic = mi. On the other hand, bags usually have instances
that belong to different classes, which implies that there is uncertainty in the
label of the instances. In this kind of bags, which are known as non-full bags, for
all possible class c, mic < mi.

There exist in the literature several methods to deal with the MIL-LP problem.
The first time that a method was proposed to learn from this kind of data was
in [2], where Kück et al. present a MCMC strategy. Later, other methods have
been proposed, such as MeanMap [3][4], basic adaptations of KNN, ANN, SVM
and DT [5], Kernel K-means [6] and another version of SVM [7].

The rest of the paper is organised as follows. In the next section, three new ver-
sions of an Expectation-Maximization (EM) method for learning a naive Bayes
model for MIL-LP are proposed. Then, the experiments are presented: an anal-
ysis on artificial data that evaluates the efficacy of our proposals in different ex-
perimental conditions, and a comparison with state-of-the-art approaches. The
paper finishes with some conclusions and future work.

2 Learning a Naive Bayes Model for MIL with Label
Proportions: An Expectation-Maximization Method

In this paper, we develop several EM strategies to learn naive Bayes models for
MIL-LP. A naive Bayes model is a probabilistic classifier that assumes condi-
tional independence between the predictive variables given the class variable.
This assumption allows the classifier to be defined using the maximum a poste-
riori (MAP) estimate as:

ĉ = argmax
c

p(C = c)
v∏

i=1

p(Xi = xi|C = c)

Note that in this model, the only parameters that should be learnt are the class
priors p(c) and the conditional probabilities p(xi|c).

Learning a naive Bayes implies the estimation of the model parameters from
the available dataset. In a classical dataset where all the instances have a known
individual class label, all model parameters can be estimated with maximum
likelihood estimates by means of frequency counts. When part of the class labels
are missing, as in MIL-LP, some techniques can be used to learn the model
parameters despite the uncertainty.
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Consequently, we use an Expectation-Maximization (EM) [9] method. This
is an iterative procedure that can be used to obtain the maximum likelihood
parameters in the presence of missing data. It can also be used to obtain the
MAP estimate or to fill missing data. Each iteration consists of two steps, ex-
pectation (E) and maximization (M). The E-step estimates the missing data as
the conditional expectation of the likelihood given the current fit for the model
parameters. In the M-step, the model parameters are re-estimated such that the
likelihood is maximized given the data completed in the E-step. Convergence is
guaranteed since EM increases the likelihood at each iteration.

2.1 An EM Method for MIL with Label Proportions

We use an EM algorithm to learn naive Bayes models for MIL-LP problems.
Our EM method estimates the individual labels of the instances in non-full bags
(missing data) at the E-step and, at the M-step, learns a naive Bayes model for
the previously completed dataset.

However, in the MIL-LP problem, there is some information about the class
labels of non-full bags, the label proportions. Therefore, we can not use a stan-
dard EM algorithm as there are forbidden label assignments (those that do not
fulfill the label proportions). Moreover, it is possible to take advantage of the
label proportions in order to learn more accurate models. In order to complete
the data, the EM method should take into account all the possible assignments
(valid complexions), that are exactly as many as a multinomial coefficient:(

mi

mi1 . . . mic

)
=

mi!∏
c∈C mic!

The individual assignment of labels is not independent, i.e. the assignment of a
label to an instance in a non-full bag affects other assignments in the bag. The
probability of a valid complexion of the labels in a bag needs to be calculated
as the joint probability of the labels assigned to the instances in the bag. In
order to calculate the probability of a label of an instance, the probability of the
complexions that assign that label to the instance are added up.

We propose three different EM versions, which share the M-step and only
differ in the way in which they complete the data:

PEMMIL-LP. For each instance in a non-full bag, this approach calculates the
probability of each possible label, as has been explained before. We call this
approach probabilistic.

NPEMMIL-LP. In this approach, we do not consider a probabilistic complexion
of the labels of non-full bags. Instead, for each instance, the label of the
complexion with the highest probability is assigned. We call this approach
non-probabilistic.

MCEMMIL-LP. This approach also carries out a probabilistic complexion, but
uses a Markov Chain Monte Carlo (MCMC) procedure to obtain it [9]. This
is an iterative procedure that approximates the expectation of a hidden vari-
able. It performs this by sampling iteratively the variable, where each sample
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is a modification of the previous one. This sequence of samples is expected
to reach a steady state, where the mean of the samples converges to the ex-
pected value of the hidden variable. It requires two numeric parameters, the
burn-in and the number of samples. The first indicates the number of samples
removed in the beginning of the sampling in order to make the approxima-
tion more reliable (it is supposed to not have reached the steady state yet).
The other parameter indicates the number of samples that are generated to
approximate the expectation. This approach implements a rejection MCMC
procedure. Rejection means that, during the sampling process, a new sample
can be rejected if its probability is lower than the probability of the previous
sample. If it is rejected, the previous complexion is repeated to replace it.
Next, the sampling continues.

In our method, the samples are valid complexions of the label propor-
tions of a non-full bag. At each step, a new sample is obtained by swapping
the positions of two randomly chosen (and different) labels of the current
complexion. The probability of a class label c for an instance in a bag is cal-
culated as the proportion of samples that assign that label to the instance.
This approach has been developed because covering all the valid complex-
ions, as the two previous approaches do, becomes unfeasible when bag size
grows.

3 Experiments

The experiments have two objectives: evaluating our proposals when dealing
with different experimental conditions and comparing them with other state-of-
the-art approaches.

In order to carry out a comparison with previous methods, the conditions of
the experiments have been reproduced and the same real datasets have been
selected from two public repositories, UCI [10] and LibSVM [11].

Regarding the evaluation of our proposals, artificial data has been generated
to test the behaviour of our three versions of EM when dealing with different sizes
of bag (mi) and distributions of labels in the bags. A dataset of 100 instances has
been sampled from a naive Bayes model (with 5 binary predictive variables and
one binary class variable). The parameters of the model are generated randomly
sampling a Dirichlet distribution with all the parameters equal to 1.

The EM method has only one parameter, the stop condition, which has been
fixed to 200 iterations. MCEMMIL-LP also requires another two parameters that
are fixed to 100 iterations of burn-in and another 1000 iterations to approximate
the label expectation. Continuous variables of real datasets are discretized in 3
equal-frequency intervals.

3.1 Validation in MIL with Label Proportions

In a real problem of MIL-LP, instances of the dataset are provided grouped in
bags and, some of these (non-full bags), are indivisible for the validation process
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because of the uncertainty in the labels (i.e. different labels in a bag makes it
impossible to know, a priori, which specific label each instance has).

Therefore, the adaptation of classical validation techniques (cross-validation,
training/test, bootstrap...) to this problem is not straightforward. In particular,
cross-validation (CV) requires performing a division of the dataset in folds such
that the number of instances in all the folds is the same. Making such a division
in folds by respecting the bags and, at the same time, trying to keep the same
number of instances in each fold is not straightforward. In fact, this problem can
be seen as a generalization to more than two subsets of the classical combinatorial
optimization problem called “number partitioning”.

This issue is even more complicated if divisions are also required to be strati-
fied, as a new condition is introduced in the optimization: the combination of the
label proportions of the bags in a fold has to fulfill the global label proportions
of the dataset.

In this paper, a simple solution to solve this optimization problem is used.
First, non-full bags are ordered according to their size, from bigger to smaller.
Then, at each step, the instances of the corresponding non-full bag are assigned
to the most empty fold. In the case of a tie, the fold is chosen randomly. Once
all the non-full bags have been distributed, the instances in full bags (which are
divisible because of their label homogeneity) are used to compensate the number
of instances in the folds and the stratification requirement.

Due to the lack of public availability of real MIL-LP datasets, it is common to
use artificial datasets or real datasets that are not MIL-LP [4] [5], and transform
them into a problem of this type by building (or aggregating) bags in order to
validate the algorithms. Aggregation is the process in which the instances of a
dataset are somehow grouped in bags and, for each bag, the label proportions
of its instances are calculated (bag label) and the instances are separated from
their labels.

In order to validate a model for a non-real MIL-LP dataset, there exist two
strategies for integrating the aggregation and validation processes.

The first strategy, which is the only one used in the related literature, is
to divide the dataset for validation in a classical way, and then, to aggregate
bags in the training data. This is a simplification that only takes into account
the procedure of learning from label proportions, putting aside other related
problems. It is not a realistic approach because the aggregation depends on a
previous validation division. For example, in a CV process, bags are aggregated
at each CV iteration, so the validation process is performed with different bags
at each step. Moreover in this strategy, if the validation is class-stratified, the
individual label information (unknown in non-full bags) is used to perform the
division.

The second strategy consists of aggregating bags in the dataset from the
beginning. Once bags have been aggregated, the dataset can be considered as a
real MIL-LP dataset. Now, it has to be learned using techniques of real MIL-LP
problems, including the optimization problem in validation presented above.
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3.2 Evaluation of Proposed Methods with Artificial Data

In this section, the three versions of our EM method are evaluated in terms of
accuracy and computational time, dealing with different sizes of bag (mi) and
label distributions in the bags.

Fig. 1. Left figure: computational time needed by the three versions of the proposed
algorithm to accomplish a 5-fold CV with MLH = 0.5 and increasing bag size (mi).
Right figure: the same process is performed with mi = 10 and increasing MLH.

In order to measure the uncertainty of the distribution of the labels in bags of
a dataset, we calculate the mean label entropy, MLH. This measure represents
the mean, for all the bags, of the entropy of the label proportions in each bag.

Since tested domains are non-real MIL-LP datasets, we can aggregate bags
such that the MLH value of the dataset reaches some desired value. The mini-
mum MLH is obtained when the dataset is ordered by the class of the instances
and bags are aggregated with contiguous instances. Based on this, by swapping
two instances that have different labels and are in different bags, the MLH value
can be modified. Then, a simple way to configure a dataset with a specific level
of entropy is to swap instances until this level is reached. MLH is mapped into
the interval [0, 1] in order to do it more comprehensible. The maximum MLH
value is reached when all bags fulfill the global label proportions of the dataset.

We have tested our proposals in terms of the computational time.
In order to observe the influence of mi, the three proposals are evaluated

for mi = {3, 5, 7, 10, 15, 20} and the results are presented in Fig. 1.a, which
shows the mean of the computational time spent by a 5-fold CV process over 20
repetitions. After CV splitting, bags are aggregated with MLH equals to 0.5.

In order to observe the influence of MLH, the three versions of our method
are evaluated for MLH = {0.0, . . . , 0.9}, with a step of 0.1. Fig. 1.b shows the
mean of the computational time spent by a 5-fold CV process over 20 repetitions.
After CV splitting, bags are aggregated with mi = 10.

As expected, bag size makes the versions PEMMIL-LP and NPEMMIL-LP un-
feasible for mi > 15 (the number of complexions is exponential to the bag
size). Instead, MCEMMIL-LP is faster as mi grows because, for a constant size
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of the dataset, larger mi implies a lower number of bags. Remember that our
MCEMMIL-LP version executes the same MCMC procedure for each non-full bag.

The higher the MLH, the more computationally expensive our methods are
(higher entropy implies more non-full bags). However, in the case of MCEMMIL-LP,
once all bags have become non-full, time will not increase even if MLH rises. With
the other two proposed versions the behaviour is different; more entropy implies
more complexions and, since these versions explore all the valid complexions, it
always demands more computational time.

Once we know the limits of our method, its three versions are evaluated when
dealing with different experimental conditions, increasing the bag size for mi =
{2, 3, 5, 7, 10, 12, 15} and the entropy for MLH = {0.0, . . . , 0.9}, with a step of
0.1. All this procedure has been performed twice for both the exposed strategies
of integrating aggregation and validation. Figure 2 shows the results, which
represent the mean accuracy of a 5-fold CV process over 20 repetitions.

NPEMMIL-LP

PEMMIL-LP

MCEMMIL-LP

Fig. 2. Mean accuracy by a 20x5CV process for different bag sizes (mi). For each
mi, the bars inside show the variation of the results for increasing MLH. Left figure:
experiments that follow the first strategy of integrating aggregation and validation.
Right figure: experiments that follow the second strategy.
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Due to the fact that reaching MLH = {0.8, 0.9} with mi = 2 has been unfea-
sible, the results for these conditions are omitted.

In the figures, the results of the second strategy of integrating aggregation
and validation are shown to be worse and not as uniform as the results of the
first strategy. These results demonstrate that MIL-LP is a problem that, apart
from the learning process, involves many challenges. It seems that the second
strategy deals with some problem that the first strategy skips; it is probably the
division for accuracy estimation of a dataset with instances aggregated in bags.

In the first strategy, the NPEMMIL-LP seems to be less affected by the in-
creasing of MLH and, even more important, its results show a low variation for
different bag sizes (mi). The behaviour of the other two versions, PEMMIL-LP

and MCEMMIL-LP, are very similar. In both cases, the larger the bags, the higher
the difference in accuracy between low and high values of MLH. In the second
strategy, the results of the NPEMMIL-LP are again those that are less affected
by the modification of the bag size (mi) and the MLH.

3.3 Comparison with State-of-the-Art Approaches

In order to check the robustness of our proposals, we have reproduced the ex-
periments of Musicant et al. [5] and Quadrianto et al. [4] with real datasets.
The comparison is performed in terms of accuracy; this is because it is the only
available results of their methods.

The first comparison is performed with respect to the proposals of Musicant
et al. [5]. The authors evaluate their techniques (basic adaptations to MIL-LP of
KNN, ANN, SVM and Decision Trees) under different experimental conditions
using 5-fold CV. The first strategy of integrating aggregation and validation is
performed (first CV, and then, bags are aggregated).

In order to generate different experimental conditions, two parameters are
modified: bag size and randomness. The last parameter represents a concept
similar to our MLH term. The randomness parameter indicates the number
of swaps over the label-ordered dataset that have to be performed to modify
the distribution of labels in the bags. The number of swaps takes the values
r = {0, 25, 50, 100, 200, 500, 2000} and the bag size mi = {2, 5, 10, 20}.

Due to lack of space, only one UCI dataset [10] is used, Breast-Cancer Wis-
consin. The results are shown in Table 1. Musicant et al. [5] indicate that their
methods could be tuned in order to improve the results. The same holds for our
methods. However, the objective of these experiments is to show how different
conditions of the MIL-LP problem affect the learning process of each method.
This can only be achieved by fixing the base classifier parameters and modifying
only the MIL-LP problem parameters (bag size and randomness). In this way, we
can see that our proposals and those of Musicant et al. show a similar behavior.

Note that the results of PEMMIL-LP and NPEMMIL-LP for mi = 20 are omitted
because it is unfeasible to run these versions with mi larger than 15.

The second comparison is performed with respect to the proposals of
Quadrianto et al. [4]. The authors carry out different experiments in two scenar-
ios: the number of bags being equal to the number of classes (n = |C|), and the
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Table 1. Breast-Cancer W. dataset. Accuracy for increasing the bag size (mi) and
number of swaps (r). Left table: proposals of Musicant et al. Right table: our proposals.

mi\r 0 25 50 100 200 500 2000

K
-N

N

2 0,97 0,97 0,96 0,96 0,94 0,92 0,90
5 0,97 0,97 0,96 0,96 0,94 0,92 0,90
10 0,97 0,97 0,96 0,96 0,94 0,92 0,90
20 0,97 0,96 0,95 0,93 0,84 0,66 0,66

A
N

N

2 0,91 0,91 0,90 0,89 0,87 0,84 0,84
5 0,91 0,89 0,85 0,83 0,70 0,65 0,66
10 0,89 0,87 0,84 0,78 0,68 0,66 0,65
20 0,89 0,88 0,85 0,79 0,68 0,64 0,64

S
V

M

2 0,94 0,95 0,95 0,95 0,96 0,95 0,95
5 0,96 0,95 0,95 0,95 0,96 0,95 0,93
10 0,95 0,94 0,94 0,96 0,95 0,96 0,93
20 0,94 0,96 0,91 0,94 0,92 0,95 0,93

D
T

2 0,95 0,95 0,95 0,95 0,95 0,95 0,95
5 0,95 0,95 0,95 0,95 0,95 0,95 0,95
10 0,95 0,95 0,95 0,95 0,94 0,95 0,95
20 0,95 0,95 0,96 0,95 0,94 0,95 0,94

mi\r 0 25 50 100 200 500 2000

N
P

E
M

2 0,97 0,97 0,97 0,97 0,97 0,97 0,97
5 0,97 0,97 0,97 0,97 0,97 0,97 0,97
10 0,97 0,97 0,97 0,97 0,97 0,96 0,95
20 – – – – – – –

P
E

M

2 0,97 0,97 0,97 0,97 0,97 0,97 0,97
5 0,97 0,97 0,97 0,97 0,97 0,97 0,97
10 0,97 0,97 0,97 0,97 0,97 0,97 0,97
20 – – – – – – –

M
C

E
M

2 0,97 0,97 0,97 0,97 0,97 0,97 0,97
5 0,97 0,97 0,97 0,97 0,97 0,97 0,97
10 0,97 0,97 0,97 0,97 0,97 0,97 0,97
20 0,97 0,97 0,97 0,97 0,97 0,97 0,97

number of bags being larger than the number of classes. In both cases, 10-fold
CV is performed as a part of the first strategy of integrating aggregation and
validation.

In the first scenario, two bags are aggregated by dividing the dataset in
two class-stratified groups. After this, all the instances of the second class are
removed from the first group and then, bags are aggregated. The result is a
dataset with a full bag (all the instances of the same class) and a non-full bag
with the same label proportions as the original dataset. The authors present the
results of their method, MeanMap, and also the results of the proposal of Kück
et al. [2].

Table 2. Mean classification error and associated standard deviation. In the left part,
first scenario. Results of MeanMap (Quadrianto et al. [4]), MCMC (Kück et al. [2]), and
MCEMMIL-LP for six UCI/LibSVM datasets. In the right part, second scenario. Results
of unweighted and weighted MeanMap (Quadrianto et al. [4]) and MCEMMIL-LP for
three LibSVM datasets.

Dataset MeanMap MCMC MCEM unweighted weighted MCEM

australian 17, 0 ± 1, 7 30, 8 ± 1, 8 23, 76 ± 0, 52 34, 44 ± 4, 03 29, 58 ± 3, 71 24, 97 ± 0, 23
breast c.w. 5, 3 ± 0, 8 4, 8 ± 2, 0 3, 75 ± 0, 17 - - - - - - - - - - - -
heart 30, 0 ± 4, 0 33, 7 ± 4, 7 21, 57 ± 0, 66 - - - - - - - - - - - -
ionosphere 18, 4 ± 3, 2 18, 0 ± 2, 1 19, 3 ± 0, 92 - - - - - - - - - - - -
splice 25, 2 ± 2, 0 28, 8 ± 1, 6 24, 0 ± 0, 91 33, 43 ± 1, 65 21, 12 ± 2, 59 21, 67 ± 0, 39
svmguide3 20, 4 ± 0, 9 24, 2 ± 0, 8 41, 88 ± 0, 82 24, 28 ± 2, 20 18, 5 ± 1, 73 37, 31 ± 0, 26
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In the second scenario, which Quadrianto et al. call “overdetermined system”,
8 bags are aggregated following the label proportions that are exposed in [4]. The
authors present the results of two versions of their proposal, called weighted and
unweighted MeanMap.

We showed in the previous section that the only version that can deal with
large bag size is MCEMMIL-LP. Since the bags in these experiments are huge,
only MCEMMIL-LP has been used. The results, which are shown in Table 2, vary
depending on the datasets. In spite of this difference, our methods seem to be
competitive with respect to the proposals of Kück et al. and Quadrianto et al.

4 Conclusions

In this paper we have proposed three competitive versions of an EM method
to learn naive Bayes models for MIL problems when label proportions are pro-
vided. Starting from a basic adaptation of the EM methodology to learn simple
Bayesian network classifiers, the work has been demonstrated to be a competitive
starting point for further developments.

For future work, the performance with more complex Bayesian network models
or with non-binary class datasets can be tested. Also, model parameters for
individual datasets can be tuned. It would be interesting to integrate our three
EM versions into a unique EM method. In order to estimate the labels of a
specific bag in the E-step, the method could choose the most suitable strategy
attending to the characteristic of the bag and take advantage of the benefits of
using each proposal. For example, while MCEMMIL-LP is the best option for bags
with high MLH, for bags with low MLH, it could be better to use NPEMMIL-LP

because of its tolerance to different conditions of the problem.
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Pedro L. López-Cruz, Concha Bielza, and Pedro Larrañaga
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Abstract. Directional and angular information are to be found in al-
most every field of science. Directional statistics provides the theoretical
background and the techniques for processing such data, which cannot
be properly managed by classical statistics. The von Mises distribution
is the best known angular distribution. We extend the naive Bayes classi-
fier to the case where directional predictive variables are modeled using
von Mises distributions. We find the decision surfaces induced by the
classifiers and illustrate their behavior with artificial examples. Two ap-
plications to real data are included to show the potential uses of these
models. Comparisons with classical techniques yield promising results.

Keywords: Naive Bayes classifier, supervised classification, circular
statistics, directional statistics, angular data, von Mises distribution.

1 Introduction

Scientists from a wide range of fields use angles to capture some properties of
the phenomena they study, e.g., meteorologists analyze the direction of wind
currents and waves, biologists measure the growth direction of plants and the
movement of animals, etc.

Angular data have some distinctive properties that rule out the use of classical
statistics. Therefore, common descriptive statistical tools have to be adapted to
work with this kind of information, e.g., rose diagrams are used instead of regular
histograms, the mean direction is computed taking into account the periodicity
of the data, etc. Directional statistics [1,2] provides the theoretical background
and the techniques to properly manage these data.

In this paper, we introduce the von Mises naive Bayes (vMNB) classifier for
use with angular data. We review the naive Bayes classifier (NB) in Sect. 2,
and the von Mises distribution in Sect. 3. Section 4 introduces vMNB, and its
decision surfaces and properties are analyzed at length. Artificial examples are
used to illustrate the behavior of the classifiers. Two applications to real data

J.A. Lozano, J.A. Gámez, and J.A. Moreno (Eds.): CAEPIA 2011, LNAI 7023, pp. 145–154, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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and the statistical comparisons with classical techniques are included in Sect. 5.
Finally, Sect. 6 concludes with a discussion and outlines future work. Detailed
derivations of the formulas can be found in the Appendix.

2 The Naive Bayes Classifier

The NB classifier [3] is one of the best known models for supervised classifi-
cation [4]. In NB, the class is modeled as a discrete variable C, and the set
of its possible class values is noted val(C). The set of predictive variables is
{X1, . . . , Xn}. Figure 1 shows the graphical structure of the NB classifier, where
the nodes represent the variables in the domain, and the arcs encode the con-
ditional (in)dependence relationships between them [5]. NB assumes that the
predictive variables are conditionally independent given the class value. NB uses
a maximum a posteriori decision rule to classify the objects, i.e., it assigns each
object to the class c∗ with maximum posterior probability. Given an object with
predictive variable values x = (x1, . . . , xn), this is obtained as:

c∗ = arg max
c∈val(C)

p(C = c)
n∏

i=1

ρ(Xi = xi|C = c),

where ρ(·) is a general probability function, i.e., a probability distribution p(·) for
discrete variables or a probability density function fX(·) for continuous variables.

Fig. 1. Graphical structure of the naive Bayes classifier

Although conditional independence is a strong assumption, NB has been suc-
cessfully applied to a wide range of problems [6], and its theoretical properties
have been studied at length [7]. NB is a linear classifier when binary [3] or multi-
nomial [8] predictive variables are used. On the other hand, the decision surfaces
are polynomials when ordinal predictive variables are used [4].

3 The von Mises Distribution

The periodicity of angular data rules out the use of classical probability distribu-
tions. The most straightforward solution is to wrap linear distributions around
the circle. Several distributions have been adapted according to this approach,
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e.g., the wrapped normal distribution [9]. However, specific probability distri-
butions have also been proposed for angular data. The von Mises distribution
[10] is the best known circular distribution, as it is the circular analogue of the
normal distribution. A variable Φ, defined in a circular domain (−π, π], follows
a von Mises distribution vM(μΦ, κΦ) if its probability density function is

fΦ(φ; μΦ, κΦ) =
exp(κΦ cos(φ − μΦ))

2πI0(κΦ)
, (1)

where μΦ is the mean direction, κΦ ≥ 0 is the concentration of the points around
the mean, and Iν(·) is the modified Bessel function of the first kind with order
ν ∈ IR, defined by

Iν(x) =
1
2π

∫ 2π

0

cos(νφ) exp(x cosφ)dφ .

The von Mises distribution is unimodal, with the mode (highest density) at μΦ

and the antimode (lowest density) at μΦ ± π. The distribution of the points
around the circumference is uniform when κΦ = 0, whereas high values of κΦ

yield points tightly clustered around the mean. Given a sample of N points
{φ1, . . . , φN}, the maximum likelihood estimators of the parameters in the dis-
tribution are the sample mean direction

μ̂Φ = arctan
C

S
, with C =

1
N

N∑
i=1

cosφi, and S =
1
N

N∑
i=1

sin φi, (2)

and the sample concentration value

κ̂Φ = A−1(R), where A(κ̂Φ) =
I1(κ̂Φ)
I0(κ̂Φ)

= R =
√

C
2

+ S
2

. (3)

Unfortunately, κ̂Φ cannot be found analytically and approximations have to be
computed numerically [2]. Figure 2 shows a sample of 100 points drawn from
the distribution Φ ∼ vM(π/4, 5) using the CircStat toolbox for MATLAB [11].

4 The von Mises Naive Bayes Classifier

In this section we introduce the vMNB classifier, where the conditional proba-
bility density functions of the predictive variables are modeled using von Mises
distributions. The conditional probability densities for a variable Φ given the
class value c are noted (Φ|C = c) ≡ Φ(c) ∼ vM(μ(c)

Φ , κ
(c)
Φ ). We study the behav-

ior of the classifier by deriving the decision surfaces it induces. We assume that
the class is binary, e.g., val(C) = {1, 2}. When the class has more than two val-
ues, we have to compute the decision surface for each pair of values and label each
subregion with the class having the maximum posterior probability. For detailed
derivations of the decision surfaces included in this paper see the Appendix avail-
able at http://cig.fi.upm.es/components/com phocadownload/container/
vmnbappendix.pdf.

http://cig.fi.upm.es/components/com_phocadownload/container/vmnbappendix.pdf
http://cig.fi.upm.es/components/com_phocadownload/container/vmnbappendix.pdf
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0

π/2

±π

−π/2
Φ

Fig. 2. Sample of 100 points drawn from the distribution vM(π/4, 5). The black line
represents the sample mean direction μ̂Φ and its length is the sample mean resultant
length R.

4.1 One Predictive Variable

We first analyze the simplest scenario where only one predictive variable Φ is
used for classification. The decision surface induced by the classifier is computed
by equaling the posterior probability distribution of the two class values

p(C = 1|Φ = φ) = p(C = 2|Φ = φ) . (4)

By applying Bayes’ rule and substituting the von Mises density (1) in (4), we
get

p(C = 1)

2πI0(κ
(1)
Φ )

exp(κ(1)
Φ cos (φ − μ

(1)
Φ )) =

p(C = 2)

2πI0(κ
(2)
Φ )

exp(κ(2)
Φ cos (φ − μ

(2)
Φ )) .

Simplifying, taking logarithms and operating, we finally get the two angles that
bound the class subregions (see the Appendix):

φ′ = α + arccos(D/T )
φ′′ = α − arccos(D/T ),

where cosα = a/T , sin α = b/T , D = − ln p(C=1)I0(κ
(2)

Φ )

p(C=2)I0(κ
(1)

Φ )
, T =

√
a2 + b2, a =

κ
(1)
Φ cosμ

(1)
Φ − κ

(2)
Φ cosμ

(2)
Φ , and b = κ

(1)
Φ sinμ

(1)
Φ − κ

(2)
Φ sin μ

(2)
Φ .

vMNB finds two angles that divide the circumference into two subregions, one
for each class value. The two angles φ′ and φ′′ are defined with their bisector angle
α, which depends on the mean directions μ

(1)
Φ , μ

(2)
Φ and concentrations κ

(1)
Φ , κ

(2)
Φ ,

of Φ given each of the two class values. The distance between the angles also
depends on both the concentration and the mean directions. Alternatively, we
can substitute (x, y) = (cos φ, sin φ) to compute the Cartesian coordinates of
the decision surface that bounds the class subregions, obtaining the following
expression (see the Appendix for details):
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(κ(1)
Φ μ

(1)
X − κ

(2)
Φ μ

(2)
X )x − (κ(1)

Φ μ
(1)
Y − κ

(2)
Φ μ

(2)
Y )y − D = 0 . (5)

Equation (5) defines a decision line that bounds the class regions. Therefore,
vMNB with one predictive variable is a linear classifier.

We illustrate the behavior of the classifier with an artificial example. The
class variable C is binary and its values are considered equiprobable a priori,
i.e., p(C = 1) = p(C = 2) = 0.5. The conditional probability densities of Φ
given each class value are Φ(1) ∼ vM(π/2, 2) and Φ(2) ∼ vM(π, 5). Figure 3(a)
shows a sample of 100 points drawn from these distributions, whereas Fig. 3(b)
shows the classification provided by vMNB and the decision angles that bound
the class regions (green lines): φ′ = 2.43 (139.23◦) and φ′′ = −1.67 (−95.63◦).

0

π/2

±π

−π/2
Φ

(a) True classification of the
points

0

π/2

±π

−π/2
Φ

(b) Predicted classification
using vMNB

Fig. 3. True class and class predicted using vMNB for a sample of 100 points. Points
with C = 1 are shown in dark blue, whereas points with C = 2 are shaded light blue.

4.2 Two Predictive Variables

We can use the same approach to analyze the behavior of the classifier when two
circular predictive variables Φ and Ψ are included in the model. In this scenario,
the domain defined by the predictive variables is a torus (−π, π] × (−π, π]. The
decision surface induced by the vMNB classifier is given by

p(C = 1|Φ = φ, Ψ = ψ) = p(C = 2|Φ = φ, Ψ = ψ) . (6)

By applying conditional independence, Bayes’ rule, substituting the von Mises
density function (1) in (6) and operating, we get

a cosφ + b sinφ + c cosψ + d sinψ + D = 0, (7)

where a, b, c, d and D are constants (see the Appendix). The Cartesian coordi-
nates of the points lying on the surface of a torus can be computed using:
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x = (L + l cosφ) cosψ

y = (L + l cosφ) sin ψ

z = l sinφ,

(8)

where L is the distance from the center of the torus to the center of the revolving
circumference that generates it, and l is the radius of the revolving circumference.
Isolating the trigonometric functions in (8), replacing them in (7) and operating,
we get the following decision surfaces:

clx + dly − az2 + bz
√

l2 − z2 + bLz + (aL + Dl)
√

l2 − z2 + al2 + DLl = 0,

clx + dly − az2 − bz
√

l2 − z2 + bLz − (aL + Dl)
√

l2 − z2 + al2 + DLl = 0 .

These decision surfaces are quadratic in z, so vMNB is a more complex and
flexible classifier when two variables are included than when only one variable
is used. This behavior is different in the NB with discrete predictive variables,
where the complexity of the decision surfaces (hyperplanes) remains the same
when the number of predictive variables is increased [8]. The decision surfaces
are also hyperplanes when the predictive variables are statistically independent
and modeled with Gaussian distributions that share the same variance. However,
as far as we know, no result has been given in this particular scenario, where
the predictive variables are conditionally independent given the class value and
have different variances.

The following artificial example illustrates this behavior. Figure 4(a) shows a
sample of 1000 points drawn using the distributions Φ(1) ∼ vM(π, 2) and Ψ (1) ∼
vM(−2π/3, 6) for points in class C = 1, and distributions Φ(2) ∼ vM(π/2, 5)
and Ψ (2) ∼ vM(π, 3) for points in class C = 2. The classes are considered
equiprobable a priori. The classification provided by vMNB and the complex
decision boundaries that separate the two class regions are shown in Fig. 4(b).
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(b) Predicted classification using
vMNB

Fig. 4. True class and class predicted using vMNB for a sample of 1000 points. Points
with C = 1 are shown in dark blue, whereas points with C = 2 are shaded light blue.
The decision boundaries are drawn in green.
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5 Experiments with Real Data

In this section, we apply the classifiers presented above to real world data from
two different problems studied in biology:

Group Identification in Megaspores: In this problem we classify two groups
of lycopsid megaspores based on the angle of orientation of the sporopollenin
wall elements. The dataset is an example included in Oriana software
(http://www.kovcomp.co.uk/oriana). It was first obtained and analyzed in
[12]. The data are measured in degrees and represent the orientation of the el-
ement relative to a baseline drawn perpendicular to the spore surface. The two
groups of megaspores used in this study are called Selaginellalean and Isoetalean.
The dataset includes 960 entries, where 360 are Selaginellalean (37.5%) and 600
are Isoetalean (62.5%).

Protein Secondary Structure Prediction Using Dihedral Angles: The three di-
mensional structure of proteins is the key to identifying their function and be-
havior [13]. Many models tend to predict the protein secondary structure before
modeling the tertiary structure. Dihedral angles (φ, ψ) are of key importance
since they primarily define the protein’s backbone conformation. In this exam-
ple, we use the dihedral angle values of aminoacids to distinguish between the
two most common secondary structures in proteins: the α-helix and the β-sheet.
The data were retrieved from the Protein Geometry Database [13]. The dihedral
angles for all the compositions corresponding to one residue were retrieved. We
erased the instances with missing dihedral angles and selected the conformations
corresponding to α-helices and β-sheets to obtain a dataset containing 49,676
instances. The number of instances for each class value were 28,141 α-helices
(56.65%) and 21,535 β-sheets (43.35%). Figure 5(a) shows an α-helix (light blue)
and a β-sheet (dark blue) conformation in a protein. Figure 5(b) shows the dihe-
dral angles of all the aminoacids in α-helix (light blue) and β-sheet (dark blue)
data conformations, mapped into a torus. Von Mises distributions have been
used to model dihedral angles of protein structures in a number of works, e.g.,
[14,15].

We use vMNB to solve these problems. The maximum likelihood estimators
of the parameters in Eq. (2) and (3) are computed using [11]. As far as we know,
supervised classification problems using angular data as predictive information
have not been systematically studied before. Therefore, we could not find any
other approaches that manage directional data. We compare our results with
the commonly used Gaussian NB classifier (GNB) and the multinomial NB clas-
sifier (mNB) using a supervised discretization algorithm [16]. The accuracy of
the classifiers is estimated with a stratified 10-fold cross-validation procedure.
Table 1 shows the classifiers’ accuracies. We test if the difference in accuracy
is significant by applying a right-tailed t-test over the sorted difference of accu-
racies in a 10-fold cross validation averaged over 10 runs, as recommended in
[17]. Table 1 also shows the p-values of this t-test for each pair of classifiers (the
first classifier is better than the second). In Megaspores dataset, we can only
find statistical differences between GNB and mNB. On the other hand, vMNB

http://www.kovcomp.co.uk/oriana
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(a) Structure of an α-helix
(left) and a β-sheet (right)
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into a torus

Fig. 5. Structure and dihedral angle distribution of α-helices and β-sheets structures

outperforms both GNB and mNB in Protein dataset. Figure 6 illustrates the
difference between modeling protein dihedral angle ψ with a Gaussian or a von
Mises conditional distribution for C=2. The Gaussian distribution ignores the
periodicity of the data and yields different densities for angles 180◦ (0.24) and
−180◦ (0.0), which refer to the same angle. Also, the von Mises distribution is
more peaked. The log-likelihood for the von Mises distribution given the data is
higher than for the Gaussian distribution (see the legend in Fig. 6).

Table 1. Mean accuracy and standard deviation of the classifiers computed with strat-
ified 10-fold cross-validation (left). P-values of a right-tailed t-test to check whether the
difference in accuracy is significant (right).

vMNB GNB mNB vMNB vMNB GNB
vs. GNB vs. mNB vs. mNB

Megaspores 76.56 ± 4.26 76.46 ± 4.26 74.79 ± 5 0.7287 0.0607 0.0461
Protein 98.04 ± 0.18 97.64 ± 0.19 97.76 ± 0.24 0.0000 0.0001 0.9962

6 Discussion

In this paper, we introduced the vMNB classifier for use with angular and di-
rectional data. First, the NB classifier and the univariate von Mises distribution
were reviewed. Then, we analyzed the behavior of vMNB when von Mises dis-
tributions are used to model the conditional probability distributions of the
predictive variables. We derived the decision surfaces for one and two predictive
variables and illustrated them with artificial examples. We showed that vMNB is
a linear classifier when only one predictive variable is included. Also, we showed
that the decision surfaces induced by vMNB are much more complex when two
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Fig. 6. Gaussian (dashed) and von Mises (solid) conditional density functions for ψ
dihedral angles of class C=2 in Protein dataset

predictive variables are considered. Adding more predictive variables to vMNB
can be easily done, and we could expect the complexity of the decision surfaces
induced by these classifiers to grow accordingly. Two applications to real data
from the field of biology were reported. The vMNB classifier achieved similar or
better results than GNB and mNB in those datasets.

Conditional independence is a strong assumption, so a number of Bayesian
classifiers that relax the NB assumption have been proposed, e.g., [18,19,20].
Extending vMNB to these Bayesian classifiers is not a straightforward matter.
On the one hand, the conditional mutual information between variables modeled
with von Mises distributions has to be computed in [19,20]. On the other hand,
both marginal and conditional distributions of a multivariate von Mises cannot
be von Mises distributions [21], making it difficult to model statistical dependen-
cies between angular variables. Estimating the parameters of multivariate von
Mises distributions is also challenging.

Hybrid scenarios combining discrete and continuous variables occur frequently
in science. Classification models including categorical, Gaussian and von Mises
distributions would account for a wide range of heterogeneous features, likely
increasing the information available to the classifier and its accuracy. Learning
and reasoning with these models is not trivial either.

We conclude that using von Mises distributions in Bayesian classifiers, and
Bayesian networks generally, is both interesting and challenging. We hope that
further research in this area will provide the tools necessary to properly manage
directional data in machine learning.
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Abstract. Analyzing microarray data represents a computational chal-
lenge due to the characteristics of these data. Clustering techniques are
widely applied to create groups of genes that exhibit a similar behavior
under the conditions tested. Biclustering emerges as an improvement of
classical clustering since it relaxes the constraints for grouping allowing
genes to be evaluated only under a subset of the conditions and not under
all of them. However, this technique is not appropriate for the analysis of
temporal microarray data in which the genes are evaluated under certain
conditions at several time points. In this paper, we present the results of
applying the TriGen algorithm, a genetic algorithm that finds triclusters
that take into account the experimental conditions and the time points,
to the yeast cell cycle problem, where the goal is to identify all genes
whose expression levels are regulated by the cell cycle.

Keywords: microarrays, temporary data, genetic algorithms, yeast.

1 Introduction

The use of high throughput processing techniques has revolutionized the techno-
logical research and has exponentially increased the amount of data available [5].
Particularly, microarrays have revolutionized biological research by its ability to
monitor changes in RNA concentration in thousands of genes simultaneously [2].
A common practice when analyzing gene expression data is to apply clustering
techniques, creating groups of genes that exhibit similar expression patterns.
These clusters are interesting because it is considered that genes with similar
behavior patterns can be involved in similar regulatory processes [12]. Although
in theory there is a big step from correlation to functional similarity of genes,
several articles indicate that this relation exists [4]. Traditional clustering algo-
rithms work on the whole space of data dimensions examining each gene in the
dataset under all conditions tested. Biclustering techniques [8] go a step further
by relaxing the conditions and by allowing assessment only under a subset of
the conditions of the experiment, and it has proved to be successful finding gene
patterns [6,10]. However, clustering and biclustering are insufficient when ana-
lyzing data from microarray experiments where attention is payed on how the
time affects gene’s behavior. There is a lot of interest in this type of time series
experiment because they allow an in-depth analysis of molecular processes in
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which the time evolution is important, for example, cell cycles, development at
the molecular level or evolution of diseases [1]. Therefore, the use of specific tools
for data analysis in which genes are evaluated under certain conditions consider-
ing the time factor becomes necessary. The TriGen algorithm goes a step further
than clustering and biclustering techniques in the creation of groups of pattern
similarity for genes. TriGen works on a three-dimensional space, thus taking into
account the time factor, and allowing the evaluation of the behavior of genes only
under certain conditions and only under certain time points. TriGen applies an
evolutionary technique, genetic algorithms, to find solutions that we refer to as
triclusters. We present the results of applying the TriGen algorithm to the yeast
cell cycle problem [11], where the objective is to create a comprehensive cata-
log of yeast genes whose transcript levels vary periodically within the cell cycle.
The rest of the paper is structured as follows. Section 2 describes the TriGen
algorithm in detail, Section 3 shows the results with synthetic data and with
the yeast data. Section 4 summarizes the conclusions reached and proposals for
future work.

2 Methodology

In this section we explain the inputs and outputs of the algorithm and we provide
a detailed description of the evolutionary process and all the operators implied.

2.1 Input Data

The input data is obtained from temporal microarray experiments. Each of these
microarrays reveals the expression level under specific experimental conditions
and at an instant of time. Therefore, the input data consists of T number of
microarrays, as many as time points to be analyzed. Each value of a microarray
for an specific time t represents the level of gene expression of a gene g under a
specific experimental condition c.

2.2 Definition of Tricluster

We define a tricluster as a subset of time instants T , a subset of genes G and
a subset of conditions C extracted from the input data (described above in
section 2.1) which provide a behavior pattern of expression levels of each gene
g contained in G under each experimental condition c contained in C and on
each time point t contained in T . In comparison of predecessor technologies, a
tricluster is, as we said before, a subset of genes, conditions and time points while
a cluster is a subset of genes and a bicluster is a subset of genes and conditions.
In this particular work, each tricluster contains the expression values of the these
three sets and a fitness value that indicates the tricluster’s quality. The fitness
function will be described in detail in Section 2.3 (Evaluation operator).
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2.3 TriGen Algorithm Description

TriGen is based on a genetic algorithm. The evolutionary process is composed
for an initialization method in which the initial population will be created with
chromosomes or candidate solutions and several operators: evaluation, which
measures the quality of each chromosome or individual of the population, selec-
tion, which serves to decide which individuals will survive to the next generation,
crossover, creates the necessary connections between pairs of individuals to share
new genetic material and finally mutation, which performs punctual changes to
individuals to ensure genetic variability of future generations, i.e., exploring new
spaces of solutions (See Figure 1).

We discuss in detail each of these methods and operators.

Input: Temporary microarray data

Output: Tricluster Solution Set

Begin TriGen algorithm

Repeat for each Tricluster solution

Generate Initial Population

Evaluate population

Repeat for Number of Generations

Select Population

Cross Population

Mutate Population

Evaluate Population

End Repeat

Select Best One

Include Best One in Solution Set

End Repeat

End TRIGEN algorithm

Fig. 1. TriGen algorithm

Codification of Individuals: Each member of the population represents a
tricluster which is a potential solution. It has genetic material that will be ma-
nipulated by the genetic operators described in ”Genetic Operators” below. This
genetic material is composed by a set of chromosomes, they are a subset of time
instants T , a subset of genes G and a subset of conditions C extracted from
the input data. Each of them is composed by a number of genes, they are the
components of the tricluster (they correspond to the components of the input
data).

Generation of Initial Population: This method receives a parameter, the
number of individuals desired for the initial population. To compose each indi-
vidual, we choose randomly a subset of timing, genes and conditions of the input
data.This process is repeated as many times as specified by the input parameter
described above.
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Genetic Operators

Selection. A tournament selection mechanism, in which groups of individuals are
randomly created sorted from lowest to highest according to the fitness function,
and then a random selection from the three groups of the individuals required
according to an input parameter is made.

Crossover. This operator completes the population in the next generation Pt

generating two new individuals (children) combining the genetic material from
two existing ones (parents). For each point of the two parents get two children so
the number of crossings is determined by number of individuals who are required
to complete the population.

This is a one-point cross that determine a random point cross for the times,
genes and conditions and mixing each of the parts to obtain two child by crossing.

Mutation. This operator selects, based on a mutation probability input param-
eter, a number of individuals who suffer a random out of six: add a time compo-
nent, a gene component or a condition component , or remove a time component,
gene component or condition component.

Evaluation. Since triclustering emerges as an improvement of biclustering to
analyze microarray data taking into account the temporal dimension, we have
adapted the classical biclustering fitness function, Mean Squared Residue (MSR),
presented by Cheng and Church in [3], to the three dimensional space. MSR
compares the similarity of each value in the bicluster to the mean values of all
genes under the same condition, the mean of the gene under the other conditions
included in the bicluster, and the mean of all values in the bicluster. In the case
of triclustering, we will assess the similarity of each value not only related to
genes and conditions, but also including the temporary plane, i.e., we asses how
a gene g behaves under all conditions C at the time points T , how a condition
c affects all genes G in time T , and the time factor t in relation to genes G and
conditions C, as well as the mean value of all the tricluster. This is formalized
as follows:

rGCT =

∑
gεG,cεC,tεT

r2
gct

|G| ∗ |C| ∗ |T | − Weights

in the first member of equation, the numerator is:

rgct = Vgct + MGC(t) + MGT (c) + MCT (g) −
MG(c, t) − MC(g, t) − MT (g, c) − MGCT

where Vgct is the tricluster value being evaluated, MGC(t) is the mean of the
genes under conditions at a point in time t, MGT (c) is the mean of the genes
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over time under a condition c, MCT (g) is the mean of a gene g in time under
the conditions, MG(c, t) is the mean of the genes under one condition and a
time point, MC(g, t) is the mean of the values of a gene at a time point under
conditions, MT (g, c) is the mean of a gene under a condition at all time points
and MGCT is the mean value of all points of tricluster.

The denominator factor is:

|G| ∗ |C| ∗ |T |

where |G|, |C| and |T | are, respectively, the number of genes, times and condi-
tions in the tricluster under evaluation.

And the second member of equation, Weights, corresponds to:

Weights = |G| ∗ wg + |C| ∗ wc + |T | ∗ wt

where wg, wc and wt are the weights of the genes, conditions and times for
the solution tricluster respectively and |G|, |C| and |T | correspond again to the
number of genes, times and conditions in the tricluster under evaluation. When
increasing the value of one of these weights, we favor the TriGen algorithm
finding triclusters with a greater number of components on that term.

3 Results

We show the results obtained applying the TriGen algorithm both to real and
to synthetic data.

3.1 Results Using Synthetic Data

Synthetic data are widely used not only for testing the performance of microar-
ray analyzing techniques [7] but also in more general data mining publications
[9]. The set of synthetic data has been generated using a software application
developed for such purpose. For this particular work, we have simulated data
from 5 different time points and 10 conditions using microarrays containing 1000
genes. Each gene is assigned a random value which is contained in the rank, re-
spectively for each condition, [1, 15], [7, 35], [60, 75], [0, 25), [30, 100], [71, 135],
[160, 375], [5, 30], [25, 40] y [10, 30]. In such data set, we have allocated a triclus-
ter with all its values fixed to 1. The size of the tricluster is time = 5, genes = 8
and conditions = 8. TriGen was able to successfully find a solution contain-
ing the aforementioned tricluster. The execution was made with the following
parameters: 100 generations and 500 members in the population. The selection
parameter is 70% and the mutation probability is 5%. The weight values have
been adjusted to wg = 0.01, wc = 0.55 y wt = 0.35, in order to favor the num-
ber of conditions and time points, since the genes show high dimensionality in
relation to conditions and time.



160 D. Gutiérrez-Avilés, C. Rubio-Escudero, and J.C. Riquelme

(a) instant 3 (b) instant 5

(c) instant 9 (d) instant 11

(e) instant 12

Fig. 2. Gene expression values under four experiments at instant 3 (a), 5 (b), 9 (c), 11
(d) and 12 (e)

3.2 Results Using Real Data

We have applied the TriGen algorithm to the yeast (Saccharomyces Cerevisiae)
cell cycle problem [11]. The yeast cell cycle analysis project’s goal is to identify
all genes whose mRNA levels are regulated by the cell cycle. By applying TriGen
to this dataset, we aim to find a pattern on this cell cycle.

The data is available in http://genome-www.stanford.edu/cellcycle/. In this
experiment, 6179 genes are analyzed under 6 conditions, termed cln3, clb2,
pheromone, cdc15, cdc28 and elutriation [11]. Samples were taken at 2 time
points for cln3, 2 for clb2, 18 for pheromone, 24 for cdc15, 17 for cdc28 and 14
for elutriation. To apply the TriGen algorithm we did not take into account the
conditions with only 2 time points, since they are not relevant for a time course
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(a) pheromone (b) cdc15

(c) cdc28 (d) elutriation

Fig. 3. Gene expression values under five instants at pheromone (a) cdc15 (b) cdc28
(c) and elutriation (d) experiments

experiment, so we used the first 14th time points of the pheromone, cdc15, cdc28
and elutriation experiment. Therefore our dataset contains 14 time points, 6179
genes and 4 conditions. The algorithm has been executed to extract 10 solutions,
i.e. 10 triclusters with the following parameters: 100 generations, 50 members in
the population, 50% for selection probability and 70% for mutation. The weights
applied have been wg = 0.0, wc = 100.0 y wt = 0.0002, thus we favored the con-
dition dimension and penalized gene dimension to get a reduced subset of genes
on solution triclusters.

For legibility reasons we focuss in one of the solutions, a tricluster gathering
142 genes under the 4 experiments, pheromone (experiment 0), cdc15 (experi-
ment 1), cdc28 (experiment 2) and elutriation (experiment 3), and 5 time points,
instants 3, 5, 9, 11 and 12.

We show three groups of graphics related to this solution: In Figure 2 we
present the outline of the gene expression values (Y axis) for each solution gene
point (X axis) comparing the pheromone (experiment 0), cdc15 (experiment 1),
cdc28 (experiment 2) and elutriation (experiment 3) experiments setting time
points to instants 3 (a), 5 (b), 9 (c), 11 (d) and , 12 (e). In Figure 3 we present the
outline of Gene expression values (Y axis) for each solution gene point (X axis)
comparing 3, 5, 9, 11 and 12 time points setting the experiments to pheromone
(a) cdc15 (b) cdc28 (c) and elutriation (d). Finally in Figure 4 we present the
outline of Gene expression values (Y axis) for each time point (X axis) comparing
each solution gene setting the experiments to pheromone (a) cdc15 (b) cdc28 (c)
and elutriation (d).
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(a) pheromone (b) cdc15

(c) cdc28 (d) elutriation

Fig. 4. Gene expression for five instants under gene solution set at pheromone (a)
cdc15 (b) cdc28 (c) and elutriation (d) experiments

We see that the algorithm has been capable to group together genes with
very similar gene expression values (comprised in the [-2,2] interval) for the
three dimensions visited. Therefore, TriGen has shown its ability to mine groups
of co-expressed genes taking into account the time dimension.

4 Conclusions and Future Work

We have presented the results obtained by applying the tricluster algorithm
TriGen to the yeast cell cycle problem. TriGen represents an step further than
clustering and biclustering in the analysis of temporal microarray data since it
groups genes which exhibit a similar behavior under a subset of conditions and
under a subset of time points. It is genetic based algorithm, with an evaluation
function developed as the natural 3D extension from the classic function evalu-
ation for biclustering proposed by Cheng y Church in [3]. The results show that
the algorithm is capable to mine triclusters of genes based on their expression
levels. TriGen is still in an early development stage, so there is still a lot of
work to do, not only for the algorithm, such as a deeper study of the evaluation
function or parallelization of the algorithm to make it faster, but also for the
validation phase or the application of this algorithm for other types of data, such
as image analysis.
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Abstract. Knowledge extraction from gene expression data has been
one of the main challenges in the bioinformatics field during the last
few years. In this context, a particular kind of data, data retrieved in a
temporal basis (also known as time series), provide information about
the way a gene can be expressed during time. This work presents an
exhaustive analysis of last proposals in this area, particularly focusing
on those proposals using non–supervised machine learning techniques
(i.e. clustering, biclustering and regulatory networks) to find relevant
patterns in gene expression.

Keywords: Clustering, biclustering, genetic regulatory networks, time
series, gene expression data.

1 Introduction

Collecting data along the time is a very common task in a wide variety of fields,
as engineering, medicine, or bioinformatics. In this context, the concept of a
time series as a sequence of values measured along with the time, and therefore
chronologically ordered, is defined. Even though time is a continuous variable,
equidistance in time measures is used in practise.

Having knowledge on the past behavior of a variable can be very valuable if
we want to predict its future behavior. Moreover, studying of other variables
related to the subject variable can contribute with additional information for
creating a model of the process.

In the particular case of time series of gene expression data, the length of the
data series is usually short. It is usual to have only a few samples of data to work
with for extracting data patterns. That means that classical machine learning
techniques must be adapted for this particular situation. The recent increment
of interest on discovering gene behavior patterns has motivated an increment of
relevant works on the context of clustering.

Additionally, the powerful microarray techniques mean a great improvement
in bioinformatics, as they make possible to simultaneously analyze the behavior
of thousands of genes under different conditions (usually tens of them). As a
result of using this technology, we obtain a gene expression database. This is
a set of real numbers representing the quantity of mRNA (messenger RNA)
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resulting from the expression of a gene under a particular condition. Machine
learning techniques are usually used to correctly interpret this amount of data,
including supervised learning (i.e. neural networks, support vector machines. . . )
and unsupervised learning (i.e. clustering, biclustering. . . ).

This work focuses on surveying the last proposals based on applying cluster-
ing, biclustering and regulatory networks (RN) to time series of gene expression
data. Particularly, we will consider those techniques specifically aimed to use
data from experiments where the different experimental conditions are different
time moments of an evolving biological process. To sum up, we focus on tech-
niques to analyze a sequence of gene expression samples, strategically selected
along the time, to predict the future gene behavior.

The rest of the paper is organized as follows. Sections 2 and 3 are devoted
to describe the different techniques considered in this work: clustering and bi-
clustering (Sect. 2) and RNs (Sect. 3). An exhaustive, up to the date, listing
of (bi)clustering and RNs proposals applied to time series of gene expression
data can be found in Section 4. Finally, Section 5 includes a discussion on these
proposals and the potential of their results and some concluding remarks.

2 Classification Techniques: Clustering and Biclustering

Forecasting and describing data are two of the main goals of data mining. In
the context of data description, classification techniques help organizing a data
set by grouping data elements in classes. Among non-supervised classification
techniques, clustering and biclustering highlight. The goal of these techniques is
to sort data in groups, which are named (bi)clusters, where data items belonging
to a group share some common characteristics and similarities that makes them
different from other groups of data items. Note that unsupervised techniques
mean that there are no predefined classes nor classifications examples used to
do the task.

2.1 Clustering Techniques

The main goal on applying clustering techniques [26] on gene expression data in a
microarray is to group all these genes whose expression level behaves in a similar
way along all tested experimental conditions. This way, the genes belonging to
the same cluster are said to be co-expressing. This is a very useful information
to find cooperating genes in a chemical pathway and a sign that these genes
are involved in a particular biological process. Discovering this gene relation is
critical for obtaining a global vision of cell activity. Given this situation, detecting
genes behaving in a similar way is a very important factor, however it is not
the only important factor is this task (i.e. the interaction between these gene
byproducts [24]).

Given the nature of gene expression data and the biological focus of the re-
search made on it, applying clustering techniques on gene expression data is a
very specific problem. Clustering is the first step in data mining and knowledge
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discovery. The aim, in this case, to define clusters is to discover the natural
structure and distribution of gene expression data and, for this task, there is
usually no previous knowledge to help. Therefore, a good clustering algorithm
candidate should not depend on previous knowledge.

A clustering algorithm capable of estimating the real number of clusters in a
database (as, for instance, Expectation-Maximization algorithm) is more suited
for application in clustering gene expression data than other that requires set-
ting a predefined cluster number (i.e. k-means algorithm). Thus, requiring user
parameters in this context is problematic. The greater the number of parame-
ters is, the more dependent of the parameters values combination the result is,
making complex a right selection of parameter values. Regarding data input,
microarray data is usually very noisy due to the complex process to obtain it.

Due to the aforementioned reasons, in spite of the great noise level in data,
a clustering algorithm applied to gene expression matrix analysis must be able
to extract useful knowledge. Besides, the data normally refers to a high num-
ber of attributes (genes). Given the size of these gene expression matrices, it
is necessary to reduce the computing time and required hardware resources. In
addition, it is worth highlighting that recent empirical studies have shown that
gene expression data is very self–related [10] and that an overlap between clus-
ters can be possible. This can result in cluster intersections or clusters inside
clusters [22] and cluster algorithms must take this into account. Finally, in [23]
clustering techniques are applied (particularly k-means) to discover behavior
patterns in gene expression data taken along time. This work also proposes an
multi–objective optimization algorithm to associate each genetic pattern with
the techniques best suited to find genes following the pattern.

2.2 Biclustering Techniques

Applying clustering algorithms on gene expression data usually does not provide
the best results. Much of the activity patterns of gene groups are only present un-
der a particular set of experimental conditions. Actually, the available knowledge
on cell processes suggests that, while a subset of genes is co-regulated and co-
expressed under particular experimental conditions, under different conditions
these genes can show independent behavior. Discovering this local behavior pat-
terns can be the key to discover gene pathways, which could be hard to discover
in other ways. For this reason, the paradigm of clustering techniques must change
to methods that allow local pattern discovery in gene expression data [1].

Clustering techniques can only be separately applied on the rows or the
columns of a gene expression matrix. However, biclustering techniques [13] can
detect clusters in a bidimensional context, considering row and columns simul-
taneously. This means that clustering techniques discover only global models
whereas biclustering techniques can discover local models. When a clustering
algorithm is applied, each gene belonging a cluster is considered on all experi-
mental conditions. The same way, each condition in a cluster is considered by
analyzing all genes in the matrix. When biclustering techniques are applied, each
gene is selected for being part of a bicluster only by its behavior under a subset
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of conditions and to select each condition on a bicluster only a subset of genes is
taken into account. Concluding, the aim of biclustering techniques is to identify
subgroups of genes and conditions applying a simultaneous clustering process on
rows and columns, instead of making independent analyses of each one of the
two dimensions. Biclustering methods are ideal when the following situations
can be found on data:

1. Only a small group of genes participates in an interesting cellular process.
2. An interesting cellular process is shown under a subset of experimental con-

ditions.
3. Only one gene is participating in several pathways that are not shown in

every experimental condition.

The concept of bicluster defines a more flexible computational framework as
there are less restrictions: the submatrixes do not have to be exclusive nor in-
clusive, that is, a gene or a condition can belong to a bicluster, to more than
one or to none. Hence, the lack of structural rules for biclusters means degrees
of freedom, reducing the high probability of getting too much overlapping re-
sults. Because of this, biclustering techniques must guarantee the quality and
significance of the results. Therefore, an additional aim of these techniques is
to provide some quality measures of the results (as statistical models, heuristic
scores or biological analysis of the results) to guarantee the significance of the
found biclusters.

3 Functional Analysis: Gene Regulatory Networks

In recent years, much research effort has been done to develop methodologies
to generate gene networks (GN). This increasing interest is because GNs let
discover the existing dependencies and interactions among genes. They are a
very intuitive visual solution to gene-gene interaction and they are even able to
completely model a particular biological process.

GNs are usually represented as graphs where nodes symbolize genes and edges
relations, reactions or interactions between them. There are different kinds of
GNs depending on the network generation method used and the information
providing the network itself. This way, the edges in the network can be directed
or indirected and weighted or not. A GNs is directed when there is an origin and
destination in the gene relations, which is represented by the direction of the
edges in the graph. On the other hand, in an undirected GN, it is not possible
to represent the interactions directions. In the case of weighted GNs (or labeled
GNs), the labels of edges can represent different factors, depending on the in-
formation that want to be represented in each case. For instance, in bayesian
networks, the labels represent the probability on which the regulation repre-
sented by the edge can take place.

When inferring GNs, it is necessary to choose well the architecture followed
to generate it. Selecting the architecture on which our methodology generates
GNs is crucial for, among other things, the network morphology. A bad choice
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can induce poorly relevant or even wrong results, therefore all possibilities must
be carefully considered. Regarding the architecture, there are a great number
of network types. Among them, the following are remarkable [7]: information
theory based methods, boolean networks, differential equation based networks,
bayesian networks and, the more recent, tree models [20].

Inside the category of GNs based on information theory, the networks ob-
tained by using correlation measures (correlation networks) are the most no-
table. This kind of networks are usually represented as undirected graphs with
edges whose label is the correlation coefficient between the expression level of the
genes. Boolean GNs are the group of networks that provide least information,
as the state of genes is binary (expressed or unexpressed). However, this group
has been recently combined with others to enrich the final result. Differential
equations based GNs are very useful to model complex relations between genes,
as the gene expression changes are modeled by an inferred differential equation.
Bayesian networks are, possibly, the most known group due to the existing num-
ber of works on them. They use Bayes probability theory to model the networks.
Finally, tree–model based networks, which are a derivation of regression trees,
have recently been introduced as a new alternative to generate gene networks.

4 Unsupervised Machine Learning on Gene Expression
Temporal Series Data: An Overview

4.1 Clustering Based Proposals

Based on the concept of temporality, Jaqaman et al. [9] developed a clustering
technique to group yeast strains from high resolution dynamic measuring of
living cell chromosomes.

A short time after, Chang-Tsun et al. [12] tackled the problem of gene expres-
sion time series clustering by developing probabilistic models that were stable
and accurate. The authors stated that previous models, up to that time, were
computationally prohibitive unless some independence assumptions are made to
describe large-scale data. To overcome the above limitation, they introduced an
unsupervised model based on conditional random fields.

At the end of 2009, Magni et al. [16] proposed one of the first tools to clus-
ter gene expression time series. The tool, named TimeClust, includes two new
algorithms based on hierarchical clustering and self-organizing maps. The first
approach is an agglomerative clustering technique based on cluster distance mea-
sures and a linking method. The above approach is fully customizable, users can
choose the linking method (simple, complete, average, centroid), the number of
clusters and the number of nodes shown in the resulting dendrogram. The sec-
ond approach is based on a cluster representation using a stochastic population
model. Both approaches use ordinary clustering techniques by transforming the
time series in time intervals where the attribute values increase, decrease or keep
constant.

The same year, Kiddle et al. [3] conducted a research on gene expression
data including time delays, inversions and transient correlations. To do so, they
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extended the Affinity Propagation algorithm [4] considering the temporal nature
of data.

Recently, Krishna et al. [11] proposed a Granger Causality [5] based on cluster-
ing technique. This measure, previously introduced in bioinformatics for reverse
engineering of microarray data [6,18,19], provides a method to evaluate the in-
fluence of one time series on another. In particular, Krishna et al. made use of
Granger Causality in combination with a theoretic–graphical methodology to
build association matrixes between genes and, thus, detect functional modules
in data. In their experiment description, they stated that their proposal was
very simple to implement as well as statistically traceable, able to produce sets
of functionally related genes that can be used by gene circuit inverse engineering
techniques.

4.2 Biclustering Based Proposals

Although the classic biclustering is able to discover co-regulated genes under
particular conditions, it ignores the inherently sequential relationship between
samples taken in different time stamps, meaning that it is unable to analyze gene
expression time series. However, Zhang et al. [27] propose to apply a bicluster-
ing algorithm to this kind of data by using the mean squared residue score as
measure. After selecting a threshold for the measure, the algorithm alternatively
deletes genes and samples, according to their correlation to the bicluster. Be-
sides, only deleting points from the beginning or the end of a time interval is
allowed, so that the simultaneous maximization of the number of genes and the
length of the time interval is guaranteed.

One of the most referenced works on biclustering time series is the one from
Sara Madeira and Arlindo Oliveira in 2005 [14] and the later extended version
in 2009 [15]. The e-CCC-Biclustering biclustering algorithm is able to discover
all the maximal coherent biclusters in contiguous columns of a temporal gene
expression database, with a polynomial complexity on the database size. By us-
ing efficient techniques of string processing based on sufix trees, this algorithm
works on a discretized version of the original matrix. A ccc–bicluster (contiguous
column coherent bicluster) AIJ = (I; J) is composed by the subset I = i1 . . . ik
and the subset of contiguous columns J = r, r + 1, . . . , s − 1, s of the A matrix,
such that Aij = Alj for every i, lεI and jεJ . Each bicluster represents a behav-
ior pattern according to the gene expression. The last versions of this algorithm
include very significant improvements as, for instance, the ability to deal with
null values, to discover expression patterns with any kind of correlation, as long
as different ways to compute a particular allowed error degree. Finally, authors
propose a statistical method to measure the quality of each bicluster, by com-
bining the statistical relevance of each pattern with the similarity measure of
the overlapping clusters.

One of the latest proposals we can find in literature is to adapt a fuzzy set
theory based clustering algorithm for biclusters discovery, constant or based on
a similarity measure [21] as well. Particularly, this proposal makes use of Fuzzy
C-Means [2]. This algorithm divides the data space in fuzzy partitions through
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an iterative optimization process of an objective function. Starting from this
algorithm, authors implement two models that are suited for two dimensional
clustering. The first one aims to detect constant biclusters, where each biclus-
ter centroid is a particular value. Besides, a penalty parameter is included to
guarantee a consecutive temporal basis of the results. In the second model the
distance measure is changed to obtain coherent biclusters. A particular problem
of this technique is that it is required to set the number of clusters that must be
discovered.

4.3 Regulatory Networks Proposals

A good proposal on gene RNs is the one in [17]. It introduces a method for gen-
erating RNs from temporal microarray data. The first step in the methodology
is to group and discretize gene expression data by using k-means and support
vector regression. After that, the boolean activation–inhibition networks are enu-
merated and matched to the discretized data. The most novel contribution of
this work is the use of a dynamic model (bayesian networks) combined with the
boolean models to generate networks.

In [28], Zhao et al. propose an algorithm to discover gene networks, by using
the minimum description length principle, that significantly reduces the search
space for graphical solutions and achieves a good balance between model com-
plexity and data fitting. The results obtained during the experiments on syn-
thetic networks show good performance of the algorithm. After comparing the
proposal to other techniques in the literature it can be concluded that the algo-
rithm stands out due to its efficiency, precision, robustness and scalability, being
the above their most interesting features.

The relation between clustering and network generation techniques is becom-
ing narrower by the time. Clustering genes on their behavior patterns let the
functional study of the genes belonging to each cluster. Once this study is done,
it is relatively easy to discover gene–gene relations between genes from the same
or different clusters. Relative to the above proposal, in 2010 a work on network
generation based on temporal expression patterns was proposed [8]. This new
method, named NACEP, compares the temporal patterns of a gene between two
different experimental conditions, taking into account all possible co-expression
modules in which this gene participates. As a first step, a clustering process on
all genes is performed by only considering two selected experimental conditions.
In the second step, the temporal pattern of a gene is inferred as a weighted
mean of the temporal patterns of all obtained clusters, where the weight of each
cluster is the probability of membership of the gene to it. Finally, the temporal
patterns of each gene between two experimental conditions are compared to a
non-parametrical test.

Other related work on clustering and network generation is [25]. It introduces
a new statistical method for inferring gene networks based on clustering. This al-
gorithm is able to predict, at the same time, temporal expression profile clusters,
relations between clusters and relations between clusters and stimulations.
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5 Conclusion

This work has shown an overview on the different techniques, up to now, to
extract information from gene expression data. This study is particularly focused
on techniques able to work on data sorted as time series.

Particularly, clustering, biclustering and regulatory networks proposals are
introduced, proving the usefulness of these techniques to solve particular prob-
lems in this research area. However, these proposals are still particular solutions,
meaning that most of them, even though they are innovative, are becoming ob-
solete as the problems evolve.
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Abstract. We consider the languages of first order-logic (with equal-
ity) extended with Allen’s relations for temporal intervals. We give a
complete classification of such languages in terms of relative expres-
sive power, thus determining how many, and which, are the intrinsi-
cally different extensions of first-order logic with one or more of Allen’s
relations. Classifications are obtained for three different classes of in-
terval structures, namely those based on arbitrary, discrete, and dense
linear orders. The strict semantics (where point-intervals are excluded) is
assumed throughout.

1 Introduction

The relevance of interval temporal logics in many theoretical and applied ar-
eas of computer science and AI, such as theories of action and change, natural
language analysis and processing, and constraint satisfaction problems, is widely
recognized. Interval temporal logics formalize reasoning about interval structures
over ordered domains, where time intervals, rather than time instants, are the
primitive ontological entities. The variety of binary relations between intervals
in linear orders was first studied systematically by Allen [All83] (see Tab. 1),
who explored their use in systems for time management and planning.

While in the recent literature researchers have focused on modal logics for
(interval) temporal reasoning (see, e.g., the survey article [GMG04]), in this pa-
per we are interested in the first-order framework on which the modal languages
are based. As presented in the early work of Allen and Hayes [AH85] and van
Benthem [vB83], temporal reasoning over intervals can be formalized as an ex-
tension of first-order logic with equality with one or more interval relations, and
the properties of the resulting language can be studied. In this paper we ask the
question: how many and which expressively different languages can be obtained
by enriching first-order logic with combinations of Allen’s interval relations?
Since there are 12 Allen relations (excluding equality), 212 is an upper bound
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to this number. However, since certain relations are definable in terms of other
ones, the actual number is less and in fact, as we will show, much less. The an-
swer will also depend on our choices of certain semantic parameters, specifically,
the class of linear orders over which we construct our interval structures.

In this paper we restrict ourselves to the so-called strict semantics, where
point-intervals are omitted, and we consider the classification problem over three
different classes of linear orders. Apart from the intrinsic interest and natural-
ness of this classification problem, its outcome has some important repercussions,
principally in the reduction of the number of cases that need to be considered
in other problems relating to these languages. For example, it reduces the num-
ber of representation theorems that are needed: given the dual nature of time
intervals (i.e., they can be abstract first-order individuals with specific charac-
teristics, or they can be defined as ordered pairs over a linear order), one of
the most important problems that arises is the existence or not of a represen-
tation theorem. Consider any class of linear orders: given a specific extension
of first order logic with a set of interval relations (such as, for example, meets
and during), does there exist a set of axioms in this language which would con-
strain (abstract) models of this signature to be isomorphic to concrete ones? In
other words can we produce an isomorphism to models in which the domain is
the set of intervals over the considered linear order, and in which the relations
are the concrete interval relations? In the relevant literature, we find a number
of representation theorems: van Benthem [vB83], over rationals and with the
interval relations during and before, Allen and Hayes [AH85], for the dense un-
bounded case without point intervals and for the relation meets, Ladkin [Lad78],
for point-based structures with a quaternary relation that encodes meeting of
two intervals, Venema [Ven90], for structures with the relations starts and fin-
ishes, Goranko, Montanari, and Sciavicco [GMG03], that generalizes the results
for structures with meets and met-by, and Coetzee [Coe09] for dense structure
with overlaps and meets. Clearly, if two sets of interval relations give rise to ex-
pressively equivalent languages, two separate representations theorems for them
are not needed. In which cases are representation theorems still outstanding?
In this paper we will show that there are exactly 10 different such extensions
of first-order logic (with equality) when interpreted over the class of all linear
orders or of all discrete linear orders, and 4 when interpreted over the class of
dense liner orders. Due to the lack of space, most results are just sketched.

2 First Order Logic and Allen’s Relations

Let us consider a linearly ordered set D = 〈D, <〉. In the strict semantics, in
which we are interested here, an interval over a linear order is defined as an
ordered pair [a, b] such that a < b. The non-strict semantics only requires that
a ≤ b, thus including degenerate objects of the type [a, a]. The set of all intervals
on D is denoted by I(D). The variety of all possible binary relations between
intervals has been studied by Allen [All83]. There are thirteen Allen’s relations,
including equality. Table 1 gives and illustrates the definitions of 6 of these
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Table 1. Allen’s interval relations, excluding equality

[a, b] m [c, d] ⇔ b = c

[a, b] b [c, d] ⇔ b < c

[c, d] s [a, b] ⇔ a = c, d < b

[c, d] f [a, b] ⇔ b = d, a < c

[c, d] d [a, b] ⇔ a < c, d < b

[a, b] o [c, d] ⇔ a < c < b < d

a b

c d

c d

c d

c d

c d

c d

relations, the other 7 consisting of the inverses of those illustrated and equality
(which is of course equal to its own inverse). For each relation r, its inverse is
denoted by ri. Since we will always be assuming equality in our language, we
will only need to deal explicitly with the other twelve relations. We denote th is
set by AL = {m, b, s, f, d, o, mi, bi, si, fi, di, oi}.

Given a subset S = {r1, . . . , rn} ⊆ AL of Allen’s relations, a concrete interval
structure of signature S is a relational structure I = 〈I(D), r1, r2, . . . , rn〉, where
each ri is defined on I(D) according to Tab. 1. I is further said to be of the
class C when D belongs to the specific class of linearly ordered sets C. Since all
thirteen of Allen’s relations are already implicit in I(D), we will often simply
write 〈D, I(D)〉 for a concrete interval structure 〈I(D), r1, r2, . . . , rn〉. This is in
accordance with the standard usage in much of the literature on interval temporal
logics. We denote by FO + S the language of first-order logic with equality and
relation symbols corresponding to the relations in S.

Definition 1. Let S ⊆ AL and C a class of linear orders. We say that FO + S
defines r ∈ AL over C, denoted by FO +S →C r, if there exists FO +S-formula
ϕ(x, y) such that ϕ(x, y) ↔ r(x, y) is valid on the class of concrete interval
structures of signature (S ∪ {r}) based on C. Note that FO + S →C r for all
r ∈ S.

When FO + S defines r over the class of all linear orders, then we simply write
FO + S → r. Finally, notice that for each r ∈ AL, FO + {r} → ri; indeed, we
have that ri(x, y) ↔ r(y, x). Moreover, because we are working with languages
with equality, FO + ∅ → =. Therefore, we can limit our attention to the set
AL+ = {m, b, s, f, d, o}.

Definition 2. Let S ⊆ AL+ and C a class of linear orders. We say that S is
complete over C if and only if FO + S →C r for all r ∈ AL+. Moreover, we
say that S is a minimal complete set over C, denoted by mcs (resp., maximally
incomplete set over C, denoted by MIS) if and only if it is complete (resp.,
incomplete) over C, and, every proper subset (resp., every strict superset) of S
is incomplete (resp., complete) over the same class.
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Table 2. Minimal complete and maximal incomplete sets in the class of all linearly
ordered sets

MISs mcss
{s} {m}
{f} {o, s}
{o, d, b} {o, f}

{d, s}
{d, f}
{s, f}
{s, b}
{f, b}

3 The Class Lin of All Linear Orders

In this section we provide a complete classification of all subsets of AL+ in terms
of expressive completeness over the class of all linear orders (Lin). As it turns
out, there are exactly eight mcss, and exactly three MISs, all of them shown in
Tab. 2. The rest of this section is devoted to prove that Tab. 2 is correct.

Theorem 1. In the strict semantics, over the class Lin the MISs and mcss are
all and only those shown in Tab. 2.

In order to prove Theorem 1, we will proceed as follows. First of all, we notice
that {m} is complete (and clearly, it is minimal), by simply recalling Allen and
Hayes’ result [AH85]. Then, we will sketch the completeness of all sets in the
right-hand column of the table. Next, we will show that the three sets {s}, {f},
and {o, d, b} are incomplete; notice that all subsets of an incomplete set are
incomplete. Finally, we observe as each proper subset S′ of any set S from the
right-hand column is incomplete by the previous result, and that each superset
S′′ of any set of the left-hand column either is complete or it contains a complete
set, and we are done. Also, notice that completeness results on a class C of
semantic structures are also completeness result on every subclass C′, and every
incompleteness result on a class C′ also applies to every superclass C.

Lemma 1. Each set S in the rightmost column of Tab. 2 is complete over the
class Lin.

Proof. The following relation will be useful in the rest of the proof: r = m ∨ b.
Notice that FO + {r} → m, since we have m(x, y) ↔ r(x, y) ∧ ¬∃k(r(x, k) ∧
r(k, y)). Now, the case S = {m} has been proved in [AH85] for the class of
all unbounded dense linear orders; it is easy to check that no essential use of
density or of the unboundedness is made. As for the case S = {s, f}, consider
the following definability equation:

r(x, y) ↔ ∃k(s(x, k) ∧ f(y, k)) ∧ ¬∃k(f(k, x) ∧ s(k, y)).
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We denote the right-hand part of the formula by ϕ(x, y). Assume first that
F |= ϕ[[a, b], [c, d]]. We wish to show that F |= r([a, b], [c, d]), i.e., that b ≤ c.
Suppose, by way of contradiction, that c < b. By assumption, there exists an
interval k = [k1, k2] such that a = k1 < b < k2 and k1 < c < d = k2. Then
a < c < b and c < b < d, hence [c, b]f [a, b] and [c, b]s[c, d], contradicting F |=
¬∃k(f(k, [a, b]) ∧ s(k, [c, d])). Conversely, suppose that F |= r([a, b], [c, d]), i.e.,
a < b ≤ c < d. Then the interval k = [a, d] witnesses the first conjunct of ϕ.
Moreover, any interval [a′, b] finishing [a, b] is disjoint from [c, d], and hence does
not start it. The case S = {o, s} can be dealt with by means of the following
equations:

r(x, y) ↔ ¬o(x, y) ∧ ∀z(s(y, z) → ¬o(x, z))

∧
⎛⎝ ∃k(s(x, k)) ∧ ¬∃k(s(y, k)) ∧ ¬∃k(s(k, y))

∨ ∃k1∃k2(s(x, k1) ∧ s(y, k2) ∧ o(k1, k2))
∨ ∃k(s(x, k) ∧ o(k, y))

⎞⎠
The intuition is that we consider three cases, namely (1) y is a unit interval
ending with the greatest (end) point in the linear order, (2) y does not end with
the greatest point in the linear order, and (3) y is not a unit interval. It should be
clear these cases are exhaustive, since the disjunction of (2) and (3) is equivalent
to the negation of (1). The top, middle, and lower disjuncts in the last conjunct
of the formula will hold, respectively, in cases (1), (2), and (3).

As for the case S = {o, f} we have that, since oi is definable in terms of
o, it becomes precisely symmetric to the case {o, s}, and we can obtain ri (the
inverse relation of r, defined above) in terms of oi and f , which allows us to
define mi and hence m. In the case S = {s, d}, we first define o, and then we
obtain completeness from the completeness of {o, s}; to define o, it is sufficient
to consider the following definability equation:

o(x, y) ↔ ∃k(s(x, k) ∧ ¬d(y, k) ∧ ∃w(d(w, k) ∧ s(w, y))) ∧
∃w(s(w, y) ∧ ∀k(d(x, k) → d(w, k))).

The case S = {f, d} is symmetric to {s, d}, and in the case S = {s, b}, we
can show that {s, b} can define d, and then completeness will follow from the
completeness of {s, d} which was proven above. This can be done via showing
that {s, b} can define r′ = d ∨ f . (Note that r′([a, b], [c, d]) iff d([a, b], [c, d]) ∨
f([a, b], [c, d]) iff c < a < b ≤ d.) It is then immediate to see that the following
definition is correct:

d(x, y) ↔ ∃k(s(x, k) ∧ r′(k, y)).

It thus remains for us to show how to define r′ in terms of s and b, which can
be done by means of the following definition:
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r′(x, y) ↔ ψ(x, y) ∧
∃z(s(z, y)) ∧
∀z((s(z, x) ∨ z = x) → ¬s(z, y)) ∧
∀k(b(y, k) → b(x, k)) ∧
(¬∃k(s(y, k)) ∨ ∃k(s(x, k)))

where

ψ(x, y) := (¬∃k(b(k, y)) ∧ ∀z(¬∃k(b(k, z)) → z = y ∨ s(z, y) ∨ s(y, z))) ∨
(∃k(b(k, x)) ∧ ∀z(b(z, y) → b(z, x))).

Finally, the case S = {f, b} is symmetric to the previous one.

Lemma 2. Each set S in the leftmost column of Tab. 2 is incomplete for the
class Lin.

Proof. We first prove the incompleteness in the case S = {s}. Consider the
structure F = 〈I(Q), s〉, where Q is the set or rationals with their usual ordering.
Define ζ : I(Q) → I(Q) such that

ζ : [a, b] �→ [a, a + 2 · |b − a|].
In other words, the image of any interval [a, b] under ζ has the same beginning
point, but double the length of [a, b]. We claim that ζ is an automorphism of
the structure F . It is clear that ζ is a bijection. Further, [a1, b1]s[a2, b2] if and
only if a1 = a2 and b1 < b2, that is, if and only if a1 = a2 and a1 + 2 · |b1 −
a1| < a2 + 2 · |b2 − a2|, which happens if and only if ζ([a1, b1])sζ([a2, b2]). Now,
we show that FO + {s} �→C b, for which it is enough to observe that, since
ζ([0, 1]) = [0, 2] and ζ([2, 3]) = [2, 4], for all formulas ϕ(x, y) of FO + {s} we
have that F |= ϕ([0, 1], [2, 3]) if and only if F |= ϕ([0, 2], [2, 4]), but, at the
same time [0, 1]b[2, 3] and ¬([0, 2]b[2, 4]). A symmetric construction proves the
incompleteness of the case S = {f}. For the case S = {o, b, d} it suffices to
consider the structure F = 〈I(D), o, b, d〉 where D is the subset {−1, 0, 1} of Z
with the usual ordering. An automorphism of this structure can be defined by
taking ζ : I(D) → I(D) such that ζ([−1, 1]) = [−1, 1], ζ([−1, 0]) = [0, 1], and
ζ([0, 1]) = [−1, 0].

As we observed at the beginning of the section, Lemma 1 and Lemma 2 suffices
to prove Theorem 1.

4 The Class Den of All Dense Linear Orders

We now turn to the class of all dense linear orders. The MIS’s and mcs’s in this
case are listed in Tab. 3.

Theorem 2. In the strict semantics, over the class Den the MISs and mcss are
all and only those shown in Tab. 3.
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Table 3. Minimal complete and maximal incomplete sets over the class of dense linear
orders

MISs mcss
{s} {m}
{f} {o}
{d} {b}

{d, s}
{d, f}
{s, f}

The theorem follows immediately from Lemmas 3 and 4, below.

Lemma 3. Each set S in the rightmost column of Tab. 3 is complete for the
class Den.

Proof. Every complete set over Lin is also complete over every subclass, and
hence specifically over Den. Thus that completeness of {m}, {d, s}, {d, f} and
{s, f} over Den follow from Lemma 1. It thus suffices to consider the cases {o}
and {b}. As for the case S = {o}, it is sufficient to consider the following
definability equation:

m(x, y) ↔ ¬(o(x, y)) ∧ ∀k(o(x, k) → ∃w(o(x, w) ∧ o(w, y) ∧ o(w, k))).

As for the case S = {b}, we first define the relation f ; by symmetry, it is then
easy to define s. Then using the completeness of {s, f}, the result follows. To
define f , it is enough to consider the following formula:

f(x, y) ↔ ∀k(b(x, k) ↔ b(y, k)) ∧ ∃k(b(k, x) ∧ ¬b(k, y)).

Lemma 4. Each set S in the leftmost column of Tab. 3 is incomplete for the
class Den.

Proof. The incompleteness of {s} and {f} can be proved using the same ar-
gument as in Lemma 2, since the structure used there was based on the dense
linear order Q. For the case {d}, consider the structure F = 〈I(Q), d〉. De-
fine an ζ : I(Q) → I(Q) such that ζ : [a, b] �→ [−b,−a]. We claim that ζ is
an automorphism of F . Indeed, ζ is clearly a bijection, and further, we have
that [a1, b1]d[a2, b2] if and only if a2 < a1 < b1 < b2, that is, if and only if
−b2 < −b1 < −a1 < −a2. This happens if and only if [−b1,−a1]d[−b2,−a2], or,
in other words, if and only if ζ([a1, b1])dζ([a2, b2]). Now, we want to show that
FO+{d} �→Den b, and for that it is enough to notice that, since ζ([0, 1]) = [−1, 0]
and ζ([2, 3]) = [−3,−2], for all formulas ϕ(x, y) of FO+{d} (even plus equality)
we have that F |= ϕ([0, 1], [2, 3]) if and only if F |= ϕ([−1, 0], [−3,−2]). But
[0, 1]b[2, 3] and, at the same time, [−1, 0]bi[−3,−2]. Therefore, the set {d} is not
complete.

Therefore, Theorem 2 is proven as a consequence of Lemma 3 and Lemma 4.
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5 The Class Dis of All Discrete Linear Orders

The minimal complete (resp., maximal incomplete) sets over the class of all
discrete linear orders are identical to those over the class Lin of all linear orders,
as shown in Tab. 2. On the one hand completeness transfers from the more
general to the less general case. On the other hand, as far as incompleteness is
concerned, the incompleteness proof for the {o, d, b} (Lemma 2) was based on a
discrete structure, and so applies also over Dis. Thus, in order to prove Theorem
3, it thus only remains to show the incompleteness of {s} and {f}. This is done
in Lemma 5 below.

{m}

{s} {f} {o d b}

{o d} {o b} {d b}

{o} {d} {b}

Fig. 1. Expressively different fragments of FO + AL+ in the class of all linear orders

Theorem 3. In the strict semantics, over the class Dis the MISs and mcss are
all and only those shown in Tab. 2.

Lemma 5. The sets {s} and {f} are incomplete over Dis.

Proof. We only show that {s} is incomplete over Dis, the case for {f} being
treatable in a completely symmetric way. Consider the structure F = 〈I(Z), s〉
where Z is the integers with their usual ordering. Define the map ξ : I(Z) → I(Z)
such that ξ([a, b]) = [−a,−a+|b−a|]. Thus ξ reflects each interval’s starting point
about 0 and maintains its length. It is clear that ξ is a bijection. Furthermore ξ
respects the relation s. Indeed, [a, b]s[c, d] iff a = c and b < c iff −a = −c and
(−a+ |b− a|) < (−c+ |d− c|) iff ξ([a, b])sξ([c, d]). Thus ξ is an automorphism of
F . Now [0, 1]m[1, 2] but ξ([0, 1]) = [0, 1], ξ([1, 2]) = [−1, 0] and ¬([0, 1]m[−1, 0]).
We conclude that FO + {s} �→Dis m.

6 Relative Expressivity

In the foregoing sections we identified all minimally complete and maximally
incomplete fragments of first-order logic with equality enriched with Allen’s in-
terval relations. This was done over the three classes of linear orders Lin, Den,
and Dis. We still have not completely answered the question of which are the
expressively different fragments in each of these cases. We will now do so.
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Theorem 4. Over Den there are 4 expressively different fragments of FO+AL,
namely {s}, {f}, {d}, and {m}.
Proof. This is essentially a corollary of Theorem 2; see also Tab. 3. Firstly, all
complete sets are expressively equivalent, by definition, and are thus all repre-
sented by {m}. Secondly, all maximally incomplete singletons must be incompa-
rable. Since all subsets with two or more elements are complete, this covers all
cases.

Theorem 5. Over Lin and Dis there are 10 expressively different fragments of
FO + AL, namely {s}, {f}, {o}, {d}, {b}, {o, d}, {o, b}, {d, b}, {o, d, b}, and
{m}.
Proof. By Theorems 1 and 3, the set {m} is complete and hence represents all
complete fragments. The fragments {s}, {f} and {o, d, b} are maximally incom-
plete and hence pairwise incomparable among each other and also different from
{m}. The fragments {o}, {d}, {o, d}, {o, b}, and {d, b} are related as illustrated
in the Hasse diagram in Fig. 1. In other words, among these fragments the rela-
tive expressivity is simply given by set containment. To see that no two of them
are expressively equivalent, it is sufficient to consider the following cases. (Notice
that all structures used below are discrete, so the results apply both to Lin and
Dis.). As for the case FO+{b, d} �→Dis o, consider the structure F = 〈I(D), b, d〉,
where D is the linear order 0 < 1 < 2 < 3, and an automorphism ζ which swaps
[0, 2] and [1, 3], and is the identity map on all other intervals. This respects d and
b, as the only pair in relation d is ([0, 3], [1, 2]) and the only pair in the relation
b is ([0, 1], [2, 3]), on all terms of which ζ is the identity. However o([0, 2], [1, 3])
but ¬o(ζ([0, 2]), ζ([1, 3])). In the case FO + {o, b} �→Dis d, again, consider the
the structure F = 〈I(D), b, d〉, where D is the linear order 0 < 1 < 2 < 3,
and an automorphism ζ which swaps [0, 3] and [1, 2], and is the identity map
on all other intervals. This respects o and b, as the only pair in relation o is
([0, 2], [1, 3]) and the only pair in the relation b is ([0, 1], [2, 3]), on all terms of
which ζ is the identity. However d([1, 2], [0, 3]) but ¬o(ζ([1, 2]), ζ([0, 3])). In case
FO + {o, d} �→Dis b, consider the the s tructure F = 〈I(D), o, d〉, where D is
the linear order 0 < 1 < 2 < 3, and the an automorphism ζ which swaps [0, 1]
and [2, 3], and is the identity map on all other intervals. Note that [0, 1] and
[2, 3] do not stand in the relations o or d with each other or any other inter-
vals. Thus ζ respects the relations o and d, but violates b as b([0, 1], [2, 3]) but
¬b(ζ([0, 1]), ζ([2, 3])).

7 Conclusions and Open Problems

In this paper, we have considered extensions of first-order logic with equality
with subsets of Allan’s interval relations. We obtained a complete classification
of these fragments in terms of relative expressivity when interpreted over the
classes of interval structures based on, respectively, all, all dense, and all discrete
linear orders. Our results are specific to the strict semantics. Similar results for
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the non-strict semantics can be obtained, but, in that case, a closer analysis of the
relations is needed, since mixing points and intervals at the algebraic level raises
the problem of obtaining a set of mutually exclusive relations. As a consequence
of this work, we now have a complete view of the open representation problems
in the strict semantics. Another natural question to ask is what happens when
equality is not assumed, but treated on the same footing as the other Allen’s
relations. Finally, one might ask what happens in terms of expressive power when
the first order language is limited, say, in the number of variables at disposal, or
to some well-defined prefix-quantifier fragment.
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Abstract. Oversubscription planning (OSP) appears in many real prob-
lems where finding a plan achieving all goals is infeasible. The objective is
to find a feasible plan reaching a goal subset while maximizing some mea-
sure of utility. In this paper, we present a new technique to select goals
“a priori” for problems in which a cost bound prevents all the goals from
being achieved. It uses estimations of distances between goals, which
are computed using relaxed plans. Using these distances, a search in the
space of subsets of goals is performed, yielding a new set of goals to plan
for. A revised planning problem can be created and solved, taking into
account only the selected goals. We present experiments in six different
domains with good results.

1 Introduction

In classical planning the objective is to find a sequence of actions transforming a
given initial state into a final state in which a conjunctive list of goals is present.
A valid plan is the sequence of actions reaching all goals. Soft goals can be added
to a classical planning problem to account for goals that we wish to achieve but
that we do not enforce. As a result, a planning problem could contain both hard
and soft goals. In real domains there can be several causes making impossible or
useless to reach all soft goals: two or more soft goals could be mutually exclusive,
i.e. cannot be true at the same time; plans achieving all goals could need more
quantity of a certain resource than the available one; goals could be redundant,
so a plan would be valid even achieving just some of them; or some goals could
be not worth enough, as the cost of achieving them would be higher than their
reward. In problems with only soft-goals, a valid plan is any plan achieving any
subset of them, even an empty one. Usually, an utility or penalization is assigned
to each soft goal to compare plans achieving different sets of soft goals.

Oversubscription planning (OSP) is a special type of planning with soft goals,
introduced by [13], and motivated by some real problems at NASA. OSP assumes
it is not possible to achieve all soft goals due to a resource limitation; the rover
battery power in the original formulation. A simple way to model the limited
� This work has been partially supported by MICIIN TIN2008-06701-C03-03 and
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resource is as the maximum cost a valid plan can has. The objective is to find a
plan that maximizes the utility while keeping the cost (resource) under a certain
bound. We will call it the cost-bounded OSP problem to distinguish it from
the more general OSP case, where there can be other causes preventing all the
goals from being achieved (mutually exclusive goals for example). The objective
of OSP cost-bounded problems is to find the plan with maximum utility given
the resource(s) availabilities. The utility is a function, generally the addition, of
the utilities of the goals reached by a plan.

A close related soft goals problem is the Partial Satisfaction one (PSP) [12,1,2]
included in the International Planning Competition (IPC) 2006 under the pref-
erences Track and in the IPC 2008 under the net-benefit track. In PSP,
nothing prevents, at least a priori, achieving all goals, but there is a trade-off
between the utility of achieving a goal and the cost of doing so [1]. The most
explored PSP problem is the net-benefit, which tries to maximize the utility
− cost metric (actually it assigns a penalization to each not reached goal and
minimizes the cost + penalization). Probably due to the IPC, work on net-
benefit has been extensive. In contrast, the cost-bounded problem has been
less explored, even though the existence of a limited resource (time, fuel, battery,
storage space, money. . . ) preventing the accomplishment of all goals is present
in a large number of real domains.

The optimal solution for a soft goals problem can be computed by finding a
plan for each of the 2n combinations of the n problem’s goals, and then selecting
the plan with maximum utility. Of course, this is infeasible except for very simple
cases. In practice, three different approaches have been used: a priori selection of
goals, on-the-fly selection, and compilation into a different problem. Goals can
be selected “a priori” to find the potentially best subset to plan for. Later, the
planning step takes into account only the selected goals. In [13], an orienteering
problem (OP) is constructed. A set of propositions, different for each domain,
make up the nodes of the basic OP. For each goal a node is added, inserting
an arc from it to the nodes where it can be achieved. Arcs costs are calculated
using a plan graph. The resulting OP is solved using beam search and the solu-
tion is used to guide a partial-order planner. This is the only approach tailored
for resource-bounded problems found in the literature. The main disadvantage
is that the set of propositions making up a node depends on a threshold that
has to be manually defined for each domain. In [12], relaxed plans are used to
estimate the cost of reaching a goal, but for the net-benefit problem. For a
n − goals problem, a relaxed plan to each goal is computed to estimate the
net-benefit of including it in the set of goals. Then, for each goal, a set con-
taining it is constructed adding goals until the net-benefit does not increase.
On-the-fly selection of goals approaches do not perform goals selection. Instead,
incremental plans are built, refining the best ones to achieve more utility [4,1]. In
general, these approaches scale worse than the goal selection ones. A soft goals
problem can be modeled as a Markov Decision Process (MDP) [13,2], obtaining
a policy from which a plan finding the optimal solution can be extracted. How-
ever, this conversion does not scale well so it has not been reported to be used
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in practice. Using integer programming (IP) to find optimal plans for a given
parallel plan length is another possible transformation [2]. The most successful
problem transformation [9] compiles away soft goals to create a strips+actions
cost problem with more actions, fluents and hard goals, but no soft goals, which
can be solved by any conventional planner. This compilation, in combination
with the winner of the satisficing track of the IPC 2008 [11], outperforms any
participant of the soft-goals tracks of the two last IPCs [9].

The technique we propose is a two-step algorithm. In the first step we select
the goals to plan for by using relaxed plans to compute distances among goals.
Distances represent estimated costs of achieving one goal from a state where
another one has been achieved. Using those distances, we perform a search in the
space of subsets of goals for the set that maximizes the utility with the estimated
cost-bound. In the second step, this set is given to a satisficing planner to find
a plan achieving it.

In the following section we will formally define the problem. Next, the two-step
algorithm will be described, and our technique will be compared with previous
work. The paper finishes with conclusions and future work.

2 Problem Definition

We will define next the planning problem we are tackling.

Definition 1: A strips planning problem with actions costs and soft goals is
a tuple P = {F, A, I, G, c, u}, where F is a finite set of fluents, A is a finite
set of actions, being each ai ∈ A composed of preconditions establishing when
the action can be applied, and effects, consisting of elements of F being added
or deleted from the current state after ai is applied, I ⊆ F is the initial state,
G ⊆ F is the set of goals, c : A �→ R+

0 is a cost function, and u : G �→ R+ is an
utility function.

A solution of the planning problem P is an ordered list of actions Π =
{a0, a1...an} , ai ∈ A, which applied to I results in a state where G′ ⊆ G is
true (in classical planning, G′ = G). If the final state is forced to achieve some
G′′ ⊂ G′ then we have a problem with both hard and soft goals. The cost of the
plan Π is defined as C(Π) =

∑
ai∈Π c(ai). The objective of a planning problem

with soft goals is usually to maximize the utility of the plan. We will consider
additive utilities, as most work in the field (see [4] for other approximations).

Definition 2: The utility of a solution, Π, to the planning problem with soft
goals is U(Π) =

∑
gi∈G′ u(gi).

Definition 3: A cost-bounded problem is a tuple M = {P, Cmax}, where P is
a planning problem with soft goals as defined above, and Cmax ∈ R+ is the cost
bound of the problem.

A solution to the cost-bounded problem is a plan Π = {a0, a1...an} , ai ∈ A,
which applied to I results in a state where G′ ⊆ G is true, and such that its
plan cost satisfies C(Π) ≤ Cmax. Given two solutions for the cost-bounded
problem Π1 and Π2, Π1 will be a better solution than Π2 if U(Π1) > U(Π2).
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3 Two-Step OSP Algorithm

We perform an a priori selection of goals in two steps: selecting goals and plan-
ning for the selected goals. Algorithm 1 shows the pseudo-code of the process.

Algorithm 1. Two-step algorithm for solving cost-bounded problems
OSP (P OSP problem ): Π Plan

S ← Select-goals(P )
P ′ ← standard problem (no OSP) from new goals(P, S)
Π ← Plan-for-goals(P ′)

return Π

Select-goals (P OSP problem ): S Goals set
D ← Compute distances matrix
S ← Select goals(D)

return S

Plan-for-goals (P planning problem ): Π plan

repeat
Π ← plan(P )
if Π �= ∅ then

return Π
else
P ← remove lowest utility goal from P

end if
until goals(P ) = ∅
return Fail

3.1 Selecting Goals

In the first step, we generate a matrix of distances between goals. This matrix
has n + 1 rows and n columns, being n the number of goals. The elements of
the first row are the estimations of the cost of reaching each goal from I, as if
each goal were the only goal in the problem. The following rows, one for each
goal, contain the estimations of the cost of achieving the remaining goals from
the state reached when calculating the first row.

Definition 4 (Distance from the initial state to a goal): Let P be a
planning problem and gx ∈ G a goal. We define the distance from I to gx (ΔIx)
as the cost of the lowest cost plan, Π∗

x reaching gx from I.

The value of ΔIx gives an idea about how close a given goal and the initial state
are, i.e. how costly to reach a single goal from the initial state is. Therefore, it
makes it easier to decide whether to include or not this goal in the set of goals to
plan for. In most cases, achieving one goal will change the cost of reaching others,
which is accounted for by means of the following distance between two goals:
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Definition 5 (Distance between two goals): Let P be a planning problem,
gx ∈ G a goal, Π∗

x the lowest cost plan used to compute ΔIx, sΠ∗
x

the state
resulting from applying Π∗

x to I, and gy ∈ G another goal. The distance from gx

to gy (Δxy) is defined as the cost of the lowest cost plan reaching gy from sΠ∗
x
.

So, in order to compute the distance between two goals, the lowest cost plan
computed in the previous step is applied to the initial state to reach another
state where the first goal is achieved, and then a distance to the second goal is
computed in the same way as before. In general, Δxy �= Δyx.

Both ΔIx and Δxy depend on the calculation of the lowest cost plan with only
one goal. Even if all the other goals are removed, computing this plan is usually
difficult, making the computation of these distances infeasible and discouraging
their use. As an example, we tried to use an optimal planner to compute ΔIx

for the propositional Rovers domain. It was only possible to compute it in the
first 22 (out of 40) IPC5 problems.

Instead, an approximation of ΔIx (Δ′
Ix) can be computed using relaxed plans.

For the rest of the paper, we will compute Δ′
Ix as the cost of the non-optimal

relaxed plan reaching gx from I, in a similar way as Metric-FF does [8]. In order
to compute Δ′

xy the relaxed plan extracted to compute Δ′
Ix is applied to I to

reach a state in which gx is true. Obviously, quite often, actions belonging to the
relaxed plan will not be applicable, as some of their preconditions will not be
satisfied. Despite this fact, actions are applied ignoring preconditions and only
taking into account the effects. From this state, the distance to gy is computed,
using again the cost of the non-optimal relaxed plan. A mutex check should be
done before calculating Δ′

xy, but as there are no mutex goals in the domains we
have tried, we have not implemented it yet.

Once the distances matrix is generated, we use a beam search algorithm to
find the goal set with higher utility in the space of subsets of goals. The root node
is the empty set. In the first step, the k goals with higher utility are selected,
being k the beam width. For each of the selected goals gx, we annotate the node
with the corresponding Δ′

Ix and u(gx). In the second step we consider all the
combinations of the previously selected k goals and one of the remaining goals
and annotate the accumulated cost and utility for these two-goals sets. If a set is
composed of g1 and g2, the utility will be u(g1)+u(g2) and the cost Δ′

Ig1
+Δ′

g1g2
.

We select the k best sets and so on. Search ends when a set including all the
goals has been found, or, more likely, when it is not possible to add goals to
any of the k best sets without exceeding the cost-bound. In this case, the set
with higher utility is returned as the solution of the search process. We break
ties favoring lower estimated cost. In case of further tie, one is picked arbitrarily.
This algorithm is greedy in the sense that once a goal is selected for inclusion in
a planning set, it is always considered in the same relative order with respect to
the other goals in that set.

Regarding search parameters, we have tried with different beam widths (0.25,
0.5, 1, 5, 10, 50, 100 and 500 times the number of goals) and 5 gives the best
results in most domains, although variations in utilities depending on beam
width do not seem to be very high.
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3.2 Planning for the Selected Goals

Once goals have been selected, we generate a new problem with the goals in the
selected goals set. The new problem is given to a Metric-FF-like planner, CBP [6].
Its performance is comparable to LAMA for many domains and, unlike it, it
allows numeric preconditions, which are present in all cost-bounded domains.

Given that distances (i.e. costs) are estimated, often the list given to the
planner is still oversubscribed. To solve this problem, we try to find a plan
during a given time bound. If no plan is found, the lowest utility goal is removed
and we search for a new plan. This is repeated until a valid plan has been found
or all the goals have been removed. To find a plan, the planner is given the
same time used to calculate distances, with a minimum of 10 seconds, which has
shown experimentally to work well.

3.3 Computational Complexity

For a n-goals problem, we have to extract n non optimal relaxed plans to compute
Δ′

Ix, which is polynomial in time [7]. Then we apply these relaxed plans to obtain
the new initial states for each goal, which is linear in the number of steps of the
relaxed plans. Next, for each goal gx, we have to create n-1 relaxed plans to
compute Δ′

xy. This gives us n + n × (n − 1) relaxed plans, so it is quadratic
in the number of relaxed plans. Comparing with [12], in the worst case, when
low oversubscription, the complexity of their approach in terms of relaxed plans
and goals is n×∑n−1

i=1 i ≈ n3 relaxed plans. Furthermore, we are always solving
relaxed plans with only one goal while they incrementally construct relaxed
plans with two, three, . . . goals. If only a few of the goals can be achieved,
the complexity of their algorithm decreases dramatically, while ours remains
constant. In addition, we have to select the goals. Nodes at the first layer of the
search graph include only one goal. In the second, they have two goals, and so
on. Thus, the maximum depth will be n−1 in case all the goals except one can be
achieved. Given that we have chosen a beam search width of 5n, the complexity
is quadratic in n. In comparison, complexity of [13] OP is exponential on the
number of propositions defining a node, which depends on a manually selected
threshold and varies in each domain.

4 Experimental Results

We have tested our technique in six IPC domains. To create cost-bounded
problems, first we have taken the preferences or net-benefit versions, re-
moved the preferences part to make them regular actions cost domains and
solved them using a Metric-FF like satisficing planner. The aim is to have an
upper bound for the plan cost. In domains where no such versions exist we have
used the strips + actions cost version, solving it in the same way. Second,
equivalent problems with a cost bound of 25%, 50% and 75% of the previously
computed cost have been generated. These three values allow to study how well
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our technique performs when there is a high (25%), medium (50%) or low (75%)
oversubscription degree. Domains have been changed by adding a new fluent to
account for the cost bound. For any action increasing the cost of the plan a new
precondition has been added. This precondition prevents the action from being
applied if its cost, plus the current accumulated cost, exceeds the cost bound. For
example, if the cost of a problem solution is 100, three new problems have been
created. These problems have the same initial state and goals than the original
one, but their maximum cost is limited to 25, 50 and 75 respectively. We did
not use the penalizations of the original problems because we were interested
in testing whether different distributions of utilities among goals yield different
results. Instead, we have defined two versions of each problem; in the first one
all the goals have the same utility: u(gi) = 1, ∀gi ∈ G. In the second one, the
utility of each goal is a random value between 1 and 10: 1 ≤ u(gi) ≤ 10, ∀gi ∈ G.

We have compared our approach, that we will call Distances, with the most
similar current work: an adaptation for cost-bounded problems of Keyder et
al. compilation [9]; Mips-XXL [5], ranked second in the net-benefit track of
the IPC 2008 (the winner exhausts the memory even with the simpler problems);
SGPlan [3], winner of the preferences track of the IPC 2006; and a Baseline
planner which greedily selects the goal with higher utility and plans for it. If a
plan is found, the two goals with higher utility are selected and so on. Compiled,
Mips-XXL and SGPlan are tailored for the net-benefit problem and not for
the cost-bounded one. That means that in the search process they will try
to minimize the penalization for not achieving the soft goals, but in general the
heuristic will go blind with respect to the cost bound. A way to tackle this is
to modify the metric, so the problem is converted into a kind of net-benefit-
cost-bounded one, i.e. both the total cost and the penalizations have to be
minimized. But a focus has to be put on the penalizations as against the cost;
the planner should not avoid reaching a goal even if its utility is lower than its
cost given that the cost is not higher than the cost bound. As a preliminary
version, we have changed the metric of the compiled problems from (minimize
(+ (penalizations-cost) to (minimize (+ (penalizations-cost)(/ (plan-cost) (cost-
bound)), which slightly improves their performance

Domains tested are Rovers from IPC5, and Driverlog and Depots from IPC3.
Rovers is a good example of a domain where goals can not be undone once
achieved and there are not strong interactions among goals. Depots has been
chosen because goals can be undone and there are many interactions among
them. In Driverlog, in addition, a significant percentage of the goals are present
at the initial state and the planner must undo them to find a valid plan. We
have also tested Transport, Peg Solitaire and Elevators domains from the IPC
2008 net-benefit track. Crewplanning has universal quantifiers not supported
by our planner. Openstacks is mainly an optimization domain in which the cost
of a good plan is very low, making it difficult to create different degrees of
oversubscription. And Woodworking’s soft goals are not a single predicate but a
conjunction of them, which is not supported yet by our approximation. For the
experiments we have used a Intel Xeon 3Ghz with 3GB of RAM memory and
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a time bound of 900 seconds. For the Compiled problems, the planner uses the
whole 900 seconds to find and refine the plan. The same applies for Mips-XXL,
which, although being an optimal planner, is able to generate intermediate non-
optimal plans. In contrast, for Baseline, SGPlan and the Distances version, no
plan refining is done; the first found plan is returned.

Table 1 shows the results. Scores for each planner are calculated in a similar
manner as in the IPC: the planner finding the plan with higher utility (Umax)
gets 1 point. Every other planner scores U/Umax. SGPLan has been removed
from the table as it only solves problems in two domains (Peg Solitaire and
Rovers) and even in these domains the quality is quite poor. The best result for
each domain and oversubscription degree is highlighted in bold.

Table 1. Results on quality. Number next to each domain is the number of problems,
i.e. the maximum score a planner can get. High (25%), medium (50%) and low (75%)
oversubscription rates have been considered.

Baseline Distances Compiled Mips-XXL

Domain 25% 50% 75% 25% 50% 75% 25% 50% 75% 25% 50% 75%

Depots1(22) 12.9 14.0 14.8 16.6 16.0 16.4 14.8 14.2 15.8 14.9 12.5 11.4
Depots10(22) 12.7 14.8 14.5 15.9 17.6 16.7 13.1 13.1 14.9 14.9 13.0 12.7
Driverlog1(20) 11.1 12.0 13.3 16.4 17.8 18.1 15.9 15.4 14.8 13.5 14.1 12.3
Driverlog10 (20) 11.8 12.6 14.3 17.0 18.0 18.9 16.1 15.7 14.7 14.0 14.7 13.1
Elevators1 (30) 8.0 22.0 22.6 23.5 25.8 28.1 26.0 29.2 28.2 1.5 0.8 0.8
Elevators10 (30) 11.4 19.9 26.5 22.8 25.4 27.4 26.0 28.7 27.6 23.7 19.2 13.5
Pegsol1 (30) 20.2 19.9 20.4 24.9 27.8 29.0 28.2 29.6 29.8 28.2 28.8 27.0
Pegsol10 (30) 21.0 21.2 22.2 27.3 28.8 29.1 29.0 29.7 29.9 29.0 28.6 27.6
Transport1 (30) 11.0 14.8 19.9 15.5 18.8 21.7 13.0 17.3 18.1 0.0 0.0 0.0
Transport1 (30) 7.7 16.5 23.4 15.0 21.4 24.6 12.6 18.4 19.9 0.0 0.0 0.0
Rovers1 (20) 10.5 15.9 17.6 15.2 16.9 19.2 20.0 19.7 19.0 16.3 11.6 9.0
Rovers10 (20) 10.6 15.9 18.3 14.1 16.9 19.2 20.0 19.7 18.3 17.8 13.8 11.3

Total 148.8 199.4 227.7 222.7 250.8 268.6 234.6 250.8 250.9 173.6 157.0 138.6

Baseline performs always worse than Distances, except in some domains, es-
pecially with low oversubscription, where it performs closer. In general, IPC soft
goals domains tend to have a low number of goals, most of the times less than
ten. In this case, the greedy approach of Baseline performs close to other ap-
proaches when the cost bound is high. In domains that have problems with a
higher number of goals, like Driverlog or PegSolitaire, the differences are much
bigger. We plan to create more complicated problems to see if this tendency con-
tinues. Distances performs better than Compiled in 20 problem sets and worse
in 16, while Mips-XXL is better only in low oversubscription PegSolitaire. Differ-
ent utility profiles make no significant difference, but degree of oversubscription
does. Compiled performs better in low oversubscription domains in 8 out of 12
configurations. In high and medium oversubscription degrees there is a tie; both
approaches behave better in 6 out of 12. In these problems, the low cost-bound
prunes quite quickly the search tree, allowing a more complete exploration by
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the iteratively refining algorithm. As soon as the maximum cost increases, yield-
ing a bigger search space, selection of goals by Distances returns better results.
Again, we expect that in more complicated problems these differences will be
magnified and Distances will outperform Compiled.

Time cannot be easily compared as Compiled and Mips-XXL use the whole
900 seconds to refine the solutions, while the other planners finish as soon as
a valid plan has been found. Table 2 shows the accumulated time needed to
find the best solution for util = 1, problems (results for 1 ≤ util ≤ 10 problems
are similar). For Compiled it means time spent to find the last solution within
the 900 seconds limit (so, not necessarily consuming all the time). Mips-XXL
is not included in the comparison as there is no way to know when the partial
solutions are generated. Baseline is usually the fastest one, though in some
domains Distances is better. Compiled is most of the times the slowest one.

Table 2. Accumulated total time in seconds to find the best solution

Baseline Distances Compiled

Domain 25% 50% 75% 25% 50% 75% 25% 50% 75%

Depots 189 255 265 1391 1826 1788 4306 3851 5051
Driverlog 139 203 214 585 879 799 436 1951 3593
Elevators 47 253 321 19 122 185 22 3005 4638
PegSolitaire 10 80 122 910 1525 1766 224 3266 3401
Rovers 189 207 209 59 145 86 141 2617 2779
Transport 131 212 274 195 345 354 1145 3513 2655

5 Conclusions and Future Work

In this paper we have presented a method to solve cost-bounded oversub-
scription problems based on the computation of a distance between goals using
relaxed plans. This distance indicates how far two goals are, allowing to search
in the space of subsets of goals to find a subset maximizing utility with an esti-
mated cost lower than a given cost bound. To find plans for this subset we have
used a planner with performance comparable to the winner of the last IPC.

We have evaluated this approach against net-benefit planners as no other
cost-bounded planner is, to our knowledge, freely available. Problems with
high, medium and low oversubscription have been created by limiting the cost
a plan can have to 25%, 50% and 75% of the estimated total cost. Results show
that our technique offers better quality in problems with low oversubscription
and in domains where the medium number of goals is above ten. In problems with
high or medium oversubscription or with low number of goals, its performance is
comparable with the best technique; Keyder’s et al. compilation. Our technique
is also almost always much faster than the compilation.

In the future, we plan to implement smarter strategies to apply when the
selected goals set is still oversubscribed, or when the real cost of the found plan
is lower than the maximum cost, allowing thus for more goals to be achieved.
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In our current implementation the planner does not take any advantage of the
order in which the goals were selected. We want to explore whether biasing the
planner to follow this order would increase the performance. Some ways to do
that are, for example, to modify the heuristic values of nodes, or to use a goal
agenda as presented in [10].

We plan also to make experiments in other domains and in more complicated
problems, as those of the sequential satisficing track of the IPC. In the current
configuration, for net-benefit planners (Compiled, SGPlan and Mips-XXL),
the effect of the metric is to take into account the cost of the plan as another goal
(for util=1 problems) or as the lowest utility goal (for 1 ≤ util ≤ 10 problems).
We want to experiment with different metrics to guide the net-benefit planners
in a different way.
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Department of Computer Science,
University of Oviedo, (Spain) Campus de Viesques s/n, Gijón, 33271, Spain

http://www.di.uniovi.es/tc

Abstract. We face the job-shop problem with operators and total flow
time minimization. This problem extends the classical job-shop problem
by considering a limited number of operators that assist the processing
of the operations. We propose a schedule generation scheme that ex-
tends the well-known G&T algorithm. This scheme is then exploited to
design an any-time algorithm that combines best-first and greedy search
and takes profit from two monotonic heuristics and a method for prun-
ing states based on dominance relations. The results of an experimental
study across several benchmarks show that our approach outperforms a
constraint programming approach.

1 Introduction

We face the job-shop scheduling problem with operators and total flow time min-
imization by means of best-first heuristic search. This problem has been recently
proposed in [1] for makespan minimization and is formalized as a classical job-
shop problem in which the processing of an operation on a given machine requires
the assistance of one of the p available operators. So, this extension brings the
job-shop scheduling problem closer to real-world problems. Besides, minimizing
the total flow time is very interesting within manufacturing and services sectors,
and makes the problem harder to solve [3].

The main contribution of the present paper is the definition and study of a
new schedule generation scheme that is inspired in the G&T algorithm proposed
in [2] for the classical job-shop scheduling problem. This new scheme is then
exploited to devise a best-first search algorithm and also a greedy algorithm.
These algorithms are used in combination and their performance relies on two
heuristic estimations and a rule for pruning search states that are also proposed
in this paper. We have conducted an experimental study across instances of dif-
ferent sizes and characteristics. The results of this study show that our approach
outperforms a constraint programming approach.

The remaining of the paper is organized as follows. Firstly, we define the
problem and propose a disjunctive model for it. Then we present the new sched-
ule generation scheme termed OG&T . After that, the new best-first search and
greedy algorithms are described. The subsequent section is devoted to the ex-
perimental study and finally we provide the main conclusions and propose some
ideas for future research.
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2 Problem Formulation

Formally the job-shop scheduling problem with operators can be defined as fol-
lows. We are given a set of n jobs {J1, . . . , Jn}, a set of m resources or machines
{R1, . . . , Rm} and a set of p operators {O1, . . . , Op}. Each job Ji consists of
a sequence of vi operations or tasks (θi1, . . . , θivi). Each task θil has a single
resource requirement Rθil

, an integer duration pθil
and a start time stθil

and
an assisting operator Oθil

to be determined. A feasible schedule is a complete
assignment of starting times and operators to operations that satisfies the fol-
lowing constraints: (i) the operations of each job are sequentially scheduled, (ii)
each machine can process at most one operation at any time, (iii) no preemption
is allowed and (iv) each operation is assisted by one operator and one operator
cannot assist more than one operation at the same time. The objective is finding
a feasible schedule that minimizes the sum of the completion times of all the
jobs, i.e. the total flow time. This problem was first defined in [1] for makespan
minimization and is denoted as JSO(n, p).

The significant cases of this problem are those with p < min(n, m), otherwise
the problem is a standard job-shop problem denoted as J ||ΣCi.

Scheduling problems are usually represented by means of a disjunctive model.
We propose here to use the following model for the JSO(n, p) that is similar
to that used in [1]. A problem instance is represented by a directed graph G =
(V, A∪E ∪ I ∪O). Each node in the set V represents either an actual operation,
or any of the fictitious operations with null processing time. These fictitious
operations include starting operations for each operator Oi, denoted Ostart

i , and
the dummy operations start and end.

The arcs in A are called conjunctive arcs and represent precedence constraints
among operations of the same job. The arcs in E are called disjunctive arcs
and represent capacity constraints. E is partitioned into subsets Ei with E =
∪{i=1,...,M}Ei. Ei includes an arc (v, w) for each pair of operations requiring
the resource Ri. The set O of operator arcs includes one arc (u, v) for each pair
of operations of the problem, and arcs (Ostart

i , u) for each operator node and
operation. The set I includes arcs connecting node start to each node Ostart

i .
Arcs are weighted with the processing time of the operation at the source node.

From this representation, building a solution can be viewed as a process of
fixing disjunctive and operator arcs. A disjunctive arc between operations u and
v gets fixed when one of (u, v) or (v, u) is selected and consequently the other one
is discarded. An operator arc between u and v is fixed when (u, v), (v, u) or none
of them is selected, and fixing the arc (Ostart

i , u) means discarding (Ostart
i , v) for

any operation v other than u.
Therefore, a feasible schedule S is represented by an acyclic subgraph of G,

of the form GS = (V, A ∪ H ∪ I ∪ Q), where H expresses the processing order
of operations on the machines and Q expresses the sequences of operations that
are assisted by each operator. The completion time of job Ji is the length of the
longest path from start to end restricted to pass through node θivi .

Figure 1 shows a solution graph for an instance with 3 jobs, 3 machines and
2 operators. Discontinuous arrows represent operator arcs. So, the sequences
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Ostart
1 θ11, R1 θ12, R2 θ13, R3

start θ21, R1 θ22, R2 θ23, R3 end

Ostart
2 θ31, R3 θ32, R1 θ33, R2
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Fig. 1. A feasible schedule to a problem with 3 jobs, 3 machines and 2 operators

of operations assisted by operators O1 and O2 are (θ21, θ11, θ32, θ12, θ13) and
(θ31, θ22, θ23, θ33) respectively. In order to simplify the picture, only the operator
arc is drawn when there are two arcs between the same pair of nodes. Continuous
arrows represent conjunctive arcs and dotted arrows represent disjunctive arcs;
in these cases only arcs not overlapping with operator arcs are drawn. In this
example, the completion times of jobs J1, J2 and J3 are 13, 10 and 14 respectively,
so the schedule has a total flow time of 37.

In order to simplify expressions, we define the following notation for a feasible
schedule. The head rv of an operation v is the cost of the longest path from node
start to node v, i.e. it is the value of stv. The tail qv is defined so as the value
qv + pv is the cost of the longest path from v to end. PMv and SMv denote the
predecessor and successor of v respectively on the machine sequence, PJv and
SJv denote the predecessor and successor operations of v respectively on the job
sequence and POv and SOv denote the predecessor and successor operations of
v respectively on the operator of v.

A partial schedule is given by a subgraph of G where some of the disjunctive
and operator arcs are not fixed yet. In such a schedule, heads and tails can be
estimated as

rv = max{ max
J⊆P (v)

{min
j∈J

rj +
∑
j∈J

pj}, max
J⊆PO(v)

{min
j∈J

rj +
∑
j∈J

pj}, rPJv + pPJv} (1)

qv = max{ max
J⊆S(v)

{
∑
j∈J

pj + min
j∈J

qj}, max
J⊆SO(v)

{
∑
j∈J

pj + min
j∈J

qj}, pSJv + qSJv} (2)

with rstart = qend = rOstart
i

= 0 and where P (v) denotes the disjunctive prede-
cessors of v, so as for all w ∈ P (v), Rw = Rv and the disjunctive arc (w, v) is
already fixed (analogously, S(v) denotes the disjunctive successors of v). PO(v)
denotes the operator predecessors of v, i.e w ∈ PO(v) if it is already established
that Ow = Ov and w is processed before v, so as the operator arc (w, v) is fixed
(analogously, SO(v) are the operator successors of v).
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3 Schedule Generation Schemes

We propose a schedule generation scheme for the JSO(n, p) that is an extension
of the well-known G&T algorithm, proposed by Giffler and Thompson [2] for
the classical J ||Cmax problem. The operations are scheduled one at a time in
sequential order within each job. When an operation u is scheduled, it is assigned
a starting time stu and an operator Oi, 1 ≤ i ≤ p. Let SC be the set of scheduled
operations at an arbitrary time and GSC the partial solution graph built so far.
Let A be the set that includes the first unscheduled operation of each job that
has at least one unscheduled operation, i.e.

A = {v /∈ SC, �PJv ∨ PJv ∈ SC} (3)

For each operation u in A, ru is the starting time of u if u is selected to be
scheduled next. Let ti, 1 ≤ i ≤ p, be the time at which the operator Oi is
available, then

ru = max{rPJu + pPJu , rv + pv, min
1≤i≤p

ti} (4)

where v denotes the last operation scheduled having Rv = Ru. In general, a
number of operations in A could be scheduled simultaneously at their current
heads, however it is clear that not all of them could start processing at these times
due to both capacity constraints and operators availability. So, a straightforward
schedule generation scheme is obtained if each one of the operations in A is
considered as candidate to be scheduled next.

If the selected operation is u, it is scheduled at the time stu = ru and any
operator Oi with ti ≤ ru can be selected for the operation u. So, all the operations
in A are given the chance to start at their head in A. The next result can be
proved that guarantees that the set of schedules generated with this scheme is
dominant, i.e. it contains at least one optimal schedule.

Proposition 1. In at least one of the optimal schedules reachable from GSC

there is an operation u ∈ A that is scheduled at a time stu = rA
u , where rA

u is
the head of u in GSC .

Let v∗ be the operation in A having the earliest completion time, i.e. v∗ =
argmin{ru + pu; u ∈ A}. The set of non-deterministic choices may be reduced if
we consider the set A′ = {u ∈ A; ru < rv∗ + pv∗} instead of A. The reason for
this is that for any operation u ∈ A \ A′, its head is the same just before and
after the operation v∗ is scheduled.

We can go further in restricting the choices in each step from the following
observations. If the number of operators available is large enough, it is not nec-
essary to take all the operations in the set A′ as candidate selections. Let [T, C)
be a time interval, where T = min{ru; u ∈ A′} and C = rv∗ + pv∗ , and the set
of machines RA′ = {Ru; u ∈ A′}. If we consider the simplified situation where
ru = T , for all u ∈ A′ we can do the following reasoning: if, for instance, the
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number of machines in RA′ is two and there are two or more operators avail-
able along [T, C), then the set A′ can be reduced to the operations requiring
the machine Rv∗. In other words, we can do the same as it is done in the G&T
algorithm for the classical job-shop problem. The reason for this is that after
selecting an operation v requiring Rv∗ to be scheduled, every operation u ∈ A′

requiring the other machine can still be scheduled at the same starting time as
if it were scheduled before v, so as this machine may not be considered in the
current step. However, if there is only one operator available along [T, C) then
A′ may not be reduced, otherwise the operations removed from A′ will no longer
have the possibility of being processed at their current heads.

The reasoning above can be extended to the case where p′ operators are
available along [T, C) and the number of machines in RA′ is m′ ≥ p′. In this
case A′ can be reduced to maintain the operations of only m′ − p′ + 1 machines
in order to guarantee that all the operations in A′ have the opportunity to get
scheduled at their heads in GSC .

The set of operations obtained this way is termed B and it is clear that
|B| ≤ |A′| ≤ |A|. An important property of this schedule generation scheme is
that if the number of operators is large enough, in particular if p ≥ min(n, m)
so as JSO(n, p) becomes J ||ΣCi, it is equivalent to the G&T algorithm. So, we
call this new algorithm OG&T (Operators G&T ). From the reasoning above the
following result can be established.

Theorem 1. Let P be a JSO(n, p) instance. The set S of schedules that can be
obtained by the OG&T algorithm to P is dominant, i.e. S contains at least one
optimal schedule.

4 Search Algorithm

Our approach is an implementation of the best-first search strategy proposed by
Nilsson [4]. The reason for choosing best-first search is that this strategy allows
to fully exploit the dominance rules presented in section 4.3. This algorithm
starts from an initial state and then in each step it expands the first one of
the set of candidate states stored in the OPEN list. The OPEN list is sorted
by non decreasing f−values, where f is the evaluation function for the states.
f(s) gives an estimation of the cost of the best schedule that can be reached
from s, denoted as f∗(s). In the following four subsections we describe the main
components of the best-first search algorithm.

4.1 Search Space

The search space is derived from the OG&T schedule generation scheme. For a
problem instance P , in the initial state, none of the operations are scheduled yet
and so it is defined by the disjunctive graph G. In intermediate states, a subset
of operations SC is already scheduled. To obtain the successors of a state defined
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by GSC , the set B is built as indicated previously and then one successor state
is generated from each operation u in B in which u is scheduled at its current
head in GSC .

We traverse this search space as a tree, even though it could be traversed as a
graph as well. This is clear as two intermediate states with the same operations
scheduled might represent the same subproblem and so this situation could be
checked for avoiding duplications. However, as we will see below, the test defined
to establish dominance relations among states is in fact a generalization of the
procedure for checking duplications.

From theorem 1 above, it is clear that the search tree includes at least one
optimal solution.

4.2 Heuristic Functions

We use the A∗ version of best-first search, so the evaluation function is of the
form f(s) = g(s) + h(s), where g(s) denotes the total flow time accumulated
in the state s. Then, h(s) is a heuristic function that estimates the additional
cost required to reach a solution from s. We consider two admissible heuristics
derived from problem relaxations.

The first one, termed hPS , is borrowed from [6] where the problem J ||ΣCi is
considered: it relies on relaxing non-preemption and the capacity constraints of
all the operators and all but one of the machines.

The second one, termed hOP , is derived from a problem relaxation where
non-preemption and the capacity constraints of the machines are relaxed.

Both hPS and hOP are computed in polynomial time and we take h(s) =
max(hPS(s), hOP (s)).

4.3 Dominance Rules

The effective search tree may be reduced by means of dominance relations among
states similar to that exploited in [6] for the classic job-shop problem. Given
two search states s1 and s2, s1 dominates s2 iff f∗(s1) ≤ f∗(s2). In general,
dominance relations cannot be easily established, but in some particular cases
an efficient condition for dominance can be defined. For the search space above,
a simple and effective dominance rule is defined as follows. If s1 and s2 are states
having the same operations scheduled, SC, then s1 dominates s2 if the following
three conditions hold, where rv(s) denotes the head of v in state s and av(s) the
availability of operators in this state:

1. rv(s1) ≤ rv(s2), for all v /∈ SC.
2.
∑

θivi
∈SC rivi (s1) ≤

∑
θivi

∈SC rivi (s2).
3. av(s1) ≥ av(s2).

From conditions (1) and (2) it is clear that the total flow time of the best schedule
that can be obtained from s1 is not greater than the total flow time of the best
schedule reachable from s2, provided that the availability of operators in s1 is not
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worse than it is in s2. The availability of operators in a state can be evaluated
as follows. Let t1 ≤ · · · ≤ tp be the times at which the operators get idle in
the state s (here it is worth noting that the operator available at time ti is any
Oj , 1 ≤ j ≤ p). If u∗ is the unscheduled operation with the lowest head in s,
then none of the operators can get busy again before ru∗ , so we can consider
that the operators are actually available for the unscheduled operations at times
t′1 ≤ · · · ≤ t′p, where t′i = max(ru∗ , ti). So the availability of operators in state
s is defined as the ordered vector av(s) = (t′1, . . . , t′p) and av(s1) ≤ av(s2) iff
t′1i ≤ t′2i, 1 ≤ i ≤ p.

The implementation of the dominance rules can be done as follows. When a
state s is considered for expansion, s is compared to all the expanded states hav-
ing the same operations scheduled. This can be done efficiently if the expanded
states are stored in a CLOSED list implemented as a hash table where the key
values are bit-vectors representing the scheduled operations.

Note that this pruning method generalizes the procedure for checking dupli-
cations as in these situations the nodes dominate each other.

4.4 Upper Bounds Calculation

Best-first search can be combined with a greedy algorithm to obtain an any-time
algorithm in the following way: each time a state s is selected for expansion, the
greedy algorithm is issued from s to obtain one of the solutions reachable from s.
This way, approximate solutions are obtained from the beginning of the search
and a number of states are pruned under the condition f(s) ≥ UB, where UB
is the best upper bound found so far. This process is time consuming, and one
possibility to reduce the time taken is to issue the greedy algorithm just one
from every 100 expansions or so.

We introduce upper bounds calculation in the following way: starting from
the selected state s, the greedy algorithm traverses a branch of the search tree
until a goal state is reached. In each iteration the set of candidate operations B
is computed as done by the OG&T algorithm, then an operation is selected from
B to be scheduled, in accordance with a heuristic estimation. We have opted to
use the h−values for this purpose.

5 Computational Results

The purpose of the experimental study is to assess our proposal (BF) and to
compare it with the IBM ILOG CPLEX CP Optimizer tool (CP), as no other
approaches have been published up to date for the problem at hand. In CP, the
p operators were modeled as a nonrenewable cumulative resource of capacity p.

We have experimented across two sets of instances. The first one includes
a number of instances from the OR-library, in particular FT 06 (6 jobs × 6
machines) and LA01 − 05 (10 × 5). For each instance, all values in the in-
terval [1, min(n, m)] are considered as the number of operators p. The second
benchmark is that proposed in [1], all these instances have n = 3 and p = 2
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Fig. 2. Heuristics evaluation for instance FT06

and are characterized by the number of machines (m), the maximum num-
ber of operations per job (vmax) and the range of processing times (pi). A
set of small instances was generated combining three values of each parame-
ter: m = 3, 5, 7; vmax = 5, 7, 10 and pi = [1, 10], [1, 50], [1, 100]. Also, a set of
larger instances was generated with m = 3, combining vmax = 20, 25, 30 and
pi = [1, 50], [1, 100], [1, 200]. In all cases, 10 instances were considered from each
combination. The sets of small instances are identified by numbers from 1 to 27:
set 1 corresponds to triplet 3 − 5 − 10, the second is 3 − 5 − 50 and so on. The
sets of large instances are identified analogously by labels from L1 to L9.

In this study, we have given a time limit of 300 seconds. The target machine
was Intel Core II (2,13 GHz), 2 GB RAM. and Windows XP (32 bit). The
algorithms are coded in C++.

BF issues the greedy algorithm every 100 expanded nodes in all the experi-
ments. This way, the algorithm becomes any-time and a number of nodes with
f(s) ≥ UB can be pruned. Anyway, in our experiments we have observed that
very few states get pruned by this condition.

In the first series of experiments, we have evaluated the heuristics hPS and
hOP separately and in combination across 6 instances built from FT 06 with
p ranging from 1 to 6. The dominance rules described in section 4.3 were also
used. The results are summarized in Figure 2. Here we report the number of
expanded nodes (in a log10 scale) for each combination of instance and heuristic.
All the instances were solved to optimality by 300 s, with only one exception:
p = 2, hPS . The most relevant observation in this case is the complementarity
of heuristics hPS and hOP . This is quite reasonable as hOP is expected to be
a better estimation than hPS when the number of operators is small and the
contrary can be expected when the number of operators is large. So, when they
are used in combination to define h(s) = max(hPS(s), hOP (s)), a synergetic
effect is obtained as well. Also, it can be observed that the hardest instances
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Table 1. Summary of results from Agnetis instances (300 s)

CP BF

Instances Opt. T.(s) #Sol. %Err. T.(s) #Sol. %Err.

SMALL
1-9 506,14 0,03 90/90 0,00 0,01 90/90 0,00

10-18 714,79 0,10 90/90 0,00 0,04 90/90 0,00
19-27 1003,33 0,88 90/90 0,00 0,13 90/90 0,00

LARGE
L1-L3 4665,20 288,82 2/30 0,52 5,80 30/30 0,00
L4-L6 5952,37 300 0/30 1,65 19,03 30/30 0,00
L7-L9 7101,40 300 0/30 1,93 45,83 30/30 0,00

are those with intermediate values of p. There is also a correlation between the
expanded nodes and the CPU time. Averaged for the 6 instances, it takes 56 s
using hPS (as it cannot solve the instance with p = 2 by 300 s), it takes 0,5 s with
hOP and less than 0,5 s with h. We will use h in all the remaining experiments.

We have also tried to assess the effectiveness of the pruning by dominance
method across the instances from [1]. For this purpose, we solved the 270 small
instances with n = 3 and p = 2. BF using the dominance rules needs to expand
75,66 nodes on average and 1182,87 nodes without using them. Considering the
90 large instances, BF solves all of them by 300 s using the dominance rules,
and only 2 without using them. Hence, we will exploit the dominance rules in
all the remaining experiments.

In order to compare BF and CP, we have considered the 360 instances pro-
posed in [1]. Table 1 reports the results of these experiments, averaged for subsets
of instances with the same number of operations per job vmax. We report the av-
erage optimal cost (Opt) and, for each algorithm, the time taken in seconds (T),
the number of instances solved to optimality and proven to be optimal (#Sol)
and the mean relative error in percentage w.r.t. the best lower bound given by
the f -value of the last state expanded by BF (%Err). As we can observe BF is
able to solve to optimality all the instances in much less time than 300 s, whereas
CP can only solve the small instances and 2 of the 90 large instances.

Finally, Table 2 shows the results from instances LA01− 05 averaged for the
same number of operators (#Op). A remarkable observation is that CP cannot
solve to optimality any of the 25 instances, and BF solves 16. We can also observe
that the hardest instances are those with 3 and 4 operators. In these cases, BF
reaches better solutions than CP.

From this experimental study we can conclude that the proposed best-first
search algorithm (BF) clearly outperforms CP.

6 Conclusions

We have proposed an algorithm that combines best-first search and greedy search
to solve the job-shop scheduling problem with operators. This algorithm is based
on a new schedule generation scheme termed OG&T . The effectiveness of this
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Table 2. Summary of results from instances LA01 − 05 (300 s)

CP BF

#Op. T.(s) #Sol. %Err. T.(s) #Sol. %Err.

1 300 0/5 0,01 0,20 5/5 0,00
2 300 0/5 2,04 29,80 5/5 0,00
3 300 0/5 4,56 276,40 2/5 1,29
4 300 0/5 4,00 300,00 0/5 3,38
5 300 0/5 0,26 167,80 4/5 0,36

algorithm relies on two heuristic estimations derived from problem relaxations
and a method for pruning states based on dominance relations among states.
We have reported results from an experimental study across conventional and
new instances. This study shows that our approach outperforms the IBM ILOG
CPLEX CP Optimizer constraint programming approach.

As future work we plan to experiment with heuristic search algorithms other
than best-first, for example partially informed depth-first search as it was done
in [5] for the classical job-shop problem, and to consider other variants of the
problem more interesting from a practical point of view, focused on new operator
constraints due to differences in the skills or time constraints due to labor rules.
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Abstract. Administrative processes are a type of business process commonly 
used in public institutions and large companies. These processes are generally 
characterized by involving the submission of some type of application form. 
This form must be considered at different stages by different users who need to 
handle current information of a dossier in order to provide new data in each 
activity until the end of the process. These processes are frequently reused 
because there are often similar processes within the organizations. The 
classification of the data managed by the activities and the categorization of the 
different users involved in every activity has great importance in these 
processes.  The use of ontologies for modeling the workflows of administrative 
processes can provide significant improvements in this reuse process. In this 
paper, we describe OntoMetaWorkflow, a generic ontology to represent 
canonical workflow terms in the domain of administrative processes, and the 
methods that use it. 

Keywords: business process, administrative process, workflows, ontologies, 
WEAPON. 

1   Introduction 

Administrative processes are generally used in administrative or legal ambits. They 
are characterized by being initiated by a user and which must be attended to or 
evaluated by other different users following a perfectly defined protocol for data, 
times and agents involved. Examples could be the management of public contest bids, 
loan application procedures or a simple holiday application. 

These processes are often defined generically in the level of management or 
governance of the organization. However, these processes must be reused in the lower 
levels of the hierarchy dependent institutions, subdepartments, delegations, etc. in 
order to be applied in them. This reuse may become even more complex when the 
generic definition of the process is not done within the organization but rather it can 
be determined by rules enacted by an external organization and that rules are 
mandatory in order to use this process. 

Workflow Management Systems (hereinafter referred to as WfMS) are applied to 
different types of business processes including administrative processes. 
Administrative processes do not usually require a complex WfMS with advanced 
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characteristics. In most cases, it can be more useful to have a WfMS with features that 
facilitate to share and reuse this type of process. Often, the reuse of this type of 
process only entails the change in the definition of the data structures managed in 
each activity or the users that can perform it. Because of this, the division of the 
definition of the workflow of the process into three separate but related definitions 
could be an important feature in order to reuse easily these processes. On the one 
hand, the definition of data structures to be managed by the process activities, on the 
other, the users that can perform each activity and, finally, the process activities 
together with the relationships among the three definitions.  

For this reason, the use of ontologies as a basis for this type of WfMS could be 
very useful due to their characteristics of complete and precise representation of terms 
that make the integration of a data scheme easier and require less effort in reuse. Due 
to these characteristics, this type of WfMS will be easily reusable in similar 
institutions or companies. An appropriate case of application to reuse processes is the 
WfMS model based on ontologies was proposed in [1]. This model provided a generic 
ontology described in [1] as the basis of workflow representation, together with 
methods (and their respective software tools) to identify and to exploit the workflows 
of an administrative process. However, in some cases, the definition of the generic 
ontology did not allow easy reuse of process and the business flow. We have 
restructured its ontology to improve the reuse process. This restructuring reduces the 
time and effort in the reuse process of workflow activities, data and participants. 

In this paper, a description of the new ontology, called OntoMetaWorkflow, is 
presented. The methods for defining administrative processes using OntoMetaWorkflow 
are also presented together with an example of the definition of a loan application 
process in ontologies. In addition to this, a brief description of the redefinition of the 
WfMS [1], now called WEAPON (Workflow Engine for Administrative Processes 
based on ontologies), is also presented. 

This paper is structured as follows: section 2 identifies existing works that use 
ontologies in WfMS, section 3 describes the WEAPON, section 4 describes the 
ontology OntoMetaWorkflow and section 5 details the methods for defining and 
reusing administrative processes in ontologies using OntoMetaWorkflow. 

2   Use of Ontologies in WfMS 

The ontologies, applied to business process definition, provide a complete, precise 
and shared terminology about a particular domain which facilitates integration and 
which will be easily reusable by the same or another organization. These advantages 
provide a considerable saving of time and effort in processes and data definition tasks. 

In particular, the application of ontologies to WfMS have been used previously in 
approaches as the one of Vieira et al. [2] that proposes a solution to make workflow 
execution more flexible and is possibly the first work integrating both fields. Also 
interesting is the work of Gasevic et al. [3] which provides a Petri net ontology. Haller 
et al. [4] present a multi meta-model process ontology, called m3po, which relates 
workflow models to choreography models. Finally, Abramowicz et al. [5] present a 
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semantically enhanced Business Process Modeling Notation [6], namely the sBPMN 
ontology. We can also mention the approaches presented in [7,8] as examples of 
integration of both fields and a recent survey about Semantic Business Process 
Management is available in [9]. 

Unlike the previous approaches, this paper presents an ontology for representing 
administrative processes together with their activities, domain data and users 
involved. Although several consolidated models and languages of workflow 
representation exist [10,11,12], the application of ontologies in this field, used directly 
or as a definition of a metalanguage, can provide the following advantages: 

─ The users, following methodologies for building ontologies, can obtain 
complete, precise and shared definitions of administrative process workflows. 

─ The domain data of a process or the users which participate in it can be changed 
without modifying the definition of the data managed by activities or the 
definition of the workflow. 

─ Workflow definitions, represented in ontologies, are more easily reusable 
although the reuse process may involve some effort, mainly in the processes of 
search, selection, and in some cases, adaptation to the new system. These factors 
are discussed in detail in [13]. 

3   WEAPON: Workflow Engine for Administrative Processes 
Based on Ontologies 

WEAPON (Workflow Engine for Administrative Processes based on ONtologies), is 
a WfMS that proposes the use of ontologies to define and manage administrative 
processes and is more reusable that the first WfMS based on ontologies proposed in 
[1]. Basically, WEAPON proposes how a workflow designer must define, on one 
hand, the taxonomy of relevant data of the domain and the taxonomy of users which 
can participate in the workflow and, on the other hand, the activities that the process 
contains together with the identification of which type of user defined can perform 
them and the data managed by every activity. This ensures that the processes are well 
defined and more reusable and, in addition, the classes of domain data and the classes 
of workflow participants can be modified without changing the representation of the 
workflow process. Moreover, it should be noted that the taxonomies of classes and 
instances that may be needed as domain data or workflow participants, can be defined 
in ontologies in the organization itself or can be reused from ontology repositories. 

The architecture of WEAPON presents a series of interrelated components (see 
Fig. 1). These components are:  

1. OntoMetaWorkflow, the ontology, represented in OWL Language, for the generic 
definition of workflows. 

2. OntoDD, an ontology of the domain data and workflow participants built following 
the specifications of OntoMetaWorkflow. 

3. OntoWF, an ontology of the workflow of the administrative process built following 
the specifications of OntoMetaWorkflow and OntoDD. 
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4. WEAPON Designer, is the tool that allows users to combine WF-Net [14] 
representation with OntoMetaWorkflow and the OntoDD of a domain in order to 
design the OntoWF Ontology for a specific administrative process.   

5. WEAPON Manager, is the web application that reads OntoDD and OntoWF 
ontologies and generates the web forms and the database that manage the workflow 
of the administrative process. 

It is important to note that, due to the activities of this type of process being tightly 
bound to the data managed, ideas of traditional WfMS as well as some provided by 
the Case Handling approach [15] have been used in WEAPON. Basically, Case 
Handling is a data-driven approach where each activity is associated with at least one 
data object of the process managed. Moreover, it proposes the use of forms, 
associated to activities, for managing data. WEAPON uses a similar idea but with the 
difference that the activities are not associated to predefined forms but rather that the 
forms are built dynamically for each activity using the definitions contained in 
OntoDD and OntoWF. This provides advantages for independence and reuse of the 
different representations. 

 

Fig. 1. Architecture of the WEAPON WfMS 

4   OntoMetaWorkflow: A Generic Ontology for the 
Representation and Reuse of Workflows 

OntoMetaWorkflow1 contains the terms that form the workflows of administrative 
processes and their relationships. This ontology is built adapting the definitions of 
workflow elements provided by the WfMC [16] to the specific characteristics of 
administrative processes. It has been developed following the METHONTOLOGY 

                                                           
1 http://quercusseg.unex.es/weapon/?download=OntoMetaWorkflow.owl 
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methodology [17]. The different representation elements of OntoMetaWorkflow are 
classified into two types: 

1. Definition elements of OntoDD: are used to define the classes and properties that 
represent the common data and the potential users of all similar processes within a 
domain. These elements are the Domain Data, Workflow Participant and Root 
classes. Domain Data stores common data of all instances of an administrative 
process and has the External Document and Location attributes. The Workflow 
Participant class stores the users involved in the process and has Id, Password, 
Name, Surname and Email attributes. The Root subclass is a special class that can 
administer the WEAPON Manager WfMS. 

2. Definition elements of OntoWF: are used to define the classes and properties that 
represent a particular process, that is, the sequential flow of activities and their 
relationships with the elements of the domain defined in OntoDD. These elements 
are the Administrative Process and Activity classes. Administrative Process class is 
used for representing the process managed by the WfMS and has defined the 
Generated By relationship. The Activity class represents a logical unit of work and 
has defined the Is Performed By and Before relationships and the Before Control 
Flow Pattern, Select Class Of Domain Data, Show Class of Domain Data,Select 
Instance Of Domain Data, Show Instance of Domain Data, Fill In Instance 
Attributes of Process, Show Instances Attribute, Days Time Frame, Day Notice and 
Activity Description attributes. 

A graphical representation of OntoMetaWorkflow is available in2. 

5   Methods for Defining and Reusing Administrative Processes 
Using OntoMetaWorkflow 

It is necessary to apply two methods to define administrative processes as ontologies 
using OntoMetaWorkflow. The first method is for building the domain ontology, 
OntoDD. The second one is for building the ontology of the process, OntoWF. Both 
methods together with an example of how to build OntoDD and OntoWF of a loan 
application process are explained in detail in the following subsections.  

In this example (shown in WEAPON Designer in Fig. 2), it is necessary to know, 
among other domain data, the types of credit offered by a bank or the internal 
classification of risk factor applied by the bank to the applicants. The workflow 
designer could reuse an existing ontology about types of credit or risk factors with a 
consequent saving of time. Moreover, if we suppose that in this example the rules for 
the processes of loan applications are established in a generic workflow by the Central 
Bank of the country, then, it would be enough to adapt this generic definition to every 
bank in particular, simply adding its taxonomy of domain data (credit types or risk 
factor) and its taxonomy of users (customer, credit analyst, etc.). 

                                                           
2 http://quercusseg.unex.es/weapon/?OntoMetaWorfklow 
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Fig. 2. Loan application process in WEAPON Designer 

5.1   OntoDD: Ontology of Relevant Data of an Specific Domain 

OntoDD imports the concepts defined in OntoMetaWorkflow and must contain, 
firstly, the taxonomy of data which will be used in the corresponding domain and, 
secondly, the taxonomy of the possible workflow participants. The main rule which 
must be fulfilled by OntoDD is that the root elements of each one of its taxonomies is 
linked with the superclasses defined in OntoMetaWorkflow, Domain Data and 
Workflow Participant (or Root if the user is a WfMS administrator) respectively. 

The development of this ontology can be carried out in a simple way, with some 
application for building ontologies in OWL like Protégé, carrying out the following 
steps: 

1. Import OntoMetaWorkflow so its elements will be superclasses in OntoDD. 
2. Identify those common data taxonomies of the domain in order to define them as 

subclass of Domain Data. That is, the taxonomies of data that will be common to 
all instances of the administrative process must be defined here. In the loan 
application process, taxonomies such as Credit Types with subclasses as Loan or 
Mortgage or Risk Factor with subclasses as High Risk or Low Risk will be subclass 
of Domain Data.  

3. Define the common properties of each taxonomy of Domain Data. In particular, in 
the loan application process, the Credits Types will be classified by having 
different terms or interest rate ranges while the Risk Factor of a loan application 
process will be defined by means of the result obtained in a risk assessment test.  
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4. Set the property values for every subclass of the Domain Data and, if exist, for the 
instances of the subclasses. In the loan application process, the taxonomies defined 
as domain data do not contain instances. Thus, it is only necessary to set property 
values for subclasses. Typical of an administrative process with instances in the 
Domain Data is an incident management process. In this case, a possible subclass 
of Domain Data as Involved Material will contain instances of every printer or 
workstation that the company may have.  

5. Identify the different type of users that will participate in the workflow as 
subclasses of Workflow Participant. In the loan application process, there will be 
classes such as Customer, Credit Analyst or Credit Manager. This step also 
includes define at least one of these classes as subclass of Root (Credit Manager in 
the loan application process), create the instances of every real user and set the 
values Id, Password, Name, Surname and Email properties for every instance. 

The product of applying this method is an ontology with the domain data that can be 
used by the instances of the workflow and the users which can carry out it. As 
example, the OntoDD ontology, for the loan application domain, is available3. 
 
Reuse in OntoDD. Existing domain ontologies can be reused in OntoDD adding 
them as subclass of Domain Data. Ontologies with the users of the organization can 
be reused as Workflow Participant. In this case it is necessary to take the next simple 
actions: 

1. Set every type of user in the ontology as subclass of Workflow Participant. 
2. It is necessary to define some of the classes as subclass of Root. 
3. For every instance of reused classes is necessary to set the value for Id, Password, 

Name, Surname and Email definition attributes. 

5.2   OntoWF: Ontology of the Workflow of the Specific Administrative Process 

This ontology represents the workflow of the corresponding administrative process 
that will be managed by the WfMS. This ontology contains the concrete workflow of 
the administrative process, including its properties, the activities that it contains, the 
order of execution of said activities, the relevant data of OntoDD that will be shown 
or modified in an activity and the participants which can carry out every activity. 

WEAPON Designer is used in the design of the OntoWF Ontology for a specific 
administrative process. However, it is possible to build OntoWF manually without the 
use of this tool, with a large effort. In any case, these steps must be followed: 

1. Import the OntoDD defined in the domain and OntoMetaWorkflow. 
2. Define the process to manage as subclass of AdministrativeProcess. A class called 

Loan Application will be subclass of AdministrativeProcess in our example. 
 

                                                           
3 http://quercusseg.unex.es/weapon/?download=OntoDD_ 
 LoanApplication.owl 
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3. Define the properties of the process. These properties will be displayed or modified 
for each instance of the process. Personal and financial data of the applicant or the 
different reports that will be made during the process will be properties of each 
instance of the Loan Application class.  

4. Indicate what subclasses of Workflow Participant can create instances of the 
process using the Only universal restriction on Generated By definition 
relationship. In the loan Application process, only a Customer can apply for a loan. 

5. Define each activity of the process as subclass of Activity. In the loan application 
process, there will be activities as Gather Credit Info or Request Approval. 

6. Additionally, for each subclass of Activity it is necessary to: 
(a) indicate which activities precede it using Before relationship,  
(b) if the Before relationship is restricted to two or more activities, then indicate 
whether these activities have been carried out in parallel or conditionally. The 
Before Control Flow Pattern attribute will take the value and in the first case and 
xor in the second one. This attribute cannot take both values in the same activity, 
(c) indicate what subclasses of Workflow Participant can carry out the activity 
using the Is Performed By relationship. This relationship should always be 
restricted to at least one subclass of Workflow Participant, 
(d) if is necessary to choose among different subclasses of Domain Data, then 
indicate the name of the root class of these subclasses using Select Class Of 
Domain Data attribute, 
(e) if is necessary to show some subclasses of Domain Data that has been selected 
in a previous activity, then indicate the name of the root class of these subclasses 
using the Show Class Of Domain Data attribute,  
(f) if is necessary to choose among different instances of Domain Data subclasses, 
then indicate the name of the root class of the subclasses that contain the instances 
using the Select Instance Of Domain Data attribute, 
(g) if is necessary to show some instances of Domain Data subclasses that has been 
selected in a previous activity, then indicate the name of the subclasses that contain 
the instances using the Show Instance Of Domain Data attribute, 
(h) indicate the process properties (defined in step 3 of this method) than can be 
filled in, or modified, using the Fill In Instance Attributes of Process attribute,  
(i) indicate the process properties (defined in step 3 of this method) than can be 
displayed, using the Show Instance Attributes of Process attribute, 
(j) set the number of days for doing the activity using Days Time Frame attribute, 
(k) indicate, using the Day Notice attribute, the number of days before the deadline 
of the activity in which the person responsible for the activity will be warned in 
order to finish, 
(l) explain, in natural language, the actions to do in the activity using the Activity 
Description attribute. 

The product of applying this method is an ontology with the definition of the 
workflow of the corresponding process. This definition contains its properties and its 
activities together with all the relationships among activities, domain data, process 
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properties and workflow participants that are necessary to carry out it. As example, 
the OntoWF ontology, for the loan application process, is available4. 

Reuse in OntoWF. The reuse in OntoWF is derived from the ease of reuse in 
OntoDD and how the activities in OntoWF use the OntoDD elements. Following the 
loan application example, a customer can choose among different credits because of 
Gather Credit Info activity has a Value restriction on Select Class Of Domain Data 
definition attribute with Credit Types. If other departments or other banks want to 
reuse this process with their own credits, it only must change the subclasses of Credit 
Types in the original OntoDD by its own credits subclasses and the process works on. 
This idea also applies if it is necessary to change the Workflow Participants of the 
process. 

6   Conclusions 

In administrative processes, the classification of the data managed by the activities 
and the categorization of the participant users in every activity has great importance 
because they are reusable terms in similar processes within the organizations. Due to 
this, the representation of workflows of administrative processes using ontologies 
provide significant advantages such as ease of use and information which is complete, 
consistent and shared both in data and processes.  

To establish the generic concepts that are used in the definitions of workflows, we 
have presented OntoMetaWorkflow, an ontology which specifies the elements and 
rules that define workflows according to the standards and recommendations of the 
WfMC. Using this ontology, it is possible to represent the relevant data of the 
corresponding domain and the users involved in each particular administrative 
process or simple business process. The methods of WEAPON have also been 
presented in this paper.  

OntoMetaWorkflow and the methods of WEAPON have been tested in several 
domains, mainly in administrative processes of University of Extremadura. They are 
not designed for being used with processes that need complex queries to database, 
internal calculations or the use of external applications. However, they work properly 
with administrative processes that are fully oriented to humans and, specially, in those 
processes that involve submitting some type of application to be considered at 
different stages, where different participants need to handle current information of a 
dossier in order to provide new data in the corresponding activity. 

Although OntoMetaWorkflow is the basis of the WEAPON WfMS, it has been 
designed with the intention that can be reused in other projects or with other tools by 
those researchers interested in using ontologies to manage workflows. 
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Abstract. The application of Artificial Intelligence techniques in the
processes of Software Engineering is achieving good results in those ac-
tivities that require the use of expert knowledge. Within Software Engi-
neering, the activities related to requirements become a suitable target
for these techniques, since a good or bad execution of these tasks has a
strong impact in the quality of the final software product. Hence, a tool
to support the decision makers during these activities is highly desired.
This work presents a three-layer architecture, which provides a seamless
integration between Knowledge Engineering and Requirement Engineer-
ing. The architecture is instantiated into a CARE (Computer-Aided En-
gineering Requirement) tool that integrates some Artificial Intelligence
techniques: Requisites, a Bayesian network used to validate the speci-
fication of the requirements of a project, and metaheuristic techniques
(simulated annealing, genetic algorithm and an ant colony system) to
the selection of the requirements that have to be included into the final
software product.

Keywords: Requirement management, bayesian network, computer
aided requirement engineering.

1 Introduction

The software development has been supported by Artificial Intelligence (AI)
techniques for more than 20 years, since the appearance of the first intelligent
editors. Currently we are witnessing a reemergence of AI and Software Engi-
neering (SE), which has become a valid and potentially very valuable research
field [15]. Expert knowledge is involved in every software development project
since developers must face numerous decision tasks during requirements, analy-
sis, design, and implementation stages. Therefore, if expert knowledge could be
properly modelled and incorporated in the different processes of software devel-
opment as well as in the CASE tools that support these processes, that would
mean a great advantage for any software development.

Requirements stage is considered a good application domain for AI techniques
because of requirements nature. Software requirements express and establish the
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needs and constraints that contribute to the solution of a real world problem
[11]. However, requirements tend to be imprecise, incomplete and ambiguous.
In SE it is well known that this area is quite different from others because
requirements reside in the problem space, whereas other software artifacts reside
in the solution space [5]. Statistical studies and all the Chaos Reports [8,4],
published since 1994, point out that tasks related to requirements are the main
cause of disaster of software products. When requirement-related tasks are poorly
defined or executed, the software product is typically unsatisfactory [22,3,4]. The
role played by requirements is essential, as they are the basis for the analysis,
design and implementation of the final product. Therefore, any improvement in
the requirements stage will favorably affect the whole software life cycle.

Bayesian Networks [17,9,10], have been successfully applied with the purpose
of enhancing specific activities related to SE knowledge areas. They have been
applied in maintenance [14], defect and effort prediction [7,18,19] or implementa-
tion of a software project [12]. In addition, Bayesian networks have been success-
fully applied in Requirement Engineering (RE) [2], specifically in the prediction
of the need for a review of the requirements’ document [20].

Other AI techniques that have also been used to enhance the requirement
stage are metaheuristic optimization techniques. Specifically, they have been
used in the selection of the set of requirements that will be included in the
development of a final software product [21].

Therefore, we need a seamless integration of RE and AI techniques to exploit
the benefits of collaboration between these two knowledge areas.

By other hand, the biggest breakthrough in requirement management is when
you stop thinking of documents and start thinking about information. Moreover,
to be able to handle this information you have to resort to databases, partic-
ularly documental databases that have evolved into what nowadays are called
CARE (Computer-Aided Engineering Requirement) tools. Among this type of
tools the best known are the IRqA, Telelogic DOORS, Borland Caliber, and the
IBM-Rational Requisite Pro. InSCo Requisite is an academic web CARE tool,
developed by DKSE group at the University of Almeŕıa, which aids during the
requirement development stage [16].

This work presents the architecture for the seamless integration of a CARE
tool to manage requirements (i.e. InSCo Requisite) with some AI techniques (i.e.
Bayesian networks and metaheuristics). Specifically, a Bayesian network, called
Requisites [20], is used in the requirement validation task in order to validate the
Software Requirements Specification (SRS) of a software development project.
Metaheuristic techniques (Simulated Annealing, Genetic Algorithms and Ant
Colony Systems) are used in the problem of selecting the subset of requirements
among a whole set of candidate requirements proposed by stakeholders, that will
be included in the development of a final software product [21].

The rest of this paper is structured as follows. Section 2 depicts the require-
ment engineering workflow. The architecture for the use of synergies between
Knowledge Engineering and Requirements Engineering is explained in Section
3. Finally, the conclusions and future works are exposed in Section 4.
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2 Enhancement of Requirement Engineering Workflow

The workflow depicted in Figure 1 shows an organization of the tasks that
must be done in a software development project during Requirement Engineer-
ing stage. This workflow unifies the main classics methodological approaches
[22,1,13], starts with a feasibility study that is built in order to determine the
project scope and the availability of resources. Once the feasibility report is avail-
able, elicitation and analysis, specification and validation tasks are executed in
an iterative way.

Feasibility

study

Requirement

elicitation and

analysis

Requirement

specification

Feasibility

report

Requirement

validation

OTHER

SOFTWARE

DEVELOPMENT

STAGES

Requirement

selection

Software

Requirements

SpecificationRequirement

document

System

models

User and system

requirements

REQUIREMENT ENGINEERING

Bayesian Network REQUISITES Metaheuristics

Fig. 1. Requirement Engineering workflow

Requirements are elicited or gathered from users through interviews and other
techniques such as questionnaires or brainstorming. Usually this is a complex
task because activities requiring human communication imply problems of un-
derstanding, and requirements have to be conceived without ambiguities in order
to define what the system is expected to do.

In the next task, requirement specification, captured requirements are gath-
ered in a document or its electronic equivalent, known as Software Requirements
Specification (SRS). Early approaches to address this activity using computers
involved the use of word processors. This way of supporting requirement specifi-
cation can be tedious and prone to error for the management and maintenance of
large sets of requirements. CARE tools appeared to give a solution to this prob-
lem, providing environments that make use of databases, allowing an effective
management of the requirements of any software project.

Requirements validation is a task performed in order to check whether the
elicited and specified requirements present inconsistencies, the information is in-
complete or there are ambiguities in the system definition. The Bayesian network
Requisites has been built, through interaction with experts and using several in-
formation sources, such as standards and reports, to support validation and
specification partially. The aim of this network is to provide developers an aid,
under the form of a probabilistic advice, helping them at the time of making



216 J. del Sagrado, I.M. del Águila, and F.J. Orellana

a decision about the stability of the current requirements specification. Requi-
sites provides an estimation of the degree of revision for a given requirements
specification. Thus, it helps the process of identify if requirements specification
is stable and does not need further revision.

The elicitation-analysis-specification-validation cycle is carried out through
several iterations in order to correct the defects found, and decide if the re-
quirements specification has been completed in order to move towards the next
task.

Finally, requirements selection task has as main objective to choose, from all
the requirements defined in the specification, the subset of requirements that will
be implemented. This selection is necessary due to the limitations of resources
that usually appear in the feasibility report, and prevents development of all
defined requirements. Requirements selection is a complex problem where many
factors are involved (requirements priorities, development costs, customers’ pri-
orities, etc). The goal is to select a subset of requirements by searching for a
set of requirements, which maximize satisfaction and minimize development ef-
fort considering the project constraints. This problem has been addressed in the
literature using techniques from Artificial Intelligence, specifically metaheuristic
algorithms [21] which have shown a performance similar to that exhibited by
experts at the time of selecting the set of requirements to be developed in the
software product.

3 Seamless Synergic Architecture

AI techniques described in this paper have demonstrated to obtain interesting
results through different tests data [20,21]. However, it is difficult to put them
in practice in real software projects. We strongly believe that having these AI
techniques available in a CARE tool would be considerably helpful for any de-
velopment team, making them more accessible even for non-expert people.

InSCo Requisite [16] is a web-based tool developed by DKSE research group
at the University of Almeŕıa, to manage requirements of software development
projects. It provides basic functionality allowing groups of stakeholders to work
in collaboration. The fact of having the possibility of make changes to the tool,
give us an exceptional opportunity to afford the integration of AI techniques
in a CARE tool. This integration cannot be done in a straightforward way,
because AI techniques and the CARE tools have been developed independently
of each other. Therefore, it is necessary to define a communication interface
between them preserving the independent evolution of both areas and achieving
a synergic benefic effect between them.

This seamless synergic architecture is shown in Figure 2. The architectural
pattern distinguish between three logically separated processes: the presentation
(i.e. interface layer), the application processing (i.e. service layer), and the data
management (i.e. data layer). This pattern (see upper picture in Fig. 2) provides
a framework to create a seamless synergy, between knowledge-based tools and
computer aided software engineering tools, at service layer becoming a more
flexible management of interface and data.
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Fig. 2. Seamless synergic architecture

The architectural pattern can be instantiated for the enhanced requirement
engineering workflow (see the bottom picture in Fig. 2). Interface layer repre-
sents the part of the architecture that provides users a mechanism to interact
with the system. In our case, the interface is a web environment accessed from a
web browser. Data layer is in charge of storing and managing the electronic rep-
resentation of SRS handled by InSCo Requisite tool and the knowledge base that
contains the Bayesian network Requisites. Service layer contains all the function-
ality provided by the overall system. The layer is composed by the CARE tool
(i.e. InSCo Requisite), the AI techniques used to address requirements validation
(i.e. Bayesian network Requisites) and requirements selection (i.e. metaheuris-
tic algorithms) tasks, and a communication interface used to send and retrieve
information between them.

The CARE tool is in charge of the management of all the information re-
lated to the development project (requirements, customers, etc) which is stored
in a database. The knowledge-based tools carry out requirements validation
and requirements selection tasks. Communication interface connect CARE and
knowledge-based tools passing the required information needed for the execution
of the appropriated processes. Thus, requirement validation receives metrics on
the SRS and returns an estimation of the degree of revision for SRS; requirement
selection receives resources effort bound and specific measures on individual re-
quirements and identifies the set of requirements selected for implementations.
All of these communication processes are performed through XML files. Next
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subsections explain the AI techniques applied in requirement validation and re-
quirement selection.

3.1 Requirements Validation Module

Bayesian networks [17,9] are a well-known Artificial Intelligence technique suit-
able in handling decision-making problems involving uncertainty. They have the
advantage of having rich semantics and can be interpreted by the stakeholders
without a high background on Statistics. From user’s point of view, Bayesian net-
works provide a natural framework for relevance analysis and prediction tasks.
Therefore, a Bayesian network can be used in requirement validation as a pre-
dictor that determines whether a requirements specification has enough quality
to be considered as a baseline of a software project, establishing a contractual
agreement between customers and developers about what is needed to be devel-
oped [20]. Bayesian network Requisites (see Figure 3) has been designed though
interactions with experts and using several information sources, such as stan-
dards and reports, to tell us whether we can stop the iterations needed in order
to define the SRS. To assess the goodness of a SRS, Requisites uses the following
variables:

– Stakeholders’ expertise: Degree of familiarity with expertise respect to tasks
related to RE. Previous experience would lead to commit fewer errors.

– Domain expertise: Level of knowledge reached by the development team
about the project domain. If developers and other stakeholders handle the
same terminology, communication will be more effective.

– Reused requirements : If the number of requirements from reusable libraries
is high, the overall specification of the requirements may not need new iter-
ations.

– Unexpected dependencies : Unexpected dependencies between requirements
usually involve a new revision of the specification of the requirements.

– Specificity: Number of requirements sharing the same meaning for all stake-
holders. A higher specificity implies less revision and a shorter process of
negotiation in order to reach a commitment.

– Unclear cost/benefit : Requirements included by stakeholders or developers
whose benefits cannot be clearly quantified.

– Degree of commitment : Number of requirements that required a negotiation
in order to be accepted.

– Homogeneity of the description: A good requirement specification must be
described using the same level of detail. If there is no homogeneity, the
specification will need to be revised.

– Requirement completeness : Indicates if all significant requirements are elicited
and/or specified.

– Requirement variability: Represent that requirements have suffered changes.
When a requirement specification changes, it needs an additional revision.

– Degree of revision: Value predicted by Requisites Bayesian network.
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The structure of Requisites models the dependence relationships between vari-
ables. Note that each node in the network has attached its own conditional prob-
ability distribution given its parents. In the qualitative structure of Requisites,
specificity, unexpected dependencies, reused requisites, stakeholder’s expertise
and domain expertise are not affected by any other variables. Degree of commit-
ment and unclear cost benefit are related because if the degree of commitment
(i.e. the number of requirements that have to be agreed) increases, then the level
of specificity will be low. If stakeholders have little experience in the processes of
RE, then it is more likely to lead to requirements which are unclear in terms of
cost/benefits.

Fig. 3. Requisites Bayesian network [20]

The requirement completeness and homogeneity of the description are influ-
enced by the experience of software and requirement engineers in the domain of
the project and by stakeholders in the processes or tasks of RE. If experience
is high, the specification will be complete and homogeneous because developers
have been able to describe the requirements with the same level of detail and
have discovered all requirements.

Requirement variability represents the number of changing requirements. A
change in the requirements will be more likely to occur: if unexpected depen-
dencies are discovered, if there are requirements that do not add any value to
the end software, if there are missing requirements or if requirements have to be
negotiated.

Bayesian network Requisites makes its prediction in order to indicate whether
a requirement specification is sufficiently accurate or require further revision,
performing an inference process in which some evidences or observations are
used to calculate the marginal probability distribution of the variable degree
of revision. The evidences (i.e. variables observed) are provided by the CARE
tool that is in charge of extracting values of variables from the data about
projects, requirements, users’s activity and so on. Evidence is transferred from
the CARE tool to Requisites through the communication interface as a XML
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file. The Bayesian network Requisites is implemented using Elvira [6], a Java
software package for the creation and evaluation of Bayesian networks. Then,
an inference process is launched on Requisites computing the posterior marginal
probability distribution of the unobserved variables given evidence. The results
are sent back to the CARE tool via the communication interface as other XML
file.

The main advantage of applying this architecture, besides the synergy between
AI and RE, resides in the fact that the Bayesian network model can be modified
without affecting the CARE tool and vice versa, providing a great flexibility.

3.2 Requirements Selection Module

The use of meta-heuristics techniques can help experts who must decide which is
the set of requirements that has to be considered in the next development stages
when they face contradictory goals. The main aim is to combine computational
intelligence and the knowledge experience of the human experts with the idea
of obtaining a better requirements selection than that produced by developer’s
judgment alone.

The selection of a set of requirements between all those previously defined and
validated can be addressed using metaheuristic optimization techniques. Specifi-
cally, simulated annealing, genetic algorithms and an ant colony system [21] have
been adapted to solve this problem. In order to work these metaheuristics algo-
rithms for requirement selection need: a representation of the problem, which is
amenable to symbolic manipulation, a fitness function based on this representa-
tion and a set of manipulation operators. InSCo Requisite generates an interface
file in XML format containing all data needed for the execution of each of the
metaheuristic algorithms. This file is transferred through the communication in-
terface. Note that input adopts the same format for each of the algorithms, so
it would be a simple task to add new algorithms. Each algorithm searches for a
subset of requirements which maximize the customers satisfaction and minimize
the required implementation effort within the given project constraints (see [21]
for details). After its execution, the set of selected requirements obtained is sent
as an XML file through the communication interface and is presented in the
interface of InSCo Requisite. In this way, developers receive a feedback when
perform the task of requirement selection.

4 Conclusions

The purpose of this work is to define a three-layer architecture with two objec-
tives. On the one hand, allow the seamless collaboration between Requirement
Engineering tasks and some Artificial Intelligence techniques in order to perform
a software development project. And on the other, facilitate their parallel and
independent evolution.

During a software development project, the tasks belonging to the require-
ments stage workflow are inherently difficult and uncertain, and are considered
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a good domain for the application of AI techniques. In this work, we have struc-
tured the requirement workflow into several tasks, paying special attention to
those tasks that can be enhanced or supported by knowledge-based techniques:
requirement validation and requirement selection.

The generic seamless architecture has been instantiated taking advantage of
the synergy between requirement management tools (InSCo Requisite), Bayesian
networks (Requisites) and metaheuristic algorithms (Simulated Annealing, Ge-
netic Algorithms and Ant Colony Systems). In this architecture, the commu-
nication interface is responsible for making the connection between CARE and
knowledge-based tools, and has to pass the information required and needed
for the execution of the appropriated processes for requirement validation and
requirement selection tasks.

In the next future, we plan to instantiate our seamless synergic architecture to
other Software Engineering stages (e.g. software maintenance or project manage-
ment) by adding other knowledge models already developed in order to enhance
these development stages. Also, we plan to enhance and automate the definition
of the communication interface by defining languages that support it.

Acknowledgments. This work was supported by the Spanish Ministry of Sci-
ence and Innovation under project TIN2010-20900-C04-02 and by the Junta of
Andalućıa under project TEP-06174.
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Abstract. This paper introduces a factoring method for Dynamic Bayesian Net-
works (DBNs) based on Possible Conflicts (PCs), which aim to reduce the com-
putational burden of Particle Filter inference. Assuming single fault hypothesis
and known fault modes, the method allows performing consistency based fault
detection, isolation and identification of continuous dynamic systems, with the
unifying formalism of DBNs. The three tank system benchmark has been used
to illustrate the approach. Two fault scenarios are discussed and a comparison
of the behaviors of a DBN of the complete system with the DBN factors is also
included. Comparison has confirmed that DBN computation is more efficient for
factors than for the complete DBN.

Keywords: Dynamic Bayesian Networks, Possible Conflicts, Model-based Di-
agnosis, Fault Identification, Fault Detection and Isolation.

1 Introduction

The increasing complexity of current engineering systems and the increasing demand
on their safe and reliable operation even in the presence of system faults, makes fault
diagnosis an essential tool. Due to the complexity of these systems, formal methods
are required for systematic design, analysis, and implementation of system diagnosers.
Model-based diagnosis provides a formal framework to achieve these objectives.

Among the different approaches to model based diagnosis, stocastic approaches are
mandatory when we face uncertainty both on the model parameters and the sensors,
particularly in noisy environments [8]. Among stocastic approaches, Dynamic Bayesian
Networks (DBNs) [7] play an important role.

DBNs have been applied [2,5] to fault diagnosis because they allow estimating state
variables of a dynamic system without the usual Gaussian assumption for noise and
modeling errors, which no longer apply when faults occur [1]. Its major drawbacks
are computational complexity of learning and inference procedures. In model based
diagnosis, network structure and coefficients may be obtained from models. Real time
inference has been tackled with Particle Filtering [1].

A problem with Particle Filtering is ’sample impoverishment’: less weighted sam-
ples tend to disappear. Importance sampling may reduce this effect that is especially
harmful for diagnosis: faulty states have small probabilities.[11] proposes solving this
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problem using multiple DBNs: a nominal DBN to track the system in normal opera-
tion and, under single fault hypothesis, a DBN to model each fault.The fault hypotheses
are tracked in parallel by their associated faulty DBN. Eventually, the DBN which best
fits observations provides fault isolation and fault identification. The major drawback
of this proposal is the computational complexity of hypotheses tracking, because each
DBN models the whole system plus the hypothesized fault.

Factoring DBNs may reduce the computational complexity of inference [11]. In this
paper, a factoring approach based on Possible Conflicts (PCs) [9] is proposed, consist-
ing of first decomposing the system with PCs and afterwards obtaining the DBN factors
from the PCs. This approach has two advantages: structural observability of the factors
is warranted [6] and fault detection and isolation may be performed on the standard
framework of Consistency Based Diagnosis [10] with nominal DBN factors. Fault iden-
tification in a predictive approach requires considering fault modes [4]. Consequently,
the DBN factors are modified to model the fault and tracking the faulty system.

Along the paper, the three tank system benchmark is used to illustrate several con-
cepts. Section 2 provides a basic background about DBNs. Section 3 discusses a method
to derive DBNs from PCs. Section 4 introduces the diagnosis architecture to perform
fault detection, isolation and identification with PC factored DBNs. In Section 5 two
fault scenarios are examined. Section 6 compares the performance of the DBN of the
complete system with the DBNs factors. After Discussion, Conclusions are stated.

2 Dynamic Bayesian Networks Background

Dynamic Bayesian Networks are a probabilistic temporal model representation of a
dynamic system. Basically, a DBN is a two slices Bayes Network (BN). Assuming that
the system is time invariant and a First Order Markov process, two static and identical
BN connected by inter slice arcs are enough to model the system [7]. Inter slices arcs
model system dynamics. Intra slice arcs model instantaneous (algebraic) relations.

The system variables (X, Z, U, Y ) represented in a DBN are the inputs (U ), the state
variables (X), the observed or measured variables (Y ) and, in some cases, other hidden
variables (Z) . Once we have the nodes, we need to define the parameters of the model,
which are the state transition model (graphically represented by the inter slice arcs) and
the sensor model (represented by intra slice arcs).

Exact inference in DBNs is not computationally tractable. Hence, Monte Carlo sim-
ulation methods are use for approximate inference, particularly Particle Filter algorithm
[5]. The unknown continuous stochastic distribution of the state is approximated by a
discrete distribution obtained by weighted samples. After propagation of the state, the
weights are updated with current observations. In this work, we assume a Gaussian
distribution.

Figure 1 shows the three tank system in a) and its DBN model in b). There are three
available measurements: (1) the flow out of tank 1 (F1), (2) the flow between tank 1 and
tank 2 (F12) and (3) the flow out of tank 3 (F3). They are represented in the network
by f4, f6 and f16 respectively. Fin is a constant input, represented by node f1. Nodes
e2, e8 and e14 are the state variables, the pressures at the bottom of each tank. Hence,
X = {e2, e8, e14}, U = {f1}, Y = {f4, f6, f16} and Z = {}.
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Fig. 1. a) Three tanks system. b) DBN modeling the three tanks system in a).

The DBN structure and parameters may be obtained from the state space equations
of the system.

3 Obtaining DBN Factors from PCs

3.1 Possible Conflicts Background

Possible Conflicts (PCs) is a compilation technique for consistency based diagnosis of
dynamic systems [9]. Essentially, PCs are minimal over determined subsystems with
analytical redundancy.

Possible conflicts can be automatically derived from a hypergraph model of a system.
This hypergraph is just an abstract representation of the system equations in state space
form. Hyperarcs of the hypergraph represent an equation (more generally, a constraint)
and the nodes included in the hyperarc are the variables of the equation (i.e. constraint).

Each PC has associated a directed hypergraph called Minimal Evaluable Model
(MEM). Nodes of the directed hypergraph represent variables of the system and di-
rected hyperarcs represent a constraint with a causal assignment. From a given MEM,
a computational model of a PC can be directly obtained replacing each hyperarc by its
corresponding equation. A distinguished node in a MEM is the discrepancy node, that
is the node where redundancy manifests.

The three tank system of Figure 1 a) has three PCs. Figure 2 a) shows the MEM
of PC1 for this system. ec1 1 models the mass balance at tank 1, ec4 1 models the
flow out of tank 1 and ec12 1, ec13 1 and ec14 1 model the sensors. The dash arc is a
differential constraint in integral causality. The discrepancy node in PC1 is f4.

A relevant aspect of PCs is that each possible conflict identifies a subsystem that is
independent, in the sense that it can be analyzed in isolation, because PCs are struc-
turally observable [6]. Moreover, they are minimally redundant. These properties make
them an interesting tool to decompose DBNs.
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Fig. 2. a) Possible Conflict 1 of the three tanks system. b) DBN model for Possible Conflict 1.

3.2 Generating a DBN from a PC

In this work we propose a method to obtain a DBN from the associated MEM of a PC.

Proposition 1. Those Possible Conflicts with a MEM containing:

– Condition 1, a state variable and a differential arc,
– Condition 2, a path made only of instantaneous arcs from an estimated state vari-

able to a discrepancy node that is observed,

provide the minimal structural description of a DBN for the subsystem defined by the
possible conflict.

Condition 1 is required to have a dynamic system. Condition 2 is necessary to avoid an
empty sensor model in the DBN.

The demonstration of Prop. 1 is constructive and generally requires two steps:

– Structure: Generate DBN structure from nodes and hyperarcs of the related MEM
according to the criteria of Table 1.

– Simplification: For any state variable which is conditionally dependent only on
input nodes, replace that state variable and inputs by a new input node, according
to algebraic MEM computation.

The Structure step defines the initial sets of nodes and arcs of the DBN. Second step
of the construction process just simplifies the DBN, eliminating state variables that are
algebraically estimated from known inputs and observed variables in the original MEM.

Figure 2 b) shows the DBN obtained from the PC1 of the three tank systems, ap-
plying just the Structure step. None of the PCs of this system needs to perform the
Simplification step to generate the DBN.

4 Diagnosis Architecture with DBNs and PCs

Factored DBNs from Possible Conflicts allows tackling all the stages of model based
diagnosis, that is, fault detection, fault isolation and fault identification, in the Consis-
tency Based Diagnosis framework with fault models in a predictive approach. Figure 3
shows the architecture of the system.
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Table 1. How to derive the DBN structure from a PC hypergraph: On the left there are the equiv-
alence between nodes in the hypergraph of a MEM and nodes in the DBN. On the right, the
equivalence between relations in the hypergraph of a MEM and arcs in the DBN.

PCs DBNs PCs DBNs
Inputs (U) Inputs Differential constraint Inter slice arc for re-

lated state variable
Observation of
the discrepancy
node

Observation
(sensor model)

Path from a state variable to a state
variable, including only one differen-
tial constraint

Inter slice arcs from
state variable to state
variable

Any other ob-
servation

Input Path from an observation or input to a
state variable, including only one dif-
ferential constraint and no additional
state variables

Inter slice arcs from
nodes to state variable

States States Paths without differential constraints,
starting or ending at a state variable

Intra slice arcs

Fig. 3. The diagnosis architecture integrating DBNs and PCs

4.1 Fault Detection

Nominal DBN factors are obtained off line from the system model through PCs decom-
position. The three resultant DBN factors for the three tank system are shown in Figure
2 b) and Figure 4. These DBN factors are run in parallel to perform fault detection. A
ztest [3] on the residual of tracked variables is used to decide on detection of each DBN
factor.

4.2 Fault Isolation

In a predictive approach, fault isolation requires introducing fault modes. We have opted
for a simple abrupt fault model [11].

Abrupt Fault. An abrupt fault is characterized by a fast change in a parameter value.
The temporal profile of a parameter with an abrupt fault, pa(t) is given by:

pa(t) =

{
p(t) t < tf

p(t) + b(t) = p(t) + σa
p t ≥ tf
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Fig. 4. DBN model for a) the PC2 and b) the PC3 of the three tank system

where σa
p models the absolute change of the parameter value. For all the considered

faults, σa
p is set to 10% of the nominal value of the parameter.

There are 8 possible abrupt faults: in the capacitances of each tank (C1, C2 and C3),
in the resistance of the output of each tank (Rv1, Rv2 and Rv3) and in the resistance
of the flow between tanks (Rv12 and Rv23). The fault signature matrix of the DBN
factors is the same as the fault signature matrix of the PCs of the system (see Table 2).
We use this fault signature matrix to generate Reiter candidates, which are updated if
new observations generate new detections, assuming non intermittent faults.

Table 2. Transposed fault signature matrix of the three tank system

C1 C2 C3 Rv1 Rv12 Rv2 Rv23 Rv3

PC1 1 1
PC2 1 1 1 1 1 1 1
PC3 1 1 1 1 1

For complexity reasons, we limit fault identification to single faults. DBN factors
for each fault mode are obtained from DBN factors of the nominal system according to
[11] proposal. Nominal DBN factors are extended with an additional node for the faulty
parameter. If some network node is conditionally dependent on the new node, an edge
is added from the new node to the ’not conditionally independent’ node. Figure 5 shows
the faulty network factor obtained from PC1 for an abrupt fault in the capacitance of
tank 1. For each DBN factor it is necessary to build as many faulty DBNs as indicated
in the fault signature matrix.

Fault isolation requires tracking the system with faulty DBNs. For each single fault
candidate a faulty DBN factor has to track the system. If a new detection allows re-
ducing the number of single fault candidates, the corresponding fault hypotheses are
rejected and the associated DBN factors no longer track the system. Eventually, one of
the faulty DBNs will converge identifying the new value of the parameter.
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Fig. 5. DBN of PC 1 of the three tanks system with a fault in the capacitance of tank 1

5 Fault Scenarios

We have developed two fault scenarios for the three tank system: (1) an abrupt fault
in the capacitance of tank 1 and (2) an abrupt fault in the resistance out of tank 3. In
both cases the fault magnitude is 10% of the nominal value of the parameter. We have
simulated for 10, 000 time steps, starting with the three tanks empty and injecting the
faults at time stamp 2, 000. Simulink has been used to generate data of the faulty system.
A 5% and a 0.5% Gaussian noise has been added to sensors and input, respectively.
The number of particles used in the Particle Filter algorithm has been 500. Ztest has
been applied to decide on network detection and also on network convergence for fault
identification.

5.1 Abrupt Fault in C1

Fault detection is performed with the nominal DBN factors (see Figure 6 I)). The DBN
from PC1 (PC2) detect the fault at time 2, 001 (2, 002) (Figure 6 I): a, b) According to
the fault signature matrix of the system, Table 2, the factor from PC3 does not detect
the fault (Figure 6 I): c).

Hence, from time 2, 002 there is only one single fault candidate: C1. We have run the
faulty DBN of PC1 for a fault in C1 (Figure 5) starting 50 time steps before the fault is
injected, to launch simulation from a known system state with nominal behavior. The
behavior of the network is shown in Figure 6 II). Convergence time is 389 time steps,
(339 after fault injection).

5.2 Abrupt Fault in Rv3

Like in the previous scenario, fault detection is performed with the three nominal DBN
factors. Now, only the factor form PC3 detects the fault, at time 2, 007.

In this case, we have 5 single fault candidates (C2, C3, Rv2, Rv23 and Rv3) and we
have to run the faulty DBNs from PC3 for all these faults to check which one converges.

The DBN from PC3 with the extra node for the fault in Rv3 is able to track the
state variables and it also gives us a good estimation of the parameter after the fault.
Table 3 presents the results for both experiments. Although not displayed, faulty DBNs
modelling a different fault do not converge.
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Fig. 6. I) Observed variables tracked with nominal DBNs of a) PC1, b) PC2 and c) PC3 for an
abrupt fault in the capacitance of tank 1. II) State variable tracked with the faulty DBN of PC1
for the same fault and the estimation of the parameter C1.

6 Comparing Complete DBN and DBN Factors Performance

This section presents a quantitative comparison of the performance of the DBN of the
complete system and the performance of the DBN factors. We have estimated mean exe-
cution, detection and convergence times. Parameter value convergence is also
considered. All experiments have been repeated ten times. Table 3 sum up the results
mentioned before. In the Nominal DBNs columns, the column Execution Time, shows
execution time for 10.000 time steps. As it was to be expected, DBN factors require
less computation time than the original DBN. Faults are injected at time 2000. Columns
Detc. C1A and Detc. Rv3A show that detection time is similar for every network con-
sidered. There are no false positive detections.

Table 3. Performance summary for the two faulty scenarios with nominal and faulty DBNs

Nominal DBNs Faulty DBNs
Exec.
time

Detc.
C1A

Detc.
Rc3A

Exec.
C1A

Exec.
Rv3A

Conv.
C1A

Conv.
Rv3A

MSE C1A MSE
Rv3A

Complete 84.25 2, 001 2, 008 46.66 67.15 1.15 ·103 3.78 ·102 2.62 ·10−8 2.77 ·104

PC1 71.14 2, 002 43.43 3.89 ·102 2.06 ·10−8

PC2 77.77 2, 001 45.4 4.95 ·102 1.67 ·10−8

PC3 78.4 2007 63.31 3.78 ·102 2.81 ·104

For fault identification, simulation starts 50 time steps before the fault is injected and
simulation time extends to 8.050 seconds. Table 3 under Faulty DBNs, shows execution
time (first two columns) for faulty networks, that are also smaller for DBN factors. Third
and forth columns show convergence time for each fault. Compared with the complete
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DBN, convergence time is smaller for the fault in capacitance of tank 1, and it is equal
for the fault in resistance Rv3.

Finally, in the same table, the last two columns have the Mean Square Error (MSE)
of the estimated parameter. Error is smaller for PC1 and PC2 for faults in capacitance
of tank 1, but it is slightly bigger for PC3 for fault of resistance Rv3. The variance
of convergence times and MSEs, not displayed in the table, are smaller for the DNBs
factors than for the complete network by one and two, respectively, orders of magnitude.

7 Discussion

The two faulty scenarios considered in this paper show that PCs decomposition from
a state space representation of a system allows using a unique formalism, DBNs, to
perform fault detection, isolation and identification with a simple architecture.

Interpretation of quantitative efficiency measures should be done carefully, because
final quantitative figures depend on several factors, including fine parameter tuning of
the diagnoser. All experiments have been performed with Matlab, with the same Par-
ticle Filtering software and on the same machine. Ztest parameters have been selected
conservatively, favoring the convergence to the real parameter value against fast fault
identification. These initial experimental results indicate that the approach is compu-
tationally advantageous even for a small system like the three tanks system. Further
research is needed to obtain confident conclusions about parameter value estimation
accuracy. The DBN factor from PC2, which keeps all the state variables of the system
and a single observation, provides the best estimation of the new value of the capacity
in tank 1. However the DBN factor from PC3, with a simpler structure, estimates the
value of Rv3 slightly worse than the DBN of the complete system.

A related approach to fault detection, isolation and identification of continuous sys-
tems with factored DBNs is presented in [11]. Their proposal to obtain DBN factors
is based on conditional independence. They define DBN factors as a subset of random
variables of the complete DBN, conditionally independent of the variables in all other
DBN factors, for a given set of observations. Afterwards, they iteratively have to merge
factors until an observable DBN factor is obtained.

Both approaches have some similarities, like eliminating state variables that can be
computed by algebraic relations and assuring that the resulting factors are observable.
However, the factoring methodology is different. In [11] network splitting does not con-
sider observability, which has to be recovered later merging unobservable factors with
other factors. In contrast, PCs decomposition warranties the observability of the factors,
which also assures their conditionally independence. Factoring is more systematic with
the PCs decomposition. Deriving factors from the PCs has the advantage that all mini-
mal factors with analytical redundancy are found. Minimal factor are desirable because
they have the potential to maximally reduce computing time on a simulation based ap-
proach, particularly for fault identification. Nevertheless, further research is needed to
characterize both approaches on those dimensions and to compare their performance on
complex, real systems.
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8 Conclusions

This work has presented a method to factor Dynamic Bayesian Networks: generate
the factors using Possible Conflicts. These factors are minimal redundant structurally
observable subsystems. Factoring is desirable because it reduces system complexity,
simplifying its analysis and enabling the design of more efficient diagnosers. Structural
observability of the factors is needed not only to compute the state variables of the
factors, but also to assure their conditional independence of the other minimal factors.

Based on DBN factors, a unified solution has been proposed to Consistency Based
fault detection, isolation and identification. Two scenarios have been developed on the
three tanks system benchmark to illustrate the proposal. A quantitative comparison of
the performance of the DBN of the complete system and the DBNs factors has also been
done, in terms of execution, detection, and convergence time plus parameter estimation
error. Comparison has confirmed that DBN computation is more efficient for factors
than for complete DBNs.
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Abstract. The main aim of e-learning is to provide a learning route
where activities are tailored to individual necessities. But this is not
always enough, as this route needs to be executed in a real learning
management system where some discrepancies (between the real and ex-
pected situation) may appear. In this paper we focus on the generation of
these routes from a planning perspective, but also on the monitoring and
execution of the routes and, in case of significant discrepancies, provide
a planning approach for adapting the route —rather than generating a
new one from scratch. We demonstrate that this approach is very valu-
able to maximise the stability of the learning process, and also for the
performance and quality of the learning routes.

Keywords: applications of AI, e-learning, planning, personalisation of
e-learning routes.

1 Introduction

E-learning is, in essence, a multidisciplinary field that takes advantage of the
current advances in technology and integrates many techniques from different
fields, such as educational theories, profile identification and modelling, knowl-
edge representation, AI methods and optimisation procedures among others.

The minimal component of e-learning is a Learning Object (LO), which is an
interoperable resource to be used in flexible learning routes that support and
enhance learning. Thus, LOs have been likened to LEGO bricks and the way
they can be stacked to form bigger structures and reused once and again. In
other words, the utmost LO reusability cannot be achieved by considering the
LOs as isolated components, but as aggregated elements for large courses to
be eventually executed by students. From this execution perspective, we have
to deal with two challenging issues. First, how to build the right sequence of
LOs for each student, i.e. to provide a learning route where LOs and activities
are tailored to the specific needs, objectives, background and, in general, profile
of each student (personalised learning [5,10,14]). Second, how to monitor the
execution of the learning route, check its progress and act when discrepancies
(differences w.r.t. the expected state) appear, i.e. to provide a flexible adaptation
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process that does not ignore the original student’s interests and tries to reuse the
original route as much as possible. This paper mainly builds on these two issues
and contributes with an AI planning approach to: i) model and encode learning
courses and students’ profiles as planning problems; ii) solve these problems
to find plans, i.e. learning routes, that entirely fit the students’ interests; iii)
monitor the execution of the learning routes checking its validity; and iv) adapt
the route in the event of a discrepancy that prevents the execution of the route.

The structure of the paper is as follows. Section 2 presents some related work
for course composition and personalisation of learning routes. In section 3 we
propose our schema for planning e-learning routes, give a short description on the
knowledge representation stage to compile the corresponding planning problem
and detail the importance of stability in e-learning. How we can interleave execu-
tion, monitoring and adaptation of learning routes is deeply explained in section
4. Section 5 shows our experimental results and, finally, section 6 concludes the
paper.

2 Related Work

Course composition has been traditionally seen from two perspectives: i) adap-
tive courseware generation, and ii) dynamic courseware generation. In the for-
mer, the idea is to sequence an individualised course taking into account specific
learning goals and the student’s previous knowledge. Thus, the main goal is to
ensure that a student completes all the activities that an instructor deems impor-
tant, which makes the objective instructor-centered [1]. Many techniques have
been successfully applied to generate personalised courses as a means to bring
the right content to the right person, such as adjacency matrices, integer pro-
gramming models, neural networks and AI planning [3,5,7,8]. In the latter, the
system observes the student’s progress during his/her interaction with a general
course and dynamically adapts it according to the specific student’s needs and
requirements [11,13]. Hence, the goal is to assist students in navigating in a com-
plex information space in order to achieve whatever goal they choose, making
this type of hypermedia technique student-centered. In other words, the adap-
tive generation selects LOs from a given repository in a way which is appropriate
for the targeted individuals, whereas the dynamic generation provides a more
accurate browsing associated with an on-line course in an optimal order, where
the optimisation criterion takes into consideration the student’s background and
performance.

There are a few works, such as [2,14], that combine the two previous perspec-
tives as part of their own intelligent tutoring systems. But in most cases, once
the route is created, the monitoring part to check its execution is missing. This
represents an important limitation, because it is not only important to generate
a personalised route, but also to check how it is navigated and executed by the
student, and adapted if some discrepancies (between the real and expected sit-
uation) appear. Revisiting the LEGO metaphor, it does not suffice with having
the plan of a big structure because we also need to put it into practice. And if
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Fig. 1. Overall structure for using planning in an e-learning setting

one brick is missing when creating the structure, we do not discard the whole
structure but try to replace the missing brick with others that play a similar role
(and reuse as much part of the original structure). This paper overcomes this
limitation by using e-learning and planning standards, making it more general
and applicable.

3 A General Approach for Planning E-Learning Routes

3.1 Description of the Structure at a Glance

Fig. 1 depicts the general structure of our approach. The idea is to define a
course by using LOs available in (Web) repositories. Once the course has been
defined and the students’ profiles —in terms of background, learning styles and
interests— have been modelled, an automatic translator compiles all this infor-
mation as a planning problem to be solved by a standard planner. The planner
generates a plan, i.e. a learning route, that is validated by one teacher (and also
stored in a plan library). This route is uploaded to a Learning Management Sys-
tem (LMS) as a plan manifest that allows a student to navigate through his/her
tailored route. The LMS also monitors the execution of each route and if any
discrepancy is found between the real and expected state, a new planning itera-
tion is launched to fix (adapt/replan), or improve, the learning route. Note that
the new route should not significantly differ from the original one, so keeping a
high stability record is important in e-learning.

3.2 Compilation of Domain+Planning Problem

This is a knowledge representation stage and provides the foundations for us-
ing planning technology. It consists in mapping the information about the course
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(the LOs, their relationships, technical and educational requirements) into PDDL
actions, which define the planning domain. LOs are usually labelled by an XML
metadata format, such as LOM [9]. Thus, the planning domain is generated
by iterating all over the LOs of the course to generate one PDDL action per
LO. This compilation is very efficient (polynomial time), as each action com-
prises four entries automatically extracted from the values of the LO metadata
specification: i) name of the LO; ii) duration of the LO (learning time); iii) pre-
conditions, based on the profile’s dependence plus the relations defined in its
metadata; and iv) effects, based on the learning outcomes. For further details
about this compilation see [5].

On the other hand, the planning problem is compiled by extracting the rele-
vant students characteristics from his/her e-portfolio, which are obtained from
the XML files in IMS-LIP and IMS-QTI standards. In addition to the initial
state (background) and learning goals per student, it can also include the met-
ric to be optimised, such as finding the shortest learning route or the one that
maximises a given reward, score or learning utility.

The generation of a PDDL planning problem facilitates the use of independent
solvers, which provides a nice approach to abstract the e-learning specific features
from the planning details. When a plan is found, as a sequence of LOs that best
suits the student, it is displayed in a LMS (see Fig. 1).

3.3 The Importance of Plan Stability

The ultimate objective in planning is to construct plans for execution. How-
ever, when a plan is executed in a real environment it can encounter differences
between the expected and actual context of execution. These differences can
manifest as divergences between the expected and observed states of the world,
or as a change in the goals to be achieved by the plan. In both cases, the orig-
inal plan must be replaced with a new one. In replacing the plan an important
consideration is plan stability. As proposed in [4], we use this term to refer to
a measure of the difference a process induces between an original (source) plan
and a new (target) plan. In general, we will be considering cases where the new
plan is intended to solve a different, although related, problem to the one solved
by the original plan. This means that there will inevitably be a difference be-
tween the plans. In the e-learning context it is extremely important to preserve
as much as possible the LOs planned for each single student; in fact, it could be
extremely disappointing if a completely new sequence of LOs is proposed to the
students given a change in the current state, and it should be avoided as much
as possible, especially if the original LOs can still be used.

Then, we decided to use a simple but very effective notion of plan stability
[4,12] based on the distance in terms of number of different LOs between two
learning plans. Following the formalization proposed in [4], the distance between
two plans is simply defined as the number of actions (LOs in our context) that
appear in the first plan and not in the second, plus the number of actions that
appears in the second plan and not in the first one. Given an initial learning plan
that is no longer valid due to a change of the current state or to a change of the
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domain representation, the notion of plan stability is simply defined in terms of
the distance of the new solution plan w.r.t. the original plan.

4 Executing, Monitoring and Adapting E-Learning
Routes

The use of LMSs is important, mainly for the students but also for the teachers.
The LMS identifies the instructional design per student, i.e. his/her learning
route, can be visualised under the IMS-CP or SCORM specifications following
the compilation criteria described in section 3.2. The LMS is therefore useful
not only for navigation matters, but also to automatically monitor the student’s
progress and detect significant discrepancies between the current situation and
the scheduled (expected) situation in a kind of checkpoint (see Fig. 2). These
discrepancies appear due to changes on the background/profile information, the
temporal constraints, the resource availability, or the execution of the LOs in
themselves. Some examples of this are:

– The student’s background is externally changed. For instance, the student
is involved in an external language course, or has worked with many LOs in
that language, and consequently (s)he has become more proficient in such a
language. These improvements in the student’s skills will allow him/her to
choose now from a higher number of LOs.

– The learning style orientation of the student changes throughout the course
execution, which entails a revision of the remaining LOs of the course. Some
of them will remain valid, but others should be replaced to fit the new student’s
profile.

– The student has extra temporal constraints (getting a new job or being sick),
and now (s)he has less time to accomplish the goals of the course, thus being
unable to perform some LOs. This is likely to create an inconsistency when
using tightly-agenda LOs.

– There is a change in the availability of the equipment, which is temporary
unavailable. Or perhaps the student has now a better-equipped computer.
In both cases, the learning route may require an adaptation process.

– During the course execution the student might fail a test or questionnaire,
that is a checkpoint LO used to evaluate his/her comprehension on the course
objectives. If this comprehension shows a low score, the student’s perfor-
mance will not be enough to attain the learning outcomes.

As can be noted, there are both positive and negative discrepancies. Positive
discrepancies, such as having more available resources or when students’ abilities
are improved, do not invalidate the learning route, but they could lead to a better
quality route, i.e. shorter makespan or higher reward plans. On the contrary,
negative discrepancies make the learning route no longer executable, e.g. some
resources are unavailable or the student fails an evaluation activity.

The changes in students’ background, learning styles and temporal constraints
must be modified directly by the students using the LMS interface. Changes
related to the resource availability are usually updated by teachers, and scores
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of evaluation activities can be input by the teachers or automatically calculated
by the LMSs. With all these changes, a new (planning) problem with the same
learning goals —although they can be also changed if desired— and a new initial
state is created. After this, our way of proceeding is depicted in Fig. 2. When
changes in the student’s profile are detected, we simulate the execution of the
remaining part of the learning route, starting from the new state, in order to
identify if it contains flaws, i.e. whether the prerequisites of LOs and the goals are
satisfied or not (this validation process can be computed efficiently in polynomial
time w.r.t. the number of actions in the remaining part of the plan [6]). If an
inconsistency is detected, it is highlighted to the teacher and (s)he can decide
whether to repair it manually or to ask for a new plan to the planner that will
fix the flaw, that is automatic adaptation. If no inconsistency is detected, a new
schedule of the remaining LOs is provided to the student in order to better satisfy
his/her requirements and time availabilities; note that this new schedule can be
simply computed in polynomial time w.r.t. the number of LOs and resources
involved, and does not require any kind of validation by the teacher since the
LOs have not changed. Moreover, the student and the teacher can also ask the
planner if a new plan of better quality, according to the new student’s profile
and the current resources, can be found. Anyway, once a new plan is computed
by our system it must be always validated by the teacher before its execution,
and the plan stability, in terms of number of actions of the original plan, is of
capital importance to reduce the teacher’s overhead. When the plan execution
finishes and all the students’ goals are satisfied, the corresponding plan is stored
in the case base (plan library), if not already present, closing in this way the
learning cycle as shown in Fig. 1.

5 Experimental Results

In this section we test the effectiveness of our adaptation approach vs. plan gener-
ation techniques when discrepancies appear while executing the learning routes.
Particularly, we focus on: i) the CPU time required to repair (adapt or replan)
the routes, ii) the best qualities in terms of higher reward plans, and iii) the
best stability that can be obtained in a given deadline. We use 2 real, different
Moodle courses (planning domains), on Discrete Maths and Natural Sciences,
which are medium- and large-size, respectively. For each of the 2 courses, we have
created 4 initial configurations (with 20, 40, 60 and 80 different students, respec-
tively), and defined 10 variants per configuration, thus considering 88 planning
problems in total (the 80 variants plus the 8 initial configurations). Each variant
artificially simulates the changes that may occur during the route execution in
an incremental way. That is, in the first variant some equipment is no longer
available. The second variant maintains these changes and includes restrictions
on the students’ availability; and so on for the other variants.

In addition to our adaptation approach, implemented on lpg-adapt [4], we
have used two state of the art planners, sgplan6 and lpg1. Since lpg and
1 For a further description of these planners see http://ipc.icaps-conference.org
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Fig. 2. Schema for monitoring and adapting the e-learning route

lpg-adapt are stochastic incremental planners and different executions usually
differ, we have performed 5 runs for each planning problem and taken the median
of these values for our plots. All tests were performed on an Intel(R) Xeon(TM),
CPU 2.40GHz, 2GB of RAM, and censored after 10 minutes. In our tests, the
input plan (i.e. the learning route) to be adapted by lpg-adapt was obtained
by using the best quality plan generated by lpg and sgplan6 on the initial-
configuration planning problem used to create the corresponding variants.

Fig. 3 depicts the results: the time taken to produce a solution —the first one
for lpg and lpg-adapt— (top); the quality of the generated routes (middle);
and the stability, in terms of distance of the new routes to the original ones
(bottom). We show the best distance and plan quality across all plans produced
in the entire optimisation phase2. The results demonstrate that plan adaptation
is at least as fast as replanning, and usually faster. Obviously, adaptation shows
less useful when the changes are significant and fixing the route requires more
effort than simply discarding it and rebuilding a new one from scratch. But the
benefits for investing this effort can be seen in terms of stability. On the other
hand, the adaptation sometimes comes at a price in terms of quality, as the

2 Note that the first plan generated by lpg and lpg-adapt, the best quality plan
and the best distance plan could be different plans. It depends on the teacher’s
preferences to give more importance to the plan quality or to the plan stability by
selecting the most appropriate solution plan during the validation process.
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Fig. 3. CPU time (on a logarithmic scale), plan qualities and number of different LOs
w.r.t. the input plan of the adaptation —small values are preferable except for quality.
We compare our adaptation approach (lpg-adapt) vs. replanning (lpg and sgplan6).
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route is adapted to fit a new configuration rather than constructed expressly
for it. But our experiments show that the quality for adaptation can be better
than for replanning, particularly in the most complex problems (see Fig. 3). We
therefore compare the best relative qualities of plans generated by adaptation
and replanning within a certain CPU time limit. Finally, the best values for sta-
bility are outstandingly achieved in plan adaptation. While replanning generates
routes that are consistently very different to the original ones (see sgplan6 for
a clear example), the differences between the adapted plan and the original plan
are very small. This indicator is very appealing in an e-learning setting as the
students/teachers do not want to deal with an entirely new learning route after a
little change happens during execution. Quite the contrary, students and teach-
ers prefer a kind of inertia in the learning routes that facilitates the learning
process.

6 Conclusions

Personalisation of e-learning routes is essential for both educational and enter-
prise organizations, as it supports a continuous and fruitful lifelong learning
process. In this paper, we have presented a flexible way that consists in the com-
pilation of the course+students characteristics into a a planning problem to find
these routes. But once a learning route is generated, how the students execute
such a route (and use its LOs) is also a challenging aspect. Monitoring the route
may detect inconsistencies that can turn it invalid, and an adaptation process
becomes crucial.

We have proposed an approach for executing and monitoring learning routes
that uses an adaptation method to repair unexpected discrepancies (and to im-
prove the quality of the original plan when possible). This approach has some
advantages, which are the main contributions of this paper: i) it is implemented
on top of a standard LMS platform (Moodle), and all the information retrieved
and produced is mapped from, and to, e-learning standards; ii) the adapta-
tion technology considers, not only students’ preferences on the course, but also
teachers’; iii) it allows dynamic changes both on the students’ profiles (plan-
ning problem) and on the course structure (planning domain); iv) it provides
multi-optimisation methods, useful for modern planners and for navigation in
LMSs.

As part of our current work, we are addressing two issues. First, to extend the
notion of plan stability to deal with extra temporal and resource constraints (e.g.
the use of a laboratory at a specific time or the participation of the same set of
students in group activities). The idea is to include structural properties of the
original plan expressed as preferences to be maintained in the new plan. Second,
to implement a collection of Web services to be used as a standard interface for
LMS-based agents to monitor changes in the student’s profile, course composition
and description. This will allow us to evaluate our approach in a higher number
of real students and situations.
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Abstract. This paper describes the application of multiobjective heuristic search
algorithms to the problem of hazardous material (hazmat) transportation. The
selection of optimal routes inherently involves the consideration of multiple con-
flicting objectives. These include the minimization of risk (e.g. the exposure of
the population to hazardous substances in case of accident), transportation cost,
time, or distance. Multiobjective analysis is an important tool in hazmat trans-
portation decision making. This paper evaluates the application of multiobjective
heuristic search techniques to hazmat route planning. The efficiency of existing
algorithms is known to depend on factors like the number of objectives and their
correlations. The use of an informed multiobjective heuristic function is shown to
significantly improve efficiency in problems with two and three objectives. Test
problems are defined over random graphs and over a real road map.

1 Introduction

The problem of hazardous material (hazmat) transportation [7] is currently an active re-
search topic. The search for alternative routes that minimize the risk of exposure of the
population to hazardous substances can avoid bigger disasters in case of an accident.
This involve the consideration of several aspects at the same time, like the transporta-
tion time, distance and cost besides risk. Multiobjective analysis [5] becomes then an
important tool in hazmat tranportation decision making.

In the literature, the performance of blind search multiobjective techniques has been
widely analyzed [2]. In this paper, multiobjective heuristic search algorithms have been
applied to the hazmat tranportation problem. The experiments performed in this paper
report a substantial improvement over blind multiobjective search. The cases of two and
three objectives have been analyzed, achieving similar conclusions.

The paper is organized as follows. Section 2 summarizes related work on hazmat
route planning and previous results in single and multiobjective search. Section 3 de-
scribes the evaluation performed while section 4 presents the experimental results.
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A brief discussion about the results can be found in section 5. Finally, some conclu-
sions and future work are outlined.

2 Antecedents

2.1 Hazmat Route Planning

The majority of the study on hazmat transportation deals with two related subjects:
the evaluation of the risk for the population and the environment affected by the haz-
mat shipments, and the selection of a set of alternative paths to service the hazmat
shipments. Erkut et al. in their survey on hazmat transportation classify routing hazmat
shipments into local and global route planning problems [7]. In the local route planning
problems, one is concerned with finding route(s) between a given origin-destination pair
for a given hazmat, transport mode, and vehicle type. In the global route planning prob-
lem, in general, we have to find a set of paths to route hazmat shipments from distinct
origins to different destinations.

There are many papers in the open literature addressing the hazmat local route plan-
ning problem. A brief summary of some key papers follows. Abkowitz and Cheng [1]
developed a model that incorporates risk as a cost into a framework for optimizing the
routing of hazardous materials. Kara et al. [13] proposed a simple modification of Di-
jkstra’s algorithm to find a route that minimizes the exact version of the path incident
probability. Erkut and Verter [8] introduced a technical risk function in which the val-
ues of risk are calculated as the product of the probability of a release accident by the
consequence of the incident. Moreover, Erkut and Ingolfsson [6] proposed a simple de-
mand satisfaction model in which the cost of multiple trips are considered in case of an
incident should terminate a trip. Even if hazmat route planning is intrinsically a multi-
objective problem only few papers address it by means of multi-objective optimization
approaches. Cox [3] developed a multi-objective algorithm in order to find the shortest
path for the hazmat transportation problem using different attributes associated to the
network links, such as travel time, population density, etc; successively, Wijeratne et al.
[20] proposed a model considering stochastic attributes for the network links. Recently,
Caramia et al. [2] proposed an algorithm for hazmat shipments that selects k represen-
tative paths among the set of efficient paths, with respect to the minimization of length,
time (cost) and risk; in particular, the selection is made by choosing paths with high
spatial dissimilarity.

2.2 Multiobjective Heuristic Search

When modelling route planning as finding paths in a graph, arcs represent roads and
nodes represent road junctions. Arcs labels represent road costs. We can then apply
Dijkstra’s [4] or A* algorithm [12]. In the case of A*, heuristic estimates are used to
accelerate the search for an optimal path to a goal or destination node. While Dijk-
stra’s algorithm uses only the accrued costs g(n) of the best known paths to each node
n, the selection of the next best alternative in A* is based in an evaluation function
f(n) = g(n) + h(n) that includes information about the estimated distance h(n) from
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node n to the goal. When these estimates are lower bounds of real optimal costs, A* is
guaranteed to find the optimal solutions. Additionally, under reasonable assumptions,
better heuristics are known to improve search performance [17]. Several approaches
have been recently proposed to improve heuristic estimates in route planning problems
[9] [10].

In multiobjective graph search arcs are labelled with cost vectors. Each component
in a vector represents a different attribute to be minimized. For example, in the biobjec-
tive case an arc from a node n to another m is labelled with c(n, m) = (c1, c2). The use
of cost vectors in multiobjective problems induces only a partial order relation ≺ called
dominance, and for all v, v′ ∈ Rq, v ≺ v′ iff for all i (1 ≤ i ≤ q), vi ≤ v′i and v �= v′

where vi denotes the i-th component of vector v. This property has an important con-
sequence: many different nondominated paths may reach every node. Therefore, such
problems are more difficult to solve than single-objective ones, since all nondominated
solution paths must be found. This solution set is known as the Pareto front.

Multiobjective extensions of Dijkstra’s algorithm were proposed by Hansen [11] and
Martins [16]. Regarding heuristic search, three different extensions of A* have been
proposed: MOA* [18], Tung & Chew’s algorithm [19], and NAMOA* [14]. The lat-
ter has been recently proven optimal among heuristic admissible multiobjective algo-
rithms [15] . Additionally, the performance of NAMOA* has been shown to improve
in a similar way to A* with better informed heuristics. Therefore, NAMOA* is the
algorithm chosen for the experiments described in this paper.

In NAMOA* each node n may be reached by a number of distinct nondominated
paths (labels). Thus, all of them need to be stored, raising the memory requirements of
the algorithm. These accrued costs of alternative paths are divided in two sets for each
node: Gop(n), that keeps unexplored or open labels, and Gcl(n), that keeps explored
or closed labels. Heuristic estimates can be used to speed up search. Each label g ∈
Gop(n) can be added to a heuristic evaluation vector h(n) to obtain an evaluation vector
f = g + h(n), analogously to A*.

At each iteration NAMOA* selects an open label for expansion with a nondomi-
nated f -estimate. Since the lexicographic optimum of a set of vectors is known to be
nondominated among them, it is frequent to select the lexicographic optimum open la-
bel for expansion. Notice that uninformed NAMOA* with lexicographic selection is
equivalent to Martins’ algorithm, except for some additional pruning performed by the
former.

In the experiments described in this paper a precalculated multiobjective heuristic
function proposed by Tung and Chew [19] is evaluated. To calculate heuristic vectors
h(n) = (h1, h2, ...hq) the individual hi values are precalculated with individual single-
objective Dijkstra’s searches. The graph is reversed and optimal costs from the goal
node to all other nodes in the graph are precomputed, once for each objective under
consideration. This heuristic function can be precomputed in a practical time as single-
objective searches are computationally simple compared to multiobjective search (see
[19] for further details). This general and well informed precalculated heuristic has
received little attention in the literature and, to the authors’ knowledge, has never been
evaluated in hazmat route planning.
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Table 1. Correlation between pairs of objectives for both classes of problems

Problem type Obj 1,2 Obj 1,3 Obj 2,3

Random graphs 0.01 0.01 -0.09
Lazio map 0.99 -0.18 -0.18

3 Experiments

Multiobjective heuristic search is evaluated in this paper on two different sets of prob-
lems. The first is a set of random problems with three objectives used in the work of
Caramia et al [2]. The second is a set of randomly generated pairs of nodes over a real
road network from the region of Lazio in Italy. This road network was also used in [2].
The experiments reported in this section evaluate the performance of blind and heuristic
NAMOA* with two or three objectives.

Random Graphs. These allow the evaluation of performance depending on number of
nodes, arc density and number of objectives. Different problem sets are considered
with a number n of nodes equal to 100, 200 and 300. For each of these sizes, den-
sity values d were set to 0.2, 0.5 or 0.7. Each arc is labelled with a vector of three
costs. Each one is an integer value in the range [1,100]. These problem sets were
originally generated with a random graph generator from the 9th DIMACS Imple-
mentation Challenge on Shortest Paths1. For the evaluation of biobjective random
graphs, two of these three arc costs were selected by pairs, using the same config-
uration of node-density. The computation of Pearson’s correlation coefficient over
pairs of two objectives is displayed in table 1. In general, these three objectives are
linearly uncorrelated, resulting in rather difficult multiobjective problems. Source
and goal nodes were set for all instances to 1 and n, respectively. Ten different
random instances are available for each combination of n and d.

Realistic Maps. Multiobjective heuristic search is also evaluated over a real road net-
work of the Italian region of Lazio [2]. Figure 1 shows a visual of the map with
its 311 (georeferred) nodes and 879 arcs. Each arc is labelled with a vector of
three costs, which represent values of distance, time and societal risk (defined as
the “product between the population inside the impact zone and the incident prob-
ability”). The computation of Pearson’s correlation coefficient over pairs of two
objectives can be observed in table 1. We generated a set of 50 problem instances
with random source and destination nodes over this map.

Regarding the algorithms, NAMOA* was run twice for each problem instance: once
without heuristic information (i.e. ∀n h(n) = 0), and the second one using the pre-
calculated Tung & Chew’s heuristic as described in section 2.2. Our implementation
used a binary heap to implement the Open set. Only the best representative (lexico-
graphic optimum) of each node was included in the binary heap, while the rest were
kept ordered in a list at their respective nodes (as suggested in [14]). The algorithm
was implemented using LispWorks Professional. The random graph problems were run

1 http://www.dis.uniroma1.it/~challenge9/

http://www.dis.uniroma1.it/~challenge9/
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Fig. 1. Geo-referenced graph of the Lazio region in Italy

on a Windows 64-bit platform, with an Intel Core2 Quad Q9550 at 2.8Ghz, and 4Gb
of RAM, and the simpler Lazio map problems on a Windows 32-bit platform, with an
Intel Pentium IV and 256Mb of RAM.

4 Results

4.1 Random Graphs

Minimum, maximum and average time in seconds over the ten problems for each set of
random graphs with 3 objectives were calculated. These are shown in tables 2 and 3 for
blind and heuristic search respectively. The tables also report for each set the minimum,
maximum and average cardinality of the set of Pareto-optimal solution costs |C∗|.

Analogously, two-objective search has been evaluated for all pairs of objectives. Re-
sults for blind and heuristic search with the combination 1,2 can be found in tables 4
and 5. The combination 1,3 is summarized for blind and heuristic search in tables 6 and
7, while the results for blind and heuristic search with the last combination 2,3 can be
found in tables 8 and 9.

4.2 Lazio Map

Minimum, maximum and average time in seconds over the 50 problems generated for
the Lazio map can be found in tables 10 and 11 for blind and heuristic search respec-
tively. The tables report also for each of the combination of objectives (i.e. the three
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Table 2. Average results on random graphs with 3 objectives for blind search

Problem class |C∗| Time (Seconds)
n d Min. Avg. Max. Min. Avg. Max.

100 0.20 4 13.80 24 0.02 0.05 0.09
100 0.50 10 26.90 69 0.14 0.20 0.45
100 0.70 17 34.50 71 0.13 0.36 0.64
200 0.20 13 26.50 51 0.16 0.35 0.75
200 0.50 16 40.20 52 0.58 1.18 1.53
200 0.70 23 46.60 72 0.97 1.85 2.70
300 0.20 21 34.20 58 0.64 0.93 1.73
300 0.50 42 62.60 87 2.75 3.76 4.95
300 0.70 37 71.20 105 4.15 6.14 8.85

Table 3. Average results on random graphs with 3 objectives for heuristic search

Problem class |C∗| Time (Seconds)
n d Min. Avg. Max. Min. Avg. Max.

100 0.20 4 13.80 24 0.00 0.01 0.02
100 0.50 10 26.90 69 0.01 0.05 0.17
100 0.70 17 34.50 71 0.01 0.11 0.36
200 0.20 13 26.50 51 0.02 0.07 0.17
200 0.50 16 40.20 52 0.17 0.32 0.42
200 0.70 23 46.60 72 0.11 0.57 0.94
300 0.20 21 34.20 58 0.08 0.18 0.42
300 0.50 42 62.60 87 0.83 1.07 1.53
300 0.70 37 71.20 105 1.19 1.92 3.14

Table 4. Average results on random graphs with objectives 1,2 for blind search

Problem class |C∗| Time (Seconds)
n d Min. Avg. Max. Min. Avg. Max.

100 0.20 2 4.80 7 0.00 0.02 0.03
100 0.50 5 8.60 15 0.03 0.06 0.13
100 0.70 4 9.20 13 0.03 0.09 0.14
200 0.20 3 8.60 16 0.03 0.11 0.17
200 0.50 5 8.70 13 0.16 0.24 0.33
200 0.70 7 10.30 15 0.27 0.35 0.42
300 0.20 6 10.70 15 0.09 0.25 0.41
300 0.50 6 12.30 20 0.44 0.66 1.03
300 0.70 7 12.10 16 0.56 0.90 1.17

objectives at the same time, the 1st-2nd, the 1st-3rd and 2nd-3rd) the minimum, max-
imum and average cardinality of the |C∗| set of Pareto-optimal solution costs reported
by the algorithm, as done with the random graphs.
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Table 5. Average results on random graphs with objectives 1,2 for heuristic search

Problem class |C∗| Time (Seconds)
n d Min. Avg. Max. Min. Avg. Max.

100 0.20 2 4.80 7 0.00 0.00 0.02
100 0.50 5 8.60 15 0.00 0.02 0.03
100 0.70 4 9.20 13 0.02 0.03 0.06
200 0.20 3 8.60 16 0.00 0.02 0.05
200 0.50 5 8.70 13 0.01 0.05 0.08
200 0.70 7 10.30 15 0.05 0.08 0.14
300 0.20 6 10.70 15 0.01 0.04 0.09
300 0.50 6 12.30 20 0.06 0.15 0.30
300 0.70 7 12.10 16 0.08 0.19 0.41

Table 6. Average results on random graphs with objectives 1,3 for blind search

Problem class |C∗| Time (Seconds)
n d Min. Avg. Max. Min. Avg. Max.

100 0.20 1 4.80 7 0.00 0.02 0.05
100 0.50 4 8.00 16 0.02 0.05 0.09
100 0.70 5 9.10 13 0.03 0.08 0.13
200 0.20 5 7.80 13 0.03 0.09 0.16
200 0.50 5 9.10 19 0.13 0.22 0.39
200 0.70 7 9.10 13 0.22 0.31 0.45
300 0.20 6 9.90 17 0.09 0.22 0.33
300 0.50 9 11.80 16 0.33 0.62 1.01
300 0.70 7 12.30 16 0.59 0.92 1.25

Table 7. Average results on random graphs with objectives 1,3 for heuristic search

Problem class |C∗| Time (Seconds)
n d Min. Avg. Max. Min. Avg. Max.

100 0.20 1 4.80 7 0.00 0.01 0.02
100 0.50 4 8.00 16 0.00 0.01 0.03
100 0.70 5 9.10 13 0.00 0.02 0.05
200 0.20 5 7.80 13 0.00 0.01 0.03
200 0.50 5 9.10 19 0.01 0.04 0.13
200 0.70 7 9.10 13 0.03 0.06 0.09
300 0.20 6 9.90 17 0.01 0.05 0.11
300 0.50 9 11.80 16 0.05 0.14 0.25
300 0.70 7 12.30 16 0.11 0.21 0.44

5 Discussion

The comparison of tables 2-3, 4-5, 6-7, 8-9 and 10-11 shows that heuristic estimates led
the search more quickly to optimal solutions in all cases presented in the paper. In the
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Table 8. Average results on random graphs with objectives 2,3 for blind search

Problem class |C∗| Time (Seconds)
n d Min. Avg. Max. Min. Avg. Max.

100 0.20 3 5.70 9 0.00 0.02 0.03
100 0.50 3 8.30 12 0.03 0.06 0.08
100 0.70 7 10.40 15 0.06 0.09 0.13
200 0.20 3 7.80 11 0.05 0.09 0.16
200 0.50 6 10.00 17 0.11 0.25 0.47
200 0.70 4 9.80 21 0.11 0.35 0.62
300 0.20 5 10.00 14 0.14 0.23 0.33
300 0.50 5 11.70 17 0.30 0.64 0.98
300 0.70 8 11.70 20 0.61 0.89 1.59

Table 9. Average results on random graphs with objectives 2,3 for heuristic search

Problem class |C∗| Time (Seconds)
n d Min. Avg. Max. Min. Avg. Max.

100 0.20 3 5.70 9 0.00 0.01 0.02
100 0.50 3 8.30 12 0.00 0.02 0.03
100 0.70 7 10.40 15 0.00 0.03 0.08
200 0.20 3 7.80 11 0.00 0.02 0.03
200 0.50 6 10.00 17 0.02 0.07 0.14
200 0.70 4 9.80 21 0.01 0.09 0.20
300 0.20 5 10.00 14 0.00 0.04 0.06
300 0.50 5 11.70 17 0.05 0.13 0.30
300 0.70 8 11.70 20 0.08 0.18 0.33

Table 10. Average results on Lazio map for blind search

Problem class |C∗| Time (Seconds)
|obj| obj Min. Avg. Max. Min. Avg. Max.

3 1,2,3 1 3.96 20 0.00 0.17 0.77
2 1,2 1 1.06 2 0.00 0.03 0.07
2 1,3 1 3.92 18 0.00 0.17 0.73
2 2,3 1 3.36 14 0.00 0.14 0.63

Table 11. Average results on Lazio map for heuristic search

Problem class |C∗| Time (Seconds)
|obj| obj Min. Avg. Max. Min. Avg. Max.

3 1,2,3 1 3.96 20 0.00 0.02 0.17
2 1,2 1 1.06 2 0.00 0.01 0.02
2 1,3 1 3.92 18 0.00 0.03 0.15
2 2,3 1 3.36 14 0.00 0.02 0.11
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class of random graphs, NAMOA* combined with Tung and Chew’s heuristic is always
several times faster on average than blind search (from 3.95 times in biobjective (1,3)
to 4.87 times in (2,3) combination).

The tables also show that time devoted to find a shortest path in a graph increases
with the density and the number of nodes of the graph.

Considering random graphs, all the biobjective pairs (1,2), (1,3) and (2,3) (tables
4-5, 6-7, and 8-9) present very similar results. On the other hand, time is greater for
three objective problems (tables 2-3).

Regarding the Lazio map problems, the analysis shows a different behaviour. As seen
in tables 10 and 11, biobjective problems for the pair (1,2) are easier, while biobjective
problems for the pairs (1,3) and (2,3) are more difficult. Perhaps surprisingly, three-
objective problems have no additional difficulty over biobjective problems (1,3) and
(2,3).

The explanation of this phenomenon can be found in the analysis of correlation be-
tween costs. In the case of random costs, the correlation is very low for every pair of
objectives; therefore, for the same density and size, difficulty is similar for any two
objectives, and greater for the set of three objectives.

However, correlation between objectives in Lazio maps depends on the pair consid-
ered (table 1). Time and distance are highly correlated (ρ ≈ 1) , but societal risk is not
linerly correlated with any of them (ρ ≈ 0). Therefore the number of Pareto-optimal
solutions is not affected by considering objective 2 if objective 1 has been considered.

In the work of Caramia et al. [2] similar information is shown only for blind search
(Martins’ algorithm) over the three-objective case in the random graph set. Solution
times are faster in the present paper even for blind NAMOA* search. These differences
can be attributed to different pruning and implementation schemes.

6 Conclusions and Future Work

The paper presents an analysis of blind and heuristic search for multiobjective hazmat
transportation problems. The analysis involves the consideration of two and three objec-
tives over two classes of problems: random graphs and hazmat transportation problems
defined over a real map from the Lazio region in Italy (in this case, the objectives in-
volved are distance, travel time and societal risk).

From the systematic evaluation of several parameters performed in the paper some
conclusions about multiobjective search can be drawn. Concerning the use of heuris-
tics, heuristic estimates allowed faster searches for all cases presented in the paper. As
expected, problem difficulty increases with graph size and node density. The paper also
shows the importance of correlation between objectives in the cases considered. The
number of Pareto-optimal paths falls as the correlation between objectives increases.
Thus, the time needed to solve a multiobjective problem depends on the specific nature
of arc costs. In problems with relatively uncorrelated objectives the number of Pareto-
optimal paths increases with the number of objectives under consideration, while the
addition of highly correlated objectives does not degrade the performance of the search.

Future work will consider the application of multiobjective heuristic search to
larger hazmat road maps, and the development of more efficient heuristic functions.
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A formal analysis on the influence of the number of objectives and their correlation in
the performance of search algorithms is also of great interest.
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Abstract. We analyze the topography of nonlinear functional connectivity in 
the EEG of two groups of German-native speakers, divided according to their 
English proficiency level (high or low), when listening to one text in German 
and one in English. Global interdependence was assessed in full-band EEG by 
means of an index of multivariate correlation derived from the normalized 
cross-mutual information between every two electrodes within each region of 
interest (ROI): three interhemispheric (frontal, centro-temporal and parieto-
occipital) and two intrahemispheric ones (left and right hemisphere). The results 
show clear topographic differences between the interhemispheric ROIs, but no 
differences between the intrahemispheric ROIs. Furthermore, there are also 
differences in language processing that depend on the proficiency level. We 
discuss these results and their implication along with recent findings on phase 
synchronization in the gamma band during second language processing. 

Keywords: EEG, second language processing, functional connectivity, joint 
entropy. 

1   Introduction 

Non-linear multivariate time series analysis has been extensively and successfully 
used during the last decade to study brain dynamics from EEG and MEG records in 
different situations (see, e.g., [1] for a review). Indeed, the term functional 
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connectivity1 has been coined to refer to the existence of statistical dependencies 
between signals recorded from distinct units (ranging from single neurons to whole 
brain areas) within a nervous system [2]. Initial works in this line of research were 
concerned with the analysis of the statistical interdependence between two units using 
bivariate nonlinear indexes of, e.g., generalized or phase synchronization. However, 
with more and more experiments simultaneously recording an increasing number of 
sites, it became apparent that we need new, truly multivariate approaches that allow 
the characterization of the collective dynamics of more than two units [3-5]. We have 
recently used one of these approaches to characterize the global phase synchroni- 
zation in the gamma band of the EEG during second language processing and its 
dependence on the proficiency level of the subjects [6]. In this work, we complement 
and extend our earlier result by studying the topography of the functional connectivity 
during second language processing of Full-band EEG by making use of an index of 
nonlinear correlation based on the concept of Mutual information [5].  

2   Material an Methods 

2.1   Groups of Subjects 

The two groups of subjects contrasted have been described elsewhere [6], thus we 
only describe them briefly here. Thirty eight university students with comparable 
educational levels were divided into two groups of 19 subjects each according to their 
second language proficiency level (L2 = English). The ‘high proficiency group’ 
subjects (HP) were advanced university language students studying English language 
and linguistics for a master’s degree (last year, 5-6 years completed). Their level of 
English proficiency was ‘‘very good’’ (so-called “native speaker-like” performance) 
or “good” according to their performances at university: they all had high levels of 
linguistic training and knowledge at the time of experiment. Additionally, they had 
spent abroad in an English speaking country an average of 10 months. By contrast, 
subjects in the ‘low-proficiency group’ (LP) were university students of various 
disciplines other than English language and linguistics. They displayed medium to 
low level of second language skills (corresponding to the three rating-system groups 
“medium”, “lower-level” and “lowest-level”), which were sufficient to let them pass 
their school leaving exams (“Matura”, an equivalent to “A levels”), but since then 
were not developed any further. They were able to lead basic level conversations in 
English, but their speech was non-fluent. The average amount of time LP subjects 
spent abroad in an English speaking country was 5 weeks. With regard to the country 
where they had spent some time, the groups were homogeneous.   

All subjects were right-handed (measured by the Edinburgh handedness inventory) 
female students with German as their native language. We rigidly controlled for the 
variable gender in order to avoid possible influences of gender onto the processing of 
 

                                                           
1

 The definition of functional connectivity given here, is the most commonly accepted 
nowadays, although a search in Google of the expression “functional connectivity" produces, 
as of May 1st, 2011, no less than 190.000 results, some of them with different definitions of 
this concept. 
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language and its neural representations. Mean (SD) age was 24 years (2.3 years and 
2.7 years respectively for two groups) for both groups. They were also matched for 
socio-cultural background and education: all subjects had similar social (middle 
class), educational (university students), and cultural (living in Vienna) background. 

We strictly controlled for the variable “age of onset” of L2 learning. The average 
(± s.d.) age of onset was 9 yrs (1 yr) and was matched between the two groups. The 
controlled variables were: age, handedness, gender, mother tongue, socio-educational 
and cultural background and region of residence.  

The study was in compliant with the Code of Ethics of the World Medical 
association (Declaration of Helsinki) and the experimental protocol was approved by 
the local ethics committee. All subjects gave their written informed consent for the 
study. 

2.2   Stimulus 

We used coherent spoken speech (radio news) as stimuli in a listening comprehension 
and discourse processing paradigm. In cooperation with the English department at the 
University of Vienna, the speech samples were matched for syntactic complexity, 
semantic contents & genre, discourse structure and gender of the speaker (all male 
speakers). Within the framework of a block design, six blocks of coherent speech (2.0 – 
3.2 min each) with randomly inserted baseline blocks (acoustic noise, 2.0 min each) 
were presented in randomized order: three blocks in condition L2 English and three 
blocks in condition L1 German were auditorily presented in randomized order over 
earphones.  

2.3   Data Recording and Pre-processing 

We recorded multivariate EEG signals during L1 and L2 processing in a quiet, dimly-
lit sound-proof experimental room. subjects were monitored through a video control 
system during the recording session in order to control for possible movements. 
Nineteen gold-disc electrodes were carefully attached to the scalp  
with adhesive electrode gel, positioned according to the international 10/20 System 
(Fig. 1); one additional frontal electrode was used as a ground, and two separate 
electrodes, at the right and left ear-lobe, were used as reference electrodes. The 
recordings were re-referenced against the algebraic mean of the two ear-lobe 
electrodes [7]. Eye movements were additionally controlled for by a piezo-electric 
device attached to the eyelid. Using a conventional Nihon-Kohden 21 channel 
recorder, the EEG was amplified, filtered (time constant 0.3 s.), displayed and 
recorded at a sampling rate of 128 Hz. Electrode’s impedance was kept below 5 
kΩ. A notch filter at 50 Hz was used for the elimination of power line contamination. 
Finally, we rejected those epochs containing samples of voltages higher than 70 μV 
(absolute value), plus additional epochs where 2% or more samples deviated more 
than 3 standard deviations from the mean value.  
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Fig. 1. Placement of the 19 electrodes recorded in the study (G represents the ground electrode; 
A1 and A2 are the linked earlobes used as reference)  

2.4   Data Analysis 

2.4.1  Assessment of Multivariate Functional Connectivity: The Nonlinear 
Correlation Information Entropy, IR 
In order to assess functional connectivity in our multivariate data set, we made use of 
the so-called nonlinear correlation information entropy [5], whose calculation is 
outlined henceforth.  

Given two discrete variables X=[xi]i=1,..,Ns  and Y=[yi]i=1,..,Ns, from which Ns samples 
have been obtained, we first sort, in ascending order, these samples and bin them into 
b ranks, with the first Ns/b samples of each variable placed in the first rank, the 
second Ns/b samples placed in the second rank, and so on. Then, the sample pairs 
[(xi,yi)]i=1,.., Ns are placed into a b x b rank grids by comparing each sample pair to the 
rank sequences of X and Y. The revised entropy of X is defined as: 

 

 

 

(1) 

and the revised joint entropy of the two variables X and Y:  

 

 

(2)

where nij is the number of samples in the ijth rank grid. The nonlinear correlation 
coefficient NCC(X;Y) is: 

  (3)

where Hr(Y) is defined in complete analogy with (1). Due to the binning scheme, ni is 
invariant for both X and Y and equal to Ns/b.  Thus, NCC(X;Y) reduces to:  
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(4)

If the sample sequences are exactly the same, the last right-hand side term of the 
above equation equals -1 and thus, NCC(X;Y)=1, whereas if the two variables are 
completely uncorrelated, the sample pairs distribute equally into the b x b ranks, the 
sum equals to -2 and NCC(X;Y)=0. 

In the case of k>2 variables (e.g., more than two EEG channels), we obtain a 
symmetric squared k x k matrix of nonlinear correlation coefficients: 

 

                                                              (5) 

where NCCij is the nonlinear correlation coefficient between signals i and j, and 
NCCij=NCCji. Besides, NCCij =1 if i=j, and 0≤NCCij≤1 when i≠j. Thus, R is a 
Hermitian matrix, which is also positive semidefinite. The sum of its eigenvalues 
equals the trace, i.e.: 

 
 

(6)

Recent studies on multivariate EEG analysis have taken advantage of the spectral 
properties of this kind of matrixes (see, e.g., [4, 8] for the equal time correlation 
matrix, and [3] for the bivariate phase synchronization matrix). Additionally, the 
study of the corresponding eigenvectors matrixes makes it possible to define a 
participation index that assigns each electrode to a given cluster [3]. The underlying 
idea is easy to understand if we analyze the two extreme cases of k completely 
correlated and k completely independent signals. In the first case, NCCij = 1, 

, and λ1=k, λn=0 (n=2,..,k). Conversely, in the second one, NCCij = 0 
whenever i≠j, and λn=1 (n=1,…,k). In a (more realistic) intermediate case, a subgroup 
of the higher eigenvalues, which characterize dynamical clusters of functionally 
connected EEG channels, is greater than 1, whereas the rest are lower than 1. 

In the case of (5), this spectral property can be used to define a nonlinear index of 
multivariate correlation among k>2 signals. The nonlinear joint entropy of the k 
variables is derived from R as follows: 

                                              
(7)

 
 

From the behaviour of the eigenvalues explained above, it follows inmediately that 
(7) is 0 if the k signals are completely correlated and 1 if they are completely 
independent. 
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Thus, IR, defined as:  

                                       
(8)

 

is an index of multivariate nonlinear correlation among k signals (termed the 
nonlinear correlation information entropy), which equals 1 if they are completely 
correlated, and 0 if they are completely independent. In an intermediate case, one has 
0<IR<1, with the index closer to 1 the more correlated are the signals. Note that, since 
(8) is obtained from the eigenvalues of R (whose elements are nonlinear correlation 
indexes), IR is sensitive to both linear and nonlinear correlations among the k signals. 
This represents an advantage of IR over similar indexes such as the one described in 
[4], which are  only sensitive to linear correlations. 

2.4.2   Regions of Interests 
We studied the topography of functional connectivity in both groups of subjects and 
both conditions by defining three different, non-overlapping interhemispheric regions 
of interest (ROIs): frontal region (FR), which includes electrodes Fp1, Fp2, F7,F3, Fz, 
F4 and F8; centro-temporal region (CT), which includes electrodes T3, C3, Cz, C4, 
T4, T5 and T6; parieto-occipital region (PO), which includes electrodes P3, Pz, P4, 
O1 and O2; and two intrahemispheric ROIs: left hemisphere (LH), including 
electrodes Fp1, F7, F3, C3, T3, C3, P3 and O1, right hemisphere (RH), including 
electrodes Fp2, F4, F8, C4, T4, P4, T6, and O2. 

2.4.3   Practical Aspects of IR Calculation 
One practical issue that is necessary to deal with when estimating IR is that the fact 
that it is a parametric index, i.e., it depends on two parameters: the number of data 
samples, Ns, and the number of ranks, b. Typically, entropy estimations based on data 
binning may be strongly biased if either the total number of data or the average 
number of data in each bin are not long enough, which gives rise to high entropy 
values (see, e.g., [9], for a review of entropy estimation methods from data samples). 
Thus, it is necessary to determine a priori which are suitable values of both 
parameters to avoid (or at least, reduce as much as possible) such overestimation. Fig. 
2 exemplifies, using the FR region of one subject, the typical behavior of IR as a 
function of b and Ns. As can be seen for the figure, lower values of Ns and high values 
of b tend to produce high values of IR. According to this result, we took Ns=4000 
(which correspond to 39.6 s) and b=20.  

Thus, for every subject and ROI, we slid a moving window of size Ns along the 
whole record, and calculate IR as the average of this index for the NW  windows2: 

 
 

(9)

 

                                                           
2 The Matlab© script to calculate IR is available upon request from the corresponding author. 
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Fig. 2. IR as a function of Ns and b for the FR region of one subject 

2.5   Statistical Comparisons 

A multivariate analysis of the variance (MANOVA) test was used to check for the 
existence of between- and within- group differences in the average IR. Thus, 
interhemispheric ROIs were studied with proficiency (H vs. L) as between group 
factor and Language (L1 vs. L2) and region (FR, CT and PO) as dependent factors. 
Likewise, intrahemispheric ROIs were studied by substituting in the above scheme 
the three intrahemispheric ROIs by the two interhemispheric ones. We used the 
conservative Bonferroni post-hoc test, when appropriate, to get further insight into the 
origin of these differences, which were considered significant for p<0.05. 

As an additional precaution against false positives, we used a Levene's test to 
check the homogeneity of the variances of the different groups before applying the 
MANOVA test. All the statistical calculations were carried out using the data analysis 
software system STATISTICA3 (StatSoft, Inc. (2008)) version 8.0.  

3   Results 

The Levene’s test was not significant for either the interhemispheric or the 
intrahemispheric ROIs analysis, which indicates that the variance is homogeneous in 
all cases. 

Figure 3 presents the results corresponding to the interhemispheric ROIs, which 
can be summarized as follows: there are global within-group differences among ROIs 
(p<0.001), with a lower IR for the CT region than for the other two regardless of the 
language and the proficiency, and a further increase of the index in the PO region for 
L2 (both groups) as well as L1 (HP group). Furthermore, IR was lower for L2 as 
compared to L1 for the LP group in the FR region.  

                                                           
3 http://www.statsoft.com  
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The results for the two intrahemispheric ROIs are shown in figure 4. In this case, 
there are neither between- nor within-group differences.  

 
Fig. 3. Average IR for the three interhemispheric ROIs (FR: frontal, CT: centrotemporal; PO: 
parieto-occipital) and both proficiency groups (HP: high proficiency, LP: Low proficiency) 
during L1 (left) and L2 processing (right). Vertical bars denote 0,95 confidence intervals. 
Asterisks stand for within-group regional differences (vs. CT). Crosses stand for L1 vs L2 
differences. ***,+++:p<0.001 (Bonferroni post-hoc test). 

Fig. 4. Same as in Fig. 3 but for the intrahemispheric ROIs (LH: left hemisphere; RH: right 
hemisphere). We use the same upper and lower limits for the vertical axis as in Fig. 3 for 
comparability.  
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4   Discussion 

We have shown in this work that functional EEG connectivity during language 
processing presents topographic interhemispheric (but not intrahemispheric) 
differences, with the FR and the PO regions showing greater collective cooperation 
than the CT region. Additionally, although we did not directly compare them, as it is 
apparent from fig. 3 and 4 the two former region of interests presented greater 
functional connectivity than the two intrahemispheric region of interests, indicating 
that cooperation within FR and PO regions is superior to that within the two 
hemispheres. 

As for differences between L1 and L2 processing, they were found only in the FR 
region. Moreover, whereas the topographic differences are the same for the two 
groups, differences in language processing exist only for the LP group, where 
functional connectivity in the FR region decreases during L2 processing.  

A straightforward conclusion of this latter result would be that L2 proficiency  
correlates with the degree of frontal functional connectivity, because native-like L2 
proficiency gives rise to a functional interhemispheric integration in this region that is 
essentially equal to that found during L1 processing. Yet in an earlier work we found 
that gamma band phase synchronization is greater in LP than in HP subjects during 
L2 processing [6], which we explained within the framework of the cortical efficiency 
hypothesis. According to it, persons who are good at a certain task use a limited group 
of brain circuits or use their neuronal subroutines more efficiently, thus requiring 
fewer neuronal networks to accomplish a task, while poor performers (for whom 
problems are hard) use more circuits, which are inessential or inefficient for task 
performance and this is reflected in  higher overall patterns of activity [10].  

Taken together, past and present results on the relationship between functional 
EEG connectivity and L2 proficiency level suggest that high proficiency, native-like, 
processing of L2 is carried out with the same balance between functional segregation 
and integration that is present during L1 processing. However, L2 low-proficiency 
level produces an increase of full-band frontal functional segregation and gamma 
band functional integration. This increase in gamma band functional connectivity may 
be therefore a mechanism to compensate the reduced cooperation during L2 
processing (as assessed by IR) among the frontal areas of LP subjects in the full-band 
EEG. In contrast, HP subjects, who process L2 almost automatically, do it thanks to 
the proficient cooperation of their frontal areas. Thus, careful analysis of functional 
connectivity of full-band EEG is necessary to thoroughly characterize, on the one 
hand, the balance between integration and segregation of the brain areas that 
participate in L2 processing; and, on the other hand, the changes in functional 
connectivity that distinguishes LP from HP subjects. 
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Abstract. In this paper we present a summary of the application of
CO2RBFN, a evolutionary cooperative-competitive algorithm for Radial
Basis Function Networks design, to the medium-term forecasting of the
extra-virgen olive price, carry out by the SIMIDAT research group. The
forecast is about the price at source of the extra-virgin olive oil six months
ahead. The influential of the feature selection algorithms over the fore-
casting of the extra-virgin olive oil price has been analysed in this study
and the results obtained with CO2RBFN have been compared with those
obtained by different soft computing methods.

Keywords: times series forecasting, olive oil, RBFN, technical indicator.

1 Introduction

Nowadays, olive oil is an important business sector in an expanding market and
Spain is the first producer and exporter. The Official Market for the negotiation
of future contracts for olive oil (MFAO)1 in Spain is a society whose objective is to
forecast prices to balance supply and demand in future periods of time. The aim of
this work is to predict these future prices in order to increase the global benefits
of the sector. Agents of the olive oil sector consider more important a medium-
term prediction than a short-term prediction of the olive oil price, specially for
the Official Market for the negotiation of future contacts for olive oil.

Authors have developed an algorithm for the cooperative-competitive design
of Radial Basis Functions Networks, CO2RBFN, that has been successfully used
in short-term forecasting of time series [11] [12]. In this paper we present a sum-
mary of the study [12] carry out by the author with the objective of forecasting
the price at source of the extra-virgin olive oil six months ahead. To help in
this task the price itself as well as up to 9 exogenous variables (such as price
at destination, opening and closing stock, consumer price index, etc) have been
taken into account. With the aim of preprocessing these input variables, techni-
cal indicators such as momentums, oscillators, disparities, etc. are used. Due to
the combination of technical indicators and exogenous variables a high number
of input variables are obtained. Therefore, the application of feature selection
1 htpp://www.mfao.es

J.A. Lozano, J.A. Gámez, and J.A. Moreno (Eds.): CAEPIA 2011, LNAI 7023, pp. 263–272, 2011.
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algorithms is also analyzed in order to determine the more influential variables
in the forecasting of the extra-virgin olive oil price.

The rest of the paper is organized as follows: section 2 CO2RBFN applied to
time series forecasting is detailed. The experimental framework is described in
section 3. The results obtained for the forecasting methods used are detailed in
Section 4. In Section 5, conclusions and future work are outlined.

2 CO2RBFN for Time Series Forecasting

CO2RBFN [12], is an hybrid evolutionary cooperative-competitive algorithm
for the design of RBFNs. In this algorithm each individual of the population
corresponds, using a real representation, to an RBF and the entire population is
responsible for the final solution. The individuals cooperate towards a definitive
solution, but they must also compete for survival.

In this environment, in which the solution depends on the behavior of many
components, the fitness of each individual is known as credit assignment. In
order to measure the credit assignment of an individual, three factors have been
proposed: the RBF contribution to the network output, the error in the basis
function radius and the degree of overlapping among RBFs.

The application of the operators is determined by a Fuzzy Rule-Based System.
The inputs of this system are the three parameters used for credit assignment
and the outputs are the operators’ application probability.

The main steps of CO2RBFN, explained in the following subsections, are
shown in Figure 1 in pseudocode.

1. Initialize RBFN

2. Train RBFN

3. Evaluate RBFs

4. Apply operators to RBFs

5. Substitute the eliminated RBFs

6. Select the best RBFs

7. If the stop condition is not

verified go to step 2

Fig. 1. Main steps of CO2RBFN

RBFN Initialization. To define the initial network, a specified number m of
neurons (i.e. the size of population) is randomly allocated among the different
patterns of the training set.

RBFN Training. The Least Mean Square algorithm [14] has been used to
calculate the RBF weights.

RBF Evaluation. A credit assignment mechanism is required in order to eval-
uate the role of each RBF φi in the cooperative-competitive environment. For
an RBF, three parameters, ai, ei, oi are defined:
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– The contribution, ai, of the RBF φi, i = 1 . . .m, is determined by considering
the weight, wi, and the number of patterns of the training set inside its width,
pii:

ai =
{ |wi| if pii > q
|wi| ∗ (pii/q) otherwise

(1)

where q is the average of the pii values minus the standard deviation of the
pii values.

– The error measure, ei, for each RBF φi, is obtained by calculating the Mean
Absolute Percentage Error (MAPE) inside its width:

ei =

∑
∀pi

∣∣∣ f(pi)−y(pi)
f(pi)

∣∣∣
npii

(2)

where f(pi) is the output of the model for the point pi, inside the width of
RBF φi, y(pi) is the real output at the same point, and npii is the number
of points inside the width of RBF φi.

– The overlapping of the RBF φi and the other RBFs is quantified by using
the parameter oi:

oi =
m∑

j=1

oij (3)

oij =
{

(1 − ‖φi − φj‖/di) if ‖φi − φj‖ < di

0 otherwise
(4)

where oij measures the overlapping of the RBF φi y φj j = 1 . . .m.

Applying Operators to RBFs. In CO2RBFN four operators have been de-
fined in order to be applied to the RBFs:

– Operator Remove: eliminates an RBF.
– Operator Random Mutation: modifies the centre and width of an RBF in a

percentage below 50% of the old width.
– Operator Biased Mutation: modifies the width and all coordinates of the

centre using local information of the RBF environment. The technique used
follows the recommendations in [4] that are similar to those used by the LMS
algorithm. The error of the patterns within the radius of the RBF, φi, are
calculated.

The operators are applied to the whole population of RBFs. The probability
of choosing an operator is determined by means of a Mandani-type fuzzy rule
based system which represents expert knowledge about the operator application
in order to obtain a simple and accurate RBFN.

The inputs of this system are the parameters ai, ei and oi used to define the
credit assignment of the RBF φi. These inputs are considered as the linguistic
variables vai, vei and voi. The outputs, premove, prm, pbm and pnull, represent



266 A.J. Rivera et al.

the probability of applying Remove, Random Mutation, Biased Mutation and
Null operators, respectively.

Introduction of New RBFs. In this step, the eliminated RBFs are substituted
by new RBFs. The new RBF is located in the centre of the area with maximum
error or in a randomly chosen pattern with a probability of 0.5 respectively.

The width of the new RBF will be set to the average of the RBFs in the
population plus half of the minimum distance to the nearest RBF. Its weights
are set to zero.

Replacement Strategy. The replacement scheme determines which new RBFs
(obtained before the mutation) will be included in the new population. To do
so, the role of the mutated RBF in the net is compared with the original one
to determine the RBF with the best behaviour in order to include it in the
population.

3 Experimental Framework

In collaboration with Poolred2, an initiative of the Foundation for the Promotion
and Development of the Olive and Olive Oil, located in Jaén (Spain), the time
series of the monthly extra-virgin olive oil price per ton at source in Spain has
been obtained (see Figure 2). Concretely, the time series contains data from the
1st month of 2002 to the 12th month of 2009.

Fig. 2. Time series of the extra-virgin olive oil price

3.1 Exogenous Variables and Technical Indicators

The chosen exogenous variables or stock indexes, that contributes to predict the
extra-virgin olive oil, are shown in Table 1. As can be seen the source of these

2 http://www.oliva.net/poolred/

http://www.oliva.net/poolred/
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variables/indexes are: the cited Poolred, the Agency for the Olive Oil3 in Spain,
the National Institute of Statistic of Spain4 and the Ministry of Industry, Tourist
and Trade5. All these variables/indexes are monthly.

Table 1. Exogenous variables used to forecast the olive oil price

Variable Description Source

TgtPrice Target Price of the extra-virgin olive oil Poolred
OpStock Opening stocks of olive oil Agency for the Olive Oil
ClStock Closing stocks of olive oil Agency for the Olive Oil
InMarket Trades in Internal Market of olive oil Agency for the Olive Oil
Imports Imports of olive oil Agency for the Olive Oil
Exports Exports of olive oil Agency for the Olive Oil
ConMK Consumption of olive oil in millions of kilos Ministry of Industry, Tourist and Trade
GenCPI General Consumer Price Index National Institute
FoodCPI Food Consumer Price Index National Institute of Statistics

With the aim of extracting additional information of the above data, a set
of technical indicators, frequently referenced in the specialized bibliography [2],
have been used and are shown in Table 2. In this table, it is the value of the
index at time t, Ht−k and Lt−k are the highest and lowest values respectively,
during a period of time k, and Hn and Ln are the highest and lowest values
respectively from the beginning of the time series.

Table 2. Technical indicators and their formulas

Feature name Description Formula

Momentum 1 Measures the change of an index over a time span of one
moth

it − it−1

Momentum 3 Measures the change of an index over a time span of three
moths

it − it−3

Momentum 6 Measures the change of an index over a time span of six
moths

it − it−6

Stochastic %k Measures the last value of the index relative to its price
range over a given time period. k = 6 in our case.

it−Lt−k

Ht−k−Lt−k
× 100

Williams %R Larry William’s %R. A momentum indicator that mea-
sures overbought/oversold levels

Hn−it
Hn−Ln

× 100

Disparity6 6-day disparity. Means the distance of current price and
the moving average of 6 days

it
MA6

× 100

As we have managed nine exogenous variables, besides the source price of the
extra-virgin olive oil itself and six technical indicators, besides the absolute or
raw value of each variables, the first experiments, taking into account all the
combinations, are composed by seventy input variables. All the variables and
technical indicators managed can be seen in Table 5. Also, data are normalized
in the interval [0, 1].
3 http://aao.mapa.es
4 http://www.ine.es
5 http://www.mityc.es

http://aao.mapa.es
http://www.ine.es
http://www.mityc.es
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3.2 Feature Selection Algorithms

In order to carry out the feature selection [7], the Weka data mining software [8]
is used.

As mentioned a filter approach has been chosen because it operates indepen-
dently of the learning algorithm without biasing the results, is much faster than
the wrapper approach and hence can be applied to large data sets containing
many features.

In Weka for feature selection tasks the feature evaluator and a search method,
that defines the set of attributes, can be chosen independently. In this work, as
feature evaluator the CfsSubsetEval [9] method has been chosen. CfsSubsetEval
evaluates the worth of a feature subset by calculating feature-class and feature-
feature correlations. Feature subsets with high correlation with the class and low
intercorrelations among the features, are preferred.

With the objective of determining the best attribute subset, the following
search methods, implemented in Weka, have been chosen: BestFirst [6], Genet-
icSearch [5], GreedyStepwise [6], LinearForwardSelection [6], ScatterSearch [3],
SubsetSizeForwardSelection [6].

CfsSubEval has been run as evaluator method for all the search methods
obtaining six feature selection methods.

4 Experimentation and Results

In this study the data is partitioned as is shown in the Table 3. In order to
estimate prediction capacity, the Mean Absolute Percentage Error, MAPE, is
calculated.

MAPE =
z∑
i

(| (f(xi) − y(xi)/f(xi) |)/z, (5)

where f(xi) is the predicted output of the model, y(xi) is the desired output
and z is the number of patterns in the data set.

Table 3. Data sets

Data set Training years Test years

Test2006 2002 2003 2004 2005 2006
Test2007 2002 2003 2004 2005 2006 2007
Test2008 2002 2003 2004 2005 2006 2007 2008
Test2009 2002 2003 2004 2005 2006 2007 2008 2009

The result obtained by CO2RBFN have been compared with those obtained
by four different soft-computing methods implements in KEEL [1]: FuzzyGAP
[13], MLPConjGrad [10], and RBFNLMS [14]. The main parameters used are
set to the values indicated by the authors. The parameters used for CO2RBFN
are: Generations of the main loop = 200 and Number of RBF’s = 10.
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In order to achieve our objective, to forecast the extra-virgin olive oil price at
source (SrcPrice) six months ahead, the absolute value of this SrcPrice and nine
exogenous variables Table 1, have been chosen and extra input variables have
been obtained processing each exogenous variable with six technical indicators
Table 2. To these initial data sets, with seventy input variables, CO2RBFN and
other soft computing methods have been applied.

With the aim of decreasing the number of input variables and increasing the
interpretability of the problem, different feature selection algorithms have been
applied. So, new data sets have been built with the previously selected variables.
Finally, soft computing methods have been applied to these data sets and the
results are analyzed.

4.1 Results Obtained with the Whole Set of Input Variables

First, CO2RBFN and the rest of soft computing methods are applied to the
data sets composed by all the input variables. The results obtained average and
standard deviation for 10 repetitions according to MAPE, are shown in Table
4. As can be observed, CO2RBFN has the lowest average error, followed by
RBFNLMS (the other RBFN design method). CO2RBFN has also the lowest
average standard deviation that implies a good robustness.

Table 4. MAPE test with the whole set of input variables

Year CO2RBFN FuzzyGap MLPConjGrad NUSVR RBFNLMS

Test2006 0.2366 ± 0.0418 0.2085 ± 0.1411 0.4209 ± 0.3329 0.3603 ± 0.3105 0.1953 ± 0.1090
Test2007 0.0630 ± 0.0209 0.2179 ± 0.0990 0.3901 ± 0.2338 0.2294 ± 0.2193 0.1284 ± 0.0949
Test2008 0.0999 ± 0.0194 0.1752 ± 0.0932 0.1524 ± 0.1391 0.1006 ± 0.1115 0.1156 ± 0.0944
Test2009 0.1998 ± 0.0255 0.2245 ± 0.1470 0.2747 ± 0.2254 0.1863 ± 0.0977 0.2539 ± 0.1689

Mean 0.1498 ± 0.0269 0.2065 ± 0.1201 0.3095 ± 0.2328 0.2191 ± 0.1847 0.1733 ± 0.1168

4.2 Results of the Feature Selection Algorithms

Feature selection methods, mentioned in 3.2, have been applied to the four data
sets of Table 3. The results of applying feature selection methods are shown in
Table 5. In this table, the first row shows the different indexes, the first column
contains the different technical indicators (where Absolute means a raw variable
when no technical indicator is applied) and each cell represents the number of
times that an input variable (defined by the combination of row/column) is
chosen by any feature selection algorithm in any data set (year). For example,
the cell (row = 2 / column = 2) shows that the input variable Absolute/SrcPrice
is chosen 12 times by different feature selection algorithms and data sets, but no
feature selection algorithm has chosen the input variable Momentum1/SrcPrice
for any year.

Thus, we can identify important exogenous variables that often are selected
regardless of the technical indicator used to preprocess it. These variables, that
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Table 5. Results of applying feature selection methods

SrcPrice TgetPrice OpStock ClStock InMarket ConMK Imports Exports GenCPI FoodCPI Total

Absolute 12 6 0 0 0 0 0 2 0 0 20

Momentum1 0 0 0 0 0 0 0 0 5 4 9

Momemtum3 11 4 0 0 0 5 0 0 0 0 20

Momemtum6 23 4 0 0 0 12 0 0 12 12 63

Stochastic %k 0 12 5 1 0 0 0 0 0 1 19

Williams %R 14 6 0 0 0 4 0 2 18 10 54

Disparity6 1 0 0 0 0 0 2 0 0 13 16

Total 61 32 5 1 0 21 2 4 35 40 -

can be said that influence the price of the extra-virgin olive oil price six months
ahead, are (sorted by the number of times that they have been selected):
SrcPrice, FoodCPI, GenCPI, TgetPrice and ConMK. We can conclude that the
SrcPrice is the most important variable to take into account in order to predict
the future price of extra-virgin olive oil. There is a second group, that have been
selected in a similar number of times, to predict the extra-virgin olive oil price:
FoodCPI, GenCPI an TgetCPI. The last variable to highlight is ConMK that
have been selected moderately. The rest of the variables are punctually selected.

In order to build the new data sets according to the results of the feature
selection algorithms, the selected input variables are those that have been chosen
at least one time for any feature selection algorithm in any year. This selection
aims to minimize the amount of information loss.

4.3 Results Obtained with the Selected Set of Input Variables

Finally, CO2RBFN and the rest of soft computing methods are applied to data
sets composed only by the selected set of input variables. The results obtained,
average and standard deviation for 10 repetitions according to the MAPE error,
are shown in Table 6. Also in this case, the CO2RBFN approach achieves the
better result in test (in average and standard deviation) among all the algorithms
compared in this study.

The results obtained, but not better, are similar to the results with the whole
set of input variables. In any case the objectives of simplifying the problem and
identifying for the sector the input variables that influence the future price of
the olive oil have been achieved.

As conclusions, CO2RBFN has achieved the best results in average and stan-
dard deviation for the experimentations carried out. Methods based on RBFNs
have maintained the error in the predictions for the data sets composed by se-
lected variables with respect to the data sets composed by all the input variables.
The rest of the methods has obtained worst results. These facts validate the use
of RBFNs in forecasting problems.
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Table 6. MAPE test with the selected set of input variables

Year CO2RBFN FuzzyGap MLPConjGrad NUSVR RBFNLMS

Test2006 0.2454 ± 0.0483 0.2419 ± 0.1579 0.4893 ± 0.3916 0.3853 ± 0.2499 0.1434 ± 0.1101
Test2007 0.0711 ± 0.0312 0.2466 ± 0.1317 1.0056 ± 0.4911 0.4040 ± 0.1359 0.1875 ± 0.0453
Test2008 0.0963 ± 0.0138 0.2381 ± 0.1061 0.5144 ± 0.3724 0.2273 ± 0.1618 0.1319 ± 0.1053
Test2009 0.2090 ± 0.0287 0.1422 ± 0.0976 0.3309 ± 0.2046 0.1902 ± 0.1578 0.2326 ± 0.1604

Mean 0.1555 ± 0.0305 0.2172 ± 0.1233 0.5850 ± 0.3649 0.3017 ± 0.1764 0.1739 ± 0.1053

5 Conclusions

In this paper a summary of the research in predicting the extra-virgin olive oil
price six months ahead, carry out by SIMIDAT group, has been presented.

Authors have been contacting whit the agents involved in this sector, con-
cretely whit the Official Market for the negotiation of futures contracts for olive
oil (MFAO) and the Foundation for the Promotion and Development of the Olive
and Olive Oil (Poolred).

Soft computing methods, and particularly RBFNs, have demonstrated their
efficiency in the resolution of forecasting problems. For this reason authors pro-
pose CO2RBFN, a hybrid evolutionary cooperative-competitive algorithm for
RBFN design in order to solve the given problem.

Different exogenous variables and technical indicators have been used, and
CO2RBFN and other soft computing methods have been applied to the initial
data sets. The results obtained show that CO2RBFN is the best method in
measures as the average, the standard deviation.

In order to reduce the number of input variables and to increase the knowl-
edge about the problem, different feature selection algorithms have been applied.
From these results we can conclude that variables as price at source, price at
destination, CPI general, food CPI and consumption influence the future price
of the extra-virgin olive oil.

Finally, new data sets have been built with the previously selected variables
and soft computing methods have been applied. Also for this case, CO2RBFN
is the best method in measures as the average, the standard deviation.

As future work, wrapper mechanisms of feature selection will be introduced
in CO2RBFN. In this way, we can observe the sets of selected variables obtained
and the efficiency of the new proposal.

Acknowledgments. Supported by the Spanish Ministry of Science and
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Herrera, F.: Keel data-mining software tool: Data set repository, integration of
algorithms and experimental analysis framework. J. of Mult.-Valued Logic & Soft
Computing 17, 255–287 (2011)

2. Atsalakis, G.S., Valavanis, K.P.: Surveying stock market forecasting techniques -
part ii: Soft computing methods. Expert Systems with Applications 36(3,Part 2),
5932–5941 (2009)
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Abstract. The language used in electronic communications such as e-
mails, chats and SMS texts presents special phenomena and important de-
viations from natural language. Typical machine translation approaches
are difficult to adapt to SMS language due to the many irregularities this
kind of language shows. This paper presents a new approach for SMS nor-
malization that combines lexical and phonological translation techniques
with disambiguation algorithms at two different levels: lexical and seman-
tic. The results obtained by the system outperform some of the existing
methods of SMS normalization despite the fact that the corpus created
has some features that complicates the normalization task.

1 Introduction

SMS Language, also known as texting language, is a new way of communication
developed in the last ten years as a result of the massive use of electronic com-
munications all around the world. Only in Spain 25,000 million SMS messages
are sent per year, 365,000 million were sent in 2006 only in Occidental Europe.
Besides, there exists an incalculable amount of messages written with this kind
of language in chat rooms and instant messaging programs. Nowadays, there is
not much work about SMS normalization (see [1,5] for English or [8] for French)
in spite of the fact that this massive use of SMS language makes suitable to
develop normalization systems that help to process all this information. There
exist many applications for which SMS normalization could be really useful.
For example, search engines for noisy text documents such as emails or blogs,
text correction over the web or text-to-speech systems. Another motivation to
implement this kind of normalization systems is the preservation of the native
languages. SMS language does not take into account many orthographical and
grammatical rules. So the uncontrolled use of this kind of language could lead to
a deterioration of the original languages. SMS language is not only a marginal
and informal variant of the standard language but a process of language evolu-
tion that has got the potential to modify the standard language [3]. Finally, the
methodology used in SMS language normalization could be a source of ideas to
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be used in general machine translation systems since SMS normalization could
be treated as a subproblem of Machine Translation.

This paper presents a method for the normalization from Spanish SMS lan-
guage texts into Spanish natural language texts. The method proposed carries
out the lexical and semantic disambiguation making use of a combination of
lexical resources such as SMS and Spanish dictionaries or the lexical database
WordNet. The main contributions of this work are not only the whole normal-
ization system, but also a new phonetic-based distance between SMS words and
Spanish words. This distance in combination with a phonetic Spanish dictionary
built ad-hoc for this application enables the extraction of all the Spanish words
phonetically similar to a SMS word. Our method outperforms some of the ex-
isting methods of SMS normalization despite the fact that the corpus created
has some features that complicate the normalization task. For example, a higher
rate of unknown words or a lower BLEU score of raw text (a well-known metric
that compares the translation given by a system and the real translation) [12].

2 SMS Language Features

The main features of Spanish SMS language can be found in [7]:

– Phonetic abbreviations and vowel elimination are the phenomena mostly
used in SMS language. Phonetic abbreviations are those which keep a similar
phonetic structure with the real word: txt - text.

– Non-phonetic abbreviations are also widely used. These abbreviations have
no phonetic likeness with the word they refer to. For example: xxx - kisses.

– Blank characters are sometimes omitted after a punctuation mark to save
characters, making necessary a preprocessing step that splits the SMS sen-
tence in its forming words. For example, in SMS language can be found:
Hi!hw r you?.

– In addition, the orthographical rules (in Spanish, particularly the accentua-
tion rules) are often not taken into account, thereby increasing the ambiguity.

Based on the conclusions obtained by [7], two hypotheses are assumed by our
method:

1. A SMS phonetic abbreviation always presents the same consonants, or con-
sonants phonetically equivalent, as the referred Spanish word (the only ex-
ception is letter ’h’, which has no phonetic transcription). This seems to be
a very logical assumption because the elimination of a consonant would lead
to a very different word in terms of phonetics.

2. The vowels that appear in an SMS phonetic abbreviation are always in the
same order in the referred Spanish word. This is also a very logical assump-
tion since it has no sense to add a vowel that is not in the original word or
to add it in a different position.
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3 SMS Translator: System Architecture

SMS normalization requires the processing of special symbols and phonetic ab-
breviations and the disambiguation at two main levels. In order to solve these
problems, a system composed of three modules is proposed. Preprocessing, trans-
lation and disambigutation at two different levels are the processes carried out
by the system. In order to show the way the proposed normalization method
works, a Spanish sample sentence will be used: Pues tiene dos teléfonos móviles
(in English: So he has two mobile phones) written in SMS language as: Pues
tiene 2telfs mvls.

3.1 Preprocessing Module

One of the characteristics of SMS language is the possible absence of blanks
after a punctuation mark or number because of the space limitations that SMS
imposes. For example, tokens like 2telfs or hola.como estás? could be found.
Therefore, the first task of the preprocessing module is to do a correct tokeniza-
tion of the SMS text, which implies dividing the tokens consisting of letters
and signs and uppercasing the words after a dot sign. However, SMS language
can present abbreviations and emoticons, composed of letters and signs, which
should not be split to be traduced correctly. So, before splitting a token consist-
ing of letters and punctuation marks or numbers, the module tries to translate it
by using a Spanish SMS dictionary with more than 11,000 entries, provided by
the ’Asociación Española de Usuarios de Internet’1 (Spanish Internet Users As-
sociation). If the word is in the SMS dictionary, this module stores the possible
translations, otherwise, this module tokenizes it obtaining the token (or tokens)
of letters and the token (or tokens) of symbols.

In the example presented, the preprocessing module would find that the word
2telfs is formed by numbers and letters. So, after trying to translate it using the
SMS dictionary without success, the module would break the single word and it
would outcome two tokens: 2 and telfs.

3.2 Translation Module

The translation module gets all the possible translations of the SMS words. In
order to do it, the module has to deal with three kinds of words: phonetic abbre-
viations, which are obtained by removing some vowels of the original word like
mvls - móviles, non-phonetic abbreviations like xa - para, and real words. The
translation module uses an SMS dictionary to deal with non-phonetic abbrevi-
ations and a Spanish phonetic dictionary to deal with phonetic abbreviations
and real words. The output of this module is the union of the lists of possi-
ble translations extracted from the SMS dictionary and the Spanish phonetic
dictionary.

1 http://www.diccionariosms.com/contenidos/

http://www.diccionariosms.com /contenidos/
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Table 1. Input and output of the translation module. The English translations of the
differnt words are: puedes - can, dos - two, tú - you, teléfonos - phones, pues - so, tiene
- has, móviles - mobile, muebles - furniture, amables - kind.

Original word Pues Tiene 2 Telfs Mvls

SMS dictionary Puedes – Dos, tú Teléfonos –

Spanish Móviles

Phonetic Pues Tiene – – Muebles

dictionary Amables

Resulting Móviles,

possible Puedes, Pues Tiene Dos, Tú Teléfonos Muebles,

translations Amables

SMS Dictionary. The translation module tries to find each word in the SMS
dictionary, which stores non-phonetic abbreviations. If the word is found there,
all the possible translations are stored. As stated before, a SMS word could
be similar to an SMS abbreviation and to a real Spanish word. So, even if the
SMS word is found in the SMS dictionary, the translation module has to check
whether it is similar to a real Spanish word. Therefore, the module uses the
Spanish phonetic dictionary explained in the following point.

Spanish Dictionary. A Spanish phonetic dictionary has been specifically built
to make the translation of phonetic abbreviations easier. The use of such a
phonetic dictionary in combination with a new similarity metric proposed further
on is one of the main contributions presented in this paper. The dictionary
consists of a special code that reflects the phonetic uses for each consonant in
Spanish SMS language and a string storing the vowels and its positions in the
word. This allows to map the SMS word to several natural language words that
share the same consonant base. The possible rewrites are ranked by a weighted
Levenshtein distance which is thresholded to select admissible rewrites. The
consonant code groups the consonants which can be used indistinctly in Spanish
SMS language because of their phonetic similarity (such as B and V ). These
phonetic groups are: B-V, C-Q-K, G-J-W, R-’RR’, X-’CH’ and Y-’LL’. Each
entry of the dictionary is formed by a consonant string, composed of the codes
of each consonant, and a vowel string composed of the vowels and their order in
the Spanish word.

The translation module tries to find out whether the SMS word is a phonetic
abbreviation of a real word or not. To do this, we assume the two hypotheses
pointed in section 2. According to these two assumptions, the translation process
works as follows: given a SMS word, first of all the word is searched in the Spanish
phonetic dictionary to get the entries that have the same coded consonant string.
Then, for each of the entries, the translation module computes the similarity of
the associated vowels strings.



SMS Normalization: Combining Phonetics, Morphology and Semantics 277

The similarity between strings is computed by using a new metric proposed
here as a modification of the Levenshtein distance [9]. Levenshtein distance gives
a cost to the operations of insertion, elimination or substitution of characters.
Our measure slightly penalizes the insertion of a vowel. However, the substitution
of a vowel has a high cost unless it is substituted by the same vowel with an
accent. The elimination operation is very highly penalized since SMS language
does not imply the insertion of characters. The cost values for each operation
and the threshold have been fixed empirically using a subset of 20 messages not
used in the evaluation.

The output of the translation module would be a list of sets of words in which
each set represents the possible translations of the corresponding word in the
original sentence. Following our example, we would get the results shown in
Table 1.

3.3 Disambiguation Module

Lexical Disambiguation. In order to do the lexical disambiguation task, the
system uses the open source suite of language analyzers ”Freeling 2.1”2 [4] with
some modifications to deal with our particular problem. At first, the input of
this module is a sentence that in each position does not have a single word but
a list of possible words. Each list is composed by all the possible translations for
each word received from the translation module. For the list associated to each
position in the sentence, the module stores all the possible POS tags using the
dictionary provided by Freeling and also uses Freeling to determine the most
probable combination of these POS tags. Once Freeling obtains the selected
POS tag for each position, the disambiguation module selects the words of the
corresponding list that have that POS tag among its possible POS tags.

The process followed by this submodule can be seen in Table 2. The output of
this submodule is formed by the words whose POS tag is the same as the selected
POS tag given by Freeling. Note that the lexical disambiguation process has two
positive effects: at the very best, lexical disambiguation is enough to completely
eliminate ambiguity (see first and third words) and also in those cases that
ambiguity still remains (see last word), the number of options is reduced, making
easier the semantic disambiguation task.

Semantic Disambiguation. The semantic disambiguation module uses Word-
Net 2.13 [6], which due to its hierarchical structure and the existence of term
definitions in each sense, enables the design and use of many kinds of seman-
tic similarity measures between words. In order to access WordNet we used
JWordNet-Similarity4, a Java interface that implements a variety of seman-
tic similarity and relatedness measures including the one used by the system
proposed here, the Extended Gloss Overlap Measure [2]. Besides, given that
2 http://garraf.epsevg.upc.es/freeling/
3 http://wordnet.princeton.edu/
4 http://www.eml-research.de/english/research/nlp/download/

jwordnetsimilarity.php

http://garraf.epsevg.upc.es/freeling/
http://wordnet.princeton.edu/
http://www.eml-research.de/english/research/nlp/download/jwordnetsimilarity.php
http://www.eml-research.de/english/research/nlp/download/jwordnetsimilarity.php
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Table 2. Lexical disambiguation process. The subscripts show the possible tags for
each word. The English translations of the different words are: puedes - can, dos - two,
tú - you, teléfonos - phones, pues - so, tiene - has, móviles - mobile, muebles - furniture,
amables - kind. The abreviations mean: V - verb, SC - subordinate conjunction, DT -
determiner, PN - pronoun, N - noun and ADJ - adjective.

Possible PuedesV T ieneV DosDT TeléfonosN MóvilesADJ,N

Translations PuesSC T úPN MueblesN

AmablesADJ

Possible tags V V DT N ADJ

SC PN N

Selected tag SC V DT N ADJ

Output Pues Tiene Dos Teléfonos Móviles

Amables

WordNet is an English ontology, we used the Spanish WordNet-based semantic
information provided by FreeLing to construct an English-Spanish dictionary
based on semantics. FreeLing provides for each Spanish word its correspond-
ing English WordNet synsets (extracted from EuroWordNet5), so the English-
Spanish dictionary was made up by inversely translating the synsets for its
associated words in WordNet.

The algorithm used by the system to deal with the semantic ambiguity is
a novel adaptation of the Maximum Relatedness Disambiguation (MRD) algo-
rithm [13] to make the disambiguation among possible translations instead of
among possible senses. The adaptation presented here takes the words with the
most related senses (from now on we will call a sense-pair each pair of senses
formed by a sense of the target word and a sense of one of the words in the
context window) among the target word and the words in it context.

The algorithm processes the input sentence from left to right. When the first
ambiguous word (target word) is found, the context window is built. This window
is formed by the words placed just before and after the target word whose type
is present in WordNet (that only takes into account nouns, verbs, adjectives or
adverbs). The window size used in our system was 3, which included the target
word and one word to its left and right. At his point, we followed the claim
done by [10] regarding that words farther away from the target word are less
likely to be related to words close to the target word. Once the context window
is built, the algorithm takes each possible translation of the target word and
computes the relatedness of all its senses with all the senses of all the words in
the context window. Note that words to the left in the context window cannot be
ambiguous either because they are not ambiguous or because they have already
been disambiguated. However, words to the right could be ambiguous, so the
algorithm has to compute the relatedness with all the possible words. For each

5 http://www.illc.uva.nl/EuroWordNet/

http://www.illc.uva.nl/EuroWordNet/
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Table 3. Semantic similarity of sense-pairs of words Teléfono and Amable and Teléfono
and Móvil

TELÉFONO

Phone Telephone Telephony Number

Gracious 0.75 1.38 1.0 0.41

AMABLE Good-hearted 1.33 2.0 1.0 0.91

Kind 0.67 0.83 0.33 0.73

MÓVIL Mobile 2.89 2.83 1.67 0.97

word in the context window, the algorithm gets the most related sense-pair and
computes the score of each of the possible translations of the target word as the
sum of the scores of the most related sense-pairs. Finally, the algorithm selects
the option with the highest score. Table 3 shows the comparisons done by the
algorithm in order to disambiguate the last word of the example sentence. The
context window is made by the word telephone which has 4 senses in WordNet.
The most similar sense-pair is the one made by the sense phone-mobile. Thus,
móviles (mobile) is selected.

4 Evaluation

4.1 Data Set

There are not many studies about SMS normalization, particularly in Spanish,
so there is not a suitable benchmark data set for the evaluation of Spanish
SMS normalization systems. Thus, a data set was built with messages written
by undergraduate students of the University of Extremadura to the magazine
“Extremadura Universa”6. The SMS collected were sent to the magazine between
January 2003 and March 2008, and all of them are anonymous. Some important
features of the corpus are the following: unknown tokens (those which do not
correspond to a Spanish word) account for a 78.71% of the total number of tokens
while ambiguous tokens (those which have more than one possible translation)
reach a 37.96%. The number of ambiguous tokens is an important measure that
complements the number of unknown tokens. If the number of unknown tokens is
very high but they have only one possible translation, a simple dictionary-based
method could obtain great results. Also BLEU 3-gram score of raw text is given
to compare the a-priori difficulty of the task. In our corpus the BLEU score of
raw text is 0.1243. It is important to note that the corpus used to evaluate our
method seems to have some features that make the task more complicated than
the one faced in other related papers. The corpus used by [8] presents only a
32.7% of unknown words which is much lower than the 78.71% of our corpus,
making easier the normalization task. Also [1] uses a corpus with an initial BLEU

6 http://www.elperiodicoextremadura.com/suplementos/universa/

http://www.elperiodicoextremadura.com/suplementos/universa/
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Table 4. Number of words processed, errors, word error rate and BLEU score of each
module and the whole system

Module Total Words Errors WER BLEU score

(3-gram)

Preprocessing + Translation 1557 112 0.071 0.469

Lexical Disambiguation 665 55 0.083 0.624

Semantic Disambiguation 276 48 0.174 0.805

OVERALL 1557 215 0.138 0.805

Baseline 1557 1009 0.648 0.469

3-gram score of 0.5784, which shows that the source messages are much more
similar to the real translations than the ones used in this paper.

4.2 Evaluation Process

Not only the evaluation of the whole system has been carried out. Also, some
stages of the algorithm were evaluated separately to observe the weaknesses and
strengths of each of the steps of the system. The evaluation process works as
follows: first of all, when each of the modules finishes its work, the output (i.e.,
the list of possible translations for each word) is stored. When the translation
is done, for each word, if the real word is not included in the list of possible
translations given by the module, the number of errors of the corresponding
module is increased. When an error is detected on a module, the translation
process continues. But, in order to compute the errors of each module, we don’t
take into account the errors made by the previous modules. To obtain the BLEU
scores shown in Table 4, we select the first option of the possible translation lists
generated by each module. To evaluate the method proposed we used the word
error rate. Also BLEU metric is given to allow comparisons with other similar
studies like the ones proposed by [1,8,11]. In addition to word error rate, we
used the sentence error rate, which provides information about the distribution
of errors among sentences.

4.3 Results and Discussion

The results obtained by each of the modules of the normalization system pro-
posed, and the overall precision of the method are shown in Table 4. As a baseline
experiment we consider a simple dictionary-based system. The baseline system
preprocesses and translates the input words in the same way as the preprocess-
ing and translation modules presented in this paper. However, for obtaining the
final normalization of each message, the baseline system takes the first of the
words in the possible translations list of each token.

The sentence error rate obtained by the system is 0.609, i.e., 56 normalized sen-
tences out of the total 92 sentences contain an error. This value is much better
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than the 0.75 reported by [11] and is similar to the approximate 0.60 reported by
[8]. Also Table 4 shows good and promising results of the normalization system
proposed here. The global BLEU score of 0.8054 is similar to the 0.8070 reported
by [1] for English, and the approximately 0.8 reported by [8] for French. Further-
more, the system highly outperforms the method proposed by [11] which obtains
a BLEU score of 0.68. It is important to note that these results are obtained with
a corpus with some features, such as a higher rate of unknown words or a lower
BLEU score of raw text, that complicate the normalization task.

Errors in preprocessing and translation are mainly due to the words that
are not contained in the dictionaries, such as diminutives, nicknames or proper
nouns, which are commonly used in SMS language. The problem with these
kinds of words could be eliminated by using dictionaries that include diminutive
forms or by using some entity recognition method capable of detecting these
forms. Also it would be interesting to test some speech recognition approaches
that provide multiple segmentation candidates attending to phonetics.

Lexical disambiguation obtains great results. Observing the errors done by
this module, it seems that this is not a critical point to improve. Errors are
mainly detected in the disambiguation of words which have some previous words
wrongly translated, leading the disambiguation to fail.

The main source of errors in the semantic disambiguation is only present in
languages, like Spanish, that present conjugated verbs or gender-marked nouns.
In fact, in many cases it is not possible to obtain the correct form of a verb or
the correct gender of a noun because there is no information in the message to
choose the correct form. The total amount of errors caused by a bad conjugation
of a verb is 14, which supposes a 29.17% of the errors made by this module and
a 6.51% of the total errors made by the system. Regarding gender, the errors
caused by this problem suppose the 35.42% of the errors made by the semantic
disambiguation module and a 7.91% of the overall errors of the system. It is
important to remark that it is impossible to correct some of these errors because
the election of the correct form depends on external circumstances that are
not contained in the message (for example, the gender of the receiver of the
message). Also, it is important to note that these problems are only present in
certain languages such as Spanish or French, but not in English. So this fact
should be taken into account in the comparison of this method with methods
designed to work with English.

5 Conclusions

This paper presented a novel approach to SMS normalization. The system is
based on a three-module architecture built up by a preprocessing module, a
translation module and a disambiguation module. The preprocessing module
divides the words correctly, taking into account some special characteristics of
SMS language such as the possible absence of blanks. The translation module
tries to obtain all the possible translations of each word making use of two differ-
ent dictionaries to deal with phonetic and non-phonetic abbreviations. Finally,



282 J. Oliva et al.

the disambiguation module chooses the correct translation for each word among
all the possible translations given by the translation module. In order to make
this choice, the disambiguation module carries out a process of lexical disam-
biguation and a process of semantic disambiguation, taking into account context
information and the semantic knowledge stored in WordNet. The main contri-
butions of this work are not only the whole normalization system, but also a
new phonetic-based distance between SMS words and Spanish words based on
a weighted Levenshtein distance. This distance in combination with a phonetic
Spanish dictionary built ad-hoc for this application enables the extraction of
all the Spanish words phonetically similar to a SMS word. The proposed sys-
tem outperforms some of the existing methods of SMS normalization despite
the fact that the corpus created has some special features, such as a higher
rate of unknown words or a lower BLEU score of raw text, that complicate the
normalization task.
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Abstract. The multiscale techniques for edge detection aim to combine
the advantages of small and large scale methods, usually by blending
their results. In this work we introduce a method for the multiscale ex-
tension of the Gravitational Edge Detector based on a t-norm T . We
smoothen the image with a Gaussian filter at different scales then per-
form inter-scale edge tracking. Results are included illustrating the im-
provements resulting from the application of the multiscale approach in
both a quantitative and a qualitative way.

1 Introduction

In the literature there exist a wide amount (and diversity) of edge detection
methods, featuring very diverse techniques. The inspirations for such techniques
come from different fields, including soft computing, physics or statistics. Nev-
ertheless, at some point of the processing, most of them evaluate the intensity
or color of the pixels in the neighbourhood of each pixel. This evaluation is per-
formed in many different ways, such as local measurements, discrete convolutions
or pattern-matching.

When a neighbourhood-based evaluation is to be performed, it is necessary
to define the size it should have. That is, how many pixels are to be considered
as neighbours of each pixel. Some edge detection methods make use of fixed-
size neighbourhoods (as FIRE [23] or the convolution with the Sobel [25] or
Prewitt [20] operators), while others adapt it based upon the values of their
parameters (as the LOG [15] or Canny [3] operators). Even if some operators
are meant to be infinite, they are always implemented as a discrete filter with
finite support. Generally, smaller scales are related to spatially accurate edge
detection, but also with higher sensitivity to noise. In the case of some specific
detectors, the relationship between both of them has been studied. The most
relevant case is the Canny method. Canny [3] grounds its development in the
modeling and optimization of three criteria, being two of them the spatial accu-
racy (localization) and the single response to an edge. As one of the conclusions,
Canny stated that there was necessarily a trade-off between the accuracy of the
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response and the ability of missing spurious responses. This work has been later
revisited by different authors as Demigny [6] or McIlhagga [17]. However, it is
accepted the fact that larger scales make the detectors more robust against noise,
textures and spurious edges, to the cost of potentially displacing them from their
true position [19,12]. Some authors have aimed to determine the better-suited
scale for a detector, but no consensus has been reached so far [8].

In this work we elaborate on an edge detection method based on fixed 3 × 3
neighbourhoods, extending it with notions from multiscale theory. More specifi-
cally, we perform edge detection on increasingly smoothed versions of the image
and the combination of their results.

In Section 2 we analyze the scaling problem of the gravitational approach to
edge detection, then introduce a multiscale algorithm. Section 3 includes some
quantitative experiments, while some conclusions are drawn in Section 4

2 The Multiscale Gravitational Edge Detector Based on
a t-norm T

2.1 The Gravitational Approach

In the original gravitational approach [26] to edge detection, each pixel in the
image is taken as a body of mass equal to its intensity. Then, the position of
the pixel is associated a gradient equal to the sum of the gravitational forces its
immediate neighbors produce on it. Considering the situation depicted in Fig. 1,
we have gi,j =

∑
k=1,...,8 F k.
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Fig. 1. Gravitational forces acting on a given pixel

An extension of the gravitational approach, namely Gravitational Edge De-
tector based on a t-norm T 1 (GED-T ), was introduced in [13], allowing the
substitution of the product of the masses (in the calculation of the gravitational
forces) by any other t-norm [13]. The effect and usability of each t-norm was
studied. For example, in Figure 1, the force F1 is

F1 =
T (qi,j , qi+1,j+1)

|r|2 · r

|r| (1)

1 A triangular norm (t-norm) is a mapping [0, 1]2 → [0, 1] that is increasing, commu-
tative, associative and has neutral element 1.
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where r stands for the vector connecting the pixels (in this case qi,j and qi+1,j+1).
The GED-T was shown to be competitive with the Canny method, the refer-

ence in the field. Even if performing worst in an average scenario, it outperformed
the Canny and Sobel methods in a significant amount of natural images [13].

2.2 Multiscale Edge Detection

As explained in Section 1, there is no easy solution for the scale-determination
problem. In fact, Torre and Poggio mention that, in order to characterize all of
the possible intensity changes, derivatives of different types, and possible differ-
ent scales would be needed [27]. Lindeberg [12] present a relevant study of the
behaviour of the edges with respect to the amount of smoothing the image, aim-
ing the automatic scale determination. The Anisotropic Diffusion, in the sense
of Perona and Malik [19], is also related to this idea, since it aims to combine
the small-scale filtering on the edges with the larger scale filtering of the objects
surface. An alternative direction is, instead of choosing the best possible scale,
combining the results obtained with many of them. This idea is based on the
fact that any feature at coarse level of resolution is required to posses a ’cause’
at a finer level of resolution, although the reverse is not true [19]. As pointed out
by Konishi et al. [10], this implies that edges existing at coarse scales continue
to exist at small scales. That is, we assume that the actual edges should appear
at any possible scale, while the noise and spurious responses should disappear at
larger ones. Hence, we only need to find a way to combine the spatial accuracy
of the detection at the small scales with the reliability of the classification at
the larger scales. Of course, we have to manage the fact that edges at larger
scales do not necessarily correspond (spatially) to their positions at the smaller
scales. The scale factor in edge detection has received some attention from the
community in the last 20 years [14], and many authors have further developed
multi-scale methods [21,10,24,5]

2.3 Multiscale Evolution of the GED-T

The GED-T has problems for scaling the neighbouhood of masses in Fig. 1,
mainly due to the nature of the intensity changes measurement. Pixels outside
the 3 × 3 windows may be considered, but their influence decreases drastically,
since the force they induce on the central pixel is inversely proportional to the
squared distance to the central pixel. Hence, larger windows tend to raise the
computational cost (due to the larger amount of forces calculated), but produce
similar results. This feature of the GED-T limits its ability to produce good
results, especially in high-noise environments.

Since it is not worth scaling the neighbourhood size, we propose to smooth
the original image with different Gaussian filters, and combine the results ob-
tained thereafter. That is, to vary the scale of the Gaussian filter used in the
preprocessing stage. Filters produced with large values of σ tend to oversmooth
images, but they are very effective suppressing noise in the image and allow the
detection of qualitatively new edges in the image (see [12] for some examples).
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This approach is similar to that of, for example, Qian and Zhong [21] for extend-
ing the LOG method [15]. The idea of continuously smoothing a signal (in this
case, an image) has been widely studied in the literature. Specially interesting
is the case of the Gaussian smoothing, which is referred as Gaussian scale-space
(GSS). Different studies on the GSS (introduced by Iijima [28], but popularized
after Witkin [29]) have been presented by Babaud et al. [1], Yuille and Pog-
gio [30] and Florack and Kuijper [7], among others. The developments on the
study of the GSS gave rise to its application to several tasks, such as filtering
based on mathematical morphology [9], histogram analysis [4] or clustering [11].
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Fig. 2. Edge images generated on the span image applying the GED-TM after Gaussian
smoothing with different σ. Fuzzy edge images are converted into binary edge images
using NMS and the Rosin method for thresholding.

Examples of edge images obtained with GED-TM on images smoothed with
different amount of Gaussian smoothing are included in Fig. 2. These edge images
have been binarized after the GED-T procedure. In Fig. 2 we observe how larger
values of σ lead to better-looking edges, and to an almost complete removal of the
spurious responses. The spurious responses due to high-frequency signals (as the
texture of the span) disappear with relatively low σ, while the lower frequency
ones (as the imperfection on the right side of the image) only disappear with the
largest of the values of σ. However, it is also noteworthy how the shape of the
span is progressively degraded.

Let Gσ be the Gaussian convolution operator. Given a set of values of the
standard deviation of the Gaussian convolution, Ω = {σ1, . . . , σn}, we gener-
ate n versions of the image I. The GSS is therefore sampled with n images
I = {Gσ1

(I), . . . , Gσn(I)}. We apply the GED-T on each of the images, then
threshold the fuzzy edge image using non-maxima suppression [3] and the Rosin
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method for thresholding [22]. That is, we generate a sequence of n fuzzy edge
images Zi=GED-T (Gσ1

(I)), later turned into binary images Bi. Once we have
constructed the set of edge images B = {B1, . . . , Bn}, we consider that the po-
sition (i, j) is an edge pixel if:

(C1). It is an edge at the finest scale, i.e. B1(i, j) = 1 and
(C2). It is displaced at most Td positions in two consecutive edge images Bi,

Bi+1.

The constraint C1 is very easy to test. However, in the validation of C2 we
have to track the position of the edge pixel at each Bi. In order to do so, we
increasingly check the position of the edge pixel. We assume that the position
of the edge at the next step (if any) is the closest edge point at that scale. In
case the closest edge point is further away than Td positions, then we assume
the response is due to another edge, and discard the position (i, j). In this way,
we aim to combine the ability to remove spurious edges of the large values of σ
(C2) with the spatial accuracy of the small ones (C1). The procedure to do the
tracking is included in Algorithm 1. This procedure tracks the edges from finer
to coarser scale, in opposition to other works using coarse-to-fine tracking [10].

Data: A set of images B = {B1, . . . , Bn}, a distance threshold Td

Result: A binary edge image B
begin

for every edge pixel (i, j) of B1 do
s = 1;
(i, j)′ = (i, j);
δ = 0;
while s < n and Td ≥ δ do

// Update the position of the edge

δ = min(d((i, j)′, (k, l)) | B(s+1)(k, l) = 1);
(i, j)′ = argmin(k,l)(d((i, j)

′, (k, l)) | B(s+1)(k, l) = 1);

// Update edge image

s = s+ 1;

end
if s ≥ n then

B(i, j) = 1;
else

Discard (i, j);
end

end

end
Algorithm 1: Procedure for fine-to-coarse edge tracking.

We refer to our proposal as multiscale extension of the GED-T , briefly MGED-
T . The overall processing of the MGED-T is as presented in Fig. 3. As an example
of the performance of the procedure, we have applied the MGED-T on the span
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image used in Fig. 2 with three different t-norms. The selected t-norms are the
product (TP), the minimun (TM) and the �Lukasiewicz t-norm (TL) [13]. We have
used 4 sets of values of σ, the Euclidean distance d and Td = 1.5 (it includes all
the pixels in a 3×3 window centered at the pixel). As illustrated in Fig. 4, most
of the noise and spurious responses are removed, but the silhouette of the span
is still placed in the actual intersection of the objects.

�

�

�

�

�

�

�����

�����

σ1

σ2

σn

TRACKING

Original Image

Gaussian Scale-Space

Edge Image

Fig. 3. Schematic visualization of the Multiscale GED-T

Since the algorithm elaborates on (and aims to improve the performance of)
the GED-T , it is necessary to estimate the computational overhead it implies.
We assume that the cost of the GED-T is O(M · N), where M and N are the
number of rows and columns of the image, respectively. The cost of MGED-T
having n different values of σ, is O(n · M · N + |B1| · n). That is, the cost of
performing n times the GED-T procedure and then tracking the points of B1

along (up to) n edge images. We can safely assume that most of the points in
the image do not belong to any edge, and hence |B1| << M · N . Therefore,
O(n · M · N + |B1| · n) ≈ O(n · M · N), that is, n times the computational cost
of the original GED-T .
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Fig. 4. Edge images generated on the span image applying the MGED-TM, the
MGED-TP and the MGED-TL using different sets of values of σ

3 Some Practical Experiments

In [13] the GED-T was shown to be competitive with the Canny method, the
reference method in the field. It performed worst than the Canny method in
average, but beat it in a significant numbed of cases. The multiscale edge detec-
tion methods are meant to maintain the amount of true positive (TP) responses
while decreasing the number of false positives (FP). In this experiment we at-
tempt to compare the evolution of both statistical features (TP and FP) when
using different values of σ in the Gaussian smoothing. That is, whether the ex-
tra overhead the multiscale version implies is worth it or not. Note that the
performance measures based on statistical features are not completely satisfac-
tory, since they do not consider the overall shapes in the edge image. Moreover,
they penalize in the same way pixels being at very different distances of the
true edges [2,18]. However, even if they are not useful for evaluating the overall
quality of an image, they illustrate the specific fact we want to investigate in
this experiment.

For testing we select the first 50 images of the test subset of the BSDS [16].
The images have a resolution of 321 × 481 pixels in grayscale. Each image is
provided with 5 to 10 hand-made segmentations. Since those segmentations are
given as region boundaries, we use them as ground truth in the quantification
of the quality of the resulting edge images.

We have used in the experiments the MGED-T with Ω = {0, 0.1, . . . , σM},
where σM is a parameter we have progressively increased. For the original GED-
T we use the classical Gaussian smoothing with a single σM . In Fig. 5 we illus-
trate the evolution of TP and FP generated by the MGED-T and the GED-T
using different values of σM and t-norm T ∈ {TP, TM}. We take as a FP any
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Fig. 5. Results obtained by the MGED-T and the GED-T on the sample images. The
uppermost plot displays the average number of TP, while the second illustrates the
average number of FP.

pixel being at most 2.5 positions away from a true pixel. Note that the σM stands
for the standard deviation of G in the case of the GED-T and for the maximum
σ when using MGED-T .

We observe in Fig. 5 that the number of FP is usually larger than the number
of TP. Moreover, both quantities are reduced when σM increases. This is con-
sistent with the examples in Figs. 2 and 4, where larger values of σ resulted in
a lower number of edge points. The decrease of FP is due to the fact that noise
and textures are usually high-frequency signals, and are therefore tackled by Gσ

with relatively low σ. The decrease of TP is related to the fact that increasing
smoothing may potentially displace the edges further away from its true posi-
tion. Hence, the larger the value of σ, the more possibilities of the edges to be
considered FP, even if related to a true edge. The number of TP can also decrease
due to the overblurring of the image. Eventually, an edge may be smoothed to
the point of not being detected (see the image in Fig. 3). The fact that an edge
may become non-visible because of oversmoothing collides with the theoretical
considerations by Konishi [10], but is very common in the practical application
of multiscale methods.

We notice as well how the decrease of TP and FP cast different shapes. The
decrease of FP is very fast at the beginning (when the high frequency noise is
removed), and then decreases slowly. In the case of the TP, we observe a more
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homogeneous behaviour, casting a slow decrease. In this way, even if the number
of FP is much larger at the beginning (about 4 times higher in average), the
largest values of σ produce a similar number of TP and FP. We also observe
how the improvement of the MGED-T with respect to the GED-T increases
along with σ. Obviously, when n = 1 we have that the result produced by each
detector is the same. In the comparison of t-norms, we have that the TM-based
detectors always outperform their counterparts. Nevertheless, this is not the
question raised in this experiment, since we intend to compare the original with
the multiscale detectors.

Even if the improvement of the multiscale methods is evident, we have to bear
in mind that it comes to the cost of a computational increase proportional to n.
Therefore, we might find more interesting to use intermediate σM (in this case,
for example, σM = 3) rather than using as many scales as possible.

4 Conclusions

We have introduced a multiscale extension of the GED-T , denoted MGED-T .
In order to do so, we have used a fine-to-coarse edge tracking algorithm. Then
we have illustrated the improvement it represents, with some visual examples.
To conclude, we have tested the detector on a large number of images find-
ing that, when increasing the amount of smoothing, the MGED-T provides a
better preservation of the correctly detected edges while removing the spurious
responses. However, it comes to the cost of a higher computational complexity,
which might discard it in some scenarios.
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Abstract. Image registration is a fundamental task in computer vision.
Over the last decades, it has been applied to a broad range of situa-
tions from remote sensing to medical imaging, artificial vision, and CAD
systems. In the last few years, there is an increasing interest in the ap-
plication of the evolutionary computation paradigm to this task in or-
der to solve the ever recurrent drawbacks of classical image registration
methods. In this work, we will perform an experimental study on the
performance of the most relevant evolutionary image registration meth-
ods proposed to date tackling a challenging real-world problem named
3D model reconstruction using laser range scanners. Specifically, we will
make use of image datasets of human skulls provided by the Physical
Anthropology Lab of the University of Granada, Spain.

Keywords: Image registration, evolutionary computation, 3D modeling.

1 Introduction

Image registration (IR) [20], is a crucial task in image processing systems. It is
used to finding either a spatial transformation (e.g, rotation, translation, etc.) or
a correspondence (matching of similar image entities) among two (or more) im-
ages taken under different conditions (at different times, using different sensors,
from different viewpoints, or a combination of them), with the aim of overlaying
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such images into a common one. Over the years, IR has been applied to a broad
range of situations from remote sensing to medical imaging, artificial vision, and
CAD systems. Different techniques have been independently studied resulting
in a large body of research. In particular, the range image registration (RIR)
problem is focused on the registration of images, named range images, acquired
by laser range scanners [7].

IR is the process of finding the optimal spatial transformation (e.g, rigid,
similarity, affine, etc.) achieving the best overlay between two (or more) differ-
ent images. They both are related with the latter transformation, measured by a
Similarity metric function. Such transformation estimation is interpreted into an
iterative optimization procedure in order to properly explore the search space.
Two search approaches have been considered in the IR literature: matching-
based, where the optimization problem is intended to look for a set of corre-
spondences of pairs of those more similar image entities in both the scene and
the model images, from which the registration transformation is derived; and
the parameter-based, where the strategy is to try to directly explore inside each
range of the transformation parameters.

Aspects such as the presence of noise in images, image discretizations, orders
of magnitude in the scale of the IR transformation parameters, the magnitude
of the transformation to be estimated, etc., cause difficulties for traditional IR
algorithms as the well-known iterative closest point (ICP) [2] algorithm, thus
they become prone to get trapped in local minima.

In the last few years, the adoption of the evolutionary computation (EC) [1]
paradignm has introduced an outstanding interest in the IR community in or-
der to solve those problems due to their global optimization techniques nature.
In particular, evolutionary algorithms (EAs) have been successfuly applied for
tackling the IR optimization process. The first attempts to solve IR using EC
can be found in the early eighties [9]. Since then, several EC-based IR methods
have been proposed to solve the IR problem.

In this work we introduce a practical study on the applicability of the EC
paradignm for solving the IR problem. To do so, we consider some of the most
relevant IR proposals making use of EC. Likewise, we will carry out an experi-
mental study of the performance of these methods facing a real-world application
of the IR problem named 3D object reconstruction using laser range scanners.
In particular, we considered reconstructions of human skulls by using 3D im-
ages provided by the Physical Anthropology lab at the University of Granada
(Spain).

The structure of this paper is as follows. First, Section 2 describes the IR
problem and its specific application in the 3D model reconstruction of forensic
objects using RIR methods. Next, Section 3 is devoted to introduce some of the
most relevant IR methods using EC. Section 4 performs an experimental study
by considering the previous introduced EC-based IR methods facing the real-
world application of 3D model reconstruction of human skulls. Finally, Section
5 shows some conclusions of this work.
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2 Preliminaries

2.1 Image Registration

There is not a universal design for a hypothetical IR method that could be
applicable to all registration tasks, since various considerations on the particular
application must be taken into account [20]. However, IR methods usually require
the following four components (see Figure 1): two input Images named as Scene
Is = {p1, p2, . . . , pn} and Model Im = {p ′

1 , p ′
2 , . . . , p ′

m}, with pi and p ′
j being

image points; a Registration transformation f , being a parametric function
relating the two images; a Similarity metric function F , in order to measure
a qualitative value of closeness or degree of fitting between the transformed scene
image, noted f ′(Is), and the model image; and an Optimizer that looks for the
optimal transformation f inside the defined solution search space.

Fig. 1. The IR optimization process

Likewise, an iterative process is often followed until convergence, for instance,
within a tolerance threshold of the concerned similarity metric. This is the case
of the well-known ICP algorithm [2] which works as follows:

– A point set P is given with Np points pi from the scene image. The model
image, X , is defined by Nx supporting geometric primitives: points, lines, or
triangles.

– The iteration is initialized by setting P0 = P , the registration transformation
(using quaternions for rotations) by q0 = [1, 0, 0, 0, 0, 0, 0]t, and k = 0. The
next four steps are applied until convergence within a tolerance threshold
τ > 0:
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1. Compute the matching (Yk) between the current scene (Pk) and the
model points (X) by the closest point assignment rule: Yk = C(Pk, X)

2. Compute the registration transformation: fk(P0, Yk)
3. Apply the registration transformation: Pk+1 = fk(P0)
4. Terminate iteration when the change in mean square error (MSE) falls

below τ

Despite the proposed scheme guarantees interesting properties such as fast and
accurate convergence, it is strongly dependent on the initial estimation of the
pose (transformation) between the images and it usually gets trapped in local
optima. As we will demonstrate later, the application of EAs to the IR optimiza-
tion process has caused an outstanding interest in the last few decades. Thanks
to their global optimization nature, EAs aim to solve the latter drawback, not
satisfactorily tackled by traditional IR methods.

2.2 3D Model Reconstruction Based on Range Image Registration

Range scanner devices are able to capture 3D images, named range images, from
different viewpoints of the sensed object. Every range image partially recovers
the complete geometry of the scanned object, then placing each of them in a
different coordinate system. Thus, it is mandatory to consider a reconstruction
technique to perform the accurate integration of the images in order to achieve
a complete and reliable model of the physical object. This framework is usually
called 3D model reconstruction and it is based on applying RIR techniques [17].
There are two RIR approaches to integrate multiple range images. The accumu-
lative approach accomplishes succesive applications of a pair-wise RIR method1.
Once an accumulative RIR process is accomplished the multiview approach takes
into account all the range images at the same time to perform a final global RIR
step. Figure 2 depicts the steps of the 3D model reconstruction procedure when
3D models of human skulls are acquired.

As depicted in Figure 2, the 3D model reconstruction procedure carries out
several pair-wise alignments of two adjacent range images in order to obtain the
final 3D model of the physical object. Therefore, every pair-wise RIR method
tries to find the Euclidean motion that brings the scene view (Is) into the best
possible alignment with the model view (Im). We have considered an Euclidean
motion based on a 3D rigid transformation (f) determined by seven real-coded
parameters, that is: a rotation R = (θ, Axisx, Axisy, Axisz) and a translation
t = (tx, ty, tz), with θ and Axis being the angle and axis of rotation, respectively.
Then, the transformed points of the Scene view are denoted by

f(pi) = R(pi − CIs) + CIs + t, i = 1 · · ·NIs (1)

where CIs is the center of mass of Is. We define the distance from a transformed
Is point f(pi) to the Model view Im as the squared Euclidean distance to the
closest point qcl of Im, d2

i = ‖f(pi) − qcl‖2.
1 The use of the term pair-wise is commonly accepted to refer to the registration of

pairs of adjacent range images.
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Fig. 2. 3D model reconstruction procedure

Hence, the RIR task can be formulated as an optimization problem developed
to search for the Euclidean transformation f∗ achieving the best overlapping of
both images according to the considered Similarity metric F :

f∗ = argmin F (Is, Im; f) s.t. : f∗(Is) ∼= Im
f (2)

Particularly, we used the median square error (MedSE) for tackling the RIR
problem:

F (Is, Im; f) = MedSE(d2
i ), ∀i ∈ {1, . . . , NIs} (3)

where MedSE() corresponds to the computation of the median d2
i value of the

N th
Is

scene points. We have used the grid closest point (GCP) scheme ([19]) to
speed up the computation of the closest point qcl of Im.

Finally, we have considered the feature-based RIR approach [20] in the subse-
quent experimental section. We used a 3D image processing algorithm in order
to extract the most relevant features of the range images. These synthetized 3D
images are used by the RIR method under study. We have followed the feature
extraction procedure used in [17] to extract crest lines as salient features.

3 Evolutionary Image Registration

In the last few years, a new family of approximate algorithms is being exten-
sively used by the IR community. They are named metaheuristics [10] and they
are based on the extension of basic heuristics by considering their inclusion in
an iterative process of improvement. One of the main advantage of these opti-
mization alternatives is their capability to scape from local optima. That is one
of the most relevant pitfalls of traditional IR methods (see Section 2.1).

As said, EC [1] is one of the most addressed approaches within metaheuristics.
EC involves those strategies using computational models inspired on evolutive
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procedures of nature as key elements in designing and developing of problem
solving systems based on computers. In particular, the first attempts facing
the IR problem using EC can be found in the eighties. Fitzpatrick et al. [9]
proposed such approach using genetic algorithms (GAs) [11,13] to register 2D
angiographic images in 1984. Since then, evolutionary IR has become a very
active area and several well-known EAs have been considered to tackle the IR
optimization process, causing an outstanding interest.

We have found the following evolutionary IR methods contributed in the last
few years. Yamany et al. [19] used a GA based on the original binary representa-
tion of solutions proposed by Holland [11,13] facing the IR of 3D dental images;
He and Narayana [12] tackled the IR of magnetic resonance images (MRIs) apply-
ing the explorative capabilities of the latter method by using more apropriated
genetic operators together with a real-coded representation of solutions; Chow
et al. [3] contributed with a new design of GA also using real-coded solutions
and with the main novelty based on the inclusion of a restart mechanism named
dynamic boundary in order to speed up the convergence of the algorithm tackling
a RIR problem; Wachowiak et al. [18] contributed with a broad study on the
performance of particle swarm optimization (PSO) [4,14] algorithms for solving
the IR problem in biomedical applications, specifically registering single slices
(2D images) of 3D volumes to whole 3D volumes of medical images; Cordón
et al’s. [6] proposal adapts the original binary scheme of the CHC [8] EA to a
real-coded one and making use of characteristic information extracted from 3D
MRIs; recently, Santamaŕıa et al. [5] contributed with an enhanced extension
of their previous proposal based on the scatter search (SS) [15] applied to RIR
problems [17].

4 Computational Experiments

4.1 Experimental Design

The Physical Anthropology Lab of the University of Granada provided us three
adjacent range images, I1, I2, and I3, of a human skull. The size (number of
points) of every image is 76794, 68751, and 91590, respectively. Next, in order
to follow the said feature-based RIR approach, we extracted crest lines features
from each of these images, thus obtaining a reduced version of their original
ones with 1181, 986, and 1322 number of points, respectively. Figure 3 shows
the input 3D range images together with the result of applying the 3D crest line
detector to every image

Finally, we configured two different RIR scenarios in order to accomplish the
reconstruction of the 3D model: RIR(I1,I2) and RIR(I3,I2). Notice that the scene
images I1 and I3 are aligned to the same model image, I2, that is considered as
the anchor image.

4.2 Parameter Settings

All the methods presented in Section 3 have been run thirty different times.
A different random rigid transformation is considered in every of the thirty
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Fig. 3. From left to right: reconstructed 3D model and the three selected I1, I2, and
I3 range images acquired by a laser range scanner. Below the latter three is shown the
resultant images after the application of the crest line detector.

runs. Thus, (2×30)=60 different RIR problem instances have been configured.
We used a 2.6 GHz Intel Pentium IV CPU with 2GB RAM. We maintained
the original parameter values of every IR method. On the other hand, we also
used a recent enhanced version of the ICP algorithm [16] as a traditional (non
metaheuristic-based) IR algorithm (see Section 2.1) for comparison purposes.

4.3 Analysis of Results

We used a turn table device (see Figure 2) with the aim to validate the re-
construction results estimated by the considered RIR methods. A ground-truth
3D model of the physical object is obtained using the latter mechanism. We
considered the MSE metric in order to measure the quality of the RIR results:

MSE =
r∑

i=1

||f(xi) − x ′
i ||2/r (4)

where f(xi) refers to the ith transformed point of image scene using the estimated
rigid transformation f , r is the image size of the latter one (before the application
of the crest line detector), and x ′

i corresponds to the same ith scene point in
the ground-truth location.

Table 1. Statistics (from thirty different runs of every RIR method) of the considered
RIR scenarios. In bold font are marked the best results according to minimum and
mean values of MSE.

RIR(I1,I2) RIR(I3,I2)
Min. Mean Std. dev. Min. Mean Std. dev.

Liu-ICP 159 9538 10185 2391 11334 8747

Yamany-GA 13 1884 4044 153 2691 4182
He-GA 9 93 73 75 872 1220
Chow-GA 43 1009 1013 117 2710 2130
Wachowiak-PSO 20 596 645 9 1608 4128
Cordón-CHC 18 248 780 131 1411 1495
Santamaŕıa-SS 11 74 41 66 389 366
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Fig. 4. RIR(I3,I2) scenario. From left to right: the first figure reffers to the best esti-
mation of Liu-ICP and the next two show the results provided by Santamaria-SS and
its refined outcome by using Liu-ICP, respectively.

Fig. 5. From left to right: the top row shows the best two (pair-wise) prealignment
IR results obtained by Wachowiak-PSO and the reconstruction result (combining the
previous two prealignments) of the forensic dataset after refinement. The bottom row
depicts the distance deviation histogram comparing the latter reconstruction result and
the ground-truth 3D model (see Figure 3).

Table 1 presents the statistical results of the considered RIR scenarios. We
remark the poor results achieved by the classical ICP-based algorithm, Liu-ICP,
which is not able to address none of the considered RIR scenarios. This is due
to the initial pose this algorithm should deal with, i.e. there is a high mis-
alignment between both images. Moreover, all the evolutionary RIR methods
outperform the results achieved by Liu-ICP according to both the best (min-
imum) and the mean MSE values. On the other hand, we highlight the low
averaged performance (according to the mean MSE value) of the binary-coded
GA (Yamany-GA) compared with the remaining evolutionary proposals which
make use of more advanced schemes, e.g. using a real-coded representation of
solutions. Among them, Santamaria-SS becomes the evolutionary RIR method
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achieving the most accurate and robust outcomes due to the more suitable search
strategy it makes use facing the RIR problem.

Some of the estimated 3D model reconstruction results are presented in
Figure 4. On the other hand, the best outcome of Liu-ICP corresponds to a
local optimum. On the other hand, Santamaria-SS is able to provide the re-
finement algorithm2 (Liu-ICP) with an initial solution that converges to a near
optimal RIR solution. Figure 5 shows these results in more detail.

5 Concluding Remarks

In the last few decades, the adoption of EC approches have become a promising
solution due to their bahevior as global optimization techniques. They own a
capability to perform robust search in complex and ill-defined problems as IR.

In the last few years, EC has been adopted in IR community to face some of
the most challenging drawbacks of traditional methods. Evolutionary IR meth-
ods have demonstrated their good behavior facing the latter pitfalls. The main
difficulty to be tackled is to find a reliable/robust manner to escape from locally
optimal registration solutions. Several works reviewing the state of the art on
IR/RIR methods have been contributed in the last years ([20]), but none of them
addresses those IR contributions adopting an EA as optimization component.
With the aim of bridging this gap, in this work we have introduced a preliminar
study on, in our modest opinion, the most relevant state of the art evolutionary
IR methods to date.

From the results obtained, we highlight the high performance and accurate
results offered by the evolutionary RIR methods against those achieved by the
traditional ones, when facing the 3D model reconstruction of human skulls. Nev-
ertheless, the results presented in this contribution correspond to a preliminar
study. Thus, we plan to extend this initial work considering a larger number
of case studies together with including other state of the art evolutionary RIR
methods.

Acknowledgments. We want to acknowledge all the team of the Physical
Anthropology lab at the University of Granada (headed by Dr. Botella and Dr.
Alemán) for their support during the acquisition of the specific range datasets.
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Abstract. In this paper, an assembly swarm algorithm, that will gen-
erate microscopic rules from a macroscopic description of complex struc-
tures, will be presented. The global structure will be described in a formal
way using L-systems (Lindenmayer systems). The proposed algorithm is
mainly parallel and exhibit parsimony at microscopic level, being robust
and adaptable. In addition, a comparation between a swarm with cen-
tralized control and our distributed swarm algorithm will be provided,
comparing the time need by the swarm to be assembled and the number
of messages exchanged between agents.

1 Introduction

Self-assembly, defined as the problem of designing local rules for a set of agents
to be organized into a target structure (without pre-assign agent position or
using centralized control) is a highly desirable feature in swarm robotics. As can
be seen in several papers [2,8] self-assembly allows to develop tasks that a single
agent cannot solve. Most self-assembly in nature happens in a non-centralized
fashion. Like many natural processes (and unlike the operation of most soft-
ware systems), distributed self-assembly can potentially exhibit properties such
as parallelism (components act simultaneously, without being tied down by a
centralized controller), parsimony (at the level of an individual component, be-
haviors are simple and elegant), robustness (the failure of a single controlling
entity does not lead to the failure of the entire system) and adaptability (the
system can respond to changing conditions) [4].

Although some methods have been developed to build structures assembling
multiple agents, they usually do not allow the creation of complex ones, not
exceeding 100 elements and generating fairly simple composed objects [2,8,1].
Other contributions use algorithms that are very difficult to be executed in a de-
centralized way and tend to generate the same number of rules as the assembled
components. These rules were unable to parsimoniously capture any inherent
order within a structure [5]. Moreover, some of these studies do not link global
and local behaviours, which limits their application in a swarm-system.
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In this paper, we will present a swarm algorithm that will be able to gener-
ate microscopic rules from a macroscopic description of complex structures, de-
scribed in a formal way using L-systems. As we will see, the proposed algorithm
is mainly parallel and exhibit parsimony at microscopic level being robust and
adaptable. The communication needed by the swarm will be minimum compared
with the size of the global structure to be generated. Moreover, a comparation
between centralized control and the proposed distributed behaviour will be pro-
vided. Both, the time need by the swarm to be assembled and the number of
messages exchanged between agents will be analyzed.

2 Self-assembly and Automatic Design

An innovative method of cooperation is achieved by self-assembly, that is, the ca-
pability of a group of mobile robots to autonomously connect to and disconnect
from each other through some kind of device that allows physical connections.
Self-assembly can enhance the efficiency of a group of autonomous cooperating
robots in several different contexts. Generally speaking, self-assembly is advanta-
geous anytime it allows a group of agents to cope with environmental conditions,
which prevent them from carrying out their task individually. The design of the
hardware and the control policies for self-assembling robots is a particularly
challenging task. In the robotic literature, there are several types of hardware
platforms composed of modules, which are capable of connecting to each other
through some kind of connection mechanism. The majority of such systems fall
into the category of self-reconfigurable robots [8]. However, as discussed before,
most of these systems are not able to develop complex global structures usu-
ally not exceeding 100 elements and generating fairly simple composed objects,
mainly due to the difficulty of linking microscopic and macroscopic behaviors.

There is a research field directly related to the creation of complex robotic
structures that attempts to overcome the difficulties associated with designing
and building robots. Automatic design, rather than try to create a general-
purpose robot, propose that the morphology (and possibly the controller) will
be obtained by applying evolutionary algorithms. Top used genetic representa-
tions in these algorithms are grammatical systems, L-systems, graphs and neural
networks. Among all these alternatives, rewriting has proven to be a useful tech-
nique for defining complex objects by successively replacing parts of simple initial
objects using a set of rewriting rules or productions. More specifically, L-systems
are especially suitable for describing fractal structures, multicellular organisms
or flowering stages of herbaceous plants and are used in theoretical biology for
describing and simulating natural growth processes.

3 L-Systems and Turtle Interpretation

We previously stated that a L-system is a grammatical rewriting system which
parallel applies rewriting rules to a string. Thus, more complex strings are
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being generated from an initial axiom by successively repeating the charac-
ter replacement process using a fixed set of transformation rules. We will fo-
cus on PD0L L-systems, that are mainly characterized by being independent
of the context and were the first models used in biological developments. We
could define a PD0L system as a tripet G = (Σ, h, ω), where Σ is an al-
phabet, h is an endomorphism defined on Σ∗, and ω is the axiom (an el-
ement of the Σ∗). The word sequence E(G) generated by G consists of the
words h0(ω) = ω, h(ω), h2(ω), h3(ω), ..., hi(ω), where i is a fixed number of it-
erations to be applied and h is nonerasing. The language of G is defined by
L(G) = {hi(ω)|i ≥ 0}

ω : F

h : F → FF + FF

ω : S

h : S → [A+B C]

A → −D[A +A] −D −D

B → A+ A

D → A+ [D]

C → [C]

a) b)

Fig. 1. L-systems used in the experimental section. Alphabet Σ is not presented as
can be observed in the production rules. The system b) uses a stack to pop and push
the turtle status using the operators ’[’ and ’]’ respectively.

For example, given the following system G = ({a, +}, {h(a) = a + a}, a),
the generated lenguaje for G could be defined as L(G) = {(a + a)2n|n ≥ 0} =
{“a”, “a+a”, “a+a+a+a”, ...}. We want to underline that h function is usually
specified as production rules, so in the previous system h may be written as a
rule such that a → a + a. The language L(G) is often used as input to a turtle
interpreter which transform the language L into commands, in our case, this
commans will be related to the movement and assembly of the robots.

We will define a turtle interpreted L-system as a four elements tuple T =
(Σ, h, ω, m), where m : Σ → Υ is a function that maps symbols to commands,
beeing Υ all the possible commands to be performed by the turtle interpreter.
For the previous example m could be defined such that m(a) = createRobot
and m(+) = rotate(π/2).

Such systems are used successfully for creating complex structures [6] due to
its expression power and the existence of algorithms for its automatic generation
[3]. However they are not directly applicable to swarm robotics, because the
turtle language interpretation is sequential. In this way, the assembly would
require a coordinated control which is incompatible with swarms that specifically
tend to distributed control and individual agent parsimony.

In the next section, we will introduce a swarm algorithm capable of generating
microscopic rules from a macroscopic structure specified by a system-L. The
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process is performed in a distributed fashion using a subset of the robots of the
swarm and minimizing the communication between agents. The result of this
process will be the same structure specified by the sequential L-system obtained
distributedly by the interaction of the robotic swarm.

4 L-System-Driven Self-assembly

When a PDL0 system T generates a language L(T ) it is interpreted by a turtle
system in order to generate the global structure. This interpretation usually
requires all language L(T ) to be generated. However, given the recursive nature
and the context independence of PDL0 systems, we could try to avoid sequential
symbol generation and try to build substructures for a given level i, and then
assembly it to generate the final structure.

For all the experiments presented in this paper, we will use a swarm composed
by a set of square robots able to assembly in any of its four faces. Any L-system
used with this swarm will generate a composition of squares/robots in the space.
Thus, function m could be defined using the following basic commands m =
{createRobot, turn+, turn-} where createRobot creates a robot at current
turtle position and advance an unit, turn+ and turn- turn the turtle π/2 and
−π/2 radians respectively. Although these definitions are useful to understand
the presented examples, it is important to underline that both, robot shape and
the m function are independent from the algorithm presented below.

Giving a subset σ = {x|x ⊆ Σ ∧ m(x) = createRobot}, we can decompose
the global structure in n substructures where n is the number of occurrences of σ
in L(T ). Any symbol not in σ will be an operator (that will change turtle status)
or a rule needed to specify the structure that will be ignored by the turtle.

Next, we will present the LSA (L-System Assembly) algorithm. LSA will re-
quire some method of communication between robots in order to specify and
advertise the type, the state of the robots and to start the assembly process
between two groups of agents. As the required information is limited, commu-
nication can be direct or indirect. The communication system is referenced in
the algorithm using the RF object. It should be noted that each swarm robot is
autonomous and must implement and run independently the LSA functionality
specified in figure 1.

In this way, each robot will receive as input: a set of tokens to be processed
(a tuple of symbols from Σ) which contain at most one nonterminal symbol
(without loss of generality, we assume that |ω| = 1), a set of ancestors nodes
and the level i where a robot is currently working. If a symbol is terminal or
has reached the maximum number of iterations, then the robot will execute the
turtle task specified by m (line 4) and will look for a robot to assemble (or if
it has completely assembled the current level it will continue the algorithm at
level i − 1 with its next ancestor node). Otherwise the robot will expand all
non-terminal symbols using h and request the participation of new robots (line
12) to process it. Next, the robot is released from its task (line 15) and therefore,
is free to perform any other task in the swarm. In figure 2 a more detailed trace
of the algorithm for the L-system depicted in figure 1a is presented.
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Algorithm 1. LSA: L-System assembly
input : tg ∈ TkGroup, ancestor ∈ List[Node], level ∈ Z

1 begin
2 val RF ∈ RobotFactory
3 if level=systemL.numIt or ¬hasRule(tg) then
4 Process(ancestors.head)
5 else
6 val rTK ← tokenizeRule(expandRule(getRule(tg)))
7 foreach t of TkGroup ∈ rTK do
8 val cState ← if |rTK| > 0 then {if t.isLeft then :active: else

:passive:} else :up:
9

10 val n ← new Node( t, t.kind,rTK, pos(t,rTK)+1, ancestors ,cState,
level+1)

11

12 RF.AskNewRobot.LSA(t,push(n, ancestors),level+1)

13 end

14 end
15 RF.FreeRobot(this);

16 end

Moreover, when a robot will start an assembly process it must be able to
run a set of local turtle command to create progressively the global assembled
structure. Each assembled agent save two vectors, one to specify the initial po-
sition of the assembly and another to indicate the final turtle position. In this
way, agents can develop local assembly tasks and then continue at higher levels
with no coordination problems. A detailed example of a turtle interpreter for
the previous L-system is analyzed in figure 3.

5 Experimentation

In this section, we will comment the generation of various global structures using
sequential generation (default L-systems) and the distributed LSA algorithm.
More specifically, we will compare the time required for assembly completion
and the number of messages required for agent communication. We will assume
an initial random robot arrangement, so we will not consider the displacement
of robots in the assembly time. In this way, we define te as the average time
needed to establish an assembly between two groups of robots.

Two PDL0 systems, presented in figure 1, will analyzed. System 1a has only
a rule F and a terminal symbol +, where Υ = {F}. System 1b consist of five
rules, where Υ = {A, B, C, D} and +,− are terminal symbols. This is a bracketed
PDL0 system that uses a stack to store turtle positions. Our algorithm is able
to work with this kind of systems with no modification. More information about
bracket L-systems can be found here [3]. Figure 4 shows a comparison of the
assembly time required to generate the overall structure (measured in units of
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Fig. 2. Trace of the LSA algorithm for the L-system presented at figure 1a for i = 2. In
a) the order of recruiting robots is shown: first, R0 decides to start the assembly process
and therefore, starts processing the axiom Ω = F , expanding it using h (line 6 of the
algorithm). Four expanded symbols belong to Υ so that R0 will recruit 4 more swarm
robots. Finished the recruiting task, R0 is released being fully available for the swarm
(line 15). The same process is developed by robots R1...4. The descendants of previous
nodes are considered terminals (since they have reached the max iteration level) so that
they must fully develop the assembly task (line 4). The leftmost node of a descendant is
considered to be active, other nodes will be passive. In b) the robots begin the assem-
bly process. Active robot R5 obtain the form/kind of its future match (using h and his
current token) ‘F + ” and looks for it. Any passive robot with this form and with the
same ancestors of R5 could be a good candidate (in this case both, R14 and R6 could
be assembly partners of R5). Once selected its partner and assembled, R5 updates its
form to “FF + ”. In parallel, the controller of its assembly partner is released (line 10 of
process function). This process will be repeated for all robots at the same level until no
more assembly is required. We could observe at c) that R13 has no brothers so that its
node is marked as upper and must level up to continue the assembly process for level-1
(line 3 of Process function). In this current level, R5 will look for a partner assembling
with any robot of the form “F + ”. The result of this process is shown in d), where each
cube represents a swarm robot.
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Function. Process( n ∈ Node)
1 while ¬RF.isReleased(this) and ¬finish do
2 switch n.state do
3 case :up: n.state←Upperize(n)
4 case :passive: RF.PublishRobotKind(this)
5 case :active:
6 while n.state.isActive or Error do
7 val mate = RF.findMate(n)
8 if mate then
9 [n.state,finish] ← RF.fuse(n,mate)

10 RF.Release(mate)

11 end

12 end
13 if Error then ProcessError()

14

15 endsw

16 end
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Fig. 3. Turtle system trace for the L-system presented in figure 1a. 1) A terminal node
robot saves its form “F” and sets its initial and final turtle position vector (circle and
arrow respectively). 2) A robot “F” assembles with another robot of a kind “F+”.
This process is as easy as to join the arrow of the active node with the circle of the
passive node “FF”. 3) Then, turtle vector is updated by the symbol ‘+’, rotating π/2
the turtle angle “FF+”. 4) An assembled robot “FF+” is joined with another of the
form “FF”. In 5) we see the same process for two robots of a kind “FF +FF” (at level
2). It is important to remark that assembling level 2 “FF + FF” robots is the same
as assembling level 1 “F” robots (“F” at level 1 is expanded to “FF + FF” at level
2). In 6) we could observe the result of assembling a level 1 robot with form “FF+”
with other robot of a kind “F”. In 7) the final assembly structure is presented.
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te) and the number of messages exchanged between swarm agents for a given
number of iterations.

The first important result we found for the two PDL0 analyzed, related to
assembly time, is that a swarm running the LSA algorithm is an order of magni-
tude more efficient than sequential assembly. This is an expected result because
for each level, LSA swarm acts recruiting and assembling robots in a parallel
fashion, in contrast to the sequential generation. However, the recursion i sub-
stantially affect the assembly process and thus, for systems with small i or little
recursion rules, the assembly time would not vary so much.

Moreover, the number of messages exchanged are bigger for the LSA swarm
than for the sequential one. We would expect twice message traffic from the
distributed approach as from centralized one, mainly because each robot has
to communicate its type and has to negotiate with other robots for assembly.
However, we believe that the number of messages is quite reduced so that the
data could be sent even using indirect communication, such as color states (see
[8]). For example, the number of robots that define the structure of 1b for i = 7 is
more than 16000, and about 81810 messages are generated by the LSA swarm (a
mean of 5 messages is used for each robot to communicate). On the other hand,
we need a minimum of two messages per robot to coordinate the assembling
process for the sequential approach.

6 Discussion

In this paper, a swarm algorithm that is able to generate microscopic swarm in-
teractions to build a complex global structure, previously specified using PD0L
systems has been presented. The result is a robotic swarm without centralized
control, able to build a given structure where individual agents only use local
information showing individual parsimony. The global structure may be spec-
ified by the programmer or may be even learned by the swarm [3]. We have
shown that a swarm following the LSA algorithm is able to assemble an order of
magnitude faster than using a centralized control. It has also been tested that
the required information to be transmitted for each of the individual agents is
minimal compared to the size of the structure to be generated.

We would like to conclude emphasizing some points about the presented ap-
proach. On the one hand, for a given system PD0L G we can find an equivalent
G′ that generates the same language L(G) = L(G′). However, this equivalence
does not mean that the proposed LSA algorithm develops the assembly process
in the same way. In fact, this deals with a very interesting problem: how to find
equivalent PD0L systems that guide the assembly process optimally.

On the other hand, it has been assumed that the number of robots that will
be requested to complete the assembly process will be fixed and will be exactly
the necessary to generate the final structure. To be dependent on a small set
of robots or not to be scalable with the size of the swarm is not desired in
swarm robotics. It is possible to modify the proposed algorithm to take into
account any robot failure. In line 13 of process function it is easy to request a
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robot replacement if the agent could not find its partner in order to successfully
complete the assembly process. Another interesting point, is the generation of
PDL0 to be more insensitive to individual components failure. It is important
to remember that the proposed algorithm does not place any agent in fixed
positions, but rather an agent of a particular form may be matched by any other
robot that looks for this form. In this way, a robotic failure will not be visible
until most of the structure has been constructed. This leads that individual
failures or even an insufficient number of robots on well designed PDL0 only
affects the final structure minimally making it slightly different but yet useful
for the swarm.

We want to underline that exist several studies that establish how to obtain a
L-system to generate a given structure [7]. This provides to the swarm developer
a simple mechanism to design the necessary types of assembly.

Finally, we want to point a major problem that has not been addressed in this
article but that we consider to be the next step to be taken into account: how
to coordinate individual robotic movements as part of an assembled structure?
Although there are studies that address these issues [8], [2], it is a relatively new
research field, where most of the analyzed structures are very simple and do not
require complex management.
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Abstract. OpenCV includes different object detectors based on the
Viola-Jones framework. Most of them are specialized to deal with the
frontal face pattern and its inner elements: eyes, nose, and mouth. In
this paper, we focus on the ear pattern detection, particularly when a
head profile or almost profile view is present in the image. We aim at
creating real-time ear detectors based on the general object detection
framework provided with OpenCV. After training classifiers to detect
left ears, right ears, and ears in general, the performance achieved is
valid to be used to feed not only a head pose estimation system but also
other applications such as those based on ear biometrics.

Keywords: face detection, facial feature detection, ear detection, Viola-
Jones.

1 Introduction

Among the wide literature on the face detection problem, the well known Viola-
Jones face detector [21] has received lots of attention. This interest is justified
not only thanks to its remarkable performance, but also due to its availability
to a large community via the OpenCV library [13,14].

However, Viola and Jones [21] designed a general object detection framework.
The approach is therefore suitable to be applied not only to the face pattern.
Indeed, several researchers have already trained classifiers to detect different
targets, and distributed to the community in the current OpenCV release [7,18].
Among those available classification cascades, it is observed that most of them
are focused on the frontal face and its inner facial features (eyes, mouth and
nose). There are two exceptions within the available classifiers in OpenCV, but
also related with human detection, these are the profile face detector [2], and the
head and shoulders [12] detector. Both are particularly less reliable than those
designed for the frontal pose [3].
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In this paper, we are interested in putting in practice the Viola-Jones frame-
work to automatically detect the ear pattern in images. It is evident that the
ear pattern, as present in Figure 1, would be visible only if it is not occluded
and the head is not frontal, i.e. the head presents a profile (or almost) pose.

Automatic ear detection is indeed an useful ability in the human machine in-
teraction scenario. Its detection can for instance be applied in conjunction with
a face detector to better fit a 3D head model onto an individual, achieving better
pose estimation [16,20]. Additionally, the ear pattern has been used in biome-
trics by its own or as supplementary cue [10]. Therefore, its live and automatic
detection would be of interest to multimodal recognition based on ear and face
images [4,9].

To reach this objective we have adopted, as mentioned above, the Viola-Jones
framework. Indeed the AdaBoost approach has already been used to design ear
detectors [1,8]. The main difference with both works is that we are employing
standard tools integrated with OpenCV to create the cascade. Our final aim is
to make the classifiers available, including them in OpenCV, to serve as baseline.
We consider that this is an advantage as previous researchers have provided their
results but not released their detectors to the community. Abaza et al. are also
concerned about reducing the training time. We will see later that the processing
time is not so high using the standard OpenCV commands. Additionally, we
present a larger experimental setup, in comparison to [8] and less restricted, in
terms of controlled imagery, if compared to [1].

Section 2 summarizes the Viola-Jones detection framework. Section 3 des-
cribes the data used for the experimental setup. Results and conclusions are
presented in sections 4 and 5, respectively.

2 Viola-Jones General Object Detection Framework

Creating a detector with the Viola-Jones framework requires: 1) a large training
set (at least some thousands) of roughly aligned images of the object to detect or
target (positive samples), and 2) another even larger set of images not containing
the target (negative samples). This setup is a tedious, slow and costly phase, that
has been summarized in different brief tutorials, e.g. [19].

Both images sets are used to train a boosted cascade of weak and simple clas-
sifiers. The main idea behind this framework is to apply less effort in processing
the image. Each weak classifier is fast and has the ability to provide a high de-
tection ratio, with a small true reject ratio, i.e. it is able to detect the target
most of the time. However, a weak classifier is not able to reject all the patterns
without interest. Indeed, it would be enough if it is able to reject half of them.
In terms of execution time, the resulting cascade of classifiers would be much
faster than a strong classifier with similar detection rates.

Each weak classifier uses a set of Haar-like features, acting as a filter chain.
Only those image regions that manage to pass through all the stages of the
detector are considered as containing the target. For each stage in the cascade,
see Figure 2, a separate subclassifier is trained to detect almost all target objects
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(a) (b)

Fig. 1. FERET dataset [17] ear annotation examples. If mostly visible, the ear pattern
has been annotated manually rotated in faces rotated along the vertical axis (out-of-
plane rotation.)

while rejecting a certain fraction of those non-object patterns that have been
incorrectly accepted by previous stage classifiers.

Theoretically for a cascade of K independent weak classifiers, the resulting
detection rate, D, and the false positive rate, F, of the cascade are given by the
combination of each single stage classifier rates:

D =
K∏

i=1

di F =
K∏

i=1

fi (1)

Each stage classifier is selected considering a combination of features which are
computed on the integral image, see Figure 3a-b. These features are reminis-
cent of Haar wavelets and early features of the human visual pathway such as
center-surround and directional responses, see Figure 3c. The implementation
[15] integrated in OpenCV [7] extended the original feature set [21].

With this approach, given a 20 stage detector designed for refusing at each
stage 50% of the non-object patterns (target false positive rate) while falsely
eliminating only 0.1% of the object patterns (target detection rate), its expected
overall detection rate is 0.99920 ≈ 0.98 with a false positive rate of 0.520 ≈
0.9 ∗ 10−6. This schema allows a high image processing rate, due to the fact that
background regions of the image are quickly discarded, while spending more time
on promising object-like regions. Thus, the detector designer chooses the desired
number of stages, the target false positive rate and the target detection rate
per stage, achieving a trade-off between accuracy and speed for the resulting
classifier.
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Fig. 2. Typical training procedure for a Viola-Jones’ based classifier. Each classifier
stage is obtained using positive and negative samples accepted by the previous stage.
Adapted from [3].

Fig. 3. a) The Integral Image stores integrals over subregions of the image. b) The sum
of pixel values in A is (x4, y4)−(x2, y2)−(x3, y3)+(x1, y1) [5] . c) Features prototypes
considered in the implementation integrated in OpenCV [13,15].

Given an input image, the resulting classifier will report the presence and
location, in terms of rectangular container, of the object(s) of interest in the
image.

The availability of different tutorials, e.g. [19], guides OpenCV users to collect,
annotate and structure the data before building the different classifier training.
To test their performance, they must later be tested with an independent set of
images.

3 Datasets

The imagery used to train and evaluate the ear detection performance is the
FERET dataset [17]. Even when this dataset is mainly known in the face
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recognition literature, it is used in this paper to evaluate the ear detection
performance. The dataset contains two subsets that we refer below as FER-
ETCD1 and FERETCD2.

The dataset includes frontal, profile and inbetween faces. For our purpose,
we have considered just the profile or almost profile images contained in the
thumbnails folder of both subsets. Each ear present in those images, has been
manually annotated defining a container with four points as seen in Figure 1.

As the reader can observe in Figure 1, some annotated ears will correspond
to the left and some to the right ear. We have created three different classifiers
to detect ears (left ear, right ear, just ear). For that purpose, we have flipped all
the annotated images in FERETCD1 to build a larger training set suitable to
train the different patterns. Those annotated images contained in FERETCD1
constitute the set of positive samples. The number of annotated images in both
sets is reflected in Table 1. The set of negative samples (also been flipped to avoid
any bias) is composed mainly of large wallpaper images that do not contain the
target pattern. These datasets are used to train the different ear detectors.

The FERETCD2 subset is used for evaluation. The resulting classifiers provide
detection results, that must be compared with the annotation data to determine
the classifier goodness. The criterion adopted to consider an ear detection, ed,
as true detection, will observe the overlap with the annotated container, ea, and
the distance between both containers:

correct detection = overlap OR close (2)

where overlap is

overlap =
{

true if aa
⋂

ad

aa
> 0.5

false otherwise
(3)

being aa and ad the area of the annotated and detected container. And close is
defined as

close =
{

true if dist(ed, ea) < 0.25 × ea−width

false otherwise (4)

where dist refers to the distance between both container centers.

Table 1. Total number of images contained in each subset, and the number of ears
annotated in each set (observe that not all the images present a profile or almost profile
pose). Hidden ears have not been annotated, but some partially hidden ears have been
approximately estimated.

Set Total number of images Annotated ears

FERETCD1 5033 2798
FERETCD2 4394 1947
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4 Experimental Results

4.1 Ear Detection Performance

As mentioned above, we have used the FERETCD1 and the negative images
sets to train the different target classifiers, while the FERETCD2 set has been
used to evaluate both classifiers.

Giving some training details, on one side, the number of positive samples
used to create each classifier based on the OpenCV implementation was 3000
(6000 for the ear detector). The reader can observe that this number is slightly
larger than the number of positive samples indicated in Table 1. Indeed, the
utility integrated in OpenCV to compile the file of positive samples creates
additional training samples making use of reduced affine transformations. On
the other side, 10000 was the number fixed as negative samples. The rest of the
training parameters employed were mainly default values, excepting the pattern
size selected, 12 × 20, and the tag indicating that the target pattern is not
symmetric.

The training time to compute each 20 stages classifiers, using a 2.66Ghz pro-
cessor, was around 30 hours for the left and right ear detectors, and 40 hours
for the general ear detector.

The detection results achieved for the FERETCD2 set are presented in Fi-
gure 4a. For each classifier, its receiver operating characteristic (ROC) curve
was computed applying first the 20 stages of each classifier, and four variants
reducing its number of stages (18, 16, 14 an 12 respectively). Theoretically, this
action must increase both correct, D, and false, F, detection rates. The precise
positive and negative detection rates for both specialized classifiers using 20, 18,
16 and 14 stages are presented in Table 2.

Observing the figure, it is evident that the specialized detectors, i.e. those
trained to detect only the left or only the right ear, perform better. For similar

(a) (b)

Fig. 4. (a) Left and right ear detection results, training with CD1 and testing with
CD2. (b) Left and right ear detection results, training with CD1 and CD2, and testing
with CD2.
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detection error rates, e.g. 5% the detection is around 92% and only 84% for the
ear detector. The precise results presented in the table for the left and right ear
detectors, suggest that both detectors do not perform exactly the same. Indeed,
the left ear detector seems to have a lower false detection rate for similar positive
detection rate. This effect can be justified by the fact that the false negative
samples selection integrates some random decision during the training phase.

In summary, both specialized classifiers perform remarkably well for this sce-
nario, while keeping a low false detection rate. In fact both detectors locate
correctly more than 92% of the target patterns presenting an error rate around
5%. They are therefore robust ear detectors in the experimental setup. To pro-
cess the 1947 images contained in the FERETCD2 set, even when their size is
not homogeneous, the average processing time was 45 and 48 milliseconds res-
pectively for the right and left detector. Figure 4b, presents the results achieve
training with both subsets and testing with the FERETCD2 set.

In addition, we have tested the detectors with real video using a 640 × 480
webcam achieving close to real-time performance. This is achieved even when
no temporal information is used to speed up the processing. The detectors are
therefore valid to be applied for interactive purposes.

Table 2. Detection results using 20, 18, 16 and 14 stages

Approach Detection rate False detection rate

Left ear (20) 0.8644 0.0015
Left ear (18) 0.9019 0.0067
Left ear (16) 0.9240 0.0252
Left ear (16) 0.9435 0.1469
Right ear (20) 0.8290 0.0015
Right ear (18) 0.8588 0.0041
Right ear (16) 0.8998 0.0185
Right ear (16) 0.9271 0.0632

4.2 Face Detection Improvement

To illustrate the interest of the facial features detection ability in conjunction
with a face detector, we have performed a brief analysis on the the FDDB (Face
Detection Data Set and Benchmark) dataset [11]. This dataset has been de-
signed to study the problem of real face detection. The dataset contains a 5171
annotated faces taken from the Faces in the Wild dataset [6].

On that dataset we have applied face detection using two different approaches:

– Face detection using an available in OpenCV detector.
– Face detection using an available in OpenCV detector, but confirming the

presence of at least 2 inner facial features (eyes, nose, mouth, and ears) using
the facial feature detectors present in OpenCV, plus our ear detectors.

The additional restriction imposed forces the location for a face candidate (de-
tected by a face detector) of at least two inner facial features. The main benefit
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is that the risk of false detections is reduced as reflected in Table 3. However,
the main benefit of the ear detection inclusion, is that when an ear is detected
it additionally provides an evidence about the head pose, this is illustrated in
Figure 5.

Table 3. Face detection results on the FDDB set

Approach Detection rate False detection rate

Face detection 71.55 6.57
Face detection and 6 FFs 65.94 1.85

Fig. 5. FDDB detection samples with pose estimation based on facial features detec-
tion. The color code: red means left (in the image) eye detection, green means right (in
the image) eye detection, blue means nose detection, yellow means mouth detection,
black means left (in the image) ear detection, and white means right (in the image)
ear detection
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5 Conclusions

Observing the reliable classifiers trained by other researchers, we have used the
Viola-Jones framework to train ear detectors. After the slow task of data ga-
thering and training, they have been tested using the FERET database. Their
respective detection results achieved have been presented suggesting a high de-
tection rate. The specialized left and right ear detector performances evidences a
detection rate larger than 92%, remarkably larger than the performance achieved
by a general ear detector. These detectors are additionally reliable to be used in
real-time applications employing standard webcams. These classifiers are there-
fore useful to any application requiring ear detection. For instance, we have ap-
plied the detector to the FDDB set to test the ability to suggest a lateral view.
Other applications such as ear biometric systems, require an ear registration step
that is now fast and simple.

We expect to explore further the combination of these classifiers with other
facial feature detectors to improve face detection performance based on the com-
bination of the evidence accumulation provided by inner facial feature detection.
Such a detector would be more robust to slight rotations and occlusions.

Both classifiers reported in Figure 4b are now included in the OpenCV li-
brary. therefore other researchers can take them as baseline for comparison and
improvement. In the next future, we will consider the addition of slightly rotated
ear patterns to the positive set with the objective to analyze if a more sensitive
classifier can be built.
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Abstract. The research undertaken in this work comprises the design of a seg-
mentation strategy to solve the stereoscopic correspondence problem for a spe-
cific kind of hemispherical images from forest environments. Images are  
obtained through an optical system based on fisheye lens. The aim consists on 
the identification of the textures belonging to tree trunks. This is carried out 
through a segmentation process which uses the combination of five single clas-
sical classifiers using the Multi-Criteria Decision Making method under Fuzzy 
logic paradigm. The combined proposal formulated in this research work is of 
unsupervised nature and can be applied to any type of forest environment, with 
the appropriate adaptations inherent to the segmentation process in accordance 
with the nature of the forest environment analyzed. 

Keywords: Hemispherical forest images, segmentation, FMCDM, identifica-
tion of textures, fisheye lens. 

1   Introduction 

The system based on the lens known as fisheye are useful for inventories purposes 
because this optic system can recover 3D information in a large field-of-view around 
the camera. This is an important advantage because it allows one to image the trees in 
the 3D scene close to the system from the base to the top, unlike in systems equipped 
with conventional lenses where close objects are partially mapped [1]. 

Because the trees appear completely imaged, the stereoscopic system allows the 
calculation of distances from the device to significant points into the trees in the 3D 
scene, including diameters along the stem, heights and crown dimensions to be meas-
ured, as well as determining the position of the trees. These data may be used to ob-
tain precise taper equations, leaf area or volume estimations [2].  

The main contribution of this paper is the proposal for a strategy that solves one of 
the essential processes involved in stereo vision: segmentation of certain structures in 
the dual images of the stereoscopic pair. The strategy is designed according to the 
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type of images used and lighting conditions from forest environments. These refers to 
Scots pine forests (Pinus sylvestris L.) where images were obtained on sunny days 
and therefore exhibit highly variable intensity levels due to the illuminated areas. Due 
to the characteristics of this environment, the segmentation process is designed specif-
ically according to this specific type of forest environment. This sets the trend for 
future research when analyzing other forest environments. 

The segmentation process is approached from the point of view of isolating the 
trunks by excluding the textures that surround them (pine needles, ground, and sky). 
For this reason, we propose the use of the specific techniques of texture identification 
for the pine needles and of classification for the rest. This is carried out through the 
combination of five single classical classifiers using the Multi-Criteria Decision Mak-
ing method under the Fuzzy logic paradigm (FMCDM). 

This work is organized as follows. Section 2 describes the design of the segmenta-
tion process based on the FMCDM proposal. Section 3 describes the results obtained 
by using the combined approach, and comparing these results with those obtained by 
applying each individual strategy. Section 4 presents the conclusions and future work. 

2   Combined Segmentation Strategy 

In our approach, the interest is focused on the trunks of the trees because they contain 
the higher concentration of wood. These are our features of interest in which the later 
matching process is focused. Figure 1 displays two representative hemispherical im-
ages captured with a fisheye lens of the forest. As one can see there are three main 
groups of textures out of interest, such as grass in the soil, sky in the gaps and leaves 
of the trees. Hence, the first aim consists on the identification of the textures out the 
interest to be excluded during the matching process. This is carried out through a 
segmentation process which uses the combination of five classifiers under the 
FMCDM paradigm. The performance of combined classifiers has been reported as a 
promising approach against individual classifiers [3]. 

One might wonder why not to identify the textures belonging to the trunks. The re-
sponse is simple. This kind of textures displays a high variability of tonalities depend-
ing on the orientation of the trunks with respect the sun. Therefore, there is not a 
unique type of texture (dark or illuminated trunks and even though alternatively in 
bits), as we can see in Figure 1. Observing the textures we can also see the following: 
a) the areas covered with leaves display high intensity variability in a pixel and the 
surrounding pixels in its neighborhood; b) on the contrary, the sky displays homoge-
neous areas; c) the grass in the soil also tend to fall on the category of homogeneous 
textures although with some variability coming from shades; d) the textures coming 
from the trunks are the most difficult as we said above; indeed due to the sun position, 
the angle of the incident rays from the sun produce strong shades in the part of the 
trunks in the opposite position of the projection, e.g. west part in the images of Figure 
1(a); the trunks receiving the direct projection display a high degree of illumination, 
e.g. east part in the images of Figure 1(a); there are a lot of trunks where the shades 
produce different areas. 
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(a) 

 
(b) 

Fig. 1. Two representative hemispherical images 

Based on the above, for identifying the textures coming from leaves, we use tex-
ture analysis techniques based on statistical measures that can cope with the high 
intensity variability. This is briefly explained in Section 2.1. Because of the homo-
geneity of grass and sky textures, we can use methods based on learning approaches 
as explained in section 2.2 where the combined proposal is also presented. 

2.1   Identification of High Contrasted Textures  

The textures produced by the leaves of the trees under analysis do not display spatial 
distributions of frequencies nor textured patterns; they are rather high contrasted areas 
without any spatial orientation. Hence, we have verified that the most appropriate 
texture descriptors are those capturing the high contrast, i.e. statistical second-order 
moments. One of the simplest is the variance. It is a measure of intensity contrast 
defined in our approach as in [4]. The criterion for identifying a high textured area is 
established by considering that it should have a value for the intensity contrast coeffi-
cient R, normalized in the range [0, +1], greater than a threshold T1, set to 0.8 in this 
work after experimentation. This value is established taking into account that only the 
areas with large values should be considered, otherwise a high number of pixels could 
be identified as belonging to these kinds of textures because the images coming from 
outdoor environments (forests) display a lot of areas with different levels of contrast. 

2.2   Identification of Homogeneous Textures: Combining Classifiers 

As mentioned before, in our approach there are other two relevant textures that must 
be identified. They are specifically the sky and the grass. For a pixel belonging to one 
of such areas the R coefficient should be low because of its homogeneity. This is a 
previous criterion for identifying such areas, where the low concept is mapped assum-
ing that R should be less than the previous threshold T1. Nevertheless, this is not suffi-
cient because there are other different areas which are not sky or grass fulfilling this 
criterion. 

Five singles classical classifiers are used, three of them are of supervised nature 
and two of them of unsupervised nature, which form the basis for the design of the 
combined classification strategies proposed in this paper. Classic classifiers mean the 
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description, according to its original version. Individual classifier means the act of 
using a single classifier, to distinguish strategies that employ two or more classifiers, 
which we refer to as combined. Individual classifications are as follows [5]: a) Fuzzy 
Clustering (FC), b) Parametric Bayesian Classifier (PB), c) Parzen window (PZ), d) 
Generalized Lloyd algorithm (GL), and e) Self-Organizing Maps (SOM). The choice 
of these classifiers is based on its proven effectiveness at individual in various fields 
of application, including image classification. 

As mentioned before, the combination of classifiers improves the results. We 
choose one of many possible options for the combination of the five individual clas-
sifiers, opting for the Multi-Criteria Decision Making method under Fuzzy logic  
paradigm, because of nature fuzzy, which allows for some flexibility regarding the 
images used in the experiments carried out in this work. 

Despite the implicit supervised nature in three of the five individual classifiers, the 
combined proposal formulated in this research work is of unsupervised nature. This is 
achieved through the design of the proposed strategy, which allows distribution of 
samples into classes automatically, that is, carrying out a partition along with the vali-
dation process for that partition. For this reason, it is necessary first to determine the 
process for obtaining partition and secondly, establishing the criteria for validation. 

Any classification process in general and in particular the identification of textures 
in natural images has associated two main phases: training and decision. We refer to 
the first phase as learning phase also, by identifying both concepts in the literature. 

2.2.1   Training and Decision Phases of the Individual Classifiers 
Now we give a brief description of the five individual classification methods involved 
in the design of combined classifier used in the process of segmentation in this work.  

The aim of FC technique is to estimate the centers of the classes and grades of each 
sample belonging to each class. The decision is the process by which a new sample xs 
whose membership to some class is unknown so far, must be identified as belonging 
to a class wj available. This classifier has been widely used in literature, whose de-
scription can be found in [5,6], among others. 

PB method has traditionally been identified within the unsupervised classification 
techniques [7]. Given a generic training sample qx ℜ∈ with q components, the goal is 
to estimate the membership probabilities to each class wj, i.e. ( )x|jwP . This technique 

assumes that you know the density function of conditional probability for each class, 
resulting in unknown parameters or statistical involved in this task. A widespread 
practice, adopted in this paper, is to assume that the shape of these functions follows 
the law of Gaussian or Normal distribution. 

In PZ process, as in the case PB method, the goal remains the calculation of mem-
bership probabilities of sample x to each class wj, that is ( )x|jwP . In this case there are 

no parameters to be estimated, except the probability density function [6]. 
GL was originally proposed by [8] and later generalized for vector quantization by 

[9]. The method used in this work is a modified version of the original GL and is 
known as competitive learning algorithm in neural network literature. The objective 
of the decision phase is to classify a new sample xs in any existing class wj. To this 
end, centres (weights) cj stored during the training phase are recovered from Knowl-
edge Base (KB), determining the proximity of the sample to all class centres. The 
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proximity is established based on a minimum distance criterion. This distance should 
be the same as that used in the training phase, so the Euclidean. 

SOM is one of the most popular neural networks used for reducing the dimension-
ality of the data. It is described in [5]. The implementation of the SOM algorithm for 
natural textures images classification requires the definition of the input patterns and 
connection weights and the number of neurons in the Kohonen layer. Thus, the input 
vectors are the vectors x that characterize the spectral components of the pixels as 
RGB colour model adopted in our case. Therefore, the number of neurons in the input 
layer is three, corresponding to each of the three components R, G and B used. The 
number of neurons in the output layer is determined by the number of existing classes. 

2.2.2   Quality of the Partition 
To estimate the parameters derived from the learning process, the five methods briefly 
described above require the distribution in c classes, w1, w2, ..., wc of the n samples 
contained in { } q

n ℜ∈= xxx ,...,, 21X , i.e. the partition of the samples. This distribu-

tion can be done in two ways, one is manually under supervision of an expert, and the 
other is automatically unsupervised. The latter is adopted here with the aim of achiev-
ing the automation of the learning process, which is one of the objectives of the work. 

How many partitions of the samples unsupervised can be considered valid? Valida-
tion of the partitions has been a frequent topic in literature as can be inferred from 
studies by [10] and associated references. It is commonly accepted that as more simi-
lar are the samples together in the same class and more differences among samples 
from different classes, the better the partition. Therefore, the objective is to obtain a 
partition that best meets the two previous premises. 

The classifier in which we rely to make the initial partition into classes is FC, 
which estimates the membership degree of the samples belonging to classes. To this 
end, we have considered different criterion functions that consist of scalar measure-
ments to validate the initial partition, which are the Partition Coefficient (PC), Parti-
tion Entropy (PE) and Xie-Beni index (XB) [11].  

On the other hand, there are still two issues related to the criterion functions useful 
that can be exploited properly. First, during the study of the combined classifier, one 
of the problems is to determine the relative importance of each individual classifier in 
the combination, i.e. which of them has a better or worse behavior. In this work we 
have designed a procedure to infer the behavior of individual classifiers based on the 
values provided by the criterion functions. Second, the individual classifiers studied 
so far, except PB and SOM classifiers, are supervised in nature, either by definition or 
approach. Well, thanks to the behavior of criterion functions, we can automate the 
design process and gain unsupervised. 

There are other functions based on compaction and separation of classes, such as 
Fukuyama and Sugeno or Kwon among others, and can be found in [11], but after 
various experiments, their behavior does not introduce any significant contribution 
with respect to those mentioned above, so they have not been considered. 

PC criterion function is monotonically increasing, while PE and XB are monotoni-
cally decreasing in the three cases according to the number of classes. The focus is on 
obtaining a criterion for determining under what conditions maximum or minimum 
can be considered valid partition. 
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Given the complexity of the forestry images treated, it is sometimes very difficult 
to determine exactly the total number of textures. If you set a strict validation criterion 
and generate too many classes (in our case more than six), it is very difficult to deter-
mine which of them cover completely the existing textures in the images and in par-
ticular those related to tree trunks, textures that are of priority interest. That is why in 
this type of images, it should not partition criteria are too strict, or that the criterion 
functions have too much variation to determine the number of classes needed for a 
better classification of the trunks. 

PC and PE indexes have been proven more stable in tests, while XB varies greatly 
depending on the type of images and the pixels selected to form the initial partition. 
On the other hand, instead of trying to determine what criterion function performs 
better than the others to validate the initial partition generated, we have tried to com-
bine the criteria most stable, i.e. PC and PE, finding threshold values so when the 
relative variation is below, the partition is considered valid. 

2.2.3   Fuzzy Multi-criteria Decision Making 
This method performs the pixel-level combination, scheduled for this reason as local 
in nature. The features are, therefore, pixels. The three spectral components of these 
features in the RGB color model are the properties used. The combination of individ-
ual classifiers is performed during the decision phase. 

Under the local approach is proposed a method that uses five individual classifiers 
mentioned previously, i.e. FC, PB, PZ, GL, and SOM. The following describes the 
combined method, giving details of same in regard to the training phase and decision. 

Figure 2 shows the scheme of unsupervised classifier based on the FMCDM para-
digm. As can be seen, the procedure works in the above mentioned two phases of 
training and decision.  

The training process begins with processing the training patterns or samples avail-
able, i.e. the inputs to the system. The input pattern is the same for all classifiers. 
Initially, we assume the existence of a single class and all samples within that catego-
ry, so c = 1. Under this assumption, we establish a partition of the samples in the only 
class available at this moment. The partition in a single class is considered invalid by 
definition, since in the images available this never occurs. For this reason, we try a 
new partition with c = 2. After which, we evaluate if the new partition is valid or not. 

The validation process is carried out through a combination of PC and PE criteria, 
as we explained in section 2.2.2. If the partition is not valid, according to the above 
criterion, the number of classes c is incremented by one, proceeding again to repeat 
the previous process to get the validation of the partition. The distribution of samples 
in classes, once known the number of members will be carried out by means of pseu-
do-random process described in [12]. This is the basic process which gives this design 
its unsupervised nature [6]. By contrast, when the partition is considered valid, also 
according to the same above criterion, the five individual classifiers perform their 
respective training processes to carry out the estimation of its parameters. After the 
respective training processes, the parameters estimated or learned by each of these 
classifiers are stored in the KB and shall be available for later retrieval and use during 
the decision phase, where the combination of classifiers is produced. 
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Fig. 2. Design of the combined unsupervised classifier: training and decision phases 

As shown in Figure 2, given a new sample or pattern xs, the problem that arises 
now is to make a decision on the classification of the sample in each of the classes 
available and previously established during the training. 

Each individual classifier makes its own decision on the classification of the sam-
ple. Thus, FC provides the degrees of membership of that sample to each of the 
classes; both PB and PZ generate membership probabilities of that sample to each of 
the classes; GL and SOM provide sample distances to the centres of classes. The first 
three take the decision based on the maximum values of their outputs, while the two 
latter do so in terms of minimum values. 

To apply the FMCDM paradigm is necessary to take all of these output values (de-
grees of membership, probabilities and distances) to merge following the previous 
steps and based on the work of [13,14,15]. We start from that the number of classes c 
has been estimated during the training phase. From the point of view of decision the-
ory, the problem is to determine which class belongs xs to. From the point of view 
FMCDM theory, the choice of a class is equivalent to choosing an alternative. There-
fore, classes are identified as alternatives. The criteria for choosing an alternative in 
the FMCDM paradigm are determined by the outputs provided by individual classifi-
ers. There are two types of criteria, namely: benefit and cost. As explained above, FC, 
PB and PZ classifiers make decisions based on the maximum values of their outputs 
and GL and SOM do according to the minimum. 

A triangular fuzzy number is defined as (a1, a2, a3), where a1 is the minimum pos-
sible value, a2 is the value and a3 is the best value possible. Instead of forming a tri-
angular number ordering the outputs of three classifiers, we created a shortlist for 
each classifier, where a2 corresponds exactly to the output of the classifier and a1 and 
a3 are generated respectively adding and subtracting random values according to the 
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range of values for each criterion. The calculation of bounds for the random values 
and obtaining the relative importance of each criterion, i.e. the calculation of specific 
weights associated are adjusted during the experimentation phase by the cross valida-
tion method [6]. 

The last step for choosing the best alternative, i.e. the most appropriate class wj for 
the sample input xs, which in our case are the values of the three spectral components 
in RGB colour model of the pixels in the forest images used. Since in our model  
alternatives and classes are equivalent, the best class wj for xs corresponds to the al-
ternative that provides the maximum value according to the proximity coefficient 
calculated during the application of FMCDM [13]. 

Figure 3 shows from left to right, an original left image used as a reference, the re-
sult obtained by the output of the process proposed (combining classifiers and vari-
ance), and the two classes in this image have been considered as trunks. 

 

 
(a) (b) 

 
(c) 

Fig. 3. (a) Original left image; (b) segmented left image where classes belonging leaves (pink 
and yellow), grass (pink), sky (red) and trunks (blue and green) are identified; (c) two classes 
where trunks are identified 

Once the image segmentation process is finished, we have identified pixels 
belonging to tree trunks and three types of textures without interest. In the future, 
pixeles belonging to textures without interest will be discarded during the next 
stereovision matching process. Hence, we only apply the stereovision matching 
process to the pixels that do not belong to any of these textures. 

3   Results 

The camera is equipped with a Nikon FC-E8 fisheye lens, with an angle of 183º. The 
valid color images in the circle contain 6586205 pixels. The tests have been carried 
out with twenty pairs of stereo images from Pinus Sylvestris L. forests obtained on 
sunny days. We use four of them to find the best possible configuration of the specific 
weights for the individual classifiers used in the FMCDM through the cross validation 
method [6], and the calculation of specific weights associated to triangular fuzzy 
numbers. At a second stage, we apply the five individual classifiers and the combined 
proposal for the remainder sixteen stereo pairs. 
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On each classifier, it is necessary to synthesize and interpret results with the out-
puts of other classifiers for comparative purposes. This has been realized by means of 
ground truth images obtained manually. 

Table 1 displays the averaged percentage of errors and percentage of trunk pixels 
successfully classified obtained through five individual classifiers and the combined 
proposal. As one can see FC obtains the better results on average percentage of error 
followed by our proposal. However, according to the percentage of trunk pixels suc-
cessfully classified obtained with each method, the better results are obtained with 
FMCDM. 

Table 1. Averaged percentage of errors and percentage of trunk pixels successfully classified 
obtained through the combined method proposed against the individual classifiers 

 

Classifiers % (e) %  (t) 
FC 19.82 62.50 
PB 24.12 60.93 
PZ 33.54 60.13 
GL 23.93 61.72 

SOM 29.30 60.92 
FMCDM 22.78 65.61 

4   Conclusions and Future Work 

This paper presents an automatic strategy of segmentation for identifying textures 
belonging to tree trunks from hemispherical stereo images captured with fisheye 
lenses. The interest is focused on the trunks of the trees because they contain the 
higher concentration of wood for inventories purposes. 

Five singles classical classifiers are used which form the basis for the design of the 
combined classification strategy proposed in this paper. This is carried out through a 
segmentation process which uses the combination of classifiers using the Fuzzy 
Multi-Criteria Decision Making method. While others individual classifiers might 
have chosen as a different combined strategy, the combination of these in relation to 
the improvement of the results according to the set of images used shows its promis-
ing possibilities. The computational cost of this proposal is acceptable although it 
would be desirable a lower cost. This is proposed as future work. The proposed strat-
egy based on segmentation process can be favorably compared from the perspective 
of the automation of the process and we suggest it can be applied to any type of forest 
environment, with the appropriate adaptations inherent to the segmentation process in 
accordance with the nature of the forest environment analyzed. 
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Abstract. Multispectral images including red and near-infrared
bands have proved their efficiency for vegetation-soil discrimination and
agricultural monitoring in remote sensing applications. But they remain
rarely used in ground and UAV imagery, due to a limited availibility
of adequate 2D imaging devices. In this paper, a generic methodology
is proposed to obtain simultaneously the near-infrared and red bands
from a standard RGB camera, after having removed the near-infrared
blocking filter inside. This method has been applied with two new gen-
eration SLR cameras (Canon 500D and Sigma SD14). NDVI values ob-
tained from these devices have been compared with reference values for
a set of soil and vegetation luminance spectra. The quality of the results
shows that NDVI bands can now be acquired with high spatial resolution
2D imaging devices, opening new opportunities for crop monitoring
applications.

Keywords: NDVI, aerial imaging, multispectral, near-infrared band.

1 Introduction

The Normalized Difference Vegetation Index, or NDVI, introduced in the early
seventies by [1], remains today a very popular tool in the remote sensing commu-
nity dealing with agricultural monitoring. This is mainly due to its remarkable
ability to discriminate vegetation from other material in multispectral satellite
images. Green vegetation is characterized by a high reflectance in the near-
infrared domain (typically 50 to 80%), which contrasts with a very low reflectance
in the red wavelengths, due to chlorophyll absorption. Let us call R and NIR
the digital counts obtained through the red and the near infrared bands of a
multispectral sensor. The NDVI, expressed as:

NDVI =
NIR − R
NIR + R

(1)

is a scalar value in the range [-1, 1]. The higher is this value, the higher is
the probability that it corresponds to green vegetation. By extension, numerous
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attempts have be made to directly link NDVI or other derived indexes based on
R and NIR to agronomical indices such as biomass and LAI (Leaf Area Index)
[2], [3], [4].

The popularity of NDVI in remote sensing has been widely supported by
the availability of R and NIR channels on most satellite line-scanning sensors
(Landsat, SPOT, etc.). Unfortunately, it is not the case for crop monitoring
applications at a lower spatial scale: most vision systems embedded on ground
vehicles or UAV (Unmanned Aerial Vehicle), which require 2D sensors, are based
on standard colour cameras, leading to robustness issues in vegetation detection.

In most colour cameras, the RGB channels are obtained by setting a mosaic
of microfilters (Bayer matrix) directly on the CCD (or CMOS) sensor. This
solution requires a very large production scale, and the development of specific
near-infrared bayer matrices for the vegetation monitoring market cannot be
envisaged. Therefore, for agricultural applications, some camera manufacturers
propose multi-CCD devices including a near infrared channel, e.g. the MS-4100
(Geospatial Systems Inc., West Henrietta, NY, USA), or the AD-080 (JAI Ltd,
Yokohama, Japan). But their price is often prohibitive. Moreover, their spatial
resolution is hardly sufficient for UAV image acquisition.

To face this situation, some camera end users requiring a near infrared channel
have developed alternative solutions around standard Bayer matrix RGB cam-
eras, taking benefit of an undesirable property of their silicium sensing array:
because the colour filters in the Bayer matrix have a filtering action limited to
the visible domain, the camera manufacturers are constrained to add a near-
infrared blocking filter to match natural colorimetry requirements. By removing
this additional filter, we obtain a modified camera sensitive to near infrared
wavelengths. A first possibility to get separate R and NIR bands is thus to use
simultaneously a standard and a modified colour camera, the second one being
equipped with a near infrared pass-band filter [5]. However, important issues
araise concerning the pixel alignment of the two images obtained [6].

Another interesting approach is to use a single modified camera associated
with a low-pass filter, and to built the near infrared band as a specific linear
combination of the three resulting channels. This concept can be illustrated as
following:

Let us assume we have an ideal modified RGB camera, where the three R,G,B
channels deliver digital counts respectively equal to R+NIR, G+ NIR, B+NIR.
If we add a low-pass filter in front of the lens that blocks the blue wavelengths,
then we get only the NIR component on the blue channel. This component can be
subtracted from the other channel digital counts, leading finally to R, G and NIR
components. In the real world, the sensitivity of each channel cannot be modeled
so simply, and a specific study is necessary to determine the required low-pass
filter and the linear combination for a given camera. Until now, this approach
has been used by the company Tetracam (Tetracam Inc. Chatsworth, CA, USA)
in its agricultural cameras (ADC series). However, their spatial resolution (∼ 3
Mpixels) does not meet the present standard of RGB still cameras (more than
10 Mpixels).
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The purpose of the present study is to formalize this last approach and to show
how it can be extended to the newest generation of commercial RGB imaging
sensors, in order to combine robust spectral information on vegetation with very
high spatial resolution. A generic methodology is proposed to determine the
optimal low-pass filter and linear combination for virtually any modified RGB
camera, provided its sensitivity curves are known. The results obtained with
two commercial imaging devices representative of the recent evolutions in sensor
technology, the Canon 500D (Canon, Tokyo, Japan) and the Sigma SD14 (Sigma,
Kawasaki, Japan) are then presented.

2 The BSOP Theoretical Approach

The basic idea developed here is to simulate a desired spectral sensitivity (fur-
ther refered as target sensitivity) by a linear combination of the real spectral
sensitivities available for a given sensor associated with a low-pass filter. In the
following, we will express formally this linear combination, and then propose a
method to determine the optimal low-pass filter to be associated with the sensor.

2.1 Band Simulation by Orthogonal Projection (BSOP)

Formally, the spectral sensitivity of a sensor channel (or band) can be char-
acterised by a function v(λ) of the wavelength λ. It will generate, for a given
irradiance e(λ), a digital count:

DC =
∫ ∞

0

e(λ).v(λ).dλ (2)

For practical reasons, we will consider in the following a limited range of wave-
lengths and a limited spectral resolution, allowing us to consider any spectral
function as a vector in a spectral space of dimension n, leading to the discrete
expression:

DC =
n∑

i=1

e(λi).v(λi) = E.V (3)

where E and V are vectors of dimension n and E.V is their scalar product.
According to this formalism, let us call V1, · · · , Vp the actual sensitivities of

the p bands of an imaging sensor. By linear combination of V1, · · · , Vp, we can
simulate any virtual sensitivity V belonging to the subspace generated by the
vectorial base (V1, · · · , Vp). Now, let us consider a given target sensitivity Vt that
we want to simulate. In the general case, Vt will not belong to this subspace,
and the better approximation of Vt will be its orthogonal projection on the
(V1, · · · , Vp) subspace (Fig. 1).

Let us call B = [V1 · · ·Vp] the (n, p) matrix whose columns are the V1, · · · , Vp

vectors. The orthogonal projection of Vt can be expressed as:



336 G. Rabatel, N. Gorretta, and S. Labbé

(V1 , …, Vp) subspace

Vt

P(Vt)

(V1 , …, Vp) subspace

Vt

P(Vt)

Fig. 1. Illustration of the orthogonal projection of the target sensitivity Vt

P (Vt) = B.(BT B)−1.BT .Vt (4)

The coordinates of P (Vt) in the base (V1, · · · , Vp), i.e. the coefficients of the linear
combination giving P (Vt) from V1, · · · , Vp, are given by the vector of dimension
p:

C = B.(BT B)−1.BT .Vt (5)

According to (4) and (5):

P (Vt) = B.C = [V1 · · ·Vp].C = c1.V1 + · · · + cp.Vp (6)

2.2 Optimal Low-Pass Filter

Whatever is the set of spectral sensitivities V1, · · · , Vp and the target sensitivity
Vt, the projection vector P (Vt) defined above will always exist, but this does not
guarantee a satisfactory result. We have still to verify that P (Vt) is close to the
target vector Vt. A commonly used measure of the similarity of spectral data
is the SAM , or Spectral Angle Mapper [7]. This measure evaluates the angle
between two vectors v1 and v2 of euclidian norms ‖v1‖ and ‖v2‖ as:

SAM(v1, v2) = acos(
v1.v2

‖v1‖.‖v2‖ ) (7)

In our case, the value SAM(Vt, P (Vt)) should be ideally equal to zero, meaning
that Vt belongs to the subspace (V1, · · · , Vp). In the real case, where the initial
spectral sensitivities of the different channels are a specification of the sensor,
there is no a priori reason to meet this requirement. Let us call (V ∗

1 , · · · , V ∗
p )

these initial sensitivities. Our only degree of freedom to improve the situation
is to associate with the sensor an optical filter (e.g. by setting it in front of the
lens) with a spectral transmittance F , leading to a modified set of sensitivities:

(V1, · · · , Vp) = (F.V ∗
1 , · · · , F.V ∗

p ) (8)
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Our objective is thus to determine the optical filter F that will minimize the
SAM between the target Vt and its projection P (Vt), according to equations
(4) and (8). A first possible method would be to directly search for an optimal
filter F in the spectral space by minimisation techniques. Such a method would
be rather complex to develop, but overall it could lead to non-realisable optical
filters, unless constraints of positivity and smoothness are introduced. At the
present stage, according to the first considerations described in introduction, we
have chosen to reduce the complexity of the problem by considering only simple
low-pass filters as F candidates. A main advantage is the further possibility to
implement the solution with on-the-shelf gelatine or glass filters.

Let us define a candidate low-pass filter by its cutting wavelength λc:

Fλc (λ) = 1 if λ > λc; Fλc(λ) = 0 otherwise; (9)

and let us consider k target sensitivities Vt1, · · · , Vtk.
Then for a given wavelength λc we can compute:

- the subspace matrix Bλc = [V1λc
, · · · , Vpλc

] = [V1.Fλc , · · · , Vp.Fλc ]
- the projected vectors Pλc(Vt1), · · · , Pλc(Vtk), according to equation (4)
- a global cost function taking into account the similarity between every target

and its projection:

R(λc) = SAM(Vt1, Pλc(Vt1)) + · · · + SAM(Vtk, Pλc(Vtk)) (10)

The optimal low-pass filter Fλc will be the one that minimise R(λc) .

2.3 Renormalisation of the Projected Vectors

The SAM criterion above has been used to determine a set of vectors Pλc(Vt1),
· · · , Pλc(Vtk) matching as well as possible an initial set Vt1, · · · , Vtk of target
sensitivities, in terms of spectral shape. Another important point, if these vectors
are devoted to the computation of agricultural indices like NDVI, is that they
provide digital counts as close as possible to the original ones. Though this
can obviously not be obtained for every irradiance spectrum, an approximate
solution is to ensure that the projected vector and the target vector have the
same L1-norm1.

Therefore, the following renormalisation is finally applied to each projected
vector:

∀i ∈ [1, k], PN (Vti) = P (Vti).
‖Vti‖L1

‖P (Vti)‖L1

(11)

1 The L1-norm of a vector is defined as the sum of the absolute values of its compo-
nents. If its components are all positive, the L1-norm of a sensitivity vector is equal
to its scalar product with a flat spectrum Ef = (1, · · · , 1), i.e. is equal to its digital
count for an irradiance Ef .
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3 Material and Methods

3.1 Camera Sensitivity Measurement

Two commercial still cameras have been selected for the BSOP method assess-
ment: the Canon 500D, representative of recent high resolution Bayer matrix
sensors (15 Mpixels), and the Sigma SD14, for the original technology of its
Foveon X3 sensor. The Foveon sensor is made of three separate layers of pho-
todetectors. Since silicon absorbs different wavelengths at different depths, each
layer captures a different color. No Bayer matrix is required, leading to a better
spatial resolution. In counterpart, there is less control on the spectral sensitivity
curve of each channel.

Each camera has been opened and its NIR blocking filter removed (the fil-
ter is removable in the Sigma, but not in the Canon, leading to a more delicate
operation ). The spectral sensitivity of each modified camera has then been mea-
sured in the range 440-990 nm, with 10 nm steps. For this purpose, the tunable
monochromatic light source of a laboratory spectrometer (V-570, Jasco Inc, Eas-
ton, USA) have been remoted in front of the camera lens via an optical fiber, at
a 30 cm distance, in a room with no ambient light. Pictures have been taken in
raw format for each wavelength in the following conditions:

Focal length: 50 mm; Sensibility: 100 ISO. Integration time: 5 s

The average level of the light source image has then been collected for each
channel in the raw camera pictures, using home-made image analysis software.

3.2 Definition of the Target Sensitivities

Two target sensitivities Vt1, Vt2 corresponding respectively to the red and near-
infrared bands have been considered. Because no standardized sensitivity data
have been found in the literature (some authors use the bands TM3 and TM4
of Landsat, other simply use 660 nm and 760 nm wavelengths), the following
procedure has been used:
- the red band has been derived from the XYZ colorimetric data of CIE 1931
(source: http://www.cvrl.org/database/text/cmfs/ciexyz31.htm)
- the near-infrared band has been computed by a 160 nm shift of the red band,
leading to a bandwidth 760-830 nm at mid-height.

3.3 BSOP Computation

In order to be used further on real hyperspectral data (see section 3.4), all the
data defined above (sections 3.1 and 3.2) have been resampled according to the
spectral resolution of an hyperspectral camera model Hyspex VNIR-1600 (Norsk
Elektro Optikk A/S, Norway), i.e. 160 spectral bands from 415 to 993 nm.

According to the notations defined in section 2, this has led to two sets of
vectors V ∗

1 , V ∗
2 , V ∗

3 (one for each type of camera) and two vectors Vt1, Vt2 of di-
mension 160. All computations described in section 2 have be made with Matlab
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7 (The MathWorks, Natick, MA, USA). Once the optimal cutting wavelength
has been determined, the closest existing gelatine Wratten filter has been cho-
sen (see 4.1). Its real transmittance curve has been measured with the Jasco
V-570 spectrometer, and resampled according to the Hyspex 160 bands, leading
to a filter vector Fw . Finally, for each type of still camera, the projected vec-
tors PN (Vt1) and PN (Vt2) on the subspace (Fw.V ∗

1 , Fw.V ∗
2 , Fw.V ∗

2 ) have been
computed and renormalised according to (11).

3.4 NDVI Simulation on Field Hyperspectral Images

Real hyperspectral images of wheat durum have been acquired in experimental
fields (INRA, Domaine de Melgueil, France) in march 2011, using the Hyspex
VNIR-1600 camera. The camera was set on a motorized translation rail one me-
ter above the ground (see [8] for more details). The scenes include wheat durum
at early stage, as well as various types of dicotyledonous and monocotyledon
weeds. A total of 2210 luminance spectra have then been collected in the hy-
perspectral images by manual area selections, including wheat, weeds and soil
categories.

For every collected spectrum S, the digital counts R and NIR corresponding
to red and near infrared target sensitivities Vt1, Vt2 have been computed as R
= S.Vt1 and NIR = S.Vt2, according to equation (3). A reference NDVI value
has then been computed using this R and NIR values. The same operation has
been made using PN (Vt1) and PN (Vt1) instead of Vt1 and Vt2 to compute an
estimated NDVI for each type of still camera.

4 Results

4.1 Band Simulation

Fig.2 shows the spectral sensitivities V ∗
1 , V ∗

2 , V ∗
3 that have been measured re-

spectively for the Canon and Sigma cameras without their NIR blocking filter.
In Fig.3, the BSOP quality curves R(λc) according to equation (10) have been

reported. We can notice that in both cases, R(λc) is undefined for λc > 728 nm,
because the projection of Vt1 (red band) becomes null. The best BSOP quality
is obtained for λc ≈ 600 nm, and is better for the Canon camera. According to
this result, a standard Wratten filter Kodak no 25 (reference: 149 7072) with a
cutting wavelength of 600 nm has been selected, and its actual transmittance
Fw measured with the Jasco spectrometer for further simulations.

The results of BSOP are given in Fig.4. The simulated near infrared band
obtained with the Canon camera appears more regular than the one obtained
with the Sigma camera, confirming the better results obtained with R(λc).

4.2 NDVI Computation

Fig. 5 shows the NDVI values computed with the simulated bands of Fig.4, versus
the reference NDVI values computed with the target sensitivities Vt1, V t2, for
the 2210 luminance spectra that have been collected (see section 3.4).
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Fig. 2. Spectral sensitivities of the Canon 500D and Sigma SD14 without NIR blocking
filter (sensitivities have been rescaled for a maximum value equal to unity)
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Fig. 4. BSOP bands for Canon and Sigma cameras with Wratten filter no 25. Dotted
lines: target sensitivities Vt1, Vt2. Dash line: BSOP red band; Solid line: BSOP near-
infrared band.
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Fig. 5. Predicted versus reference values of NDVI

First, we can notice two clearly separated groups of NDVI values. They corre-
spond respectively to soil and vegetation (wheat, monocotyledons and dicotyle-
dons), confirming the remarkable efficiency of NDVI for crop-soil discrimination.
The prediction quality using the Canon camera is significantly better: the NDVI
values obtained are nearly equal to the reference ones, excepted for the highest
values (NDVI > 0.8) where the error remains less than 10%.

5 Conclusion

We have shown in this paper that both NIR and R bands for NDVI compu-
tation can be obtained simultaneously from a single standard digital RGB still
camera, by replacing the near-infrared blocking filter inside by a low-pass filter.
A generic method, called BSOP, has been proposed to determine the optimal
replacing filter. This method has been applied using real spectrometric data on
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two commercial SLR cameras based respectively on a Bayer matrix sensor and a
Foveon sensor, associated with a standard Wratten filter. The simulated NDVI
values obtained for a large number of luminance spectra of vegetation and soil
have been compared with reference NDVI values. The results obtained with the
Bayer matrix sensor are particularly satisfactory. The Foveon provides a much
less accurate NDVI prediction, but remains a pertinent choice in the context
of vegetation/soil discrimination by NDVI thresholding. The results open new
possibilities in terms of high-resolution imaging for crop monitoring. Our next
step will be the real implementation and test of both types of devices on an
UAV, in the frame of a weed monitoring application.
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Abstract. In the sequel, we propose a new neighbourhood structure for
local search for the fuzzy job shop scheduling problem, which is a vari-
ant of the well-known job shop problem, where uncertain durations are
modelled as fuzzy numbers and the objective is to minimise the expected
makespan of the resulting schedule. The new neighbourhood structure is
based on changing the position of a task in a critical block. We provide
feasibility conditions and a makespan estimate which allows to select
only feasible and promising neighbours. The experimental results illus-
trate the success of our proposal in reducing expected makespan within a
memetic algorithm. The experiments also show that combining the new
structure with an existing neighbourhood from the literature considering
both neighborhoods at the same time, provides the best results.

1 Introduction

Scheduling forms an important body of research since the late fifties, with mul-
tiple applications in industry, finance and science [16]. Traditionally, it has been
treated as a deterministic problem that assumes precise knowledge of all data.
However, modelling real-world problems often involves processing uncertainty,
for instance in activity durations. In the literature we find different proposals
for dealing with ill-known durations [11]. Perhaps the best-known approach is
to treat them as stochastic variables. An alternative is to use fuzzy numbers or,
more generally, fuzzy intervals in the setting of possibility theory, which is said to
provide a natural framework, simpler and less data-demanding than probability
theory, for handling incomplete knowledge about scheduling data (c.f. [4]).

The complexity of scheduling problems such as job shop means that practi-
cal approaches to solving them usually involve heuristic strategies [2]. Extending
these strategies to problems with fuzzy durations in general requires a significant
reformulation of both the problem and solving methods. Proposals from the lit-
erature include a neural approach [20], genetic algorithms [18],[15],[7], simulated
annealing [5] and genetic algorithms hybridised with local search [6],[9].
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In this paper, we intend to advance in the study of local search methods
to solve the job shop problem with task durations given as triangular fuzzy
numbers and where the goal is to minimise the expected makespan, denoted
FuzJ ||E[Cmax]. In [17] a neighbourhood N3 is proposed that, embedded in
a memetic algorithm, notably reduces the computational load of local search
with respect to a previous neighbourhood while maintaining or even improving
solution quality. We shall propose a new neighbourhood structure, based on a
definition of criticality from [9]. This will allow to obtain better quality solutions
at the cost of increasing the number of neighbours. Even better, when it is used
in conjunction with N3 it reaches even better solutions with a smaller set of
neighbours and hence with a lower computational load. Finally, we propose that
the local search be also integrated into the genetic algorithm framework.

2 Job Shop Scheduling with Uncertain Durations

The job shop scheduling problem, also denoted JSP, consists in scheduling a set
of jobs {J1, . . . , Jn} on a set of physical resources or machines {M1, . . . , Mm},
subject to a set of constraints. There are precedence constraints, so each job Ji,
i = 1, . . . , n, consists of m tasks {θi1, . . . , θim} to be sequentially scheduled. Also,
there are capacity constraints, whereby each task θij requires the uninterrupted
and exclusive use of one of the machines for its whole processing time. A feasible
schedule is an allocation of starting times for each task such that all constraints
hold. The objective is to find a schedule which is optimal according to some
criterion, most commonly that the makespan is minimal.

2.1 Uncertain Durations

In real-life applications, it is often the case that the exact time it takes to process
a task is not known in advance, and only some uncertain knowledge is available.
Such knowledge can be modelled using a triangular fuzzy number or TFN, given
by an interval [n1, n3] of possible values and a modal value n2 in it. For a TFN N ,
denoted N = (n1, n2, n3), the membership function takes the following triangular
shape:

μN (x) =

⎧⎪⎨⎪⎩
x−n1

n2−n1 : n1 ≤ x ≤ n2

x−n3

n2−n3 : n2 < x ≤ n3

0 : x < n1 or n3 < x

(1)

In the job shop, we essentially need two operations on fuzzy numbers, the
sum and the maximum. These are obtained by extending the corresponding
operations on real numbers using the Extension Principle. However, comput-
ing the resulting expression is cumbersome, if not intractable. For the sake
of simplicity and tractability of numerical calculations, we follow [5] and ap-
proximate the results of these operations, evaluating the operation only on the
three defining points of each TFN. It turns out that for any pair of TFNs M
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and N , the approximated sum M + N ≈ (m1 + n1, m2 + n2, m3 + n3) coin-
cides with the actual sum of TFNs; this may not be the case for the max-
imum max(M, N) ≈ (max(m1, n1), max(m2, n2), max(m3, n3)), although they
have identical support and modal value.

The membership function of a fuzzy number can be interpreted as a possibility
distribution on the real numbers. This allows to define its expected value [12],
given for a TFN N by E[N ] = 1

4 (n1 + 2n2 + n3). It coincides with the neutral
scalar substitute of a fuzzy interval and the centre of gravity of its mean value [4].
It induces a total ordering ≤E in the set of fuzzy numbers [5], where for any two
fuzzy numbers M, N M ≤E N if and only if E[M ] ≤ E[N ].

2.2 Fuzzy Job Shop Scheduling

A job shop problem instance may be represented by a directed graph G =
(V, A ∪ D). V contains one node x = m(i − 1) + j per task θij , 1 ≤ i ≤ n, 1 ≤
j ≤ m, plus two additional nodes 0 (or start) and nm +1 (or end), representing
dummy tasks with null processing times. Arcs in A, called conjunctive arcs,
represent precedence constraints (including arcs from node start to the first
task of each job and arcs form the last task of each job to node end). Arcs in
D, called disjunctive arcs, represent capacity constraints; D = ∪m

j=1Dj, where
Di corresponds to machine Mi and includes two arcs (x, y) and (y, x) for each
pair x, y of tasks requiring that machine. Each arc (x, y) is weighted with the
processing time px of the task at the source node (a TFN in our case). A feasible
task processing order σ is represented by a solution graph, an acyclic subgraph of
G, G(σ) = (V, A∪R(σ)), where R(σ) = ∪i=1...mRi(σ), Ri(σ) being a hamiltonian
selection of Di. Using forward propagation in G(σ), it is possible to obtain the
starting and completion times for all tasks and, therefore, the schedule and the
makespan Cmax(σ).

The schedule will be fuzzy in the sense that the starting and completion times
of all tasks and the makespan are TFNs, interpreted as possibility distributions
on the values that the times may take. However, the task processing ordering σ
that determines the schedule is crisp; there is no uncertainty regarding the order
in which tasks are to be processed.

Given that the makespan is a TFN and neither the maximum nor its approx-
imation define a total ordering in the set of TFNs, it is necessary to reformulate
what is understood by “minimising the makespan”. In a similar approach to
stochastic scheduling, it is possible to use the concept of expected value for a
fuzzy quantity and the total ordering it provides, so the objective is to minimise
the expected makespan E[Cmax(σ)], a crisp objective function.

Another concept that needs some reformulation in the fuzzy case is that of
criticality, an issue far from being trivial. In [5], an arc (x, y) in the solution graph
is taken to be critical if and only if the completion time of x and the starting
time of y coincide in any of their components. In [9], it is argued that this
definition yields some counterintuitive examples and a more restrictive notion is
proposed. From the solution graph G(σ), three parallel solution graphs Gi(σ),
i = 1, 2, 3, are derived with identical structure to G(σ), but where the cost of arc
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(x, y) ∈ A∪R(σ) in Gi(σ) is pi
x, the i-th component of px. Each parallel solution

graph Gi(σ) is a disjunctive graph with crisp arc weights, so in each of them
a critical path is the longest path from node start to node end. For the fuzzy
solution graph G(σ), a path will be considered to be critical if and only if it is
critical in some Gi(σ). Nodes and arcs in a critical path are termed critical and
a critical path is naturally decomposed into critical blocks, these being maximal
subsequences of tasks requiring the same machine.

In order to simplify expressions, we define the following notation for a feasible
schedule. For a solution graph G(π) and a task x, let Pνx and Sνx denote the
predecessor and successor nodes of x on the machine sequence (in R(π)) and
let PJx and SJx denote the predecessor and successor nodes of x on the job
sequence (in A). The head of task x is the starting time of x, a TFN given
by rx = max{rPJx + pPJx , rPνx + pPνx}, and the tail of task x is the time lag
between the moment when x is finished until the completion time of all tasks, a
TFN given by qx = max{qSJx + pSJx , qSνx + pSνx}.

3 Improved Local Search

Part of the interest of critical paths stems from the fact that they may be used to
define neighbourhood structures for local search. Roughly speaking, a typical lo-
cal search schema starts from a given solution, calculates its neighbourhood and
then neighbours are evaluated in the search of an improving solution. In simple
hill-climbing, the first improving neighbour found will replace the original solu-
tion, so local search starts again from that improving neighbour. The procedure
finishes when no neighbour satisfies the acceptation criterion. Clearly, a central
element in any local search procedure is the definition of neighbourhood.

Neighbourhood structures have been used in different metaheuristics to solve
the fuzzy job shop. In [5], a neighbourhood is used in a simulated annealing
algorithm. The same neighbourhood is used in [6] for a memetic algorithm (MA)
hybridising a local search procedure (LS) with a genetic algorithm (GA) using
permutations with repetition as chromosomes. Results in [6] show that the hybrid
method compares favourably with the simulated annealing from [5] and a GA
from [18]. The same memetic algorithm is used in [9], but here the local search
procedure uses the neighbourhood based on parallel graphs. The experimental
results reported in [9] show that this new memetic algorithm performs better
than state-of-the-art algorithms. Despite satisfactory, the results also suggest
that the algorithm has reached its full potential and, importantly, most of the
computational time it requires corresponds to the local search. In [8] and [17] two
new neighbourhood stuctures have been defined. Both reduce the computational
cost of the local search, specially the one from [17], while keeping similar or even
identical quality of solutions.

In the following, we propose to improve local search efficiency in two steps. A
first idea is to introduce in the local search algorithm a new neighbourhood struc-
ture, based on inserting a critical task into other position of its critical block,
evaluating neighbours in a efficient manner and using makespan estimators.
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A second idea, previously used in the crisp framework in [13], is to use the new
structure together with a previous one to obtain an advanced neighbourhood
definition which combines both their advantages.

3.1 Previous Approaches

A well-known neighbourhood for the deterministic job shop is that proposed
in [21]. Given a task processing order π, its neighbourhood structure is obtained
by reversing all the critical arcs in G(π). This structure was first extended to the
fuzzy case in [5], where a disjunctive arc (x, y) was taken to be critical in G(π)
if exists i = 1, 2, 3 such that ri

x + pi
x = qi

y, i.e, the completion time of x coincides
with the starting time of y in one component; the resulting neighbourhood will
be denoted N0 in the following.

A second extension to the fuzzy case was proposed in [9], using the defini-
tion of criticality based on parallel solution graphs instead. Let us denote the
resulting neighbourhood by N1. As a consequence of the criticality definitions,
N1 ⊂ N0 and any neighbour σ ∈ N0 − N1 can never improve the expected
makespan of the original solution. Additionally, all neighbours in N1 are feasible
and the connectivity property holds: starting from any solution, it is possible to
reach a given global optimum in a finite number of steps using this structure. The
experimental results endorsed the good theoretical behaviour, obtaining better
expected makespan values than previous approaches from the literature. How-
ever, the large size of the structure for the fuzzy case resulted in an extremely
high computational load.

To improve on efficiency, a reduced structure, denoted N2 in the following, was
proposed in [8], inspired in the proposal for the deterministic problem from [14].
The neighbourhood was based on reversing only those critical arcs at the ex-
treme of critical blocks of a single path, so N2 ⊂ N1. Clearly, N2 contains only
feasible neighbours, although connectivity fails to hold. It was proved that the
reversal of a critical arc (x, y) can only lead to an improvement if (x, y) is at
the extreme of a critical block, and therefore, all neighbours from N1 −N2 are
non-improving solutions. The experimental results showed how N2 resulted in
a much more efficient search obtaining the same expected makespan values as
with N1. However, due to the fact that arcs may be critical on three different
components, the neighbourhood size is still quite large and there is still room
for improvement. It is also interesting to define different structures which allow
for searching in different areas of the solution space.

All these neighbourhood structures were based on reversing a single critical
arc. In [17], a new neighbourhood structure obtained by “inverting more than
one arc”, that is, permuting the relative ordering of more than two consecutive
tasks within a critical block, was proposed. Given a task processing order π and a
critical arc (x, y) in the associated graph G(π), N3(π) is obtained by considering
all possible permutations of the sequences (Pνx, x, y) and (x, y, Sνy) where the
relative order between x and y is reversed.

For the aforementioned structures it is clear that N2 ⊂ N1 ⊂ N3. Moreover,
N3 verifies the connectivity property and, as N1, contains many not-improving
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neighbours. A reduced neighbourhood, NR
3 , is defined using only the extreme

of critical blocks. NR
3 contains N2 while covering a greater portion of promising

areas in the search space. In principle, NR
3 may contain unfeasible neighbours,

so a method lpath is provided in [17] that allows to obtains a lower bound of
the expected makespan of feasible neighbours, which is later used in order to
always select feasible neighbours. Despite its larger search domain, this new
structure notably reduces the computational load of local search with respect to
the previous neighbourhood while maintaining solution quality.

3.2 New Neighbourhood Definition

All the neighbourhood structures proposed up to date are based on reversing
one or more critical arcs. In the following, we propose a new neighbourhood
structure obtained by inserting a critical task in another position in its critical
block, a proposal inspired in the work for deterministic job shop from [3].

For a task x inside a block b = (b′, x, b′′), where b′ and b′′ are sequences of
tasks, the aim of the new neighbourhood is to move x to the first or the last
position in b. Actually such moves may lead to infeasible solutions; if this is
the case, we consider the closest move to the first or the last position for which
feasibility is preserved.

Testing the feasibility of a solution may be computationally expensive. The
next proposition, inspired in [3], gives a sufficient condition for feasibility after
moving an operation x in a critical block towards the beginning of such block.

Proposition 1. Let σ be a feasible processing order and let b = (b′1 b′2 x b′′) be
a critical block in Gi(σ) for some i, where b′1, b′2 and b′′ are sequences of tasks,
a sufficient condition for feasibility of a solution π = σ(b′1,x,b′2,b′′) is that

∃j = 1, 2, 3, rj
PJx

< rj
SJy

+ pj
SJy

∀y ∈ b′2 (2)

The proof of this proposition follows from the fact of that feasibility is lost if a
cycle in the resulting digraph exist, and this cycle can only exist if and only if
there exists an alternative path from a task in b′2 to PJx. This property suggests
the following definition of neighbourhood.

Definition 1 (N4(π)). Let π be a task processing order and let x an operation
in a critical block b. In a neighboring solution x is moved closest to the first or
the last operation of b for which the sufficient condition of feasibility given by
proposition 1 is preserved.

Theorem 1. N4 verifies the connectivity property: given a globally optimal pro-
cessing order π0, it is possible to build a finite sequence of transitions of N4

starting from any non-optimal task processing order π and leading to π0.

The proof of this property is ommited due to space constraints.
Notice however that the considerations reported in [10] about the so called

elimination properties for the deterministic job shop are applicable here, making
it advisable that N4 be reduced. Indeed, the insertion of a critical task x inside a
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block in other position can only lead to an improvement if the new position is at
the extreme of the block. This motivates the definition of the following reduced
neighbourhood:

Definition 2. Let π be a task processing order and let x be a task in a critical
block b in the associated graph G(π). Then, in a neighboring solution of the
reduced neighbourhood structure, NR

4 (π), x is moved to the first or the last
operation of b whenever the sufficient condition of feasibility given by proposition
1 is preserved.

3.3 Makespan Estimation

In a monotonic local search method, as hill climbing used in this work, only
those neighbours with improving makespan are of interest. Hence a makespan
estimation may help reduce the computational cost of local search by discarding
uninteresting neighbours without actually evaluating them. For the case when
only one arc (x, y) is reversed, σ1 = π(y,x), a lower bound of the neighbour’s
makespan may be obtained by computing the length of the longest path in
G(σ1) containing either x or y [19]. This can be done quickly (in time O(nm))
using heads and tails. In [17] this idea has been extended to every neighbour
σ in NR

3 (π), by computing the length of a longest path in G(σ) containing at
least one of the nodes involved in the move. This is still valid for NR

4 if we
consider the sequence of tasks X = (x1, . . . , xs) whose relative order has been
permuted, although the method provides an estimate which is not necessarily a
lower bound.

4 Experimental Results

We now consider 12 benchmark problems for job shop: the well-known FT10
and FT20, and the set of 10 problems identified in [1] as hard to solve for
classical JSP: La21, La24, La25, La27, La29, La38, La40, ABZ7, ABZ8, and
ABZ9. Ten fuzzy versions of each benchmark are generated following [5] and [9],
so task durations become symmetric TFNs where the modal value is the original
duration, ensuring that the optimal solution to the crisp problem provides a
lower bound for the fuzzified version. In total, we consider 120 fuzzy job shop
instances, 10 for each of the 12 crisp benchmark problems.

The goal of this section is to evaluate empirically our proposals. We con-
sider the memetic algorithm (MA) presented in [17] which improved previous
approaches from the literature in terms of makespan optimisation and efficiency.
This algorithm combines a genetic algorithm with a simple hill-climbing local
search procedure based on the neighbourhood structure NR

3 . We shall use it as
a baseline algorithm and introduce the different structures in the local search
module: NR

3 , NR
4 and also, following the work from [13] for deterministic JSP,

NR
3 ∪NR

4 . We have run the MA using the same parameters as in [17] (population
size 100 and 200 generations). Table 1 shows for each MA version the average
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Table 1. Results of MA using NR
3 , NR

4 , and NR
3 ∪NR

4 . CPU times are seconds (C++,
Xeon E5520 2.26GHz).

Problem Size MA( N )
RE E[Cmax]

%Neigh.Inc CPU
Best Avg Worst

NR
3 0.41 0.80 2.26 2.88

FT10 10 × 10 NR
4 0.41 0.72 1.74 64.4 4.39

NR
3 ∪NR

4 0.41 0.70 1.78 48.5 4.19

NR
3 0.03 0.70 1.13 3.80

FT20 20 × 5 NR
4 0.03 0.31 1.12 166.6 8.14

NR
3 ∪NR

4 0.03 0.43 1.12 104.6 6.81

NR
3 0.88 1.16 1.37 5.05

La21 15 × 10 NR
4 0.85 1.07 1.29 64.8 7.66

NR
3 ∪NR

4 0.77 1.06 1.27 41.1 6.99

NR
3 0.71 1.24 2.07 4.93

La24 15 × 10 NR
4 0.63 1.11 1.49 60.6 7.24

NR
3 ∪NR

4 0.69 1.15 1.50 39.3 6.77

NR
3 0.28 0.77 1.19 5.01

La25 15 × 10 NR
4 0.27 0.82 1.11 89.7 8.03

NR
3 ∪NR

4 0.26 0.78 1.10 53.2 7.40

NR
3 0.89 2.14 2.75 8.94

La27 20 × 10 NR
4 0.68 1.77 2.52 107.9 15.69

NR
3 ∪NR

4 0.62 1.71 2.47 61.8 13.79

NR
3 1.87 3.47 4.90 8.48

La29 20 × 10 NR
4 1.39 2.81 4.06 108.9 14.62

NR
3 ∪NR

4 1.41 2.71 4.21 63.1 12.57

NR
3 1.06 2.12 4.16 8.86

La38 15 × 15 NR
4 0.98 2.31 3.96 63.2 13.25

NR
3 ∪NR

4 0.95 2.24 4.01 33.3 11.87

NR
3 0.82 1.36 2.03 9.17

La40 15 × 15 NR
4 0.92 1.38 2.12 67.2 13.93

NR
3 ∪NR

4 0.86 1.32 1.96 34.1 12.64

NR
3 2.69 3.93 4.95 15.66

ABZ7 20 × 15 NR
4 2.47 3.52 4.54 130.7 26.29

NR
3 ∪NR

4 2.36 3.48 4.52 67.3 22.26

NR
3 6.22 7.58 8.89 16.97

ABZ8 20 × 15 NR
4 5.81 7.15 8.52 141.1 31.60

NR
3 ∪NR

4 5.65 7.01 8.35 68.0 25.22

NR
3 5.54 7.23 8.95 15.92

ABZ9 20 × 15 NR
4 4.84 6.61 8.26 103.3 26.62

NR
3 ∪NR

4 4.67 6.51 8.15 51.7 22.56

across each family of ten fuzzy instances of the makespan relative error and of
the variation neighbourhood size and the CPU time taken in average by one
run. The relative error is calculated w.r.t. the value of the optimal solution of
the crisp instance or to a lower bound when the optimal solution is not known.
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The results show that NR
4 breaks the existing quality threshold from [17],

improving the relative error of the expected makespan in the best, average and
worst solution for almost every instance. In average across all instances the im-
provement are 7.48%, 10.65% and 9.24% respectively. As expected, the tradeoff
is the increase in the number of evaluated neighbours (97.37%) and hence in the
CPU time required (66.37%).

Similarly to [13] for the deterministic JSP, both neighbourhoods are combined
into an advanced one NR

3 ∪ NR
4 , combining the advantages of both. Such com-

bination may be expected to contain more neighbours and hence require more
CPU time. However, it reaches better solutions than NR

4 evaluating less neigh-
bours. The increase in the number of neighbours evaluated by the MA compared
to using NR

3 is approximately 55%. Additionally, a t-test has been run to com-
pare neighbourhood choices, namely, NR

3 vs. NR
4 , NR

3 vs. NR
3 ∪NR

4 and NR
4 vs.

NR
3 ∪ NR

4 , using in all cases average makespan values. The results show the ex-
istence of statistically significant differences for each choice, with p-value=0.01 in
all cases.

There is no clear correlation between instance sizes and makespan results.
Instances with 20 jobs, with a large reduction in relative error also have an
important increase in the number of neighbours. For square instances of size
15×15, the MA with NR

3 is better in average than with NR
4 and sometimes also

better than with NR
3 ∪ NR

4 , but this is not the case in all square instances, as
we can see for the FT10.

5 Conclusions

We have cosidered a job shop problem with uncertain durations modelled as
TFNs. We have proposed a new neighbourhood structure for local search, de-
noted N4, based on inserting a critical task into the most extreme position within
its block which maintains feasibility. To do this, a sufficient condition for feasi-
bility is provided and the resulting neighbourhood is shown to asymptotically
converge to an optimum. A reduced neighbourhood, NR

4 is obtained by allowing
insertion only if it is at the extreme of the block. This allows to reduce the set
of neighbours by pruning non-improving moves. Finally, experimental results
show the good behaviour of this neighbourhood within a memetic algorithm.
The experiments also show that combining NR

4 with an existing neighbourhood
structure from the literature we improve the best results so far whilst consider-
ably reducing neighbourhood size and hence, the CPU time required.
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Abstract. This paper presents an adaptation of the COR methodology
to derive the rule base in TSK-type linguistic fuzzy rule-based systems. In
particular, the work adapts an existing local search algorithm for Mam-
dani rules which was shown to find the best solutions, whilst reducing
the number of evaluations in the learning process.

Keywords: Fuzzy modeling, evolutionary fuzzy systems.

1 Introduction

There are many algorithms which learn the rules of FRBSs from data. Some
of them, the initial approaches, evaluate each candidate rule in an independent
manner [11] and, according to that evaluation, select the final set of rules. Despite
the fact that the information in a single rule is relevant, the output produced by
a FRBS when processing an input is generally obtained as a combination of the
ouputs produced by each one of the fired rules. This fact is called cooperation,
and is the key to the power and expressiveness of this kind of systems.

It is important for FRBS learning algorithms to consider cooperation among
rules in order to obtain accurate systems. There are some proposals, such as
the COR methodology [2], which do that by using a search algorithm to derive
the whole rule base. The main problem of such a technique is that it must find
complete rule sets, the number of which increases dramatically with the size of
the problem and the number of labels used for the fuzzy variables. Moreover,
the evaluation of each one of these sets of rules is very costly, since it implies
building the rule base and processing the whole dataset.

The method described in [6] proposed the use of a local search algorithm to
find the best combination of rules. The reasons for this were both the inherent
locality properties existing in the problem of selecting fuzzy rules, and the low
computational cost required to evaluate local changes. The results obtained show
that the algorithm could find systems which improve on those found by a Genetic
Algorithm, whereas the cost of the search was slightly lower.

In this work, we propose the adaptation of the said algorithm to the learning
of TSK-0 fuzzy rules. In these rules, the consequent is a real number instead of a
fuzzy set. Therefore, the concept of neighbourhood must be adapted. In contrast
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with other methods such as least squares [9], this method allows the number of
rules to be varied.

This paper is divided into 5 sections besides this introduction. Section 2 de-
scribes the TSK-0 FRBSs. Afterwards, the COR methodology and its adaptation
to TSK-0 rules is explained in Section 3, and the local search algorithm is pre-
sented in Section 4. Section 5 describes the experimental study and the results
obtained. Finally, in Secton 6, some concluding remarks will be made.

2 TSK-0 Fuzzy Rule-Based Systems

Fuzzy rules in FRBSs are composed of predicates of the form X is F , where
X is a domain variable and F is a fuzzy set defined over the domain of such
a variable. In the case of Linguistic Fuzzy Rule-Based Systems (LFRBSs) [12]
[8], rules are composed of predicates of the form X is A, where A is a linguistic
label, i. e., a term associated with a certain fuzzy set that has previously been
defined in the domain of X , which is then called a linguistic variable. In contrast
with Mamdani-type FRBSs with scatter partitions [5], where each fuzzy set F
is defined in the rule itself, in LFRBSs a DataBase is used which contains the
linguistic variables and the specification of the linguistic terms.

The use of linguistic variables makes LFRB models easier to interpret by
human experts. However, the limitation in the number of fuzzy sets that can
be used to build the rules (only those defined in the DataBase) limits their
performance.

There are some variations of the original LFRBSs which aim to improve their
accuracy with a small loss of interpretability. Takagi-Sugeno-Kang (TSK) rules
[10] are the most important of these. In TSK systems, the consequent for each
rule Rs is a polynomial function of the input variables Ps(X1, . . . , Xn). Therefore,
a rule is specified as:

Rs : If X1 is As
1& . . .&Xn is As

n then Y = as1
X1 + · · · + asnXn + bs

The order of a TSK FRBS refers to the degree of Ps. Hence, in TSK-0 systems
the consequent is a constant value and the rules are expressed as:

Rs : If X1 is As
1& . . .&Xn is As

n then Y = bs

Given an example el = (xl
1, . . . , x

l
n, yl), the output in a TSK system is obtained

as the weighted average of the outputs produced by each individual rule Rs in
the RuleBase RBo:

ŷl
o =

∑
Rs∈RBo

hl
sPs(xl

1, . . . , x
l
n)∑

Rs∈RBo
hl

s

where hl
s(el) = T (As

1(xl
1), . . . , As

n(xl
n)) is the matching degree of the example el

with Rs, and T is a T-norm. In TSK-0 rules, the expresion can be reduced to

ŷl
o =

∑
Rs∈RBo

hl
sbs∑

Rs∈RBo
hl

s

(1)
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3 The Cooperative Rules Methodology for TSK-0 Rules

Ad Hoc Data-Driven methods which learn the RuleBase of a FRBS take two
elements as input:

– A DataSet E , such that E = {e1, . . . , el, . . . , eN}, with el = (xl
1, . . . , x

l
n, yl).

– A Linguistic DataBase, which contains the definition of the linguistic vari-
ables, their domains, the fuzzy partitions, and the fuzzy terms Ai for each
input variable Xi. In the case of Mamdani rules, the fuzzy terms B for the
output variable Y 1 are also needed. However, this is not necessary for TSK-0
rules. In this case, consequents are real numbers bs ∈ [minY , maxY ], where
minY and maxY bound the domain of variable Y .

Taking both elements as a starting point, these methods basically generate a set
of candidate linguistic rules from the labels in the database in such a way that
every example el ∈ E matches at least one rule. Afterwards, or simultaneously
with the described process, some of the candidate rules are chosen to compose
the final rule base.

In a formal way, let Ss = (As
1, . . . , A

s
i , . . . , A

s
n), with As

i ∈ Ai, s ∈ {1, . . . , Ns},
be a subspace of the input domain. Ss contains each example el ∈ E such that
μAs

1
(xl

1) · . . . ·μAs
n
(xl

n) �= 0. The number of possible input subspaces (and rules of
the system) is Ns =

∏n
i=i |Ai|. However, Ad Hoc Data-Driven methods generate

rules which only cover the set of positive input subspaces S+.
There are two different criteria which are used to determine S+. In the first

case, which is denominated Example-based, each example el enables at most
one input subspace. Therefore,

Ss ∈ S+ if ∃el ∈ E|∀i ∈ {1, . . . , n}, ∀A′
i ∈ Ai, μAs

i
(xl

i) ≥ μA′
i
(xl

i)

i.e., a subspace Ss is considered to generate candidate rules if there is an example
el such that the rule with the highest matching degree with el is Rs. This is the
case of algorithms such as Wang and Mendel [11].

The second alternative generates S+ from what is called a FuzzyGrid. In this
case

Ss ∈ S+ if ∃el ∈ E|μAs
1
(xl

1) · . . . · μAs
n
(xl

n) �= 0,

so an input subspace Ss is considered to generate candidate rules if there is
an example el in it. In FuzzyGrid-based methods each example el can generate
more than one rule. This implies the generation of systems with a higher number
of rules, but whose precision is usually higher.

In both cases, the goal is to generate the rule Rs which is defined from Ss by
determining its consequent, and selecting a subset of them to form the final rule
base RB. In the case of TSK-0 rules, this task consists of setting the consequent
bs for each candidate rule Rs.

1 In this study, we will only consider an output variable, although the number of these
can be greater than 1.
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Algorithms such as Wang and Mendel[11] or ALM [4], or the Inductive Method
[9] in the case of TSK-0 modeling, choose the consequent for each rule in an
independent manner. In the case of the Inductive Method, for each subspace
Ss ∈ S+ a rule Rs is generated such that

bs =

∑
el|hl

s>0 hl
sy

l∑
el|hl

s>0 hl
s

Evaluating the individual performance of each rule, though, does not consider
the way FRBSs process the inputs. As mentioned above, an input example el =
(xl

1 ·. . .·xl
n) fires each rule Rs such that μAs

1
(xl

1)·. . .·μAs
n
(xl

n) > 0. This produces a
real value bs as the output, and the matching degree hl

s. Let Rl be the set of rules
Rs fired by the input el. The output ŷl is obtained through a combination of the
outputs produced by each rule in Rl (expression 1). Thus, the real peformance of
a rule Rs can only be evaluated in the context of the set of rules which would be
fired when processing each example el which fires Rs. Therefore, given Rs, if Es

is the subset of examples el such that μAs
1
(xl

1) · . . . ·μAs
n
(xl

n) > 0, the evaluation
of Rs depends on those rules Rt such that Es ∩ Et �= ∅.

There are some approaches which consider such cooperation among rules.
In the Cooperative Rules (COR) methodology [2] a subspace Ss can generate
several candidate rules Rs ∈ {CR(Ss) ∪ ∅}, and only one (or none) of them
can be chosen to be a part of the rule base. Rules generated from Ss only
differ in the consequents, which can be chosen from the set C(Ss), which is also
obtained from examples. Once the search space is defined, i.e., the candidate
rules are generated, each solution RBo can be represented by a vector of discrete
values co = {co

1, . . . , c
o
s, . . . , c

o
|S+|}, where co

s ∈ {0, . . . , |C(Ss)|}. If co
s > 0, this

means that the rule built with the co
sth consequent in C(Ss) is included in RBo.

Otherwise, if co
s = 0, the rule will not be included in RBo.

As the search space can be codified by a finite set of discrete numbers, the
search can be carried out by any combinatorial optimization algorithm, such as
Genetic Algorithms [3] or Ant Colony Optimization [1].

Regardless of the algorithm used, each configuration or candidate rule base
must be evaluated. In order to do this, any error measure can be used. In this
study, we consider the Mean Squared Error (MSE). Let ŷl

o be the output pro-
duced by the LFRBS system which contains the set of rules RBo when processing
the example el. The error produced by the system with the set of rules RBo when
processing the data set E is obtained as follows:

MSEo(E) =
N∑

l=1

(ŷl
o − yl)2

N
(2)

The adaptation of the COR method to the case of TSK-0 rules is straightforward.
Instead of finding a consequent from a set of them, the goal in TSK-0 rules is
to find the real consequents bs ∈ [minY , maxY ]. Each solution RBo can then be
represented by a vector of real values bo = {bo

1, . . . , b
o
s, . . . , b

o
|S+|}, and any search

method which works over real domains can be used to find such consequents.
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Lastly, it is important to point out that one of the values which can be taken by
bo
s must represent the non-inclusion of the rule Rs in the system.

4 Using Local Search to Find the Rule Base

The algorithm described in [6] uses local search algorithms to find the set of rules
in the COR approach. This proposal is based on the fact that, given a rule base
RBo, a change in one rule Ro

s may affect the optimal choice of the consequents
for those rules Ro

t such that Es ∩Et �= ∅. Although this change could potentially
affect all rules in RBo, it rarely extends to others in practice. In that work, the
neighbourhood of a rule base RBo is defined as

N (RBo) = {RBp|∃!Ss with Rp
s �= Ro

s, Ro
s, R

p
s ∈ CR(Ss), Rp

s ∈ RBp, R
o
s ∈ RBo}

Therefore, the neighbours of a rule base RBo are obtained by changing the
consecuent of one of its rules Ro

s.
Figure 1 shows the scheme of the local search algorithm. Once an initial

solution is generated, either randomly or by some other method as [11][4], the
algorithm performs a HillClimbing, carrying out, at each step, the change which
produces the highest decrement in the MSE. The algorithm stops when no change
produces an improvement in the current configuration.

Local Search for COR

Generate an initial solution RBo

evaluate (RBo)
while RBo changes do

generate N (RBo)
∀RBp ∈ N (RBo), evaluate(RBp)
RBo = best RBp ∈ N (RBo)

Fig. 1. Local Search algorithm for COR

Besides obtaining better results than a Genetic Algorithm in terms of accu-
racy, the algorithm is considerably more efficient. The evaluation of a configura-
tion co requires building the rule base RBo it codifies and then, for each example
el ∈ E , all rules Ro

s ∈ RBo must be processed, producing the set of fuzzy out-
puts Bl, which must be aggregated and defuzzified. However, in the case of local
search, only one rule needs to be updated when calculating the error for each
neighbour, and only the outputs for the examples covered by that rule need to
be re-calculated to obtain the new MSE.

Furthermore, many other calculations can be avoided. Let Ns(RBo) be the
subset of neighbours of RBo obtained by replacing Ro

s, and let RBp ∈ Ns(RBo).
It is not necessary to evaluate all elements in N (RBp). In fact, if Es∩Et = ∅, there
is no need to calculate Nt(RBp). If RBo′ ∈ Nt(RBo), and RBp′ ∈ Nt(RBp),
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then the difference between the errors produced by RBp′ and RBp is the same
as that between RBo′ and RBo, which was already calculated. As is shown by
the experimental results, this fact allows a huge number or evaluations to be
avoided.

Extensions of local search algorithms can also be efficiently implemented.
Thus, in [6] an algorithm is also presented that is based on Iterated Local Search
[7]. It is depicted in figure 2. In this algorithm, once the local search is not able
to find a better set of rules, the current solution is perturbed. This perturbation
can be done by changing the consequents of some rules at random. However,
there is an alternative aimed at decreasing the number of rules, which consists
of setting those rules to the value ∅ so that they are not included in the rule base.
Once a rule is choosen, it is finally removed unless this produces an increment
of more than 5% in the error.

Iterated Local Search for COR

Generate initial solution RBo

for numIterations do
evaluate(RBo)
RBp = Local Search (RBo)
RBo = perturbate(RBp)

Fig. 2. Iterated Local Search algorithm for COR

4.1 Adaptation of COR Methodology to Learning TSK-0 Rules

As mentioned above, the neighbourhood of a rule system N (RBo) is obtained
by changing the consequent of one rule. As the number of possible consequents
is limited, so is the size of the neighbourhood, which is calculated as follows:

|N (RBo)| =
|S+|∑
s=1

|C(Ss)| − 1

This fact makes it possible to evaluate each possible neighbour in the case of
Mamdani fuzzy systems. In the case of TSK-0 systems this is not possible, since
each consequent is a real value and |N (RBo)| = ∞. However, given a rule base
RBo, it is possible to obtain the consequent of a rule Ro

s ∈ RBo which produces
the best reduction in MSE.

Let Ro
s be the rule whose neighbourhood must be calculated, el ∈ Es all

examples covered by that rule, and Rl ⊂ RBo the set of rules fired by el. The
output produced by the system RBo when processing el is obtained as:

ŷl
o =

∑
Ro

s∈Rl hl
sbs∑

Ro
s∈Rl hl

s

=

∑
Ro

t∈Rl|Ro
t �=Ro

s
hl

tpt + hl
sbs∑

Ro
t∈Rl hl

t
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In order to simplify, it will be considered that HBl
o−s =

∑
Ro

t∈Rl|Ro
t �=Ro

s
hl

tbt and
H l

o =
∑

Ro
t∈Rl hl

t. Therefore, the former equation is expressed as:

ŷl
o =

HBl
o−s + hl

sbs

H l
o

The squared error produced by the system RBo when calculating the output for
the example el is:

SEo(el) =
(

HBl
o−s + hl

sbs

H l
o

− yl

)2

And the MSE produced by the system RBo when calculating the outputs for all
the rules covered by the rule Rs is:

MSEo(Es) =
∑

el∈Es

(
HBl

o−s + hl
sbs

H l
o

− yl

)2

As this expression is cuadratic in bs, only the minimum can be calculated. Since
the minimum of this function is the point where MSEo(Es)′ = 0, the optimum
consequent for the rule bso can be obtained as:

bso =

∑
el∈Es

(
2ylH

l
ohl

s

Hl
o
2

)
−∑el∈Es

(
2HBl

o−shl
s

Hl
o
2

)
∑

el∈Es

(
2hl

s
2

Hl
o
2

) (3)

It is worth pointing out that the values for each hl
s need only be calculated once,

since they do not change during the search process.
Lastly, there are only two possible values which are considered in order to cal-

culate Ns(RBo): bso and ∅. Therefore, the neighbourhood is small. Nevertheless,
the algorithm may perform an extremely large number of iterations, although
there is a point after which the improvements made are insignificant. There are
two strategies that can solve this problem. The first one consists of stopping the
search when the improvement produced does not reach a threshold. The second
one, used in this work, avoids evaluating neighbours when the difference between
the best consequent for a certain rule bso and the consequent used in the current
system does not reach a minimum threshold.

5 Experimental Study

In order to test the proposed algorithms, they have been used to model four
datasets taken from the FMLib repository2. Two of them, f1 and f2, are synthetic
functions with two input variables, whereas the other two are two real problems.
The first one, ele1, consists of finding a model that relates the total length of a
low-voltage line installed in a rural town to the number of inhabitants in the town

2 http://decsai.ugr.es/~casillas/fmlib/index.html

http://decsai.ugr.es/~casillas/fmlib/index.html
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and the mean of the distances from the center of the town to the three furthest
clients in it. The goal is to use the model to estimate the total length of line
being maintained. Therefore, there are two predictive variables and one output
one. In relation to the other problem, ele2, the aim is to predict the minimum
maintenance costs of the low-voltage line installed in a rural town. There are
four input variables: sum of the lengths of all streets in the town, total area of
the town, area that is occupied by buildings, and energy supplied to the town.

The local search algorithm for learning TSK-0 rules (LS-TSK0) has been
implemented by following the scheme proposed in Section 4, and includes all the
optimizations commented in [6] to avoid evaluations. As a starting point, it uses
the rule base obtained by means of the Inductive Method (IMethod).

With regards to the Iterated Local Search algorithm (ILS-TSK0), it is based
on the local search algorithm above, and performs 20 iterations. After each one,
10% of the rules in the rule base are randomly removed.

In order to make a comparison, both the local search algoritm (fast version)
described in [6] (LS-COR), and the Inductive Method, have also been tested. In
all cases, only the FuzzyGrid-based approach has been considered to generate
the sets of candidate rules. Moreover, the fuzzy variables have been modeled
using triangular symmetrical fuzzy partitions by considering 7 labels for each
linguistic variable.

The results have been obtained by performing 30 independent executions over
the dataset. On each run, the dataset was randomized using the same seed for
all algorithms, and 20% of the examples were left for testing. Then, the train-
ing error, the test error, the number of rules in the final system, the number of
rule bases evaluated, and the number of processed instances were obtained. In
the case of ILS-TSK0, the number of evaluations or processed instances corre-
sponds to the one in which the best system was found. The results are shown in
Table 5.

As expected, the results obtained by the LS-TSK0 algorithm improve signifi-
cantly on those obtained by LS-COR in terms of accuracy. Moreover, the number
of evaluated systems and processed instances is also improved. This difference
exists regardless of the problem, although it is more significant in the case of
the real datasets. Lastly, the LS-TSK0 algorithm finds systems with a higher
number of rules. This difference is more significant in the case of ele2.

Obviously, the proposed algorithm improves on the results obtained with the
Inductive Method, since it takes this algorithm as a starting point. However,
we have considered that including those results would be of interest. In particu-
lar, the number of rules in the systems produced by the Inductive Method is the
same as would be obtained by the algorithms described in [4]. As can be noticed,
the local search algorithms remove a significant number of rules when dealing
with the real-world datasets. This does not happen with the synthetic functions
because the distribution of input data over the search space is homegeneous in
this case.
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In order to compare the errors obtained by the ILS-TSK0 and TSK-0 algo-
rithms, a paired t-test was performed for the two algorithms. The test shows that
the results obtained do not present a significant difference (with α = 0.95) in any
case except ele13. However, ILS-TSK0 achieves a considerable reduction in the
number of rules for problem ele2, where the number of rules is more dramatic.
Thus, despite the fact that the average number of candidate rules is 550.4, and
the local search algorithm reduces the size of the rule base to 489.4 rules, the
ILS algorithm removes about 200 more rules.

Results for problem f1

Search algorithm Training err. Test err. #Rules # Ev. Sytems #Proc. Instances

LS (COR) 1.713 1.771 48.9 832.4 95337.8
I.Method 2.437 2.492 49.0 1.0 1681.0
LS(TSK-0) 0.804 0.820 49.0 632.7 91383.9
ILS(TSK-0) 0.804 0.820 49.0 639.5 93010.1

Results for problem f2

Search algorithm Training err. Test err. #Rules # Ev. Sytems #Proc. Instances

LS (COR) 0.380 0.392 46.8 461.4 17796.2
I.Method 0.613 0.658 49.0 1.0 593.0
LS(TSK-0) 0.159 0.158 47.0 241.3 11444.8
ILS(TSK-0) 0.157 0.209 46.6 1160.2 60232.5

Results for problem ele1

Search algorithm Training err. Test err. #Rules # Ev. Sytems #Proc. Instances

LS (COR) 567.673 694.345 28.1 624.3 29393.6
I.Method 597.434 665.652 33.4 1 396.0
LS(TSK-0) 530.775 673.804 27.8 340.8 16824.2
ILS(TSK-0) 529.694 684.380 25.0 1139.4 56237.5

Results for problem ele2

Search algorithm Training err. Test err. #Rules # Ev. Sytems #Proc. Instances

LS (COR) 242.831 277.375 440.5 22223.2 833605.7
I.Method 271.594 286.124 550.4 1.0 845.0
LS(TSK-0) 134.854 156.065 489.4 10212.1 472773.3
ILS(TSK-0) 132.738 158.259 287.4 41736.3 1188659.9

6 Final Conclusions and Future Work

This work presents an efficient local-search algorithm for learning TSK-0 rules
which is an adaptation of another defined for Mamdani rules. This adaptation
involved modifying both codification and neighbourhood. The results obtained
show a significant improvement on the original version, Moreover, it has been
possible to implement an ILS algorithm which reduces the number of rules in
the final system for problems with higher dimensionality.

In further works, we aim to adapt this algorithm to TSK-1 rules, where the
consequent is a polynomial function. Moreover, we plan to use some other local
heuristic, such as greedy construction, so that the search is more effective.
3 Although it might have been expected, there is no statistical difference in f2.
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Abstract. In this paper we confront the weighted tardiness minimiza-
tion in the job shop scheduling problem with sequence-dependent setup
times. We start by extending an existing disjunctive graph model used
for makespan minimization to represent the weighted tardiness problem.
Using this representation, we adapt a local search neighborhood origi-
nally defined for makespan minimization. The proposed neighborhood
structure is used in a genetic algorithm hybridized with a simple tabu
search method. This algorithm is quite competitive with state-of-the-
art methods in solving problem instances from several datasets of both
classical JSP and JSP with setup times.

1 Introduction

In this paper we confront the Job Shop Scheduling Problem with Sequence-
Dependent Setup Times (SDST-JSP) with weighted tardiness minimization. JSP
has interested to researchers over the last decades, but in most cases the ob-
jective function is the makespan, even though other objective functions such as
weighted tardiness or total flow time are sometimes more important in many real-
life problems. Also, setup considerations are a relevant characteristic of many
real scheduling problems that add to the difficulty of solving these problems
with respect to their non-setup counterparts. Incorporating sequence-dependent
setup times changes the nature of scheduling problems, so well-known results
and techniques for the JSP are not directly applicable to the SDST-JSP. Some
extensions have been done for makespan minimization in [1,6,13].

As far as we know, the best approach to weighted tardiness minimization
in the SDST-JSP is the presented by Sun and Noble in [10]. They propose a
shifting bottleneck algorithm and in their experimental study this algorithm is
compared with very simple heuristics (some priority rules) across randomly gen-
erated instances that are not available for further comparison. However, weighted
tardiness has been largely considered for the classic JSP, maybe the algorithms
proposed in [3] and [7] being the most relevant approaches currently. In [3], Es-
safi et al. propose a hybrid genetic algorithm that uses a local search based in
reversing critical arcs and an algorithm that iterates between hill climbing and
random generation of neighbors to escape from local optima. In [7] Mati et al.
propose a local search method that uses estimators to evaluate the neighbors and
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that is capable of minimizing any regular objective function, i.e. a non-decreasing
function on the completion time of the operations.

We propose a hybrid algorithm that combines a genetic algorithm (GA) with
tabu search (TS). The core of this algorithm is a variation of the neighborhood
structure NS

1 introduced in [13] for the SDST-JSP with makespan minimization,
which in its turn extends the structures proposed in [12] for the classical JSP.
We define a disjunctive graph model for the SDST-JSP with weighted tardiness
minimization to formalize this neigborhood. The proposed algorithm is termed
GA + TS in the following. We also define a method for estimating the weighted
tardiness of the neighbors, and we will see that this estimation is less accurate
and more time consuming than similar estimations for the makespan, due to
the difference in the problem difficulty. We have conducted an experimental
study across conventional benchmarks to compare GA + TS with state-of-the-
art algorithms in both classical JSP and SDST-JSP. The results show that the
proposed algorithm outperforms the other methods.

The rest of the paper is organized as follows. In Section 2 we formulate the JSP
and introduce the notation used across the paper. In section 3 we describe the
main components of the genetic algorithm. The proposed neighborhood struc-
ture, the weighted tardiness estimation algorithm and the main components of
the TS algorithm are described in Section 4. Section 5 reports results from the
experimental study. Finally, in Section 6 we summarize the main conclusions
and propose some ideas for future work.

2 Description of the Problem

In the job shop scheduling problem, a set of N jobs, J = {J1, . . . , JN}, are
to be processed on a set of M machines (resources), R = {R1, . . . , RM} while
minimizing some function of completion times of the jobs, subject to constraints:
(i) the sequence of machines for each job is prescribed, and (ii) each machine
can process at most one job at a time. The processing of a job on a machine
is called an operation, and its duration is a given constant. We denote by pu

the processing time of operation u. A time may be needed to adjust a machine
between two consecutive operations, which is called a setup time, and which
may or may not be sequence-dependent. We adopt the following notation for
the setup times: Suv is the setup time between consecutive operations u, v ∈ Rj ,
and S0u is the setup time required before u if this operation is the first one
scheduled on his machine. A job Ji may also have a due date di, that is a time
before jobs should be completed, and a weight wi, that is the relevance of the
job. The objective here is to minimize the weighted cost of the jobs exceeding
its due-dates, also known as the weighted tardiness. In the following, we denote
by tu the starting time of operation u, that needs to be determined.

The SDST-JSP has two binary constraints: precedence and capacity. Prece-
dence constraints, defined by the sequential routings of the tasks within a job,
translate into linear inequalities of the type: tu + pu ≤ tv, if v is the next opera-
tion to u in the job sequence. Capacity constraints that restrict the use of each
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resource to only one task at a time translate into disjunctive constraints of the
form: tu + pu + Suv ≤ tv ∨ tv + pv + Svu ≤ tu, where u and v are operations
requiring the same machine.

The objective is to obtain a feasible schedule that minimizes the weighted
tardiness, defined as: ∑

i=1,...,N

wiTi

where Ti is the tardiness of the job i, defined as Ti = max{Ci − di, 0} , where
Ci is the completion time of job i. This problem is denoted by J |sij |

∑
wiTi in

the literature.

2.1 The Disjunctive Graph Model Representation

The disjunctive graph is a common representation in scheduling, its exact defi-
nition depending on the particular problem. For the J |sij |

∑
wiTi problem, we

propose that it be represented by a directed graph G = (V, A∪E∪I1∪I2). Each
node in set V represents a task of the problem, with the exception of the dummy
nodes start and endi 1 ≤ i ≤ N , which represent fictitious operations that do
not require any machine. Arcs in A are called conjunctive arcs and represent
precedence constraints while arcs in E are called disjunctive arcs and represent
capacity constraints. Set E is partitioned into subsets Ei, with E = ∪j=1,...,MEj ,
where Ej corresponds to resource Rj and includes two directed arcs (v, w) and
(w, v) for each pair v, w of operations requiring that resource. Each arc (v, w)
in A is weighted with the processing time of the operation at the source node,
pv, and each arc (v, w) of E is weighted with pv + Svw. Set I1 includes arcs of
the form (start, v) for each operation v of the problem, weighted with S0v. Set
I2 includes arcs (ω(i), endi), 1 ≤ i ≤ N , weighted with pω(i), where ω(i) is the
last operation of job Ji

A feasible schedule is represented by an acyclic subgraph Gs of G, Gs =
(V, A ∪H ∪ J1 ∪ I2), where H = ∪j=1...MHj , Hj being a minimal subset of arcs
of Ej defining a processing order for all operations requiring Rj and where J1

consists of arcs (start, vj), j = 1 . . .M , vj being the first operation of Hj . Finding
a solution can thus be reduced to discovering compatible orderings Hj , or partial
schedules, that translate into a solution graph Gs without cycles. Figure 1 shows
a solution to a problem with 3 jobs and 3 machines; dotted arcs belong to H
and J1, while continuous arcs belong to A.

To calculate the weighted tardiness of the schedule we have to compute the
cost of a critical path in Gs to each node endi 1 ≤ i ≤ N , i.e., a directed
path in Gs from node start to node endi having maximum cost. Nodes and arcs
in a critical path are also termed critical. A critical path may be represented
as a sequence of the form start, B1, . . . , Br, endi, 1 ≤ i ≤ N , where each Bk,
1 ≤ k ≤ r, is a critical block, a maximal subsequence of consecutive operations
in the critical path requiring the same machine.
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θ11, R1 θ12, R2 θ13, R3 end1

start θ21, R1 θ22, R3 θ23, R2 end2

θ31, R2 θ32, R1 θ33, R3 end3

4 3

3 4

3 3

2

3

3

1

3 + 2

4 + 1

1
3 + 2

3 + 2

1
4 + 1

3 + 2

Fig. 1. A feasible schedule to a problem with 3 jobs and 3 machines

In order to simplify expressions, we define the following notation for a feasible
schedule. Given a solution graph Gs for the SDST-JSP, the head of an operation
v, denoted rv, is the cost of the longest path from node start to node v, i.e., the
starting time of v in the schedule represented by Gs. A tail qi

v, 1 ≤ i ≤ N is the
cost of the longest path from node v to node endi, minus the duration of task
in node v. For practical reasons we will take qi

v = −∞ when no path exist from
v to endi. Here, it is important to remark that we have had to define N tails
for each operation, while for makespan minimization it is required just one. Let
PJv and SJv denote respectively the predecessor and successor of v in the job
sequence, and PMv and SMv the predecessor and successor of v in its machine
sequence. We take node start to be PJv for the first task of every job and PMv

for the first task to be processed in each machine; note that pstart = 0. Then, the
head of every operation v and every dummy node may be computed as follows:

rstart = 0
rv = max(rPJv + pPJv , rPMv + pPMv + SPMvv)

rendi = rv + pv, (v, endi) ∈ I2, 1 ≤ i ≤ N

Similarly, for 1 ≤ i ≤ N , we take node endi as SJv for the last task of job i, and
pendi = 0. So, the tail of all operations are computed as follows:

qi
endi

= 0

qj
endi

= −∞, j �= i

qj
v =

{
max(qj

SJv
+ pSJv , qj

SMv
+ pSMv + SvSMv ) if SMv exists

qj
SJv

+ pSJv otherwise

qj
start = max

v∈SMstart

{qj
v + pv + S0v}
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3 Genetic Algorithm for the SDST-JSP

In this paper we will use a conventional GA, with permutations with repeti-
tion as our encoding schema and Job Order Crossover (JOX) for chromosome
mating, uniform selection and generational replacement using tournament be-
tween two parents and two offspring. To build schedules we have used the Serial
Schedule Generation Schema (SSGS) proposed in [1] for the SDST-JSP. SSGS
iterates over the operations in the chromosome sequence and assigns each one
the earliest starting time that satisfies all constraints with respect to previously
scheduled operations. SSGS produces active schedules, provided that the trian-
gular inequality for the setup times holds for all operations requiring the same
machine [1], and this is the case in the instances used in our experimental study.

When combined with GA, TS is applied to every schedule produced by SSGS.
Then, the chromosome is rebuilt from the improved schedule obtained by TS,
so as its characteristics can be transferred to subsequent offspring. This effect of
the evaluation function is known as Lamarckian evolution.

4 Tabu Search for the Weighted Tardiness Minimization
in the SDST-JSP

We use here a conventional TS algorithm [4], the particular implementation is
borrowed from [5]. In the next subsections we describe in detail the components
of the algorithm that has been adapted to the SDST-JSP with weighted tar-
diness minimization, namely the neighborhood structure and the procedure for
weighted tardiness estimation after a move.

4.1 The Neighborhood Structure

As usual, this structure is based on changing processing orders in a critical block.
However, the number of critical paths in a problem instance is usually large and
so not all candidate moves can be considered in order to obtain a reasonable
number of neighbors. To do that, we consider two options: all critical paths
corresponding to tardy jobs or just the critical path that most contributes to
the objective function. We have observed that neither option is clearly better
than the other in some preliminary experiments. Moreover, it happens that there
are substantial differences that depend on the instances, so we have finally opted
to consider them both and choose randomly each time the TS algorithm is issued.

Also, we have opted to consider a neighborhood structure that generates a
small number of neighbors from each critical block. For this reason, we adapted
the structure NS

1 proposed in [13] for SDST-JSP with makespan minimization,
which is based on previous structures given in [8] and [12] for the standard JSP.
This structure can be formalized for the SDST-JSP with weighted tardiness
minimization from the disjunctive model defined in 2.1. NS

1 is based on the
following results.
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Proposition 1. Let H be a schedule and (v, w) a disjunctive arc that is not in a
critical block. Then, reversing the arc (v, w) does not produce any improvement,
provided that the triangular inequality for the setup times holds for all operations
requiring the same machine.

So we have to reverse a critical arc to obtain an improving schedule. In [13]
the authors define non-improving conditions for some reversals of critical arcs in
makespan optimization that in principle can not be translated to the weighted
tardiness case. Regarding feasibility, the next result gives a sufficient condition
for an alternative path not existing after the reversal of a critical arc. If such an
alternative path exists then the resulting neighbor would be unfeasible because
it would contain a cycle.

Proposition 2. Let H be a schedule and (v, w) an arc in a critical block. A
sufficient condition for an alternative path between v and w not existing is that

rPJw < rSJv + pSJv + min{Skl|(k, l) ∈ E, Jk = Jv}
where Jk is the job of operation k.

So, the neighborhood structure NS
1 is defined as follows.

Definition 1. (NS
1 ) Given a schedule H, the neighborhood NS

1 (H) consists of
all schedules derived from H by reversing one arc (v, w) of a critical block, pro-
vided that feasibility condition given in proposition 2 holds.

4.2 Weighted Tardiness Estimation

Even though computing the weighted tardiness of a neighbor only requires to
recompute heads (tails) of operations that are after (before) the first (last) op-
eration moved, for the sake of efficiency the selection rule is based on weighted
tardiness estimations instead of computing the actual weighted tardiness of all
neighbors. For this purpose, we have extended the procedure lpath given for the
JSP in [11] to cope with both setup times and weighted tardiness. This procedure
is termed lpathSWT and it is shown in Algorithm 1.

Remember that each task t has N tails denoted by q1
t . . . qN

t . For each i =
1 . . .N , lpathSWT estimates the cost of the longest path from node start to each
node endi through the node v or the node w, and then estimates the weighted
tardiness of the neighboring schedule from the estimations of these paths. It’s
easy to prove that lpathSWT produces a lower bound for the weighted tardiness
when using NS

1 .
The makespan estimation algorithm lpath is very accurate and very efficient.

However, lpathSWT is much more time consuming as it calculates N tails for
each operation. Moreover, experiments conclude that weighted tardiness esti-
mation is much less accurate than makespan estimation. We have conducted a
series of experiments in several instances, generating 3 millions of neighbors for
each instance, and for 81.56% of neighbors the makespan estimation coincided
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Require: A sequence of operations (w, v) as they appear after a move
Ensure: A estimation of the weighted tardiness of the resulting schedule
TotalEst = 0;
r′w = max {rPJw + pPJw , rPMw + pPMw + SPMww};
r′v = max {rPJv + pPJv , r

′
w + pw + Swv};

for i = 1 to N do
q′iv = max {qi

SJv
+ pSJv , q

i
SMv

+ pSMv + SvSMv};
q′iw = max {qi

SJw
+ pSJw , q

′i
v + pv + Swv};

PartialEst = max {r′w + pw + q′iw}, {r′v + pv + q′iv };
TotalEst = TotalEst+ (max((PartialEst− di), 0) ∗ wi;

return TotalEst;

Alg. 1. Procedure lpathSWT

with the actual value, but for weighted tardiness this value drops to 51.37% of
the cases.

Other authors, for example Mati et al. in [7] or Essafi et al. in [3] opted to
use more accurate estimations (they report results with exact estimations from
57% to 76%, depending on the particular instance). However, their estimation
procedure is more time consuming as the complexity goes up from O(1) to O(N)
for each path, where N is the number of jobs.

For these reasons, we have opted to evaluate the actual weighted tardiness
when the neighbor’s estimation is lower than the actual weighted tardiness of
the original schedule. So, the use of lpathSWT allows the algorithm to discard
a lot of neighbors in a very fast manner. Some preliminary results have shown
that the improvement achieved in this way makes up the time consumed by far.

5 Experimental Study

The purpose of the experimental study is to compare GA+TS with other state-
of-the-art algorithms. Firstly, we compare our algorithm with the GLS algorithm
proposed in [3] and the MDL algorithm proposed in [7] to solve the JSP. We ex-
perimented across the 22 instances of size 10×10 proposed by Singer and Pinedo
in [9] (ABZ5, ABZ6, LA16 to LA24, MT10, and ORB01 to ORB10). Weights
and due dates are defined as follows: the first 20% of the jobs have a weight 4
(very important jobs), the next 60% have weight 2 (moderately important jobs)
and the remaining jobs have weight 1 (not important jobs). The due date di for
each job i is defined in this way:

di = f ∗
M∑

j=1

pij ,

where f is a parameter that controls the tightness of the due dates. In this
benchmark three values are considered: f = 1.3, f = 1.5 and f = 1.6.

The algorithm proposed by Essafi et al. is implemented in C++ and the ex-
periments are carried out in a PC with a 2.8 GHz processor and 512 MB RAM,
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giving a maximum runtime of 18 seconds per run. The local search proposed by
Mati et al. runs in a Pentium with a 2.6 GHz processor, and they use a maximum
runtime of 18 seconds too. GA+TS runs in a Windows XP in a Intel Core 2 Duo
at 2.66GHz with 2Gb RAM. We choose the parameters /58/70/50/ (/GA pop-
ulation/GA generations/maximum number of iterations without improvement
for TS/) for GA + TS to obtain a similar runtime.

Table 1 summarizes the results of these experiments; 10 trials were done for
each instance and the average weighted tardiness of the 10 solutions and the
number of times that the best known solution (BKS) was found are reported,
“-” indicates that BKS is reached in all 10 trials.

Table 1. Results from GLS, MDL and GA+TS across Singer and Pinedo’s instances

f = 1.3 f = 1.5 f = 1.6
Inst. BKS GLS MDL GA+TS BKS GLS MDL GA+TS BKS GLS MDL GA+TS

ABZ5 1403 - 1414(2) 1412(7) 69 - - - 0 - - -
ABZ6 436 - - - 0 - - - 0 - - -
LA16 1169 1175(9) - - 166 - - 166(9) 0 - - -
LA17 899 - - - 260 - - - 65 - - -
LA18 929 933(6) 934(6) - 34 - - - 0 - - -
LA19 948 949(8) - 998(4) 21 - - - 0 - - -
LA20 805 - - 834(3) 0 - - 0(7) 0 - - -
LA21 463 - - - 0 - - - 0 - - -
LA22 1064 1087(1) 1077(4) 1079(3) 196 - - - 0 - - -
LA23 835 865(2) 865(2) 870(1) 2 - - - 0 - - -
LA24 835 - - - 82 86(3) 86(2) 88(1) 0 - - -
MT10 1363 1372(9) - 1383(9) 394 - - - 141 162(1) 152(1) 145(6)
ORB1 2568 2651(0) 2639(3) 2578(8) 1098 1159(6) 1247(0) - 566 688(0) 653(0) 592(2)
ORB2 1408 1444(2) 1426(3) 1426(3) 292 - - - 44 - - -
ORB3 2111 2170(4) 2158(1) 2160(6) 918 943(4) 961(0) 939(4) 422 514(1) 463(4) 434(7)
ORB4 1623 1643(7) 1690(2) 1632(6) 358 394(8) 435(4) - 66 78(8) 68(8) -
ORB5 1593 1659(1) 1775(0) 1615(7) 405 - 415(8) 428(7) 163 181(0) 176(3) 176(3)
ORB6 1790 - 1793(9) 1854(5) 426 440(5) 437(5) 430(8) 28 - - -
ORB7 590 592(9) - - 50 55(8) - - 0 - - -
ORB8 2429 2522(0) 2523(0) 2477(4) 1023 1059(7) 1036(6) 1033(2) 621 669(0) 643(1) 639(3)
ORB9 1316 - - - 297 311(7) 299(9) 302(9) 66 83(7) 80(4) -
ORB10 1679 1718(5) 1774(1) 1731(6) 346 400(4) 436(0) 430(2) 76 142(0) 117(0) 82(5)

GA + TS was the only algorithm capable of reaching the BKS in at least
one run for all 66 instances. Globally, GA + TS obtains the BKS in 517 of the
total 660 runs (78.3%), GLS in 443 (67.1%) and MDL in 458 (69.4%). Regarding
the average weighted tardiness, we have run two t-tests with alpha level at 0.05
to compare GA + TS against GLS and MDL. With p-values of 0.016 and 0.010
respectively, both tests showed that there is good evidence that the mean average
weighted tardiness obtained by GA + TS is lower than the obtained by the
other methods. Overall, GA + TS is quite competitive with the state-of-the-art
algorithms in solving the classic JSP with weighted tardiness minimization.

In the second series of experiments, we compared GA+TS with ILOG CPLEX
CP Optimizer (CP) in solving the SDST-JSP across the BT-set proposed in [2].
We define due dates and weights as before. BT instances are divided in three
groups depending on its size: small instances, t2-ps01 to t2-ps05, are 10 × 5,
medium instances, t2-ps06 to t2-ps10, are 15 × 5, and large instances, t2-ps11
to t2-ps15, are 20× 5. These instances verify the triangular inequality for setup
times. GA + TS was parameterized as /100/200/50/. CP was run setting the
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option “Extended” for parameter “NoOverlapInferenceLevel” as the results in
this case were slightly better. Both methods were run 30 times for each instance.
Table (2) summarizes the results of these experiments: for each method and
instance, the average value of the weighted tardiness is reported. The time taken
by GA + TS in a single run is given in the last column. CP was given this time
plus 20% more in each run. As we can observe, GA + TS reaches much better
solutions than CP . On average, the weighted tardiness obtained by CP is 13.6%
worse than that obtained by GA + TS. We have run a t-test with alpha level at
0.05, and with a p-value of 0.000 the test showed that there is strong evidence
that the mean average weighted tardiness obtained by GA + TS is lower than
the obtained by CP.

Table 2. Results from GA+TS and CP in solving SDST-JSP with weighted tardiness
minimization on the BT-set

Inst.
f = 1.3 f = 1.5 f = 1.6

GA+TS CP GA+TS CP GA+TS CP T(s)
t2-ps01 4454 4994 3361 3911 2852 3506 47
t2-ps02 3432 4143 2674 2957 2301 2558 48
t2-ps03 4001 4609 3120 3560 2677 3143 51
t2-ps04 3732 4021 2890 3050 2539 2632 48
t2-ps05 3806 4445 2996 3532 2620 3038 45
t2-ps06 9941 10533 8238 8997 7436 8148 121
t2-ps07 9508 10552 8079 8875 7425 8642 122
t2-ps08 9902 10834 8360 9317 7624 8521 120
t2-ps09 9998 11569 8215 9697 7317 8813 124
t2-ps10 10569 11999 8745 9968 7914 8848 116
t2-ps11 23052 26169 20816 24132 19764 22909 229
t2-ps12 23158 25331 21119 22309 20106 21039 241
t2-ps13 24026 25729 21821 23548 20618 22279 244
t2-ps14 25416 27569 23051 25580 21892 24079 250
t2-ps15 25427 27144 23028 25450 22049 23919 237

6 Conclusions

Our study of SDST-JSP has demonstrated that metaheuristics such as genetic
algorithms and tabu search are very efficient in solving complex scheduling prob-
lems. These techniques are flexible and robust, so as they can be adapted to the
particular characteristics of a given problem. Here, we have seen how a solution
designed to cope with makespan can be adapted to cope with weighted tardiness,
which is well-known that is harder to optimize. Also, we have demonstrated that
for weighted tardiness minimization, a specific solution based on specific knowl-
edge of the problem domain can be much more efficient than a solution built on
a general purpose solver.

As future work, we plan to consider other scheduling problems and different
objective functions, even non-regular objective functions, i.e. objective functions
that could be decreasing on the completion times of the operations, such as
robustness or stability measures.
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5. González, M.A., Vela, C.R., Varela, R.: Genetic Algorithm Combined with Tabu

Search for the Job Shop Scheduling Problem with Setup Times. In: Mira, J.,
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Abstract. In this work we associate an Interval-Valued Fuzzy Set with
an image, so that the membership of ecah pixel represents the intensi-
ties of itself and its neighbourhood. Based on this set we propose a new
simple super-resolution algorithm for color images. We show some ex-
perimental results and study how the δ parameter has influence on the
results obtained by the algorithm.

1 Introduction

Interval-valued fuzzy theory has been widely used in image processing because
it allows to keep information about the neighbourhood of each pixel. It has
been used to solve problems like edge detection [3], filtering [2] or segmentation
[15], [4], [7]. In this work, we present a new method to associate an interval-
valued fuzzy set (IVFS) to an image. The interval membership of each pixel
represents its original intensity and its neighbourhoods’ one, being the length of
that membership a measure of the variation of intensities in the neighbourhood
of that pixel.

We propose a new super-resolution algorithm. Image super-resolution (or mag-
nification) [16], [13], [10], [11] has a wide range of application nowadays. For in-
stance, the uploading of images to a web page or the display of images in devices
such as mobile phones, PDAs or screens. The memory of some of these devices
is very limited, so the need to use simple image magnification algorithms.

Many techniques for image magnification can be found in the literature. They
are based on one image or on several ones. Among the methods working with
a single image, the most frecuent ones are based on interpolation [1], [8]. Com-
mon algorithms such as nearest neighbour or bilinear interpolation are compu-
tationally simple, but they suffer from smudge problems, especially in the areas
containing edges. Nevertheless, linear approximations are the most popular ones
based on their low computational cost, even providing worse results than cubic
interpolation or splines.

The main application of methods working with several images is the mag-
nification of video sequences [12],[14], although they are also used to enlarge
individual images in learning frameworks [6], [9].

Our approach is based on a single image, where the magnified image is ob-
tained by joining different constructed blocks. To create each block we use the
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interval-valued fuzzy set that we have previously associated with the image,
maintaining the intensity of the original pixel in the center of the block and
filling in the rest using the relation between that pixel and its neighbours.

This work is organized as follows: is Section 2 we recall some preliminary
definitions. In Section 3 we show the construction method of IVFSs. The super-
resolution algorithm is described in detail in Section 4. We finish this work with
some illustrative examples in Section 5 and conclusions in Section 6.

2 Preliminaries

Let us denote by L([0, 1]) the set of all closed subintervals in [0, 1], that is,

L([0, 1]) = {x = [x, x]|(x, x) ∈ [0, 1]2 and x ≤ x}.
L([0, 1]) is a lattice with respect to the relation ≤L, which is defined in the
following way. Given x,y ∈ L([0, 1]),

x ≤L y if and only if x ≤ y and x ≤ y.

The relation above is transitive, antisymmetric and it expresses the fact that
x strongly links to y, so that (L([0, 1]),≤L) is a complete lattice, where the
smallest element is 0L = [0, 0], and the largest is 1L = [1, 1].

Definition 1. An interval-valued fuzzy set A on the universe U �= ∅ is a map-
ping A : U → L([0, 1]).

We denote by IV FSs(U) the set of all IVFSs on U . Similarly, FSs(U) is the set
of all fuzzy sets on U .

From now on, we denote by W ([x, x]) the length of the interval [x, x]; that is,
W ([x, x]) = x − x.

Definition 2. Let α ∈ [0, 1]. The operator Kα : L([0, 1]) → [0, 1] is defined as a
convex combination of the bounds of its argument, i.e.

Kα(x) = x + α(x − x)

for all x ∈ L([0, 1]).

Clearly, the following properties hold:

1. K0(x) = x for all x ∈ L([0, 1]),
2. K1(x) = x for all x ∈ L([0, 1]),
3. Kα(x) = Kα([K0(x), K1(x)]) = K0(x) + α(K1(x) − K0(x)) for all x ∈

L([0, 1]).

Let A ∈ IV FSs(U) and α ∈ [0, 1]. Then, we denote by Kα(A) the fuzzy set

Kα(A) = {ui, Kα(A(ui))|ui ∈ U}.
Proposition 1. For all α, β ∈ [0, 1] and A, B ∈ IV FSs(U), it is verified that

(a) If α ≤ β, then Kα(A) ≤ Kβ(A).
(b) If A ≤L B then Kα(A) ≤ Kα(B).
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3 Construction of Interval-Valued Fuzzy Sets

In this section we propose a method to associate an image with an IVFS. We
demand two properties to this method: the first one is that the intensity of every
pixel in the original image must belong to the interval membership associated
with it. The second one is that the length of each interval membership must
depend on the intensities of the original pixel and its neighbours’. In this sense,
we represent the variation of the intensities around each pixel, adjusted by a
scaling factor (δ), by the length of the interval.

Proposition 2. The mapping F : [0, 1]2 × [0, 1] → L([0, 1]) given by

F (x, y, δ) = [F (x, y, δ), F (x, y, δ)]

where
F (x, y, δ) = x(1 − δy)

F (x, y, δ) = x(1 − δy) + δy

satisfies that:

1. F (x, y, δ) ≤ x ≤ F (x, y, δ) for all x ∈ [0, 1];
2. F (x, 0, δ) = [x, x];
3. F (0, y, δ) = [0, δy];
4. F (x, y, 0) = [x, x];
5. W (F (x, y, δ)) = δy.
6. If y1 ≤ y2 then W (F (x, y1, δ)) ≤ W (F (x, y2, δ)) for all x, δ ∈ [0, 1];

Theorem 1. Let AF ∈ FSs(U) and let ω, δ : U → [0, 1] be two mappings. Then

A = {(ui, A(ui) = F (μAF (ui), ω(ui), δ(ui)))|ui ∈ U}
is an Interval-Valued Fuzzy Set.

Corollary 1. In the setting of Theorem 1, if for every ui ∈ U we take δ(ui) = 1
then

ω(ui) = W (F (μAF (ui), ω(ui), 1)).

Notice that under the conditions of Corollary 1 the set A is given as follows:

A = {(ui,μAF (ui)(1 − ω(ui)),
μAF (ui)(1 − ω(ui)) + ω(ui))|ui ∈ U}

Example 1. Let U = {u1, u2, u3, u4} and let AF ∈ FSs(U) given by

AF = {(u1, 0.3), (u2, 1), (u3, 0.5), (u4, 0.8)}
and ω(ui) = 0.3, δ(ui) = 1 for all ui ∈ U . By Corollary 1 we obtain the following
Interval-Valued Fuzzy Set:

A = {(u1, [0.21, 0.51]), (u2, [0.7, 1.00]),
(u3, [0.35, 0.65]), (u4, [0.56, 0.86])}



376 A. Jurio et al.

4 Super-Resolution Algorithm

In this section we propose a color image super-resolution algorithm based on
block expansion, that uses IVFSs and the Kα operators.

We consider a color image Q in the RGB space as a N ×M × 3 matrix. Each
coordinate of the pixels in the image Q is denoted by (i, j, k). The normalized
intensity of the pixel located at (i, j, k) is represented as qijk, with 0 ≤ qijk ≤ 1
for each (i, j, k) ∈ Q.

The purpose of our algorithm is, given an image Q of dimension N ×M×3, to
magnify it n×m times; that is, to build a new image of dimension N ′ ×M ′ × 3
with N ′ = n× N , M ′ = m × M , n, m ∈ N with n ≤ N and m ≤ M . We denote
(n × m) as magnification factor.

INPUT: Q original image, (n×m) magnification factor.

1. Take δ ∈ [0, 1].
2. FOR each pixel in each channel (i, j, k) DO

2.1. Fix a grid V of dimension n×m× 1 centered at (i, j, k).
2.2. Calculate W as the difference between the largest and the smallest intensities

of the pixels in V .
2.3. Build the interval F (qijk,W, δ).
2.4. Build a block V ′ equal to V .
2.5. FOR each element (r, s) of V ′ DO

qrs := Kqrs (F (qijk,W, δ)).

ENDFOR
2.6. Put the block V ′ in the magnified image.
ENDFOR

Algorithm 1.

We explain the steps of this algorithm by means of an example. Given an
image in Figure 1 of dimension 5× 5× 3, we want to build a magnified image of
dimension 15 × 15 × 3 (magnification factor=(3 × 3)).

Step 1. Take δ ∈ [0, 1]
In the example we take the middle value, δ = 0.5.

Step 2.1. Fix a grid V of dimension m × n × 1 centered at each pixel
This grid V represents the neighborhood that is used to build the interval. In
the example, for pixel (2, 3, 1) (marked in dark gray in Figure 1), we fix a grid
of dimension 3 × 3 around it (in light gray).

Step 2.2. Calculate W as the difference between the largest and the
smallest of the intensities of the pixels in V
For pixel (2, 3, 1), we calculate W as:
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0.60 0.65 0.68 0.70 0.70 0.20 0.20 0.25 0.25 0.30 0.79 0.83 0.85 0.82 0.86

0.60 0.68 0.70 0.72 0.73 0.20 0.21 0.20 0.20 0.30 0.81 0.82 0.79 0.83 0.81

0.70 0.69 0.69 0.73 0.75 0.22 0.20 0.25 0.60 0.65 0.80 0.81 0.50 0.83 0.84

0.15 0.14 0.15 0.17 0.19 0.60 0.65 0.62 0.65 0.70 0.52 0.50 0.51 0.51 0.54

0.13 0.16 0.12 0.15 0.21 0.65 0.70 0.70 0.73 0.75 0.50 0.51 0.53 0.52 0.53

(a) (b) (c)

Fig. 1. Example: original color image. (a) The R channel of the image. (b) The G
channel of the image. (c) The B channel of the image. In grey it is shown the grid V
for pixel (2, 3, 1).

W =max(0.65, 0.68, 0.70, 0.68, 0.70, 0.72, 0.69, 0.69, 0.73)−
min(0.65, 0.68, 0.70, 0.68, 0.70, 0.72, 0.69, 0.69, 0.73) =
= 0.73 − 0.65 = 0.08

W is the maximum length of the interval associated with the pixel. The final
length is calculated scaling it by the factor δ chosen in Step 1.

Step 2.3. Build interval F (qijk, W, δ)
We associate to each pixel an interval of length δ · W by the method explained
in Section 3:

F (qijk, δ · W ) = [qijk(1 − δ · W ), qijk(1 − δ · W ) + δ · W ].

In the example, the interval associated to pixel (2, 3, 1) is given by:

F (0.7, 0.08, 0.5) = [0.7(1−0.08 ·0.5), 0.7(1−0.08 ·0.5)+0.08 ·0.5] = [0.672, 0.712]

Step 2.4. Build a block V ′ equal to V
In the example, this new block is shown in Figure 2.

0.65 0.68 0.70

0.68 0.70 0.72

0.69 0.69 0.73

Fig. 2. Original V ′ block for pixel (2, 3)
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Step 2.5. Calculate Kqrs(F (qijk , W, δ)) for each pixel
Next, we expand the pixel (i, j, k) in image Q over the new block V ′. In the
example, the pixel (2, 3, 1) is expanded as shown in Figure 3.

q′111 q′121 q′131

q′211
q′221=0.70

[0.672, 0.712]
q′231

q′311 q′321 q′331

Fig. 3. Expanded block for pixel q231

To keep the value of the original pixel at the center of the new block, we use
the result obtained in Proposition 3.

Proposition 3. In the settings of Proposition 1, if we take α = x, then

Kx(F (x, y, δ)) = x

for all x, y, δ ∈ [0, 1].

Proof. Kx(F (x, y, δ)) = Kx([x(1−δy), x(1−δy)+δy]) = x(1−δy)+x·W (F (x, y ·
δ)).

This proposition states that if we take α as the intensity of the pixel, we recover
that same intensity from the constructed interval. In the case of pixel (2, 3, 1) of
the example we have

0.7 = q′221 = Kq′
221

([0.672, 0.712]) = 0.672 + q′2210.04 = 0.7.

We apply this method to fill in all the other pixels in the block. In this way, from
Proposition 3 we take as α for each pixel, the value of that pixel in the grid V ′ :

• α = q′111. Then
q′111 = 0.672 + 0.65 · 0.04 = 0.698

• α = q′121. Then
q′121 = 0.672 + 0.68 · 0.04 = 0.6992

• · · ·
• α = q′331. Then

q′331 = 0.672 + 0.73 · 0.04 = 0.7012

In Figure 4 we show the expanded block for pixel (2, 3, 1) in the example.
Once each of the pixels has been expanded, we join all the blocks (Step 2.6)

to create the magnified image. This process can be seen in Figure 5.
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0.6980 0.6992 0.7000

0.6992 0.7000 0.7008

0.6996 0.6996 0.7012

Fig. 4. Numerical expanded block for pixel q231

Fig. 5. Construction of the magnified image by joining all the created blocks

5 Illustrative Examples

In this section we show some illustrative examples of the proposed algorithm.
To evaluate the quality of the results we start from color images of 510 × 510
and we reduce them to 170× 170 using the reduction algorithm proposed in [4].
By means of Algorithm 1 we magnify the reduced images to a 510 × 510 size.
Finally, we compare the obtained images with the original ones, using PSNR
(see Figure 6).

Original image Magnified image

PSNR

Fig. 6. Scheme to check the algorithm
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Algorithm 1 has a parameter δ that is a scaling factor. This parameter can
range between 0 and 1. In Figure 7 it is shown the original images Beeflower,
Elephant, Frog and Safari, their reduced versions and the magnified images ob-
tained by Algorithm 1 with δ = 0.5 (middle value).

(a) (b) (c)

Fig. 7. First row: Original images (a) Beeflower, (b) Elephant and (c) Frog. Their
reductions (second row) and magnifications with δ = 0.5 (third row).

As we have said, depending on the value of δ parameter, the obtained re-
sults vary. When δ = 0, we know by Proposition 2 that F (x, y, 0) = [x, x]
for all x, y ∈ [0, 1], and we also know that Kα([x, x]) = x for all α ∈ [0, 1].
In this sense, when α = 0 we build blocks in which all the elements take the
value of the central pixel, and we loose information from the neighbourhood.
But when δ increases, the length of the interval associated with each pixel in-
creases too, so the range in which the intensities of pixels in each reconstructed
block vary is bigger. If we take the biggest possible value (δ = 1) every block
intensities vary in a too big range, so there are some blurring problems. In
this sense, an intermediate δ value allows to balance these two problems: jag-
ging artifacts and blurring. In Figure 8 we show three cropped images mag-
nified with five different δ values (δ = 0, δ = 0.25, δ = 0.5, δ = 0.75 and
δ = 1).

To compare the obtained images with the original ones we use the PSNR
measure (see Table 1). We observe that the same conclusion is obtained: the
best results are got with intermediate values of δ parameter.
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Beeflower Elephant Frog

δ = 0

δ = 0.25

δ = 0.5

δ = 0.75

δ = 1

Fig. 8. Reconstructed images with different values of the parameter δ

Table 1. Comparison of the magnified images with the original one

δ = 0 δ = 0.25 δ = 0.5 δ = 0.75 δ = 1

Beeflower 29.3964 29.8177 30.0912 30.1858 30.0895
Elephant 27.3838 28.0579 28.4589 28.4995 28.1698

Frog 27.7417 28.1376 28.3393 28.3182 28.0774

6 Conclusions

In this work we have introduced a new magnification algorithm for color images.
It is based on block expansion and it is characterized by its simplicity. This
method uses interval-valued fuzzy sets to keep the information of the neigh-
bourhood of each pixel. Besides, it maintains the original intensities with Kα

operators. The parametrization used in the algorithm allows to adapt it in or-
der to look for the optimal set-up for each image, balancing the solutions with
jagging artifacts and the solutions with blurring.
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Abstract. A solid building process and a good evaluation of the knowledge base
are essential in the clinical application of Case-Based Reasoning Systems. Unlike
other approaches, each piece of the knowledge base (cases of the case memory) is
knowledge-complete and independent from the rest. Therefore, the main issue to
build a case memory is to select which cases must be included or removed. Liter-
ature provides a wealth of methods based on instance selection from a database.
However, it can be also understood as a multiobjective problem, maximising the
accuracy of the system and minimising the number of cases in the case memory.
Most of the efforts done in this evaluation of case selection methods focus on the
number of registers selected, providing an evaluation of the system based on its
accuracy. On the one hand, some case selection methods follow a non determin-
istic approach. Therefore, a rough evaluation could entail to inaccurate conclu-
sions. On the other hand, specificity and sensitivity are critical values to evaluate
tests in the medical field. However, these parameters are hardly ever included in
the case selection evaluation. In order to partially solve this problem, we propose
an evaluation methodology to obtain the best case selection method for a given
memory case. We also propose a case selection method based on multiobjective
constrained optimisation for which Evolutionary Algorithms are used. Finally, we
illustrate the use of this methodology by evaluating classic and the case selection
method proposed, in a particular problem of Burn Intensive Care Units.

1 Introduction

Case-Based Reasoning Systems (CBRS) requires a solid building process and a good
evaluation of the case memory. Building processes mainly focus on defining (1) how the
cases (instances) are stored in the case memory, (2) a retrieval strategy to obtain the most
similar cases from the case memory and (3) how the solution is built from these knowl-
edge [11]. The evaluation of knowledge-based systems, including CBRS, depends on
their knowledge base. Unlike other approaches, such as rule-based or model-based sys-
tems [16], in a CBRS each piece of the knowledge base (cases of the case memory) is
knowledge-complete and independent from the rest. Therefore, the main issue to build

� This study was partially financed by the Spanish MEC through projects TIN2009-14372-C03-
01 and PET2007-0033 and the project 15277/PI/10 funded by Seneca Agency of Science and
Technology of the Region of Murcia within the II PCTRM 2007-2010.
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a case memory is to select which cases must be included or removed. During the build-
ing process, the case memory can be obtained by selecting registers from an external
database. The automatic process to carry out this selection is known as instance selec-
tion, case selection or case mining [15,17].

The present work is aimed to evaluate case selection methods. We briefly review
what kind of case selection families and which evaluation techniques have been studied
in literature.

Case selection methods can be classified either by the case selection methodology
[23] or by case memory construction technique [17]. Among the case selection meth-
ods there are four outstanding families: (i) nearest neighbour editing rules [8,19,22],
(ii) instance-based [1,2,23], (iii) prototype-based [4] and (iv) competence-based [15,20].
Both (i) and (ii) select a case as candidate to final case memory in basis to KNN clas-
sification and (iii) could additionally adapt cases or modify them. Specially interest-
ing methods are those based on competence techniques (iv) since they introduce new
concepts such as coverage and reachability; however they need good understanding
of domain problem. Case selection and feature selection approaches have been very
popular research issues to reduce noise in case memory and enhance system response
times respectively, however almost all studies face them separately. Multiobjective evo-
lutionary algorithms (MOEA) makes possible to cope both objectives at the same time
[3,12]. Nevertheless, most experiments fall into evolutionary algorithms test sets and
they are not based in popular MOEA implementations such as NSGA-II [6] and SPEA2
[24].

The Hold-Out validation is a suitable approach to evaluate the case selection methods
due to large size of initial database. Experiments as [14,17,19] uses Hold-Out repeatedly
a determined number of times. Furthermore, some studies try to analyse the effects of
case memory size in the classifier accuracy. However, this studies are restricted to KNN
based classifiers. In these cases, the case selection process finishes when a concrete
(and pre-established) size of the case memory is reached [14,17]. Although Hold-Out
is appropriate for large cases sets, it could present a high variance. Therefore, some
researchers prefer Cross-Validation [23]. Despite the impact of this process in the CBRS
evaluation, some improvements can be done in this direction.

This work focuses on the case selection task and its evaluation in medical databases.
To this end, we introduce an evaluation method for case selection algorithms. In order
to demonstrate the usefulness of this methodology, we present new case selection al-
gorithms based on evolutionary multiobjective constrained optimisation. We compare
the classical algorithms and the evolutionary multiobjective constrained optimisation
approach in order to select the most suitable case selection algorithm according to
different standard problems and a real problem in the Burn Intensive Care Unit do-
main.

The structure of this work is as follows. In Section 2 we propose an evaluation
methodology for case selection methods. Section 3 describes an evolutionary multiob-
jective constrained optimisation approach for case selection. In Section 4 we evaluate
the case selection method proposed in a real problem of the Burn Intensive Care Unit
domain. Finally, conclusions and future works are described in Section 5.
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2 Evaluation Methodology

2.1 Notation

Let C be the universe of all possible cases in a give domain and c ∈ C be a particular
case. We assume that a case is a vector of n attributes c = (c1, · · · , cn), where each
attribute could describe a quantitative or qualitative value, and with cn represents a class
or solution.

Let also define M = ℘(C) as the space of possible case memories and M ∈ M a
particular case memory. Therefore, a case c of M is denoted by c ∈ M .

Let {Mi, i ∈ {1, · · · , f}} be a partition of M (
⋃f

i=1 Mi = M , ∀i, jMi ∩ Mj = ∅).
We define the complement of Mi (element of a partition of M ) as Mi = M � Mi.

A case selection method can be defined by the function σ as follows:

σ : M → M (1)

where |σ(M)| ≤ |M |. For the sake of clarity, we denote Mσ as σ(M). In Section
3, an example of implementation of σ is defined based on evolutionary multiobjective
optimisation. Given Mσ we define the reduction rate as:

ρ : Mσ → {0, 1} (2)

ρ(Mσ) =
|M | − |Mσ|

|M | (3)

Therefore, ρ(Mσ) = 0 means that σ makes no reduction, and ρ(Mσ) = 1 implies that
no cases were selected from M using the σ function.

2.2 Evaluation Methodology

The final goal of the evaluation methodology is to obtain the best case selection method
for a given memory case for solving a particular problem. According to this vague
definition, we assume 3 main dimensions: the size of the case memory after the selection
process, the efficiency of the method, and the suitability of the case memory to solve
the problem.

In order to analyse these aspects we propose a 4-step methodology to evaluate case
selection algorithms:

1. Calculate {Mi, i ∈ {1 · · · f}}, a randomly partition of M and Mi the complement
of each element Mi.

2. For each Mi repeat α times:
(a) Apply the control and the case selection method (Mi

σ
).

(b) Validate the classifier using Cross-Validation where Mi
σ

is the training set and
Mi the test set.

(c) Calculate: reduction of the case memory, efficiency of the method, and quality
of the solution.

3. Calculate the decision scores: average the calculi obtained from step 2.c.
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In the first step, the partition is made to identify the test and training sets. In step 2.a
the case selection method is applied in order to reduce the case memory. Note that
the case selection method selected should not produce an adverse effect on the CBRS.
In order to obtain an initial filtering of the case selection methods, we could compare
them with a control test. In our case, these control methods are: the random selection
process (removing 25%, 50% or 75% of the cases from the case memory) and the
none selection (keeping the original case memory). Therefore, this methodology only
considers acceptable those case selection methods whose results improve or keep the
control methods.

The step 2.b is a classical Cross-Validation process. Due to the fact that case se-
lection methods are used to improve CBRSs, it seems reasonable to include the own
CBRS at this step. However, this kind of systems (such as a CBR) could imply high
computationally-cost processes (e.g. similarity or adaptation functions) and the valida-
tion step implies a high number of iterations. Therefore, the custom cross-validation
presented (folder size f ) executes a case selection method using the training set Mi

σ
,

the test set Mi, and the KNN as classifier (iterating over i = 1, · · · , f ). The KNN has
two components: local and global distances, where the global depends on local. The lo-
cal is the distance between the case attributes values, therefore its calculation depends
on the attribute type. In our evaluation there are just two types: numeric and string
of characters, and we call dnum the distance between numeric values and dstring the
distance between string values:

dnum(ci, c
′
i) =

|ci − c′i|
|max(ci) − max(c′i)|

(4)

dstring(ci, c
′
i) =
{

1 if ci �= c′i
0 if ci = c′i

(5)

where max(ci) and max(c′i) are the maximum domain values for the attributes ci

and c′i.
Given two particular cases c = (c1, · · · , cn) and c′ = (c′1, . . . , c′n) with the same

number of attributes, the global euclidean distance is defined as:

D(c, c′) =

√√√√ n∑
i=1

di(ci, c′i)2 (6)

where di is dnum or dstring depending on the nature of the i-th attribute.
In the step 2.c of the methodology proposed the reduction of the case memory is

evaluated by the reduction rate function ρ (expression 2). The efficiency is calculated by
the average of the execution time of the reduction process. We consider the generalised
error rate to evaluate the classification, the κ coefficient to evaluate the coincidence of
the solution and specificity and sensitivity values to analyse particular problems of the
domain application.

Finally, in the step 3 the evaluation scores are calculated averaging the results ob-
tained in the step 2.c since they have been calculated α times. Note that some of
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the case selection techniques are non deterministic algorithm (e.g. evolutionary algo-
rithms), therefore, in order to obtain a correct evaluation, the case selection must be
performed α times (α = 100 is usually accepted in the field).

3 An Evolutionary Multiobjective Constrained Optimisation
Approach for Case Selection

3.1 A Multiobjective Constrained Optimisation Model for Case Selection

The selection of cases concerns finding the smallest subset of cases in a database to
obtain the most accurate classification possible. Described more formally, lets suppose
an initial case memory M where |M | = X , the algorithm finds Mσ ⊆ M , removing
the irrelevant or redundant cases, and obtaining good accuracy of the classification. For
the sake of clarity, since the algorithm could obtain different Mσ sets, we denote them
by x, y, z, etc.

Therefore, as in [9] for attribute selection, the problem of cases selection can be ap-
proached as a multiobjective optimisation problem, the solution of which comprise as
set of solutions called non-dominated solutions (or Pareto solutions). Given two solu-
tions x = {c|c ∈ M} and y = {c|c ∈ M}, solution x dominates solution y if [6]:

– Solution x is not worse than y for any of the objectives.
– Solution x is strictly better than y for at least one of the objectives.

For the case selection problem in mind, two optimisation criteria, accuracy and com-
pactness, and a constraint, coverage, have been considered. To formulate these criteria
and the constraint, the following quantitative measures have been defined.

Given a solution x of M , we define:

– Accuracy: based on the error ratio ER(x) =
Φ(x)
|x| , where Φ(x) is the number of

cases misclassified for a set of cases, x, by a given classification algorithm.
– Compactness: by cardinality |x|, that is, the number of cases used to construct a

classification model.
– Coverage: the set of cases x requires that all the different classes or solutions of

M be covered at least for one case, i.e., CV (x) = CV (M), where CV (M) is the
number of different classes or solutions covered by a case memory M .

According to these criteria and the constraint, we propose the following optimisation
model:

Minimise ER(x)
Minimise |x|
subject to : CV (x)

CV (M) = 1
(7)

Note that the objectives in the optimisation model (7) are contradictory since a lower
number of significant cases means a higher error rate and vice versa, that is the greater
the number of variables the smaller the error rate. The solution to model (7) is a set of
m ≤ X non-dominated solutions C = {xk, k ∈ S}, S = {1, . . . , X}, where each
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solution xk of C represents the best collection of significant k cases. From the practical
point of view and in order to simplify the model, it is interesting to sacrifice accuracy
slightly when the number of cases are reduced significantly.

3.2 Multiobjective Evolutionary Algorithms

Evolutionary Algorithms (EAs) have been recognised as appropriate techniques for
multiobjective optimisation because they perform a search for multiple solutions in
parallel [5,7]. Current evolutionary approaches for multiobjective optimisation consist
of multiobjective EAs based on the Pareto optimality notion, in which all objectives
are optimised simultaneously to find multiple non-dominated solutions in a single run
of the EA. These MOEAs usually incorporate diversity mechanisms in order to find
non-dominated solutions uniformly distributed on the Pareto front. The decision maker
can then choose the most appropriate solution according to the current decision envi-
ronment at the end of the EA run. Moreover, if the decision environment changes, it is
not always necessary to run the EA again. Another solution may be chosen out of the
set of non-dominated solutions that has already been obtained.

We propose the use of NSGA-II [6] and SPEA-2 [24], two Multiobjective Evolution-
ary Algorithms to solve the problem (7). Both NSGA-II and SPEA-2 algorithms have
been implemented with the following common components:

– Representation of solutions: a binary codification of fixed length equal to the num-
ber of cases in the database is used. In this way, a gene of value 1 in the locus i of
the chromosome means that the case xi has been selected, while 0 means that the
case xi has not been selected.

– Initial population: the initial population is generated randomly using a uniform dis-
tribution in the domain.

– Evaluation functions: NSGA-II and SPEA-2 algorithms minimise the following
two evaluation functions:

f1(x) = ER(x)
f2(x) = |x|

where ER(x) is the error ratio obtained using the KNN according to expressions 4 - 6,
and |x| is computed as the number of genes with a value 1 of the chromosome x.

– Constraint Handling: both NSGA-II and SPEA-2 algorithms incorporate a con-
straint handling method described in [6] and [24] respectively. Constraint g1(x) =
1, with g1(x) = CV (x)

CV (M) , is then implemented to ensure that all instances of the
output class are covered by solutions.

– Genetic operators: uniform cross and the uniform mutation genetic operators [6]
are used in both NSGA-II and SPEA-2 algorithms.

– EA parameters: table 1 shows the values of the EA parameters used in the exper-
iments. These values have been fixed according to the methodology suggested in
[13].
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Table 1. Parameters of NSGA-II algorithm

Parameters of NSGA-II algorithm Values Parameters of NSGA-II algorithm Values

Size of population 200 Probability of uniform crossover Pc 0.1

Number of generations 500 Probability of uniform mutation PM 0.6

Table 2. Resume of characteristics of the collected population

Characteristic Value Characteristic Mean Min Max Std.

Male:Female ratio 1.38:1 Age(Years) 46 13 88 19.08

Patients with infection 62.92% TBSA 38.3 0 85 23.43

Survival Rate 59.50% SAPS 20.02 0 58 9.59

4 Application to Burn Intensive Care Unit

The Burn Intensive Care Unit (BICU) is responsible for providing medical attention
to patients in a critical state. In BICUs, there is a myriad of pathologies with no clear
etiology that allows to establish an early diagnosis and therapy [18,21]. Knowledge-
intensive techniques, such as rule-based and model-based approaches, imply a costly
knowledge acquisition process in terms of time and resources. Others, like statistical
strategies require initially high volumes of data, which are not always available. Unlike
other AI approaches, CBR provide a simple but effective way to obtain results based on
analogy, specially in critical medical scenarios.

4.1 Medical Problem

During the first hour, after the beginning of hypotension and circulatory support, the
administration of effective antimicrobial therapy was found to be a critical determinant
of survival [18]. Unlike acute myocardial infarction, the presentation of septic shock
(severe sepsis and shock) is more unspecific and ambiguous. To detect this problem
is even more difficult in patients with severe burn wounds where systemic inflamma-
tion response syndrome (SIRS) may also be present. This syndrome is produced by an
unknown infection that must be identified. Therefore, the presence of an infection, the
skin damages, and the comorbidities are also essential to evaluate a patient. In short, di-
agnosis of these problems avoiding antibiotic overtreatment requires a long experience
and continuous observation [21].

Under medical supervision, a total of 89 patients admitted at the BICU with major
burns and complications by infections were selected from the University Hospital of
Getafe. Some characteristics of the collected population are shown in table 2:

The clinical experience of the intensive care physicians showed that there are certain
facets of clinical evidence, before and after patient admission at the BICU, that seem to
be essential for predicting the survival of infected patients. Therefore, data were filtered
considering these parameters (see Table 3). In this database, the infection variable indi-
cates the presence of one of the following infections: pneumonia, infection by surgical
or burn wounds, or bacteraemia.
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Table 3. Parameters that describe patients

Parameters Description Parameters Description
Infection Presence of an infection Hepatic-Comorb Previous liver problems
Total Total burned surface area (TBSA) Cardiac-Comorb Previous heart problems
Prof Deep burned surface area Respiratory-Comorb Previous respiratory problems
Gender Male/Female Renal-Comorb Previous kidney problems
Weight Patient weight (Kg) AH Arterial hypertension
Age Patient age (years) Diabetes Presence of diabetes
Inhibitor Use of inhibitors SAPS II Severity score
HIV-drugs Drug dependency and HIV

Due to the reduced volume of this database, statistical approaches will not always
provide accurate results for survival assessment. Furthermore, previous works in BICU
domain [10] based on intensive knowledge acquisition cannot be included since clinical
problems do not always make for etiological consensus. Therefore, the use of CBR
techniques seems a suitable approach to solve this problem.

4.2 Experiment Results

In the BICU experiments (Table 4), ENN and RENN have the lowest error, moreover
the improvement in sensitivity and specificity is significant. However, they obtain the
lowest reduction rate. DROP 1 and 2 reduce more than 75% the case memory with a
slight increment of the error rate respect to the original classifier, nevertheless DROP3
has the biggest reduction and significant accuracy results. CNN and RNN achieve rele-
vant error and reduction rates, though they have worse specificity and sensitivity values.
The behaviour of MOEA is very similar to the original case memory with less cases,
however they need a high run-time for their case selection techniques. In both cases
Kappa coefficient has an acceptable value but moderate for the clinical domain.

Table 4. Decision score results of the BICU experiments: err. is the error rate, ρ is the reduc-
tion rate, time (in seconds), Sens. is the sensitivity, Spec. is the specificity and κ is the Kappa
coefficient

Err. ρ time Sens. Spec. κ
None 0,303 0 0 0,657 0,719 0,376
Rand. 25% 0,319 0,75 0 0,637 0,704 0,341
Rand. 50% 0,306 0,5 0 0,653 0,718 0,369
Rand. 75% 0,3 0,25 0 0,66 0,721 0,381
CNN 0,291 0,53 0 0,694 0,716 0,41
RNN 0,293 0,53 0 0,691 0,714 0,405
ENN 0,212 0,262 0 0,883 0,768 0,601
RENN 0,212 0,262 0 0,883 0,768 0,601
All-KNN 0,283 0,301 0 0,676 0,742 0,418
IB2 0,273 0,673 0 0,706 0,738 0,444
IB3 0,303 0,573 0 0,642 0,732 0,374
Shrink 0,378 0,591 0 0,663 0,714 0,378
DROP1 0,333 0,798 0 0,618 0,692 0,31
DROP2 0,323 0,838 0 0,636 0,697 0,333
DROP3 0,263 0,885 0 0,703 0,758 0,461
SPEA2 0,302 0,516 7,523 0,659 0,719 0,378
NSGA-II 0,303 0,498 5,159 0,656 0,718 0,374
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5 Conclusions

In this paper we propose a multiobjective constrained optimisation model for case selec-
tion problem. Moreover, we propose the use of evolutionary algorithms to solve this op-
timisation problem. In order to evaluate the suitability of this approach, we also present
an evaluation methodology for case selection algorithms. Classical case selection meth-
ods and the evolutionary approach have been evaluated for a particular medical problem
in a BICU.

The multiobjective constrained optimisation approach allows to capture a set of non
dominated solutions according to accuracy and compactness criteria, and constrained
by the coverage assumption. In this way, a decision maker (e.g. physician) can choose,
in a posteriori decision process, the most appropriate solution according to the current
decision environment. For example, a decision maker can sacrifice accuracy slightly
when the number of cases are reduced significantly.

Evolutionary algorithms are specially suitable for this type of optimisation problems.
Therefore, the well-known multiobjective evolutionary algorithms NSGA-II and SPEA-
2 have been adapted in this paper to the particularities of the proposed case selection
optimisation problem.

In some works, the evaluation of the case selection process focuses on the validation
of the complete system using an arbitrary repetition of the Hold-Out technique [19,20].
Our methodology proposes the use of a KNN classifier, avoiding the use of the complete
system. The works described in [14,17] also suggest the same strategy but the case
selection process is stopped when the final case memory reaches a determinate size.
Unlike our methodology, the case memory size must be known beforehand and this
assumption could not be acceptable in some domains. Moreover we suggest the use of
a Cross-Validation, providing a more flexible approach by tuning the folder size.

The experiments carried out in the BICU domain show a clear proof of the potential
application of the methodology proposed. The results obtained highlights the advan-
tages of the multiobjective evolutionary approach.

Future works will focus on the proposal of novel case selection methods specifi-
cally designed for the medical field, and their evaluation with the proposed evaluation
methodology.
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Abstract. Maximizing accessibility is not always the main objective in
the design of web applications, specially if it is concerned with facilitat-
ing access for disabled people. In this paper we present the VoiceApp
multimodal dialog system, which enables to access and browse Internet
by means of speech. The system consists of several modules that pro-
vide different user experiences on the web. Voice Dictionary allows the
multimodal access to the Wikipedia encyclopedia, Voice Pronunciations
has been developed to facilitate the learning of new languages by means
of games with words and images, whereas Voice Browser provides a fast
and effective multimodal interface to the Google web search engine. All
the applications in the system can be accessed multimodally using tra-
ditional graphic user interfaces such as keyboard and mouse, and/or by
means of voice commands. Thus, the results are accessible also for motor-
handicapped and visually impaired users and are easier to access by any
user in small hand-held devices where graphical interfaces are in some
cases difficult to employ.

Keywords: Dialog Systems, Multimodality, VoiceXML, XHTML+Voice,
Web Interfaces, Speech Interaction.

1 Introduction

Continuous advances in the development of information technologies and the
miniaturization of devices have made it possible to access information and web
services from anywhere, at anytime and almost instantaneously through wireless
connections. Devices such as PDAs and smartphones are widely used today to
access the web, however the contents are accessible only through web browsers,
which are operated by means of traditional graphical user interfaces (GUIs). This
makes it difficult to use due to the reduced size of the screen and keyboards, and
also makes them less usable by motor-handicapped and visually impaired users.

Multimodal interfaces go a step beyond GUIs by adding the possibility to
communicate with the devices through other interaction modes such as speech.
Multimodal dialog systems [1] can be defined as computer programs designed
to emulate communication capabilities of a human being including several com-
munication modalities. The usage of these systems provides three main benefits.
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Firstly, they facilitate a more natural human-computer interaction, as it is car-
ried out by means of a conversation in natural language. Secondly, multimodal
interfaces make possible the use of these applications in environments in which
the use of GUI interfaces is not effective, for example, in-car environments. Fi-
nally, these systems facilitate the access to the web for people with visual or
motor disabilities, allowing their integration and the elimination of barriers to
Internet access [2].

In literature there are two main approaches to develop multimodal dialog
systems to access web contents and services. On the one hand, some authors
have developed ad-hoc solutions focused on specific tasks, as e-commerce [3],
chat functionalities [4], healthcare services [5], surveys [6], or recommendation
systems [7]. On the other hand, it is possible to add a speech interface to an
existing web browser [8]. This approach may acquire additional complexity in
the case of Information Retrieval and Question Answering systems, such as in
[9]. However, these works usually emphasize on the search of documents and not
on the interaction with the user.

In this paper we describe the VoiceApp multimodal dialog system. The system
has been developed as a common ground with different web-based applications
that can be easily accessed by means of a sophisticated interface which merges
voice with traditional GUIs. The idea behind it is to provide an easily extensible
common place to create and evaluate multimodal interfaces for web applications.
All the applications in VoiceApp are easily interoperable so that they are very
useful to evaluate the potential of voice interaction in several domains, through
a variety of resources and with different users. In the current implementation of
the system, the dialog systems have been developed using the XHTML+Voice
(X+V) language1. This language combines the visual modality offered by the
XHTML language and the functionalities offered by the VoiceXML language2

for the interaction by means of speech. One of the main objectives of the system
is to adequately convey to users the logical structure and semantics of content
in web documents, and provide them with easy ways to select which parts of a
document to listen to.

We will describe the main three applications of VoiceApp, although up to five
applications have already been implemented. Voice Dictionary receives from the
user the search criteria and performs a search in the Wikipedia encyclopedia,
collects and processes the result of the search, and communicates it to the user
by means of visual modalities and synthesized speech. This application also
allows to carry out a new search or select any of the links in the result page
by using speech or keyboard and mouse. Voice Browser is a complete speech-
based web search engine. This application collects the topic that the user wants
to search on the Internet, communicates this information to the Google search
engine, process the resulting information, and communicates it to the user. This
application also facilitates multimodal access to the links included in the result

1 http://www.w3.org/TR/xhtml+voice/
2 http://www.w3.org/TR/voicexml20/

http://www.w3.org/TR/xhtml+voice/
http://www.w3.org/TR/voicexml20/
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of the search. Finally, Voice Pronunciations includes different multimedia games
designed for learning foreign languages.

2 Extending Web with Voice

Hyper Text Markup Language (HTML) is the language popularly used for mark-
ing up information on the World Wide Web so that it can be displayed using
commercially available browsers. However, the World Wide Web Consortium
(W3C) realized that HTML was a weak mark-up language if a user wants to
process web pages further, given that the use of this language to automatically
infer any kind of semantic information requires the analysis of the contents of the
web page. This way, the eXtensible Markup Language (XML) was developed as a
solution to correct the limitation of the use of information that is available on the
web by marking-up information in the web pages and also allowing developers
to define their own tags with well-defined meanings that others can understand.
The use of an XML-based language significantly improves the portability and
interoperability of the programmable parts (including data and programs) of the
service.

Many XML-based languages are currently standardized to specify various ser-
vices (for instance; WSDL for Web Services, ebXML for electric commerce, or
CPL for VoIP). VoiceXML is one of these significant standards, as far it makes
the Internet accessible through speech, using well-defined semantics that pre-
serves the author’s intent regarding the behavior of interactions with the user
and facilitating the access to the net in new devices and environments (thus mak-
ing XML documents universally accessible). VoiceXML audio dialogs feature
synthesized speech, digitized audio, recognition of spoken and DTMF key in-
put (Dual-tone multi-frequency signaling), recording of spoken input, telephony,
and mixed initiative conversations. The standard also enables the integration of
voice services with data services using the client-server paradigm. In addition,
many VoiceXML platforms are currently available for research and business use
purposes (e.g., Voxeo3).

3 The VoiceApp Multimodal Dialog System

The VoiceApp system consists of a set of X+V documents. Some of them are
stored from the beginning in the server of the application, while others are dy-
namically generated using PHP and JavaScript. This dynamic generation takes
into account the information extracted from different web servers and MySQL
databases in the system, and a set of users preferences and characteristics (e.g.,
sex, preferred language for the interaction, number of previous interactions with
the system, and preferred application). Previous interactions of the users are
also taken into account to adapt the system, considering users’ most used ap-
plication, recent topics searched using the application, or errors detected after
each interaction with the system.
3 http://evolution.voxeo.com/

http://evolution.voxeo.com/
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In order to interact with the X+V documents that make up the system, a
web search engine supporting speech interaction and the specifications of this
language is required. There are different models for implementing this multi-
modal interaction on mobile devices. The fat client model employs embedded
speech recognition on the specific device and allows conducting speech process-
ing locally. The thin client model involves speech processing on a portal server
and is suitable for mobile phones. The implementation of the VoiceApp multi-
modal application for both computers and mobile devices is based on the fat
client model, including a multimodal browser and embedded speech recognition
on the corresponding device, and a web application server in which the system
is stored.

The Opera browser4, which allows multimodal web navigation by means of
speech, has been integrated for the interaction with the system using a computer.
This way, users only need to connect to the application using Opera Voice in a
computer with a functioning sound card and loudspeakers or headphones. Opera
Voice allows the control of the Opera’s interface by talking to the browser. Any
ordinary browser command can be done by voice, such as refreshing a web page,
navigating to and following the next link in a document, going to the next slide
in an Opera Show presentation, or logging on to a password protected Web site.
The voice modules that Opera downloads contain two voice types; standard, and
high quality. Both of these are able to produce male, female, and child voices.

VoiceApp has also been integrated to facilitate its use by means of mobile
phones and hand-held devices. In this case, the system uses the multimodal
NetFront Browser v4.15. NetFront supports advanced mobile voice recognition
technologies based on X+V, including voice synthesis and voice recognition of
mobile Internet data in voice supported web pages. Speech recognition is pro-
vided by the embedded ViaVoice speech-recognition program.

3.1 Generation of the XHTML+Voice Pages

The development of oral interfaces implemented by means of X+V implies the
definition of grammars, which delimit the speech communication with the sys-
tem. The <grammar> element is used to provide a speech or DTMF grammar
that specifies a set of utterances that a user may speak to perform an action
or supply information, and for a matching utterance, returns a corresponding
semantic interpretation. We have defined a specific strategy to cover the widest
range of search criteria in VoiceApp by means of the definition of speech recog-
nition grammars in the different applications. This strategy is based on different
aspects such as the dynamic generation of the grammars built from the results
generated by the interaction with a specific application (e.g., to include the re-
sults of the search of a topic using the Voice Browser), the definition of grammars
that includes complete sentences to support the naturalness of the interaction

4 http://www.opera.com/
5 http://www.access-company.com/products/internet appliances/

netfrontinternet/

http://www.opera.com/
http://www.access-company.com/products/internet_appliances/netfrontinternet/
http://www.access-company.com/products/internet_appliances/netfrontinternet/
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with the system (e.g., to facilitate a more natural communication and cover
more functionalities in Voice Pronunciation), and the use of the ICAO phonetic
alphabet6 in the cases in which spelling of the words is required in order not to
restrict the contents of the search or in situations in which repetitive recognition
errors are detected (e.g., in order not to delimit the topics to search using Voice
Browser).

Figure 1 shows the translation between a HTML document and its equiv-
alent X+V file. This translation is automatically carried out by means of the
PHP files included in VoiceApp. As it can be observed, a VoiceXML application
consists of one or more scripts that can call each other. A <form> is a basic
dialog element to present information and gather user inputs, which is generally
composed of several form items. The form items are subdivided into input items
and control items. Variables in VoiceXML are declared by <var> elements, or
by form items such like <field> with name attributes. VoiceXML has several
elements to operate the control flow of the script (for example, <if>, <goto>,
<exit>, and <submit>). Event handling is carried out by means of elements like
<noinput> and <nomatch>.

3.2 Voice Dictionary, Voice Browser and Voice Pronunciation

As previously described, the Voice Dictionary application offers a single envi-
ronment where users can search contents in the Wikipedia encyclopedia with the
main feature that the access to the application and the results provided by the
search are entirely facilitated to the user either through visual modalities or by
means of speech. Once the result of an initial search is displayed on the screen
and communicated to the user by means of speech, they can easily access any of
the links included in the result of the search or visit the rest of applications in
the system with the possibility of interrupting the system’s speech in any case.
This functionality is achieved by means of the dynamic generation of the corre-
sponding grammars, in which the different links that are present in the result
of a specific search are included in the dynamic X+V page automatically gener-
ated by means of a PHP script that captures the different information sources
to inform the user about them (headings, text, contents, formulas, links, etc.).
Figure 2 shows the initial page of the application.

Google is currently one of the most important companies for the management
of information on the Internet due to its web search engine and a number of
applications and services developed to access information on the net. This way,
the Voice Browser application has been developed with the main objective of
allowing the speech access to facilitate both the search and presentation of the re-
sults in the interaction with the Google search engine. The application interface
receives the contents provided by the user and displays the results both visually
and using synthesized speech. The application also allows the multimodal selec-
tion of any of the links included in the result of the search by numbering them
and allowing using their titles as voice commands (Figure 2).
6 International Civil Aviation Organization (ICAO) phonetic alphabet:
http://www.icao.int/icao/en/trivia/alphabet.htm
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% HTML document

<html>

<head>

<title>VoiceApp-Voice Browser</title>

</head>

<body>

<li>LINK 1:

<a href="http://www.beatles.com/">

<b>The Beatles</b> Find out all about

The Beatles...</li>

...

<li> LINK 10:

<a href="http://www.rarebeatles.com/">

<b>Songs, Pictures, and Stories of

The Beatles</b>

Beatles website for collectors

and fans ...</li>

</body>

</html>

% XHTML+Voice file

<?xml version="1.0" encoding="ISO-8859-1"?>

<html xmlns="http://www.w3.org/1999/xhtml"

xmlns:vxml="http://www.w3.org/2001/vxml"

xmlns:ev="http://www.w3.org/2001/xml-events"

xmlns:xv="http://www.voicexml.org/2002/xhtml+voice">

<head>

<title>VoiceApp - Voice Browser</title>

<vxml:form id="nav">

<vxml:block>

To visit the links, you have to say

"LINK" and thecorresponding number.

</vxml:block>

<vxml:field xv:id="app" name="app">

<vxml:grammar src="inig.jsgf"/>

<vxml:nomatch>

<vxml:prompt>

Please repeat again, I can not understand you.

</vxml:prompt>

</vxml:nomatch>

</vxml:field>

<vxml:filled mode="all">

<vxml:prompt> Ok got them. </vxml:prompt>

<vxml:elseif cond="app == ’home’"/>

<assign name="window.location" expr="index"/>

<vxml:elseif cond="app == ’link 1’"/>

<assign name="window.location" expr="x1x"/>

...

<vxml:elseif cond="app == ’link 10’"/>

<assign name="window.location" expr="x10x"/>

</vxml:if>

</vxml:filled>

</vxml:form>

<script src="java.js" type="text/javascript"></script>

</head>

<body id="docBody" ev:event="load" ev:handler="#nav">

<div id="cont" ev:event="click" ev:handler="#nav">

<h1>Results for: The Beatles</h1>

<li>LINK 1:<a href="http://www.beatles.com/">

<b>The Beatles</b> Find out all about

The Beatles...</li>

...

<li> LINK 10: <a href="http://www.rarebeatles.com/">

<b>Songs, Pictures, and Stories of The Beatles</b>

Beatles website for collectors and fans ...</li>

</body></html>

Fig. 1. Translation of a HTML document into an equivalent XHTML+Voice file

The Voice Pronunciation application has been developed with the main objec-
tive of implementing a web environment that facilitates second-language learning
with two games that help to acquire new vocabulary and train the words pro-
nunciation. The game Words shows on the screen and synthesizes orally the
definition of one of the over one hundred thousand words stored in a database of
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Fig. 2. Main page of the Voice Dictionary application and screen showing the result
of a search using the Voice Google application

the application and the user must guess the word. The game Pictures uses im-
ages stored in a database and annotated with different difficulties, whose exact
name must be correctly uttered by the user to continue in the game and increase
the score (Figure 3). The specific problems and errors detected during the pre-
vious interactions of the users with this application are taken into account for
the selection of the different words and images and to consequently adapt both
games to the specific evolution of each user during the learning process.

4 Preliminary Evaluation

A number of tests and verifications have been carried out to maximize the func-
tionalities and accessibility of the different applications included in the VoiceApp
system. These tests have been very important to detect and correct program-
ming errors and accessibility problems. One of the main identified problems was
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Fig. 3. Main page of the Voice Pronunciation application and its Pictures functionality

related to the generation of inconsistencies when words with similar pronunci-
ation were reserved to both interact with by the Opera search engine and the
different applications in the system. These inconsistencies have been limited to
the maximum so that the possible matches between selected words have been
eliminated in the different applications.

In addition, we have completed a preliminary assessment by means of a ques-
tionnaire to measure users subjective opinion about the system. The question-
naire contained five questions: i) Q1: Did the system correctly understand you
during the interaction? ; ii) Q2: Did you understand correctly the messages of the
system? ; iii) Q3: Was it simple to obtain the requested information? / Was it
simple to play the game? ; iv) Q4: Do you think that the interaction rate was ad-
equate?, v) Q5: Was it easy to correct mistakes made by the system? ; vi) Q6: In
general terms, are you satisfied with the performance of the system? The possible
answers to the complete set questions were the same: Never, Rarely, Sometimes
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Usually and Always. A numerical value between one and five was assigned for
each answer (in the same order as they are shown in the questionnaire). Table
1 shows the average, maximum and minimum values obtained from the results
provided by a total of 35 students and professors of our University using the
different modules of the system without predefined scenarios.

Table 1. Results of the preliminary evaluation of the VoiceApp system (1=minimal
value, 5=maximum value)

Q1 Q2 Q3 Q4 Q5 Q6

Average value 3.6 3.8 3.2 3.7 3.2 4.3

Maximum value 4 5 5 4 4 5

Minimal value 2 3 2 3 2 3

The results of the preliminary evaluation of the VoiceApp system show that
the users who participated in the assessment positively evaluate the facility of
obtaining the requested information by interacting with the system, the appro-
priate interaction rate during the dialog, and overall operation of the different
applications in the system. The main problems mentioned by the users include
the need of improving the word error rate and achieve a better clarification of
the action expected by the system at each moment of interaction. In addition,
the 97% of the interactions finished achieving the objective(s) expected by the
user, only the 4% of the systems turns corresponded to reprompts and the 12%
to system confirmations. The error correction rate (computer as the average
number of corrected errors per dialog divided by the number of corrected and
uncorrected errors) was 91%.

5 Conclusions

The VoiceApp system has been developed as a framework for the study of the
XHTML+Voice technology to develop multimodal dialog systems that improve
the accessibility to information on the Internet. The programming languages
XML, XHTML and VoiceXML respectively deal with the visual design of the
application and allow spoken dialog with the user. This way, multimodal inter-
action capabilities have been integrated for both the input and output of the
system. The use of additional programming languages, as PHP and JavaScript,
as well as relational database management systems such as MySQL, facilitates
the incorporation of adaptive features and the dynamic generation of contents
for the application. Accessibility has been defined as one of the most important
design requisites of the system. This way, detailed instructions, help messages
and menus have been also incorporated to facilitate the interaction with the
different applications in the system.

The set of applications described in this paper respectively facilitate the mul-
timodal access for the search of contents in the Wikipedia encyclopedia, the
learning of new languages by improving the words pronunciation by means of
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funny games, and the complete implementation of a speech-based interface to
an Internet search engine.

Current research lines include the adaptation of the system for its interaction
using additional languages, a more detailed assessment of each specific appli-
cation, and the incorporation of new features in each one of them. Another
important research line consists of the adaptation of the different applications
taking into account specific user profiles considering more detailed information
about their preferences and evolution.
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Abstract. In the last years, cluster based retrieval has been demon-
strated as an effective tool for both interactive retrieval and pseudo rele-
vance feedback techniques. In this paper we propose a new cluster based
retrieval function which uses the best and worst clusters of a document
in the cluster ranking, to improve the retrieval effectiveness. The evalu-
ation shows improvements in some standard TREC collections over the
state-of-the-art techniques in precision and robustness.

1 Introduction and Motivation

Several strategies were studied in the history of the Information Retrieval in
order to improve the retrieval models effectiveness. One technique that has been
demonstrated successful is relevance feedback. In this family of techniques is par-
ticularly interesting the so called pseudo relevance feedback [3], where relevance
of the feedback documents is assumed.

Clustering has been considered as an useful tool in the retrieval process since
the formulation of the cluster hypothesis in 1979 [16]. This hypothesis states
that very related documents tend to be relevant to the same query. Indeed,
several experiments [5,18] have demonstrated that clustering algorithms working
at pseudofeedback time can obtain clusters with a high percentage of relevant
documents, still the automatic identification of these clusters between the whole
set of them is still a challenge.

Although initial experiments using query specific clustering [12] in order to
improve the retrieval effectiveness were not conclusive, after improving the clus-
ter representation [13] and with the use of clustering algorithms that support
overlapping [9], finally the quality of the initial ranking was significant improved
with cluster based re-ranking [13,7].

It was only recently when a cluster based retrieval approach was used to
improve the quality of the pseudo relevance set, for further use in query expan-
sion methods [11]. This approach takes advantage of the better initial ranking
produced by the cluster based retrieval to select a better pseudo relevance set,
improving in this way the effectiveness, sometimes significantly. But, although
this kind of methods tend to improve the effectiveness in average, one known
problem of them is the lack of robustness, i.e., still a significant amount of queries
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are negatively affected by them. One of the main factors of this behaviour is the
presence of non-relevant documents in the feedback set.

In this paper we present a new cluster based retrieval method that exploits
bad clusters in order to reduce the amount of non-relevant documents in the
feedback set. We consider not just if a document is present inside a “good”
cluster to update its score, but also the presence of the document in “bad” (low
relevance score) clusters. As far as we know this kind of negative information
has not been exploited yet in the context of pseudo relevance feedback.

We tested our approach in several TREC Collections and compared with a
Language Modelling retrieval approach [20], a query expansion based model [1]
and with the resampling method presented in [11]. The evaluation shows that
the results in terms of MAP are so good or better than the resampling approach
but our method consistently improves the robustness in all the collections.

The paper is presented as follows. Section 2 presents our proposal explaining
the different steps of the model. Section 3 explains the evaluation methodology
and comments the results. In Section 4 we describe the related work and finally
conclusions and future work are reported in Section 5.

2 Cluster Based Pseudo Relevance Feedback

In order to get a better pseudo relevance set we formulated a new cluster based re-
ranking function. The first step of our method is to perform an initial document
ranking, in this case we chose as base a Language Model (LM). After that, we
cluster the top N documents (dinit), we chose in this case a clustering algorithm
with overlapping. Once the top documents are clustered the query likelihood is
calculated for the resulting clusters. After that, the clusters query likelihoods are
combined by the retrieval formula re-ranking the documents. And finally these
new top documents are used to feed a query expansion process.

Initial Ranking. In Language Models, the probability of a document given a
query, P (d|q), is estimated using Bayes’ rule as presented in Eq. 1.

P (d|q) =
P (q|d) · P (d)

P (q)
rank= log P (q|d) + log P (d) (1)

In practice P (q) can be dropped for document ranking purposes. The prior P (d)
encodes a-priori information on documents and the query likelihood, P (q|d),
incorporates some form of smoothing. In this paper we consider uniform priors
and unigram Language Models with Dirichlet smoothing [20], see Eq. 2.

P (q|d) =
n∏

i=1

tf(qi, d) + μ · P (qi|Col)
|d| + μ

(2)

where n is the number of query terms, tf(qi, d) is the raw term frequency of qi in
d, |d| is the document length expressed in number of terms, and μ is a parameter
for adjusting the amount of smoothing applied. P (qi|Col) is the probability of
the term qi occurring in the collection Col that we obtained with the maximum
likelihood estimator computed using the collection of documents.



A Cluster Based Pseudo Feedback Technique 405

Clustering Algorithm. Once that the initial ranking is obtained, clustering is
performed over the top N documents. The use of clustering algorithms with over-
lapping has already been demonstrated successful [9] in cluster based retrieval.
Indeed, initial approaches to query specific cluster [12] were not conclusive and it
was only after incorporating clustering algorithms with overlapping [13] when the
results were improved. As we explained one of the main points of our method is
to use the information provided by bad clusters to avoid non-relevant documents
in the pseudo relevance set. In order to do this we used a clustering algorithm
that supports overlapping, i.e. one document can belong to one or more clusters.

The straightforward selection based in previous works could be using a k-
nearest neighbours (k-NN) algorithm, but the k-NN forces to each document to
have k neighbours. This aspect is not desired in our approach because we will
exploit that a document belongs to a low scored cluster. If we had used k-NN, a
non-relevant document with low query likelihood and no close neighbours could
attract other documents that, although they are not close to that document,
they are the closest ones.

So we decided to cluster the documents in base to a given threshold t, group-
ing for each document those neighbours that are more similar than t. Let’s call
this way of grouping thr-N. The purpose of this algorithm is that non-relevant
documents could be isolated in singletons [14]. Standard tf · idf document rep-
resentation was used with the well-known cosine similarity function in order to
calculate distances between the documents.

Cluster Query Likelihood. In order to exploit the cluster information in
our retrieval approach we need a way of estimating cluster the query likelihood.
In the origin the first approaches to cluster retrieval considered the clusters
as meta-documents, i.e. one cluster is represented as the concatenation of the
documents that belong to it [9,12], or the centroid of the cluster [19]. But these
representations suffer from several problems because of the document and cluster
sizes. As demonstrated by Liu and Croft in [13], the geometric mean is a better
cluster representation in order to calculate the cluster query likelihood, so it was
chosen in our approach. The cluster query likelihood based on the geometric
mean representation was calculated combining equations 3 and 4.

P (q|C) =
n∏

i=1

P (qi|C) (3)

P (w|C) =
|C|∏
i=1

P (w|di)

1
|C|

(4)

where n is the number of query terms, |C| is the number of documents in the
cluster, and P (w|di) was computed using a Dirichlet estimate. Finally the cluster
query likelihood applying logarithmic identities can be calculated as in Eq. 5

P (q|C) =
n∏

i=1

e

∑|C|
i=1

log P(w|di)

|C| (5)
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Cluster Based Reranking. Previous approaches to cluster based re-ranking
only used the presence of a document in a good cluster as indicator of its rele-
vance. As previous explained these approaches when using to construct pseudo
relevance sets for further processing with, for instance query expansion, suffer
from the problem that even the good clusters are not one hundred percent com-
posed of relevant documents. The inclusion of non-relevant documents in the
relevance set will produce a poor performance of the query expansion process
resulting in effectiveness degradation for that query.

The final objective of our approach is to reduce the number of non-relevant
documents in the pseudo relevance set. To achieve that point we decided to
use the information given by the bad clusters. Our hypothesis is that given
two documents d1 and d2, and being C1max, C1min, C2max and C2min the clus-
ters with best and worst query likelihood to which d1 and d2 belong respec-
tively, if P (q|C1max) = P (q|C2max) and P (q|d1) = P (q|d2) then if P (q|C1min) >
P (q|C2min) should indicate that d1 is likely to be more relevant than d2. In other
words if a document belongs to low clusters in the cluster ranking, it should be
a pseudo negative indicator about its relevance.

So in order to produce a document ranking we decided to combine the doc-
ument query likelihood, with the pseudo positive information in terms of best
cluster, and the negative in terms of the worst cluster to which the document
belongs. The query likelihood combination is presented in Eq. 6.

P ′(q|d) = P (q|d) × max
d∈Ci

P (q|Ci) × min
d∈Ci

P (q|Ci) (6)

where P (q|d) was estimated as in Eq. 2 and P (q|Ci) was estimated as in Eq. 5.
Ideally removing all the non-relevant documents from the relevant set would

have a great impact in order to get better expanded queries and, as a conse-
quence, to improve the final retrieval effectiveness. Even although some relevant
documents could be penalised because they group with other ones which appear
low in the ranking, this effect will be extensively compensated by the benefit of
removing the non-relevant documents from the relevance set.

Query Expansion for Pseudo Relevance Feedback. Once that we ob-
tained a ranking with, hopefully, less amount of non-relevant documents in high
positions, we take the first |r| documents as the pseudo relevance set. With
this relevance set we feed a query expansion approach. We chose to use Kull-
back Leiber Divergence (KLD) as the scoring function to select expansion terms
[1,15], so the e terms with highest KLD score, calculated as in Eq 7, are selected
to expand the original query.

kldscore(t) =
tf(t, r)
NTr

× log
tf(t, r) × |Col|

NTr × tf(t, Col)
(7)

where tf(t, r) is the term frequency of t in the pseudo relevance set, NTr is the
number of terms in the pseudo relevance set r, |Col| is the total number of terms
in the collection and tf(t, Col) is the term frequency of t in the whole collection.
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We interpolated the e terms selected as results of the KLD scoring formula
for expansion terms with the original query. That was already demonstrated
successful in RM3 [4], obtaining a high performance query expansion model.
Therefore, the final rank is processed with the expanded query presented in 8:

λ × (q1, · · · , qn), (1 − λ) × (kldscore(t1)t1, · · · , kldscore(te)te) (8)

where qi are the original query terms, kldscore(ti)ti are the expanded terms with
the weight corresponding to their KLD score and λ is a parameter 0 ≤ λ ≤ 1
than combines the original query and the expanded one.

3 Experiments and Results

The evaluation of our approach was performed over four TREC collections com-
paring with a baseline retrieval model, a baseline feedback model and a baseline
cluster based feedback model. The results of an upper-bound model are also
reported.

3.1 Settings and Methodology

Collections. We tested our method (BWCluster PF) in four collections, two
text collections: AP and WSJ, and two web collections: WT10g and GOV. We
decided to use cross-validation evaluation: we performed training in a set of
topics in the AP for both text collections and individual training for the each
web collections. We chose to use short queries (title only). All the collections were
preprocessed with standard stopword removal and Porter stemmer. In Table 1
are summarised the evaluation settings.

Table 1. Collections and topics for training and test

Col. # of Docs
Topics

Train Test

AP 242,918 51-150 151-200

WSJ 173,252 151-200

WT10g 1,692,096 451-500 501-550

GOV 1,247,753 WT04.1-50 WT04.151-200

Baselines

– LM: The baseline LM retrieval model with Dirichlet smoothing that was
used as base of the other methods.

– KLQE: a pseudo relevance model based on the query expansion [1]. The
selection of expansion terms and the construction of the expanded query
which was explained in section 2. This was also the query expansion approach
used for the next approaches.
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– Resampling: The cluster based resampling method presented by Lee et al.
in [11], but using the Geometric Mean instead of the document concatenation
to compute the cluster query likelihood and KLQE instead of the estimation
of the Relevance Model [10] to compute the expanded query.

– TrueRF: An upper-bound of all the pseudo relevance methods, was com-
puted feeding the KLQE approach with all the relevant documents present
in the dinit.

Training and Evaluation. As commented we performed cross-validation strat-
egy, more precisely we perform training for the text collection with a set of topics
with AP dataset, and testing in the AP and WSJ with different topics. For the
web collections we trained in each collection with 50 queries each, and testing
with other sets of queries. Training was performed optimising Mean Average
Precision (MAP).

There are several parameters to train. Namely, the smoothing parameter μ was
tuned in the baseline LM retrieval model (μ ∈ {10, 100, 1000, 2000, 3000, 4000,
5000, 6000}) and its value was used for every other retrieval model. The pa-
rameters |r|, the size of the pseudo relevance set, e, the number of expansion
terms, and λ, the interpolation factor, for the pseudo feedback based query
expansion were trained in the KLQE model (|r| ∈ {5, 10, 25, 50, 75, 100}, e ∈
{5, 10, 25, 50, 75, 100} and λ ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ) and also
used in the cluster based approaches. The cluster based retrieval models, resam-
pling and our method, need apart of mu, |r|, e and λ, the parameters k that was
set to 5, t that was set to 0.05 and N , the size of the dinit, that was set to 100. In
[11] Lee et al. demonstrated that with exhaustive tuning the resampling method
obtains significant improvements over pseudo feedback based query expansion
methods. In this paper we decided to avoid excessive tuning effort and we fix the
values of of mu, |r|, e and λ to the one trained in LM and KLQE respectively.

Therefore we have to remark that both cluster based approaches can be im-
proved in terms of effectiveness by specifically tuning every parameter in each
of the retrieval approaches. Also, our evaluation methodology allows see more
clearly the effect of the cluster information without depending on excessive tun-
ing effort. For the TrueRF upper-bound model we maintained the same param-
eter set as in the KLQE model only changing r by the set of relevant documents
in the dinit.

Finally test values are reported for MAP and RI. The Robustness Index (RI)
(−1 ≤ RI(q) ≤ 1) also called Reliability of Improvement Index of one model
respect a baseline was presented by Sakail et al. in [17] and it is formulated as
in Eq 9:

RI(q) =
n+ − n−

|q| (9)

where q is the set of queries over the RI has to be calculated, n+ is the number of
improved queries, n− the number of degraded queries and |q| the total number
of queries in q.
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3.2 Results

Analysing the MAP values for the test topics (see Table 2) it has to be notice
that our approach significantly outperforms the baseline LM for every collec-
tion, a fact that neither the KLQE nor the Resampling method achieve. Our
method only achieves statistically significant improvements over the query ex-
pansion method in the WT10g collection, this is explained in part because the
KLQE values were obtained with the best parameter settings meanwhile the
values of our method did not receive individual parameter tuning. The values
of resampling method do not achieve statistical significant improvements over
the query expansion method but again the same reason as previously explained
applies; we have to remark that such achievements are reported in [11]. In WSJ,
WT10g and GOV collection our method outperforms the resampling method
being the improvements significant in two of them. Of course the upper-bound
model outperforms any other method.

Table 2. Values for Mean Average Precision (MAP) on the test topics. Statistical sig-
nificant improvements (Wilcoxon p < 0.05) with respect to the Dirichlet smoothed LM,
KLQE, Resampling and Our method are superscripted with a,b,c and d respectively.

MAP
Col. LM KLQE Resampling BWCluster PF TrueRF

AP .2078 .2918a .2889a .2884a .4569abcd

WSJ .3366 .3940a .3927a .3982ac .5614abcd

WT10g .2101 .2166 .2173 .2224abc .3002abcd

GOV .1949 .2198a .1994 .2128a .2200abcd

Query robustness values measured with RI over the LM baseline model are
reported in Table 3. The first fact to mention is that our method is better
or equal than the KLQE approach except in the AP collection, where MAP
values were also worse. In the case of the resampling approach the RI values
are worse than the KLQE even in the case of the WT10g collection, where the
resampling method MAP is better than KLQE. In this case, in the WT10g
collection, the RI is negative, this means than more queries are penalised than
benefited. Comparing both cluster based methods we have to remark that our
method outperforms the resampling method in every collection but the AP where
both methods report the same values. Again as expected the query robustness

Table 3. Values for Robustness Index (RI) with respect to the LM baseline model for
every collection on the test topics

RI
Col. KLQE Resampling BWCluster PF TrueRF

AP 0.44 0.40 0.40 0.96
WSJ 0.36 0.28 0.44 0.92
WT10g 0.16 -0.08 0.16 0.80
GOV 0.56 0.44 0.60 1.00
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of the TrueRF upper-bound model is greater than any other method, although
in three of the collections TrueRF still damage some queries.

4 Related Work

Since the formulation of the cluster hypothesis [16] several works tried to ex-
ploit clustering information to improve information retrieval tasks. It was only
recently when conclusive results were presented improving retrieval effectiveness
using query specific clustering. We have to cite the work of Kurland and Domsh-
lak [8] where several features were aggregated to obtain better high precision in
the re-ranking of top documents. Kurland and Domshlak used several features
related with cluster information, namely query faithfulness, self faithfulness, ini-
tial list faithfulness and peer faithfulness. The individual feature results seem
indicate that peer faithfulness is the better indicator, although the aggregation
of all the features reports the best values. An approach based on similar facts is
presented by Kurland in [7], in this paper the author present several approaches
(aspect models and interpolation models) that also combine information about
peer clusters. High precision is again improved, although the performance is quite
dependent of the settings and MAP values are also reported but only in a cut-
off of 50 documents. In [6] Kurland presented several cluster based re-ranking
approaches, exploiting in this case clusters with high percentage of relevant docu-
ments. several features are combined resulting in improvements in high precision
over the initial ranking.

Recently Lee et al. [11] proposed query specific clustering in order to improve
the quality of the pseudo relevance set used in the query expansion process, in
this case a relevance model (RM) [10]. This method uses as cluster re-ranking
method the original cluster query likelihood presented by Liu and Croft in [12]
but with overlapping clusters. The results show significant improvements over
the initial LM based rank and the RM rank in several collections. This approach
that we used in order to compare our method still shows some problems with
query robustness that we tried to solve with our alternative approach using
pseudo negative information. Although the results reported in [11] are higher
than the reported here for their method we have again to remark that we did
not perform individual parameter tuning for each retrieval method, and also we
used KLD based query expansion instead of RM, so the results on this paper
can be still improved for both, resampling and our method.

In line with the need of consider negative information, in this case associated
with clustering processes, we have to remark the analysis already presented in
1995 by Lu et al. in [14]. In this paper it is commented that after running a cluster
algorithm over the the top documents of a rank, most of the singletons (clusters
with only one document) are non-relevant documents, and should be removed.
This data suggested us that the clustering algorithm should allow the creation
of singletons. Really not every singleton contains a non-relevant document but,
allowing the creation of singletons, the real non-relevant documents will not be
promoted in the ranking benefited because they are clustered with relevant ones,
while non affecting negatively when they are relevant documents.
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Also recently several works approached the task of getting a better pseudo
relevance set, in this case to increase the diversity, but none of them show con-
clusive results. In [2] Collins-Tompson and Callan present sampling over the
top documents based on query variants. The objective of having less redundant
pseudo relevance set is also approached in [17]. Sakai et al. presented in this case
a resampling method that it is actually based on clustering, the top documents
are clustered based on the common query terms selecting only some of each
cluster in order to improve diversity in the relevance set. But again the results
presented in the evaluation are not conclusive.

5 Conclusions and Future Work

The proposed method introduces the use of bad clusters in order to achieve
pseudo feedback sets with less non-relevant documents. The pseudo negative
information is obtained from the belonging of the documents to a “bad” cluster
in a cluster re-ranking approach. The results show improvements in MAP over
the existing cluster based approaches for pseudo relevance feedback, that in
some settings are statistical significant. Another good result is the improvement
in terms of query robustness: our approaches penalise less queries than previous
ones.

Further analysis of the non-relevant documents that still remain in the pseudo
relevance set has to be done. We also want to study the effect of taking a bigger
set of top documents dinit (evaluation was done with the top 100 documents)
that should be an important factor when considering the pseudo negative infor-
mation. Also we will perform individual parameter tuning for the cluster based
approaches in order to report their best values.
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Abstract. During the last decades, the information on the web has in-
creased drastically but larger quantities of data do not provide added
value for web visitors; there is a need of easier access to the required
information and adaptation to their preferences or needs. The use of
machine learning techniques to build user models allows to take into
account their real preferences. We present in this work the design of a
complete system, based on the collaborative filtering approach, to iden-
tify interesting links for the users while they are navigating and to make
the access to those links easier. Starting from web navigation logs and
adding a generalization procedure to the preprocessing step, we use ag-
glomerative hierarchical clustering (SAHN) combined with SEP/COP,
a novel methodology to obtain the best partition from a hierarchy, to
group users with similar navigation behavior or interests. We then use
SPADE as sequential pattern discovery technique to obtain the most
probable transactions for the users belonging to each group and then be
able to adapt the navigation of future users according to those profiles.
The experiments show that the designed system performs efficiently in a
web-accesible database and is even able to tackle the cold start or 0-day
problem.

1 Introduction

During the last decades, the information on the web has increased drastically
and this often makes the amount of information intractable for users. As a con-
sequence, the need for web sites to be useful in an efficient way for users has
become specially important. Larger quantities of data do not provide added value
for web visitors; there is a need of easier access to the required information and
adaptation to their preferences or needs. That is, Web Personalization becomes
essential. Web Personalization [15] can be defined as the set of actions that are
useful to adapt dynamically the presentation, the navigation schema and the
contents of the Web, based on the preferences, abilities or requirements of the
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user. Nowadays, as Brusilovsky et al. describe in [1], many research projects
focus on this area, mostly in the context of e-Commerce [1] and e-learning [5].

We can distinguish three approaches for Web Personalization: the manual de-
cision rule approach, the content-based filtering approach and the collaborative
filtering approach. The first one requires the preconceived ideas of the experts
about different kinds of users. Whereas the last two use information from pre-
vious navigations of the users and data mining techniques. Although the three
approaches mentioned can be complementary, the first two can be too biased to
the concrete user, too subjective and very often static. The third approach does
not have the mentioned drawbacks but, however, it has the problem of scalabil-
ity. One of the ways to make scalable a system based on collaborative filtering
approach is to use data mining techniques to generate profiles in a batch process,
or off-line, and then to use the outcome to accelerate the on-line personalization
process [1].

The aim of the adaptation of Web sites according to the needs or preferences
of the users will be to reduce at maximum the effort of the user. This paper
presents a step in that direction that focuses on the design of a complete and
generic system that can adapt the web pages to new users’ navigation preferences
proposing or emphasizing links that they will probably be using in a short future.
We built a system and performed experiments based on a web-accesible database
composed by server log information captured in the NASA, with 20K examples
for training and 10K for testing but the procedure could be applied to any web
environment. The system is based just on the information of server log files,
the combination of a hierarchical clustering algorithm (SAHN) followed by an
adaptation of a novel methodology to obtain the best partition from a cluster
hiearchy (SEP/COP [6]) and a generalization step to detect user groups, and,
SPADE [17] to obtain profiles for these groups.

We developped the described system and performed experiments to try to
answer the following research question: is it possible to propose web adaptations
that are useful for the users using just server log information? Is it always inter-
esting to work with generalized URLs or is it worth maintaining the specificity
of the URLs in some stages? Is the adaptation we propose for SEP/COP, so that
it can be applied to sequences, useful for this application? Is SPADE useful to
obtain the profiles of users with similar navigation behaviour? And finally, is the
designed system able to solve the cold start problem?

The paper proceeds to contextualize the whole Web Mining process in Section
2. In Section 3 we describe the database we used in the process and Section 4 is
devoted to describing the system we designed. The paper continues in Section
5 where we describe some results of the performed experiments. Finally, we
summarize in Section 6 the conclusions and further work.

2 Web Mining

Web mining relates to the use of data mining in the web. This can be done
with many different objectives: information retrieval and web search, link anal-
ysis, web crawling, structured data extraction, information integration, opinion
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mining, web usage mining, etc. The nature of the analyzed information divides
all those applications in three categories [10]. When the analyzed information
is related to the content of the web pages, the process is called Web Content
Mining. The process is called Web Structure Mining [3], when the used informa-
tion is related to the web structure (pages and hyper-links). Finally, when the
aim is to find use or interaction patterns in the Web that allow to model the
users’ behavior so that adequate recommendations or adaptations can be done,
the process is called Web Usage Mining [12]. The work presented in this paper
is a Web Usage Mining [16] application and as every web usage mining process
it can be divided in three main steps: data acquisition and preprocessing [2],
pattern discovery and analysis, and, exploitation.

The data acquisition and preprocessing phase is not straightforward, it re-
quires different steps such as fusion of data from multiple log files, cleaning,
user identification, session identification, path completion processes, etc. Ma-
chine learning techniques are mainly applied in the pattern discovery and anal-
ysis phase to find sets of web users with common web related characteristics
and the corresponding patterns. And finally, the patterns discovered during the
previous steps are used in the exploitation phase to adapt the system and make
the navigation more comfortable for new users.

3 Database

In this work we have used a database from The Internet Traffic Archive [8] con-
cretely NASA-HTTP (National Aeronautics and Space Administration) database
[13,14]. The data contained in this database belongs to web server logs of user
requests. The server was located at NASA Kennedy Space Center in Florida and
logs were collected during two periods of time. The first set of logs was collected
from 00:00:00 July 1, 1995 until 23:59:59 July 31, 1995, a total of 31 days. The
second log was collected from 00:00:00 August 1, 1995 until 23:59:59 August
31, 1995, a total of other 31 days. The complete database contains 3,461,612
requests. The contained information is similar to the standardized text file for-
mat, i.e. Common Log Format which is the minimum information saved on a
web server. Therefore, the system proposed in this work will use the minimal
possible amount of information and, as a consequence, it will be applicable to
the information collected in any web server.

4 Proposed System

Since we used NASA-HTTP database [13,14] the data acquisition phase has not
been part of our work. We have designed the system starting from the data
preprocessing step up to the exploitation phase.

4.1 Data Preprocessing

We preprocessed the log files to obtain information from different users and
sessions. Before identifying user sessions, we filtered erroneous requests, image
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requests, etc. that have not relationship with HTML pages since they could have
been automatically generated by the server. As a consequence, the only requests
we took into account for experimentation are the ones related to user clicks. In
order to make this information more homogeneous we represented accesses to
the same page with the same character sequence even if they were accessing to
different zones of the page.

We performed the user identification based on IP addresses and we used an
heuristic to identify sessions within a users’ activity: we fixed the expire time
of each session to 30 minutes [11]. Once the users and their activity layer were
identified, we selected the most relevant sessions; the ones with higher level of
activity. We selected the ones that had 6 or more clicks. After applying the whole
data pre-processing process to NASA-HTTP database, the size of the database
was reduced to 347,731 HTML requests and 31,853 sessions composed of at least
6 clicks.

This information could be processed and behavioral patterns extracted to
obtain a vector representation be used in a machine learning algorithm. However,
we propose to represent the information corresponding to each of the sessions as
a sequence of clicks preformed in different URLs. Note that this representation
focuses on the visited URLs and the order of these visits.

We further added a generalization step to this representation because our
aim is to identify general navigation patterns, and having too specific paths in
the used data, will make complicated to draw conclusions from the output of
machine learning algorithms. The aim of the generalization step and to represent
the URLs with a higher level of abstraction. Experimentation in a previous work
with a smaller database showed this generalization to be efficient.

The generalization step consists on erasing a fraction of the segments from
the right side of the path to diminish their specificity. For each one of the visited
URLs, we obtained the length of the generalized URL based on next expression:

max {MinNSegment, α ∗ NSegments} (1)

Where NSegments represents the number of segments separated by ’/’ appear-
ing in the URL and α and MinNSegment are parameters that can be varied
depending on the structure of the site. MinNSegment represents the minimum
number of segments starting from the root an URL can have after the gener-
alization step whereas α represents the fraction of the URL that will be kept
in the generalized version. This generalization process will allow to work with
the general structure of the site avoiding the confusion that too specific zones
could generate. For the NASA database we instantiated MinNSegment = 3
and α = 0.5.

4.2 Pattern Discovery and Analysis

Most commercial tools perform statistical analysis over the collected data but
machine learning techniques are in general able to extract more knowledge from
data. In this context clustering techniques have shown to be adequate to discover
user profiles [15].



SAHN with SEP/COP and SPADE, to Build a General Web Navigation 417

We used clustering to group into the same segment users that show similar
navigation patterns and Edit Distance [7] as a metric to compare sequences.
In order to avoid the need for parameter setting some clustering algorithms
have, we used a well-known agglomerative hierarchical algorithm known as the
Sequential Agglomerative Hierarchical Non-overlapping algorithm (SAHN) [9]
combined with SEP/COP [6], a methodology we proposed in a previous work
to automatically obtain the best partition from a cluster hierarchy. Hierarchical
clustering algorithms provide a set of nested partitions called a cluster hierar-
chy. Since the hierarchy is usually too complex it is reduced to a single partition
by using cluster validity indexes. We showed that the classical method is of-
ten not useful and we proposed SEP (Search in the Extended Partition Set), a
new method that efficiently searches in an extended partition set. Furthermore,
we proposed a new cluster validity index, COP (index that satisfies Context-
independent Optimality and Partiality properties), since many of the commonly
used indexes cannot be used with SEP. Experiments performed with 30 syn-
thetic and 3 real datasets confirmed that SEP/COP is superior to the method
currently used and furthermore, it is less sensitive to noise. We could say that this
method is a self-regulated method, since it does not need any external parameter
to obtain the best partition. For this work, we implemented and adaptation of
COP index. COP index uses the average distance to the centroid to calculate
the inter-cluster distance. In this application, since we are working with URL
sequences, it is impossible to obtain the centroid of a cluster. As a consequence,
we modified COP so that the intra-cluster distance is calculated as the average
distance to the medoid. That is, the example with minimum average distance to
the rest of the examples in the cluster.

The outcome of the clustering process will be a set of groups of user sessions
that show similar behavior. But we intend to discover the associated navigation
patterns for each one of the discovered groups. That is, common click sequences
appearing among the sessions in a cluster. In this step we returned to the com-
plete URLs and used SPADE (Sequential PAttern Discoveryusing Equivalence
classes) [17], an efficient algorithm for mining frequent sequences, to extract the
most common click sequences of the cluster. The application of SPADE provides
for each cluster, a set of URLs that are likely to be visited for the sessions be-
longing to it. The number of the proposed URLs depends on parameters of the
SPADE algorithm such as minimum support or maximum allowed number of
sequences per cluster. The adequate value for the parameters depends on char-
acteristics of the clusters such as size, structure or compactness, etc. that will
vary from one to the other. There are different options to select the set of pro-
posed URLs for each of the groups, but the analysis of the best option is out
of the scope of this paper. As a consequence, we selected a fixed value for the
minimum support and used it for all the clusters. After several experiments we
decided 0.5 to be a good value.

The debate about the length of the proposed patterns stays open but in order
to make the evaluation easier, in this approach we have only worked with rules
of length one.
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4.3 Exploitation

This is the part that needs to be done in real time. Up to now, we have identified
groups of users navigating in similar areas and the URLs that are most likely to
be visited, or most common paths, for each of the groups. When new users are
navigating in the web site, the distance of their click sequence (single linkage,
average linkage, distance to the medoid ... based on Edit distance [7]) to the
clusters generated in the previous phase can be calculated. This can be done
taking into account generalized URLs in the clusters and test examples, or going
back to the original URLs. Our hypothesis is that the navigation pattern of that
user will be similar to the navigation patterns grouped in its nearest cluster.
Based on the most representative patterns obtained in that concrete cluster, the
most interesting links can be proposed or outlined to the new user.

5 Experimental Results and Analysis

In order to evaluate the performance of the whole process, we divided the NASA
database in two parts. One for training or generating the model, that is, for
generating the clusters and extracting rules and another one for testing, that is,
for evaluating to what extent the predictions made by the system would come
along with the navigation performed in those sessions. Simulating a real situation
we based the division of the database in temporal criteria: we used the oldest
examples (66% of the database, 21,235 user sessions) for training and the latest
ones (33%, 10,618 user sessions), for testing. In the training database, the total
number of requests is 235,771 and the average number of clicks per session 11,1.
The test database seems to have similar characteristics. Although it is smaller,
the total number of requests is 111,960, the average number of clicks per session
is similar to the one in the training sample: 10,5.

We applied the combination of SHAN and the modified SEP/COP to the
training data so that the sessions with similar navigation characteristics are
clustered into the same group. The outcome of the process contains 2,818 clusters
where 726 clusters contain just a single session and 638 clusters have just two
sessions. From this outcome we can conclude that some of the sessions belong to
users with odd behavior and they have not been grouped with any other session.
As the navigation patterns of these users do not seem to be very common, in
order to build a system with smaller computational cost, we have desistimated
them . We explored the behavior of the system using different values as minimum
number of examples per cluster. Concretely, we experimented with 3, 5, 10, 20,
30, 40 and 50.

After the clustering process, we applied SPADE to generate the profile of each
group of users. These profiles will be compared to the URLs in the test examples
to evaluate the performance of the system.

To validate the system, we computed distances to find the most similar group
for each of the test examples. We computed the distances for generalized URLs
and for not generalized URLs and compared the results achieved with both
versions. We performed this comparison taking into account the 0-day problem.
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That is, although in the used database we have the complete navigation sequence
of the test sessions, in real executions, when a user starts navigating, only its
first few clicks will be available to be used for deciding the corresponding profile,
and proposing new links according to it. We have simulated the real situation
using 10%, 25% and 50% of the user navigation sequence, in order to select the
nearest cluster or profile.

As a first approach, we obtained an upper bound performing the experiments
for the complete test sequences (100 %) and a more realistic approach, perform-
ing the experiments with 50% of the URLs appearing in each test sequence (50
%) (see Table 1). For each one of the options proposed in previous paragraphs,
each test example and its nearest group of sessions, we used two points of view
to evaluate the performance (see Table 1):

Table 1. Average performance of the prediction systems using the whole test sequences
(100%) and 50% of each test sequence (50%) with and without generalization

MinClusterSize 3 5 10 20 30 40 50
#clusters 1454 847 359 156 89 57 45

1
0
0
.0

0
%

Generalization
precision 66.5 69.8 73.8 71.5 70.3 69.8 69.2

recall 29.7 28.5 27.4 25.2 23.2 22.4 22.2
%users touched 92.2 92.7 92.7 90.5 88.2 87.5 86.5

F-measure 53.29 54.12 55.13 52.29 50.0 49.04 48.62
No Generalization

precision 71.1 74.1 75.1 72.4 71.1 69.2 68.1
recall 35.9 34.8 32.2 29.1 26.4 25.0 24.8

%users touched 93.4 97.5 98.9 97.4 96.2 95.2 94.0
F-measure 59.44 60.45 59.30 55.80 53.11 51.12 50.47

5
0
.0

0
%

Generalization
precision 63.3 69.3 71.3 68.7 65.3 64.1 64.1

recall 26.7 25.9 24.5 22.7 20.9 20.0 20.1
%users touched 96.5 90.1 89.4 90.0 87.4 86.2 84.8

F-measure 49.68 51.90 51.59 48.89 45.83 44.48 44.58
No Generalization

precision 66.5 69.8 70.5 68.8 67.5 65.8 64.6
recall 33.3 31.4 28.6 25.6 23.5 22.4 22.2

%users touched 96.4 98.3 98.0 95.5 93.9 92.6 91.2
F-measure 55.44 56.08 54.52 51.44 49.11 47.42 46.74

– We computed statistics based on results for each one of the new users. We
compared the number of proposed links that are really used in the test exam-
ples (hits) and the number of proposals that are not used (misses) and calcu-
lated precision (precision), recall (recall) and F0.5-measure (F-measure). An
ideal system would maintain precision and recall as high as possible. But in
this kind of systems, since we can not expect to guess the whole navigation
path of new users, it will be more important a high precision. This is why
we used F0.5-measure to evaluate results.
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– We counted the percentage of test examples that used at least one of the
URLs proposed by the system (% users touched). That is, the percentage of
users that would get some kind of satisfaction.

The first two rows in Table 1 summarize the general characteristics of the gen-
erated clusters: minimum number of examples per cluster (MinClusterSize) and
the amount of generated clusters (#clusters). The rest of the rows summarize
the results for the different options mentioned in previous paragraphs.

The first conclusion we can draw from this table is that even if the values of
the measured parameters vary depending on the selected option, all of them are
able to predict a certain percentage the links a new user will be visiting. As a
consequence, we could claim that we designed a general system able to predict
some of the links that a new user in the web will probably be using.

Analyzing all the results it seems that the option where the most similar group
to the test example is found without generalization works better in every case
and from the two points of view: F0.5-measure and number of users touched.
This makes us think that for the prediction phase, the especifity of the accesed
links is an important aspect.

Moreover, it seems that in the structure captured by the combination of SAHN
and the modified SEP/COP, up to a point, not only large clusters are signifficant.
Because, if we ignore them, for example, if we ignore the ones with less than 30
examples, the system performance worsens. Nevertheless, it is not clear which
is the best minimum size for the generated clusters. Independently of the used
criteria, F0.5-measure or number of users touched, it could be either 5 or 10
depending on the rest of parameters because the difference between the two
options is small.

Table 2. Average performance of the prediction systems with minimum cluster size of
5 and 10 and without generalization when tackling the 0-day problem

UsedPercentage 10% 25% 50% 100%

MinClusterSize10

precision 59.2 65.6 70.5 75.1
recall 22.0 25.7 28.6 32.2

%users touched 94.9 97.4 98.0 98.9
F-measure 44.24 50.06 54.55 59.30

MinClusterSize5

precision 49.0 63.7 69.8 74.1
recall 23.4 27.8 31.4 34.8

%users touched 96.3 98.2 98.3 97.5
F-measure 40.20 50.63 56.08 60.45

Finally, if we center the analysis in the 0-day problem, we realize that although
the quality of results decreases when we use 50% of the URLs in each test
sequence, the results are still good in this last case, obtaining precision values
up to 71.3% and being at least one of the proposed URLs useful for up to 98.3%
of the test examples. As we mentioned before, we went further in this analysis
and evaluated how the system works when just 10% or 25% of the URLs in each
test sequence is used to select the corresponding group. We show results of the
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complete evolution fixing the rest of the parameters to: without generalization
and minimum cluster sizes of 10 and 5 in Table 2.

If we analyze Table 2 we can observe that, although as it could logically be
expected, the quality of the results decreases as we make the prediction at an
earlier stage, results achieved with predictions made at very early stages (10%)
are still good obtaining precision values up to 59.2% and being at least one of
the proposed URLs useful for up to 96.3% of the test examples. So we could say
that the proposed system is definitely able to tackle the 0-day problem.

6 Conclusions and Further Work

We designed a system that identifies different user profiles, and makes navigation
proposals to new users using just server log information and machine learning
techniques. This work has been done for, NASA-HTTP database [13][14], but
could be extended to any other environment. We preprocessed the data to iden-
tify users and sessions on the one hand, and prepared it so that it could be used
with machine learning algorithms. We divided the database in two parts one for
training and the other one for testing. We then proposed a generalization step
with and applied clustering to the training data to discover groups of users with
similar interests or navigation patterns. We used the self-regulated system com-
posed by SAHN and SEP/COP, and proposed an adaptation to COP so that
it can be used with sequences. We then used SPADE algorithm to discover the
patterns associated to each of the clusters so the links that will be proposed to
new users. We evaluated different configurations of the system and we also took
into account the 0-day problem.

The validation results showed that the discovered patterns made sense and
that they could be used to ease the navigation of future users by proposing or
underlying links that they will probably use even if the prediction is made at
very early stages of their navigation (10%). The best results were achieved when
the nearest group is selected without generalization and limiting the minimum
amount of examples of each cluster to 10 or 5. So, we could conclude that we
have been able to design a generic system that. based only in web server log
information, is able to propose adaptations to make easier and more efficient the
navigation of new users. Since at this point we haven’t used any domain specific
information, this system would be useful for any web site collecting server log
information.

In the future, this work could be improved in many senses. On the one hand
it would be possible to use web structure information and content information
of the selected web page for improving the results of the system. The outcome of
this work could be applied to newer databases and it will be of great help when
trying to adapt the Web to users with special needs. In that case, we will need
to extract some more features from the database that will give us information
about physical or cognitive characteristics of the users.
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E.T.S.I. Informática y de Telecomunicación, CITIC – UGR,
Universidad de Granada, 18071, Granada, Spain

{jmfluna@decsai,jhg}@decsai.ugr.es

Abstract. In this paper a new proposal for memory-based Collaborative
Filtering algorithms is presented. In order to compute its recommenda-
tions, a first step in memory-based methods is to find the neighborhood
for the active user. Typically, this process is carried out by consider-
ing a vector-based similarity measure over the users’ ratings. This paper
presents a new similarity criteria between users that could be used to
both neighborhood selection and prediction processes. This criteria is
based on the idea that if a user was good predicting the past ratings
for the active user, then his/her predictions will be also valid in the fu-
ture. Thus, instead of considering a vector-based measure between given
ratings, this paper shows that it is possible to consider a distance be-
tween the real ratings (given by the active user in the past) and the ones
predicted by a candidate neighbor. This distance measures the quality
of each candidate neighbor at predicting the past ratings. The best-N
predictors will be selected as the neighborhood.

Keywords: Filtering and Recommending, Collaborative Filtering.

1 Introduction

Recommender Systems (RSs) tries to help users either to find what they are
explicitly looking for or what they would find useful from a vast amounts of
information. There are a large number of RSs currently in Internet sites as, for
example, Amazon, Netflix or Jester, that demonstrates the increasing interest in
this technology for reducing information overload. In few words, these systems
suggest items to the user (according to his/her context) [6, 13], representing a
step ahead in the context of traditional Information Retrieval.

The main task normally associated to RSs is rating prediction, i.e. the RS
estimates how the user would rate a given item. Traditionally, in RSs there
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exists a number m of items or products I = {I1, I2, ...., Im}, a group of n users,
U = {U1, U2, ..., Un} and for each user, that can be denoted by U or V, a set of
ratings for those observed items in I, being ru,i the rating given by user U to
the item I. Usually, these ratings are given using a value from a set S of possible
ratings (for instance, S = {1,...,5} or S = {like, dislike}).

On the one hand, we want to highlight the active user, Ua or A, which is
the one that is interacting with the system, and on the other hand, we also
highlight an item It, the target item, that will be the one for which we are making
predictions, denoted as r̂a,t. In order to perform the predictions, a RS needs a
model of the users’ preferences or tastes (user profile) which is usually learned
from how the user rates those observed items in the past. RSs are usually grouped
into two categories [1]: Content-based Recommenders make recommendations
based on the user preference model that combines the user’s ratings with content
description of the items. Collaborative filtering systems [13] use the ratings of
like-minded users to make recommendations for a given user.

Due to its good performance, there exists a great interest in collaborative
filtering (CF). According to [3], collaborative RSs can be grouped into memory-
based and model-based approaches. The first, also known as neighborhood-based
approaches, use the entire rating matrix to make recommendations, while model-
based algorithms predictions are made by building an explicit model of the user
preferences. Then, this model is used to predict the target ratings.

The idea behind neighborhood-based approaches is that if two users rated
similarly, then they can be used for prediction purposes. We want to note that
selecting the right users is important because they are the ones used to compute
the predictions. Many empiric studies and real-world systems in the literature
have employed traditional vector similarity measures (say Pearson’s correlation
in different formulations, cosine, Spearman’s Rank, etc. [8, 7, 14, 11, 2, 5, 16]).
These similarities measure the closeness between users’ ratings but, as it is well
known, they are not apt to completely characterize their relationship.

In this paper we shall explore a new neighborhood-based approach to perform
the recommendation process which is based on predictive criteria. Particularly,
and in order to find the neighborhood for the active user, we shall consider how
good is a candidate neighbor if he/she were used to predict the rating given
by the active user to his/her observed items, i.e. his/her past rating. So, in few
words, we shall consider predictive capability instead of rating similarities.

This paper is organized in the following way: the next section presents related
work on memory-based recommender systems. Then Section 3 presents the mo-
tivation of our approach. An empirical experimentation with MovieLens datasets
is presented in Section 4. Finally, Section 5 presents the concluding remarks.

2 Related Work: Neighborhood-Based Recommender
Systems

In order to compute the predictions, memory-based RS can be classified into:
user-based methods [8,15] that use an aggregation measure which considers the
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ratings given by similar users for the same item and item-based approaches [14,4],
taking into account the similarity between items (two items are similar if they
have been rated similarly) and the predictions are generated considering those
ratings given by the active user to similar items.

In this section we shall outline the works carried out by other authors when
considering an user-based approach. In this sense, three main tasks will be con-
sidered: firstly, how to determine the neighborhood and secondly how to aggre-
gate the ratings given by similar users to the target item.

2.1 Neighborhood Selection

In order to compute recommendation for the target item It, only the users that
have rated this item will take part in the neighborhood, the idea is to select the
best among them, denoted as Nt(a). Herlocker et. al. in [7], demonstrated that
it is better to set a fixed number of neighbors (in a range from 20 to 60) than
using a threshold on the similarity weights. The most common similarity metrics
in user-based RS [5] are:

– Pearson Correlation Coefficient (PC): This metric measures the degree of
association between the ratings patterns using a value between -1 and +1.

– Cosine Measure: This metric defines the similarity between two users as the
cosine angle between the rating vectors, with values between 0 and 1. A
larger value means that the similarity of the ratings increases.

– Mean Square Difference: This is a distance measure (but the inverse can be
considered as a similarity metric) which evaluates the distance between two
users as the average squared difference between the rating given by the user
to the same items.

Different empirical analysis have demonstrate that Pearson’s correlation obtains
better neighborhood [3,8,7,10]. Moreover, better performance is obtained when
devaluing the correlations that are based on small numbers of co-rated items, k:

sim(U, V ) = PC(U, V ) · CF, (1)

with CF = 1 if k > 50 and CF = k/50 otherwise.
Finally, the best-n neighbors having larger sim values are used.

2.2 Computing the Predictions

As we say in Section 1 and 3, the methods mentioned in the literature to compute
the predicted rating, r̂a,t, use the ratings given to It by the best-n neighbors.

A user-based rating prediction can be formalized as an aggregation of the rat-
ings that the different neighbors suggest to the target item, denoted by fA(V, t).
These suggestions are combined by weighting the contribution of each neighbor
by its similarity with respect to the active user (check [5] for a good review):

r̂a,t =
∑

V ∈Nt(a)sim(A, V )fA(V, t)∑
V ∈Nt(a)sim(A, V )

. (2)
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Different approaches can be considered in the literature which mainly differ on
how the neighbors’ suggestions are computed [7,10]. The selection of one of them
highly depends on the features of the rating matrix, R. We will present the three
main approaches:

1. Raw ratings. It is considered that users suggest his/her own rating given to
the target item, i.e. fA(V, t) = rv,t. Then,

r̂a,t =
∑

V ∈Nt(a)sim(A, V )rv,t∑
V ∈Nt(a)sim(A, V )

. (3)

2. Mean-centering suggestion. We are considering that users may use a different
rating scale to quantify the same level of preferences for an item. Therefore,
the suggestion is obtained by considering the difference between the rating
and the mean rating, i.e. fA(V, t) = r̄a + (rv,t − r̄v). So, we can obtain the
popular prediction approach in [7], i.e.

r̂a,t = r̄a +
∑

V ∈Nt(a)(rv,t − r̄v)sim(A, V )∑
V ∈Nt(a)sim(A, V )

. (4)

3. Z-score-based suggestion. Additionally to the difference in the rating scale,
this criterion also considers the variance in the individual rating scales. Thus,
the neighbors’ suggestions are computed by dividing the mean-centered rat-
ing by the standard deviation σ, i.e. fA(V, t) = r̄a +σa(rv,t − r̄v)/σv, So, the
predicted rating is computed using the following equation:

r̂a,t = r̄a + σa

∑
V ∈Nt(a)(rv,t − r̄v)/σv · sim(A, V )∑

V ∈Nt(a)sim(A, V )
. (5)

3 A New Metric for Selecting the Neighborhood

In order to illustrate our approach we shall consider the set of ratings in Table
1 with the objective of computing Ann’s prediction for the target item It, for
instance assume that It = I7.

Following [8,7], neighborhood-based methods, the first step to find the neigh-
borhood is to weight all users/items with respect to the selected similarity crite-
rion. Thus, considering the Pearson’ correlation (PC) coefficient, it can be found
that the three candidates have the same value of PC, i.e. PC(Ann, Sara) =
PC(Ann, John) = PC(Ann, Bill) = 1. So, we can not distinguish between
these candidate users.

As we have seen, in the prediction processes each candidate user suggests a
rating fA(V, t), which is combined to obtain the final prediction, see eq. 2. Thus,
independently of the criterion used to compute fA(U, t), each user (Sara, John
or Bill) will suggest a different rating. For instance, if fA(V, t) = r̄a + (rv,t − r̄v)
we have that f(Sara, It) = 2.42, f(John, It) = 3.21 and f(Bill, It) = 5.47.

The problem that arises is: Which is the best prediction?, or in other words,
Which user may help us to make better predictions?. In this paper we are going
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Table 1. Measuring user similarities. The objective is to provide Ann’s prediction for
a target item It.

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 . . . I18
Sara 5 4 5 3 3 3 2 2 2 2 2 2 . . . 2
John 4 3 4 2 2 1 2 1 1 1 1 1 . . . 1
Bill 3 2 3 1 1 1 5 1 3 3 3 3 . . . 3

Ann 4 3 4 2 2 ?

to explore this situation from a new perspective: as an alternative to measure
the similarities between users.

Focusing on this objective, the idea will be to measure the capability of each
user to predict Ann’s past ratings. In this case, using the data in Table 1, we can
focus on item I1 which was rated with 4 by Ann. We might wonder how it might
rate Sara’s suggestion for this particular item. Thus, using fAnn(Sara, I1) =
r̄Ann + (rSara,I1 − r̄Sara) we have that the expected prediction is f(Sara, I1) =
3 + (5− 2.58) = 5.42. Similarly, using John’s suggestions, fAnn(John, I1) = 5.21
and using Bill’s suggestion we might expect the rating fAnn(Bill, I1) = 3.47. So,
the closer suggestion with respect to the real rating is the one given by Bill. This
idea will be the basis of a new metric to measure the quality of a neighbor.

Our hypothesis is that if a user U was good at predicting the active user’s
past ratings, then his/her prediction for an unobserved item will also be good.
Note that the key aspect in this approach is that we shall consider the rating’s
predictions instead of the raw ratings. Therefore, we shall have, on the one hand,
the ratings given by the active user, RA = {ra,1, ..., ra,m}, to his/her m rated
items and, on the other hand, the ratings that will be suggested (predicted) for
each item by the user U, denoted as F̂A(U) = {r̂a,1, ..., r̂a,m}.

In order to determine the quality of the predictions, which measures in some
sense the predictive capability of a user, we have to consider if the predicted
ratings, F̂A(U), and the original ones, RA, are similar in absolute terms. In
this paper, we propose the use of a loss function to measure the magnitude of
difference between the two ratings, L(ra,i, r̂a,i), representing the cost incurred
between the true rating ra,i and user U predicted rating r̂a,i. Particularly, we
shall consider the average absolute deviation between a predicted rating, r̂a,i,
and the user’s true rating, ra,i:

L(ra,i, r̂a,i) = abs(ra,i − r̂a,i). (6)

We would like to note that it is not possible to use Pearson Correlation or Cosine
measures for this purpose, although they both measure the closeness between
ratings but, as it is well known, high correlations with the predictions does not
necessarily imply having good predictions. For instance, we can imagine the
situation where the prediction is r + k with correlation equals to one, but the
performance worsened with k.

Therefore, the predictive capability of a user can be measured by considering
the expected loss over the active user’s past ratings. Note that similarly to those
vector based approaches, the expected loss will be computed taking into account
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the common ratings, i.e. those ratings in RA ∩RU , being R• the subset of items
rated by the user, i.e.

EL(A, U) =

∑
i∈RA∩RU

L(ra,i, r̂a,i(u))
|RA ∩ RU | . (7)

Since we are considering a memory-based approach for recommending a rating
for the target item, It, we have to compute the EL(A,U) for those users, U, who
rated the target item It, i.e. U such that ru,t ∈ RU . These users will be ranked
in increasing order of their expected loss and the top N will be selected as the
active user’s neighbors. Then, their suggested ratings will be combined in such
a way that the best predictors will have a greater weight in the combination. To
conclude, the algorithm in Table 2 summarizes our recommendation model.

Table 2. Based-Correlation Predictive Model

Inputs: A active user, Ik target item
Output: ra predicted rating

1. Neighbors Selection
1.1 For each U who rated the target item It

1.1.1 Compute the EL(A,U),

EL(A,U) =
∑

i∈RA∩RU
L(ra,i,r̂a,i(u))

|RA∩RU |
1.2 Rank the users and select the best-N neighbors, i.e. those with lower E.L

2. Predictive Process
2.1 Compute a rating ra,t according to

r̂a,t =
∑

V ∈Nt(a)EL(A,V )fA(V,t)∑
V ∈Nt(a)EL(A,V )

.

From the efficiency perspective we have to say that our approach is equivalent
to vector-based measures since the predictions can be computed in constant time,
assuming that some statistics as the user mean rating or the standard deviation
have been previously computed.

4 Evaluation of the Recommender Model

This section establishes the evaluation settings and also presents the experimen-
tal results for the performance of the model.

4.1 Data Set and Experimental Methodology

In terms of the test data set, we have decided to use MovieLens [12]. It was
collected by the GroupLens Research Project at the University of Minnesota
and contains 100,000 anonymous ratings (on a scale of 1 to 5) of approximately
1,682 movies made by 943 MovieLens users who joined MovieLens during the
seven-month period from September 19th, 1997 through April 22nd, 1998.
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The objective of our experimentation is to measure the capability of the sys-
tem at predicting the interest of the user for an unobserved item, i.e. we shall con-
sider the task of rating prediction. In order to validate our model, and similarly
to most machine learning evaluation methodologies, we shall randomly divide
our data sets into training (containing 80% of the ratings) and test set (con-
taining 20%). To reduce variability on the results, we run 5-fold cross-validation
over different partitions. The results presented in this experimentation are the
average values obtained over the five rounds.

In order to test the performance of our models, we shall measure how well the
system predicts the user’s true ratings or preferences, i.e. the system accuracy.
Following [9], we propose to use three different evaluation metrics Hamming,
MAE and RMSE which basically differs in the loss associated to each error.
Thus, the first one measures the number of correct predictions obtained, the
second one considers the Mean Absolute Error and the last one the Root Mean
Squared Error, RMSE, which squares the errors before they are averaged, given
a relatively high weight to large errors. This metric is most useful when large
errors are particularly undesirable. In order to obtain the error in the same
magnitude as the ratings, the root of the expected loss is computed.

Finally, we want to say that two different alternatives have been studied to
select the neighborhood: the first one requires that in order to do the recommen-
dations, the candidate users must have at least ten past ratings in common with
the active user and, the second one, where this restriction is relaxed, requiring
only one item in common.

4.2 Experimental Results

In order to illustrate the performance of our model we shall consider two different
alternatives to learn the neighborhood, the one proposed in [7] as baseline (BL),
where the best neighbors are obtained using Pearson Correlation and the one
where the neighbors are selected using the EL over predicted ratings (eq. 7). Also,
to compute the rating prediction we shall consider the raw rating (eq. 3) (Raw)
and the normalized rating suggestions using the mean centering (eq. 4) (NormR),
the last has been proved to give good results. Note that the combination BL-
NormR is the model proposed in [7] which remains as state-of-art model in
memory-based collaborative filtering [10, 5].

Finally, and related to the size of the neighborhood, we have opted to consider
a fixed number of neighbors. Particularly, we have used the best 5, 10, 20, 30
and 50 users.

Tables 3 and 4 show the performance of our metric when requiring 10 and
1 past ratings in common, respectively. In this sense, we have used a weight to
devalue similarities that are based on a small numbers of co-rated items, as the
CF presented in equation 1. We highlight in boldface the best result for each
experiment.

Several conclusions can be drawn from these results: Firstly, the best results
have been obtained in all the experiment when considering the mean-centering
based suggestions. Secondly, the size of the neighborhood has a significant impact
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Table 3. Performance metrics with at least 10 common ratings

RMSE

Neighbors Raw NormR BL-Raw BL-NormR

5 1,16749 1,10231 1,15479 1,09998

10 1,12701 1,06270 1,12668 1,07184

20 1,10176 1,04229 1,11382 1,05874

30 1,09458 1,03753 1,11124 1,05751

50 1,09143 1,03450 1,11319 1,05750

Hamming

5 0,64772 0,61792 0,62930 0,61414

10 0,63413 0,6044 0,62051 0,60283

20 0,62888 0,59439 0,61876 0,59550

30 0,62726 0,59267 0,61938 0,59460

50 0,62711 0,59155 0,62199 0,59384

MAE

5 0,85872 0,79544 0,82851 0,78397

10 0,82223 0,76066 0,8042 0,75786

20 0,80297 0,74062 0,79519 0,74457

30 0,79731 0,73661 0,79402 0,74301

50 0,79531 0,73391 0,79745 0,74218

Table 4. Performance metrics with at least 1 common rating

RMSE

Neighbors Raw NormR BL-Raw BL-NormR

5 1,14236 1,08232 1,12510 1,07305

10 1,09832 1,03733 1,08319 1,03235

20 1,07205 1,01638 1,06364 1,01324

30 1,06560 1,01160 1,05865 1,00746

50 1,06347 1,00865 1,05650 1,00402

Hamming

5 0,6464 0,61836 0,63809 0,6237

10 0,63113 0,60448 0,62742 0,60901

20 0,62683 0,59466 0,62173 0,60051

30 0,62666 0,59285 0,62097 0,59622

50 0,62654 0,5915 0,62164 0,59464

MAE

5 0,84489 0,78695 0,82666 0,78524

10 0,80550 0,74912 0,79271 0,74995

20 0,78668 0,72933 0,77678 0,73208

30 0,78248 0,72501 0,77317 0,72543

50 0,7810 0,72204 0,77277 0,72203

on the quality of the results. The accuracy measures improve as we increase the
neighborhood size from 5 to 50. These differences are statistically significant
using the paired Wilcoxon test. Finally, it seems that requiring only one past
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item in common allows us to obtain better neighborhood with both approaches.
This demonstrate that in order to be a good neighbor it is not necessary to share
many common movies with the active user. Although this is true, in the case of
Hamming distance the differences are not significant.

As a global conclusion we can say that our criteria to select the neighborhood
is competitive with the standard Pearson Correlation criteria in terms of both
efficiency and efficacy (there is no statistical significance between the best re-
sults in Table 4, using the paired Wilcoxon test). We obtain similar results, but
with a different neighborhood. This fact confirms our hypotheses that measuring
the predictive capability might be helpful for predictive purposes. We want to
say that this is a preliminary experimentation, so there exists room for further
improvements.

5 Conclusions and Future Work

In this paper, we show the feasibility of building a memory based CF system that
considers those users having greater impact in the (past) ratings of the active
user. The performance is improved by taking into consideration how these users
influence in the ratings of items similar to the target one.

As future work we plan to study the use of trust measures in order to increment
the performance. Also, more experiments will be conducted with other collections
in order to test the variability of the results with datasets presenting different
features.
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Abstract. Recommender systems are highly sensitive to cases of false-
positives, that is, recommendations made which have proved not to be relevant. 
These situations often lead to a loss of trust in the system by the users; 
therefore, every improvement in the recommendation quality measures is 
important. Recommender systems which admit an extensive set of values in the 
votes (usually those which admit more than 5 stars to rate an item) cannot be 
assessed adequately using precision as a recommendation quality measure; this 
is due to the fact that the division of the possible values of the votes into just 
two sets, relevant (true-positive) and not-relevant (false-positive), proves to be 
too poor and involves the accumulation of values in the not-relevant set. In 
order to establish a balanced quality measure it is necessary to have access to 
detailed information on how the cases of false-positives are distributed. This 
paper provides the mathematical formalism which defines the precision quality 
measure in recommender systems and its generalization to extended-precision.  

Keywords: Precision, quality measure, recommender systems, collaborative 
filtering. 

1   Introduction 

In recent years, Recommender Systems (RS) have played an important role in 
reducing the negative impact of information overload on those websites where users 
have the possibility of voting for their preferences on a series of articles or services. 
Movie recommendation websites are probably the most well-known cases to users 
and are without a doubt the most well studied by researchers [1-3], although there are 
many other fields in which RS have great and increasing importance, such as e-
commerce [4] and e-learning [5,6].  

RS make it possible for each user who uses the system to obtain the most relevant 
information in a personalised way. Conceptually, the way they work is very simple; a 
filtration process is performed for items using one of the following models: 

• Content-based filtering [7,2] base the recommendations made to a user on the 
choices this user has made in the past (e.g. in a web-based e-commerce RS, if 
the user purchased some fiction films in the past, the RS will probably 
recommend a recent fiction film that he has not yet purchased on this 
website). 
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• Demographic filtering [8] based RS are based on the principle that 
individuals with certain common personal attributes (sex, age, country, etc.) 
will also have common preferences. 

• Collaborative Filtering (CF) based RS [9,10] allow users to give ratings 
about a set of elements (e.g. videos, songs, films, etc. in a CF based website), 
in such a way that when enough information is stored on the system we can 
make recommendations to each user based on information provided by those 
users we consider to have the most in common with them. 

• The RS hybrid user models [11-13] commonly use a combination of CF with 
demographic filtering or CF with content based filtering, to exploit merits of 
each one of these techniques. 

Currently, Collaborative Filtering (CF) is the most commonly used and studied 
technology [9,10]. CF RS are based on the way in which humans have made decisions 
throughout history: besides on our own experiences, we also base our decisions on the 
experiences and knowledge that reach each of us from a relatively large group of 
acquaintances. We take this set of knowledge and we assess it “in a critical way”, to 
obtain the decision that we consider most appropriate in order to achieve a purpose. A 
key factor in the quality of the recommendations obtained in a CF based RS lies in its 
capacity to determine which users have the most in common (are the most similar) to 
a given user. A series of algorithms [14] and metrics [9,15,16,17,18] of similarity 
between users are currently available which enable this important function to be 
performed in the CF core of this type of RS. 

Up to now, several publications have been written dealing with the way in which 
the RS are evaluated. Among the most significant we consider [10], which reviews 
the key decisions in evaluating CF RS: the user tasks, the type of analysis and datasets 
being used, the ways in which prediction quality is measured and the user-based 
evaluation of the system as a whole. The paper [19] is a current study which proposes 
a recommendation filtering process based on the distinction between interactive and 
non-interactive subsystems. There are also general publications and reviews including 
the most commonly accepted metrics, aggregation approaches and evaluation 
measures: mean absolute error, coverage, precision, recall and derivatives of these: 
mean squared error, normalized mean absolute error, ROC and fallout; [20] focuses 
on the aspects not related to the evaluation, [21] compare the predictive accuracy of 
various methods in a set of representative problem domains. [22, 23] review the main 
CF methods proposed in the literature. 

The rest of the paper is divided into sections ordered according to the level of 
abstraction of the concepts they cover. Each numerical value on the list indicates its 
corresponding section number. 

2. Motivation: why it is important the proposed extended-precision? 
3. Extended precision concept details. 
4. Mathematical formalism defining the proposed extended precision and the 

necessary collaborative filtering equations on which this quality measure is 
applied.  

5. Design of the experiments with which to test the extended precision. The 
database FilmAffinity is used. 
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6. Graphical results complemented with the explanations on the behavior of 
each experiment. 

7. Most relevant conclusions obtained and related work. 

2   Motivation 

The precision measure is important in the field of information retrieval; precision is 
the fraction of the documents retrieved that are relevant to the user's information need. 
In the field of RS the precision means the proportion of the recommendations made 
proven to be relevant: that is, the number of true-positives as regards the total set of 
recommendations made. 

In short, the purpose in the CF stage of a RS deals with trying to maximize the 
number of relevant recommendations (and therefore, the precision), whilst trying to 
minimize the number of non-relevant recommendations. Both objectives are 
important to ensure that the RS is both useful and, at the same time, its users trust its 
results (recommendations). 

The quality measures with which the RS are put to the test can be divided into: 

• Prediction quality measures: accuracy, percentage of perfect predictions and 
coverage. 

• Recommendation quality measures: precision, recall, fall-out, specificity, etc. 

Of these measures, accuracy is almost definitely the most widely studied, by 
calculating the Mean Absolute Error (MAE), and precision (usually combined with 
recall) is the one which best indicates the integrity of the recommendations. 

Despite the importance of precision as a recommendation quality measure in RS, 
no specific variation of it is used that would enable us to highlight the proportion of 
non-relevant recommendations. This situation is most likely due to the fact that most 
of the RS in operation have a possible range of votes in the interval {1,...,5}, and 
therefore, only the “relevant” and “not-relevant” categorizations are used; this way, 
the precision indicates the proportion of relevant recommendations and the value (1-
precision) indicates the proportion of non-relevant recommendations.  

Not all RS have a possible range of 5 or less values in the votes, and therefore, 
many situations exist in which it would be very useful to have access to detailed 
information on how the cases of false-positives are distributed, which would be 
grouped in the imprecise value (1-precision). By way of example, in an RS in which 
votes can be cast in the range {1,...,10}, we can establish as relevant values {8,9,10}, 
and after processing the database we can determine that the precision is 0.6 for N=20 
(Number of recommendations). At this point, the question arises as to how the 
remaining (1-0.6) is distributed, as it would be very acceptable for the 8 cases of 
false-positives to have value 7 (7 stars) and very unacceptable for the 8 cases to have 
values 1 or 2. 

3   Extended Precision 

The precision in RS is calculated based on the confusion matrix specified in Table 1, 
obtaining the following proportion: 
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precision = #TruePositive

#TruePositive + # FalsePositive
= #TruePositive

#
= #TruePositive

N
 

Recommended
 

Table 1. Confusion matrix 

 Relevant Not relevant 
Recommended True-positive False-positive 
Not recommended False-negative True-negative 

The precision formulated in this way refers to the capacity to obtain relevant 
recommendations regarding the total number of recommendations made (N). This 
value could be formulated as follows: 

precisionrelevant =
#True positives

N
 

This way, we could determine the precision value of the false-positive cases as: 

precisionnot relevant = # FalsePositive

N
= 1− precisionrelevant

 

In these situations, there is no sense establishing as independent objectives an increase 
in the precisonrelevant and a reduction in the precisionnot relevant, as an inverse linear 
relationship exists between the two, and therefore, only one of them is ever calculated 
(precisonrelevant). 

In RS in which there is a wide number of possible values of votes, Table 1 can be 
extended with new values of relevance for the votes, as shown, by way of example, in 
Table 2. In this case, we could have established the following sets: 
veryrelevant = 9,10{ },r e levant = 7,8{ }, slightlyrelevant = 5,6{ },not relevant = 1,2,3,4{ } 

Table 2. Extended confusion matrix 

 Very relevant Relevant Slightly relevant Not relevant 
Recommended True-positive False-positives 
Not recommended False-negative True-negatives 

As precisionnot relevant ≠ 1− precisionrelevant
, it is appropriated to distinguish between 

each different case into which the false-positives and the true-positive case are 
grouped: 

precisionvery relevant = #Veryrelevants

N
, precisionrelevant = # Relevants

N
,

precisionslightly relevant =
# Slightlyrelevants

N
, precisionnot relevant =

# Not relevants

N

 



 Extended Precision Quality Measure for Recommender Systems 437 

We will now be capable of observing the integrity of the recommendations made 
by analyzing the values of each of the groups established; this information can be 
combined with the limit requirements that we establish in our RS (e.g. minimum 
value accepted in precisionvery relevant and maximum value accepted in precisionnot 

relevant). 
By using the traditional precision measure, the quality determination approach is 

restricted to: a) establishing a number of recommendations (N), b) calculating the 
precision value, and c) deciding whether that value exceeds the quality threshold set 
for the RS. Using extended precision, it is possible to establish varied quality 
conditions which adapt to the specific minimum quality requirements that we wish to 
set in the RS.  

By way of example, we can establish the following quality conditions: 

1. Precision Quality = N>20 AND N<40 AND Precisionvery relevant>0.3 AND 
Precisionrelevant>0.48 AND Precisionnot relevant<0.2 

2. N = Precisionvery relevant>0.3 AND Precisionrelevant>0.48 AND Precisionnot relevant<0.2 

3. N = (Precisionvery relevant>0.3 OR Precisionrelevant>0.42) AND Precisionnot relevant<0.22 

In the first case we can see whether the condition is met, that is, whether there are any 
values in the set interval (N∈{20,...,40}) which meet the 3 quality requirements 
specified. In the second and third cases we obtain the ranges of values of N in which 
the condition is met. 

Using the extended-precision approach proposed, the use of a query language 
enables the administrators of the RS to establish quality conditions for the 
recommendations and to obtain ranges of numbers of possible recommendations to 
users, maintaining the quality conditions established. 

4   Formalization 

Given an RS with a database of q users and m items rated in the range [min..max], 
where the absence of ratings will be represented by the symbol •. 

Let U and I the sets of the RS users and items; ru ,i = v  the vote v of user u on 

item i. pu ,i = p  the value of the prediction p made to user u on item i. Ku  the set of 

K users (neighbors) similar to active user u. 
We define Xu  as the set of recommendations to user u, and Zu  as the set of N 

recommendations to user u. 
The following must be true:  

Xu ⊂ I ∧ ∀i ∈Xu ,ru,i = •, pu ,i ≠ •  ,                                                      (1) 

Zu ⊆ Xu , # Zu = N,∀x ∈Zu ,∀y ∈Xu : pu ,x ≥ pu,y                          (2) 

If we want to impose a minimum recommendation value:θ ∈Real numbers , we 
add pu,i ≥ θ  
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We will divide the set of possible votes on one item, except empty (V − •{ }) into 

g subsets Lj, Lj | j ∈ 1,...,g{ }{ }                                                                             (3) 

Where j is the indicator of relevance of the values of each subset Lj, in such as way 
that L1 will represent the votes with the least relevance and Lg will represent the votes 
with the most relevance. E.g.:  

V = v ∈Natural numbers |1 ≤ v ≤ 10{ }, g = 3, L1 = 1,2, 3{ }, L2 = 4,5,6, 7{ }, L3 = 8,9,10{ }
We will define the precision obtained for user u on the set of votes of relevance j  

as tu
j , and the total precision obtained in the RS on the set of votes of relevance j 

 as t j . 

tu
j =

# i ∈Zu | ru ,i ∈Lj{ }
N

, where: tu
j

j=1

g

 = 1 , t j = 1

#U
tu

j

u∈U
                     (4) 

5   Design of Experiments 

To carry out the experiments we used the FilmAffinity.com database, which, in the 
version used, consists of 26,447 users, 21,128 items, 19,126,278 ratings and a range 
of ratings from 1 to 10. We find the values of precision: very relevant, relevant, 
slightly relevant and not relevant, for a range of recommendations N∈{10,...,100}, 
K=180, 20% of test users, 20% of test items. 

The four experiments designed are composed of the sets shown in Table 3: 

Table 3. Experiments designed 

 Very 
relevant 

Relevant Slightly 
relevant 

Not 
relevant 

Experiment a {9,10} {7,8} {5,6} {1,2,3,4} 
Experiment b {8,9,10} {6,7} ∅ {1,2,3,4,5} 
Experiment c {9,10} {7,8} ∅ {1,2,3,4,5,6} 
Experiment d {10} {8,9} ∅ {1,2,3,4,5,6,7} 

The objective of these experiments is to find, in each case, the distribution of the 
four sets considered, in such a way that it shows the possibility of using a query 
language to establish quality conditions for the recommendations and to discover the 
most appropriate intervals for the parameter N (number of recommendations provided 
to each user). 

6   Results 

Figure 1 contains four graphs, each of which shows the results obtained in each of the 
experiments using the parameters listed in the previous section (Table 3). 
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Experiment a (Graph 1a) provides the usual values of true-positives which are 
obtained with FilmAffinity.com, where the default relevance threshold is θ=9. The 
distribution of false-positives in the 3 remaining sets (“relevant”, “slightly relevant” 
and “not relevant”) is interesting as it highlights the hypothesis of this paper: the 
quality of the recommendations not only depends on the true-positive values, but 
rather, it is highly conditioned by the distribution of the false-positives when the 
range of the set of possible votes is large.  

We can observe how the possibility of providing a higher or lower number of 
recommendations in the RS (x axis) is highly influenced by the rating we give to the 
quality of the set of “relevant” votes. If the rating is that followed by the traditional 
precision measure, we will only take into account the curve of the “very relevant” set 
and, therefore, the quality values are sharply reduced as the value of N increases. If on 
the other hand, we sufficiently rate the “relevant” recommendations, the quality 
values are slightly reduced as the value of N increases. 

In Experiment a we can establish a specific recommendation quality condition, 
such as: 

N = (Precisionvery relevant>=0.3 OR Precisionrelevant>=0.48) AND Precisionslightly relevant<=0.2  
…or fuzzy condition, such as: 
N = (NotLow(Precisionvery relevant) OR Medium(Precisionrelevant)) AND Low(Precisionslightly 

relevant)  

 

Fig. 1. Results of the experiments a, b, c & d. database: FilmAffinity, N∈{10,...,100}, K=180, 
20% of test users, 20% of test items 

Experiment c (Graph 1c) is a simplification of experiment a, where the set of values 
“slightly relevant” are transferred to the “not relevant” set. Although we lose flexibility 
when defining the quality conditions, we gain clarity in the outline, which is now more 
straightforward: the adequate level of quality is indicated by the “very relevant” set, the 
inadequate level of quality is indicated by “not relevant” and the modulation of the 
desired level of quality is essentially established with the “relevant” set.  
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By establishing the following condition in Experiment c: 
N = Precisionvery relevant>=0.35 OR Precisionrelevant>=0.48  
We obtain an approximate range of the number of adequate recommendations: 

N∈{10,...,100}∪{5,...,45} 
In the same way, the query language would return the false value on evaluating the 

condition: 
(N=30 OR N>50) AND (Precisionvery relevant>=0.35 OR Precisionrelevant>=0.48) 
Together, Experiments b and d show the difference in the approaches for the use of 

the precision and extended-precision quality measures. The first case (Experiment b, 
Graph 1b) establishes a large number of values in the “very relevant” set, and 
therefore, the RS manager would probably assimilate the appreciation of quality of 
the RS to that provided by this set, where this is the outline used with the traditional 
precision measure.  

In the case of Experiment d (Graph 1d), the “very relevant” set only contains the 
highest value of the existing rating (the excellent value), making it possible for the 
“relevant” set to contain values 8 and 9, which are very good values, but not 
excellent. This way, the “relevant” set can be used as a base to decide the quality 
conditions or to discover the best values of N; we can also make the decision to 
subdivide the “relevant” set in 2, with the aim of being able to refine the conditions 
even further. 

As an example of the difference in possibilities between experiments b and d, the 
following condition provides a satisfactory range of values N in Experiment d, but not 
in b: 

select N where Precisionrelevant> Precisionnot relevant 
Another example that shows us the advantages of the proposed approach is the use 

in Experiment d of the following condition: 
N = (Precisionvery relevant>=0.1 OR Precisionrelevant>=0.4) AND Precisionnot 

relevant<0.4 
The final result is determined by the restriction of the last term (Precisionnot 

relevant<0.4), which provides us with information which we do not have when we use 
traditional precision as the recommendation quality measure, as in this case the “not 
relevant” set would be composed of the values 1 to 9. 

7   Conclusions and Future Works 

RS which admit an extensive set of values in the votes (usually those which admit 
more than 5 stars to rate an item) cannot be assessed adequately using precision as a 
recommendation quality measure. This is due to the fact that the division of the 
possible values of the votes into just two sets, relevant (true-positive) and not-relevant 
(false-positive), proves to be too poor and involves the accumulation of values in the 
not-relevant set. In order to establish a balanced quality measure it is necessary to 
have access to detailed information on how the cases of false-positives are distributed, 
which are grouped in the imprecise value 1-precision. 

The importance of the extended-precision proposed is determined because the 
users of the RS are highly sensitive to cases of false-positives, that is, 
recommendations made which have proved to be not relevant. These situations often 
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lead to a loss of trust in the system by the users; therefore, every improvement in the 
recommendation quality measures contributes to providing an increase in satisfaction 
of the users of the RS. 

This paper provides the mathematical formalism which defines the precision 
quality measure in RS and its generalization to extended-precision, it contributes the 
results of various experiments on a real RS database with 10 possible votes 
(FilmAffinity.com) and proposes the utilization of a query language, which the 
administrators of this type of RS will be able to use to improve the results of the 
recommendations. 

This paper could be extended following two independent lines: 

1. Introducing fuzzy logic in the definition and processing of the proposed 
query language. 

2. Determining a unified precision measure which weights, according to each 
RS administrator’s criteria, the results obtained with each of the sets 
established (very relevant, relevant,…), in such a way that a Graph can be 
obtained of the extended-precision of the RS for each value of N considered. 
A possible approach to define the administrators’ criteria would be, once 
again, fuzzy logic. 

Acknowledgments. Our acknowledgement to the FilmAffinity.com company. 
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Abstract. Virtual integration systems require a crawler to navigate
through web sites automatically, looking for relevant information. This
process is online, so whilst the system is looking for the required in-
formation, the user is waiting for a response. Therefore, downloading a
minimum number of irrelevant pages is mandatory to improve the crawler
efficiency. Most crawlers need to download a page to determine its rele-
vance, which results in a high number of irrelevant pages downloaded. In
this paper, we propose a classifier that helps crawlers to efficiently navi-
gate through web sites. This classifier is able to determine if a web page
is relevant by analysing exclusively its URL, minimising the number of
irrelevant pages downloaded, improving crawling efficiency and reducing
used bandwidth, making it suitable for virtual integration systems.

Keywords: Crawling, Web Page Classification, Virtual Integration.

1 Introduction

Virtual Integration aims at accessing web information in an automated manner,
retrieving information relevant to a user query from the Web. Automated access
to the Web requires a crawler, which is a tool able to navigate through web
sites automatically, looking for relevant information. Traditional crawlers visit
every link on every page, download their target, and check whether the page
contains relevant information. This means that, even when a page is irrelevant,
the crawler has to download it and check if it is relevant or not, which results in
a large number of irrelevant pages downloaded.

Note that the Virtual Integration process is online, which means that whilst
the system is looking for the required information, the user is waiting for a re-
sponse. Therefore, downloading a minimum number of irrelevant pages is manda-
tory to improve the crawler efficiency, which is a concern for several researchers
[9,15,26].

There are some techniques that improve traditional crawlers efficiency by
endowing the crawler with classification skills. For example, focused crawlers
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find pages belonging to one or more topics exclusively, so they are supported by
a content-based classifier that determines whether each page belongs to those
topics [1,11,14,22,24]. Other crawlers include classifiers based on other features
like page structure [19,20,27]. Finally, there are crawling techniques that rely
completely on the user to define navigation patterns [2,5,8,23,29].

In this paper, we focus on web sites that follow a certain navigational pattern,
which is the most common pattern in the Web [19]. This pattern starts with a
form page; then, after users submit a query, the system returns a hub, i.e., a
page containing an indexed list of answers to it, each of which contains just a
brief description and a link to a detail page. Note that the term “hub” is based
on the hub and authority concepts introduced by Kleinberg [18].

In this kind of web sites, hubs are created by instantiating scripts with data
stored in a database [7]. This means that all hubs from the same web site share a
common template, usually in the form of headers, footers and side bars contain-
ing navigational aids, copyright information and advertising [30], which frame
the page areas that contain the information that varies from hub to hub. Simi-
larly, URLs that point to each hub and detail page are generated as well by the
same process of filling a URL pattern with keywords that identify the generated
page. Therefore, all URLs from a certain site can be expressed by a collection of
URL patterns.

We propose a classifier that helps crawlers to efficiently navigate through web
sites, by determining if a web page is relevant by analysing exclusively its URL.
Our classifier is different to existing proposals, since it is based on features that
are not in the page to be classified, but in pages that link to it. Therefore, it
is not necessary to download a page to classify it, which avoids downloading
irrelevant pages, reducing the bandwidth and making it efficient and suitable for
Virtual Integration systems. Moreover, our proposal is automated, requiring a
minimum intervention from users. Furthermore, our classifier is trained using an
unlabelled training set of URLs, thus relieving the user from the tedious task of
assigning a label to each training page.

Our hypothesis is that there is usually a correspondence between URL pat-
terns and the concept contained in the pages with URLs following that pattern,
so that we can classify web pages containing different concepts by means of the
pattern matching their URL. Therefore, our classification technique consists on
finding the different URL patterns or prototypes that compose links in a given
web site. Then, we use these prototypes to classify links by template matching.
Furthermore, our technique is able as well to detect links belonging to the Web
site template.

The rest of the paper is structured as follows. Section 2 presents the related
work in the web page classification area; Sections 3 and 4 introduce the core
definitions that will be used throughout the paper; Section 5 describes the tool
design; Section 6 presents the evaluation of our tool; finally, Section 7 lists some
of the conclusions drawn from the research and concludes the paper.
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2 Related Work

Web page classification has been extensively researched, and several techniques
have been applied with successful experimental results. In general, we catalogue
classifiers according to the type and location of the classification features. There
are three main trends in feature types: content-based, structure-based and hybrid
classifiers. As for feature location, most approaches obtain features from the page
to be classified, whilst others get them from neighbour pages.

Content-based classifiers ([17,25]) categorize a web page according to the
words and sentences it contains. These kinds of classifiers group all pages within
the same topic, assigning them the same class label. As for structure-based clas-
sifiers ([3,4,6,13,27,28]), the main feature used to classify pages is their physical
organisation of contents, usually expressed in a tree-like data structure, like a
DOM Tree. Also, there are hybrid approaches [10,21] which take both content
and structural features into account.

All previous classifiers consider different kinds of features, but in most cases
those features are extracted from the page to be classified, which requires down-
loading it previously. There are also classifiers that explore the possibility of
classifying a web page by using features extracted from neighbour pages, in-
stead of the page itself, being the neighbour of a page another page that has
a link to the former, or, conversely, that is linked from it. All these proposals
are content-based, and usually rely on features such as the link anchor text, the
paragraph text surrounding the anchor [12], the headers preceding the anchor,
the words in the URL address, or even a combination of them [16]. If the link
is surrounded by a descriptive paragraph or the link itself contains descriptive
words, it is possible to decide the page topic in advance of downloading it.

3 Core Definitions

In this Section, we introduce some preliminary concepts that will be used through-
out the rest of the paper.

Hub. Each hub is defined by the set of links that it comprises, Hi =
{l1, l2, l3, ..., lm}

Hubset. Set of hubs obtained from a particular site. H = {H1, H2, H3, ..., Hn}
Linkset. Set of links that are comprised in a hubset H , L =

n⋃
i=1

Hi ∈ H

Link. Tuple that represents a URL, l = (S, A, P, N, V ). Links are obtained
from URLs by means of a tokeniser, according to RFC 3986, where S is the
schema of the URL, A is its authority or domain name, P is a sequence
of path segments, N is a sequence of names of the parameters in the URL
query string and V is the sequence of the former parameters values. For the
sake of simplicity, throughout the paper we use the notation X to refer to
any of the sequences P , N or V .
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Prototype. Link p = (S, A, P, N, V ) that represents a URL pattern, where
each element in P , N and V is either a literal or a wildcard, �. A wildcard
represents any sequence of characters (excluding separators ’?’, ’/’, ’#’, ’=’
and ’&’)

Common Path Links. Let L be a linkset from a given site, l be a link in L and
X(i) be the i-th element of sequence X in l. We define the set CPLX(l, i) as
the set of all links l’ in L having the same prefix as l up to (and excluding)
X(i). Recall that a prototype is a link that includes some wildcard sections,
so we can calculate the CPL set of a prototype likewise.

4 Classification Features

In this Section, we introduce the features that support building the set of pro-
totypes that represent all links in a given site. We take a statistical approach to
the problem of prototype building, and we base our technique in the definition
of probabilistic features for each link and each token inside a link. First we give
a formal definition of these features and later we illustrate their use by means
of an example.

4.1 Features Definition

Definition 1 (Link feature). Let H be a hubset from a certain web site with
size n, and l be a link l ∈ H. Probability FL of a link in the context of H is
defined as follows.

FL(l) =
|{Hi ∈ H · l ∈ Hi, i ∈ [1, n]}|

n
(1)

In Equation 1, we must assure that the hubset is sufficiently large so that the
probability estimation is statistically significant, hence we require that |H | ≥ 30,
which is the usual threshold in statistical literature. FL (l) takes values in the
range [1/n, 1]. Links that appear more frequently in hubs from a hubset, have
a higher FL than those appearing just in a few of them, to the point that links
with FL = 1 appear in every single Hi ∈ H . At the other end of the distribution,
links with FL near to 0 never appear in any of H hubs.

As an example, Figure 1a shows the histogram of FL values obtained from
100 hubs in an e-commerce site (Amazon.com) an two academic sites (Microsoft
Academic Search and TDG Scholar).

Definition 2 (Tokens Features). Let H be a hubset from a given site with
size n, L its linkset, l a link of the form (S, A, P, N, V, Q) in L and X(i) be the
i-th element of X, we define the feature value of X(i) given as the following
probability.

FX(l, i) =
|{Hj ∈ H · Hj ∩ CPLX(l, i + 1) �= ∅, j ∈ [1, n]}|

n
(2)
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These features values are in the same range as FL, [1/n, 1]. Same as with FL,
path segments that appear more frequently in hubs from H have a higher FP

than those that only appears in URLs from some of the hubs.
Figure 1b shows the histogram of FP , FN and FV values from the same

hubsets and sites as defined for FL values. It is noticeably similar to the FL his-
togram presented earlier, with the majority of values around 1/n, and just a small
tail near 1.
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Fig. 1. FP , FN , FV and FL values histogram, from sites: Amazon.com, TDG Scholar
and Microsoft Academic Search

Given that a prototype has the same signature as a link, both previous defini-
tions 1 and 2 are applicable as well to prototypes. For the sake of simplicity, we
assume that FP (p, i) = 1 iff p = {S, A, P, N, V, Q} ∧ P (i) = � (similarly, with
FN and FV ).

4.2 Features Examples

Example 1. Consider an experiment over Amazon.com, in which we issue 100
queries using the top 100 words in English language, discarding stop words. The
result of this experiment is a hubset H composed of n = 100 hubs. The FL values
calculated for some of the links in H are shown in Table 1.

All Amazon pages contain a navigation bar in their upper part, including links
such as “Home” “Sign In” and “Help”. Examples of these links URLs are, re-
spectively, links with ID 2, 3 and 4, and they are always present in every page
from the site. Therefore, for any hubset extracted from Amazon, the probability
of these URLs is always 1.

On the other side, there are links whose appearance depends on the specific
page being considered. For example, links to a page with detailed information
about a product, just like links with ID 1, 5 and 6 in the example, only appear
in hubs which are answers to certain queries. Therefore, its probability depends
on the hubset, although we can assume that, for a random set of hubs, FL value
is rather low.
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In general, our hypothesis is that for links whose FL in a hubset H is not 1
(or near 1), it is in fact around 1/n, i.e., probability values are grouped around
the two extremes of the distribution (0 and 1), and the number of links whose
probability is in the middle of the distribution is very low. Back to Figure 1a, we
observe that most values are grouped around 0.05, which means that most links
just appear in a range of 1 to 5 hubs, approximately. We must note that there is
a small but significant group of values around 1, i.e., the group of links that are
present in every hub from the site. We can therefore conclude that links with
FL = 1 are those belonging to the site template. Hence, our technique allows us
to detect the template of a given site, besides classifying its links according the
concept contained in their targets.

Table 1. Values for feature FL in Example 1

ID l FL(l) 
1 http://www.amazon.com/Head-First-Java/dp?ie=UTF8&qid=130 0.01 
2 http://www.amazon.com/ref=gno_logo 0.99 
3 http://www.amazon.com/Help/b/ref=topnav_help?ie=UTF8&node=508510 0.99 
4 http://www.amazon.com/gp/yourstore/ref=pd_irl_gw?ie=UTF8&signIn=1 1.00 
5 http://www.amazon.com/Effective-Java/dp?ie=UTF8&qid=130 0.01 
6 http://www.amazon.com/Head-First-Java/product-reviews?ie=UTF8 0.03 
 

Let l1 be the link with ID = 1 in previously defined H . After the experiment,
we obtain the values for features FP , FN and FV presented in Table 2a. As
a comparison, in Table 2b, we show the values for features FP , FN and FV

for the prototype p that results when we replace the first path segment in l1
(“Head-First-Java”) with a wildcard.

Table 2. Values for features FP , FN and FV for l1 and p, in Example 1

 X(i) Value   X(i) Value 
FP(l1, 1) Head-First-Java 0.01  FP(p, 1) � 1 
FP(l1, 2) dp 0.01  FP(p, 2) dp 0.98
FN(l1, 1) ie 0.01  FN(p, 1) ie 0.99 
FN(l1, 2) qid 0.01  FN(p, 2) qid 0.99 
FV(l1, 1) UTF-8 0.01  FV(p, 1) UTF-8 0.99 
FV(l1, 2) 123 0.01  FV(p, 2) 123 0.01

(a) Values for l1     (b) Values for p 

Based on the former example, we can extract some conclusions from the dif-
ferent values of FP , FN and FV . For example, token “dp”, with FP (p, 2) = 0.98,
is a fixed part of every link to Amazon product detail pages, and therefore, it
is more frequent throughout the site than token “123”, whose FV (p, 2) is near 0
as it is a parameter that identifies queries, and therefore, it is different for every
issued query. As a result, its FV value is 0.01, indicating that it just appears
in links from a single hub. Similarly, parameter 1, with name “ie” and value
“UTF-8”, is also a fixed part in all Amazon links, so their FN and FV values
respectively are near to 1 in Table 2b.
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Our hypothesis regarding FP , FN and FV values is the same exposed earlier
for FL values. In this case, the straightforward application is to build prototypes:
tokens with a near-zero value are not relevant, so we can abstract over them and
obtain a more general representation of all such segments in the form of a regular
expression, i.e., of a prototyping token. Meanwhile, tokens with a feature value
significantly higher than the others (usually around 1) appear in most hubs, so
they are part of the characteristic URL patterns used to compose site URLs,
i.e., they are relevant, so we keep them as literals.

5 Classification Tool

Based on the previous features, we implemented a link classifier, following the
architecture in Figure 2. First, a training set is needed, composed by links from

Link Classifier              

Link 
Extractor

Setup

DW Access

Form 
Filler

Form 
Analyser

Keyword 
Manager

Form 
Model

Link 
Prototyping

Keywords

Prototypes

LinksHubset Tokeniser
Features 
Calculator

Features

Fig. 2. Workflow of the architecture

the site we wish to extract information from. For this purpose, we make use of
the Form Analyser which analyses the forms to obtain a form model, and the
Form Filler that uses this model to automatically fill in the form and retrieve the
resulting hubs, composing a hubset. Our proposal is focused on keyword-based
queries, hence the form filler only deals with forms that contain at least one
text field. A Keyword Manager is responsible for finding a corpus of keywords
to be used by the form filler, trying to obtain the maximum number of hubs as
possible, minimising the keywords that yield no result.

Afterwards, all URLs from the retrieved hubset are extracted and tokenised.
For each link, values of features FP , FN , FV and FL, as defined in section 4 are
calculated, and used to build an ordered set of prototypes, where each prototype
represents a different class of links, i.e., links leading to pages containing a dif-
ferent concept. Some prototypes may subsume other prototypes, i.e., a regular
expression that is more general than other, and that matches all links matched
as well by the latter. To avoid misclassifications, in cases like that we always give
a higher priority to the most specifical prototype.
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6 Evaluation

We developed a proof-of-concept application, based on the former architecture.
An example of the classification results is presented in Figure 3. We observe
that Cluster 0 represents the site template links, Cluster 8 products
(http://www.amazon.com/�/dp/�), Cluster 9 product reviews
(http://www.amazon.com/�/product-reviews/�) and Cluster 12 authors
(http://www.amazon.com/�/e/�), amongst others.

Fig. 3. Example of Link Classification: Amazon.com hub page

We performed an experiment to test our tool, evaluating the most relevant
concepts on three different sites. The classification was evaluated by means of
10-fold cross evaluation, obtaining values for precision, recall and f1-measure in
Table 3. For each measure, we show its mean value, as well as the confidence
interval of 95%.

Table 3. Evaluation results

Site Concept Precision Recall F1-Measure
Amazon Products 0.978 ± 0.022 0.703 ± 0.033 0.818 ± 0.011 

Reviews 0.978 ± 0.029 0.705 ± 0.031 0.819 ± 0.030 

TDG Scholar Authors 0.908 ± 0.005 0.761 ± 0.004 0.828 ± 0.014 

Ms Academic Papers 0.979 ± 0.003 0.864 ± 0.006 0.851 ± 0.023 

 

http://www.amazon.com/
/dp/
http://www.amazon.com/
/product-reviews/
http://www.amazon.com/
/e/
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We observe that recall values are always lower than precision. We have con-
cluded that our proposal yields prototypes that are too specific, so our future
work is focused on improving these results by means of post processing.

7 Conclusions

Our proposal classifies pages according to their URL format without download-
ing them beforehand, saving bandwidth and time. Parting from an unlabelled
set of links, a set of prototypes is built, each of which represents all links to pages
containing a concept embodied in a particular web site. The resulting prototype
set can be used by a crawler to improve its efficiency by selecting in each page
only links leading to pages with concepts that are interesting for the user, reach-
ing those pages whilst downloading the minimum number of irrelevant pages.
Besides, our classifier is able to detect the template of a web site, i.e., links
that appear in every page in the site, and hence will most probably not lead to
information related to that query.

There are some proposals that classify pages according to the text surrounding
the link in the referring page. This is not a general technique, given that not all
links include in their surroundings words useful for classification. Our proposal
classifies web pages depending on the link URL format, so it is not only efficient,
but also generic and applicable in different domains. Besides, user supervision is
kept to a minimum, given that the classifier is trained using an unlabelled set of
links collected automatically.
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Abstract. Tourism product descriptions are strongly supported on
natural language expressions. Appropriate offer selection, according to
tourist needs, depends highly on how these are communicated. Since no
human interaction is available while presenting tourism products online,
the way these are presented, even when using only textual information,
is a key success factor for tourism web sites to achieve a purchase. Due to
the large amount of tourism offers and the high dynamics in this sector,
manual data management is not a reliable or a scalable solution. This pa-
per presents a prototype developed for automatic extraction of relevant
knowledge from tourism-related natural language texts. Captured knowl-
edge is represented in a normalized format and new textual descriptions
are produced according to available marketing channels. At this phase,
the prototype is focused on hotel descriptions and is already using real
operational data retrieved from the KEYforTravel tourism platform.

1 Introduction

Online presence of tourism related web sites has accompanied the exponential
growth of the Internet. As an example, US online tourism revenues between
2001–2004 have increased on average 29% per year [5]. An important subset of
these revenues, correspond to commercial web sites (e.g. Expedia) where users
can browse and search tourism offers, inspect details, perform and fulfill reser-
vations by themselves, following a self-booking tool approach.

Even today, when multimedia is increasing its presence on the web, natu-
ral language textual descriptions still remain by far the mostly used format for
e-marketing and promotion applied to tourism products (i.e. hotel, aviation,
rent-a-car, holiday packages). Descriptions presented to the user are provided
by external service connectors (e.g. GTA or HotelBeds for hotel products) or
updated manually by the tourism online operator. Offers are structured differ-
ently (complementing or overlapping each other) and mostly consists on simple
enumerations of available services and equipments. Usually these textual de-
scriptions are presented to the end user as obtained from the service provider
without prior preparation.
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This work presents a prototype developed for the automatic extraction of
relevant knowledge from tourism-related textual expressions that enables the
creation of appropriate descriptions according to user profile in order to provide
a suitable segmented e-marketing and promotion process. For now, the prototype
is focused on the hotel descriptions subset using real operational data retrieved
from the KEYforTravel [22] tourism platform.

The paper is organized as follows: Section 2 presents the application domain
and Section 3 introduces the Information Extraction and Text Classification
tasks. Section 4 describes the System Architecture and Experiments and Evalu-
ation are carried out on Section 5. Finally, Section 6 presents some conclusions
and points out possible future work.

2 The Application Domain

Hotel descriptions are commonly available in natural language text. It usually
contains information about:

– hotel services commonly shared by all tourists,
– equipment made available on each room and
– location information, normally relative to some well-known point of interest

(e.g. street, monument or metro station).

Each description tries to summarize (in the minimum amount of text) the mul-
tiple features and benefits made available by the hotel. Together with price and
availability factors, they are responsible for attracting customers.

Although all relevant information is comprised within the description, it is
mostly used for presentation purposes. In this way, all individual knowledge isn’t
potentiated for searching and offer refinement purposes (e.g. search for all hotels
with jacuzzi and swimming pool located nearby a metro station in London).

Hotels requiring strong market projection are usually present in one or more
hotel service aggregators. Commercial tourism web sites can use multiple of
these services to present hotel offers world-wide, resulting in possible multiple
descriptions for the same hotel. Depending on each connector business focus,
some hotel features may be found more or less relevant, resulting in disjoint de-
scriptions. When detected, one of these descriptions is usually elected as primary
and becomes the only one to be considered for hotel presentation (all others de-
scriptions are discarded, as well as their complementary information, even if not
present in the primary description). Further, for commercial tourism sites that
provide world-wide hotel offer (in the order of several thousands) it is not possi-
ble to individually manage each hotel description. Thus, many commercial sites
choose to present directly to the user the description made available by the hotel
connector. This results in three main problems:

– there is no differentiation between tourism online operators sharing the same
connectors

– descriptions are not targeted to the user/market segmentation
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– descriptions are not controlled nor normalized. This results on different,
heterogeneous descriptions presented altogether.

Building a system that extracts all relevant hotel features and normalizes them
it is possible to address the previous posed problems.

Hotel descriptions are stored in the KEYforTravel platform, that gathers them
from several external service connectors (like GTA or HotelBeds). Thus, the
system goal is to normalize information from different sources and aggregate it
in KEYforTravel clients in a standardized way (both in a structured way like
tables or a natural language one).

3 Information Extraction and Text Classification

This section introduces the information extraction task and the text classification
problem along with the all-purpose classification algorithms used in this work.

3.1 Information Extraction

Information Extraction is a type of information retrieval whose goal is to
automatically extract structured information (categorized, contextually and se-
mantically well-defined data) from a certain domain, from unstructured machine-
readable documents. This has been an active area of research, exhibited in a
series of Message Understanding Conferences (MUCs) [6,23] and more recently
in ACE evaluations [12].

Detecting entities in natural language text typically involves disambiguating
phrases based on the words in the phrase, and the text surrounding the candidate
entity. Explored approaches include hand-crafted rules [7], rule learners [1]and
other machine learning approaches (e.g. [2]). Another line of research generates
probabilistic models. Hidden Markov Models (HMMs) are popular sequential
models that have been used in the context of IE [4],as well as other frameworks
like Conditional Markov Models [9] and Conditional Random Fields [10].

3.2 Text Classification

Text Classification is a well studied task with many effective techniques. Nowa-
days, the most popular and successful algorithms for text classification are based
on machine learning techniques. Several algorithms have been applied, such as
decision trees [20], linear discriminant analysis and logistic regression [18], Näıve
Bayes classifier [14] and Support Vector Machines (SVM)[8].

Learning systems have the advantage of flexibility since the only required hu-
man effort is to provide a consistent set of labeled examples. Originally, research
in text classification addressed the binary problem, where a document is either
relevant or not w.r.t. a given category. In real-world situation, however, the great
variety of different sources and hence categories usually poses multi-class classifi-
cation problem, where a document belongs to exactly one category selected from
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a predefined set. Even more general is the case of multi-label problem, where a
document can be classified into more than one category. This kind of classifica-
tion problem is typically solved by dividing it into a set of binary classification
problems, where each concept is considered independently.

Documents must by pre-processed to obtain a structured representation to
be fed to the learning algorithm. The most common approach is to use the
bag-of-words representation [17], where each document is represented by the
words it contains (their order and punctuation are ignored). Normally, words are
weighted by some measure of word’s frequency in the document and, possibly, the
corpus. In most cases, a subset of words (stop-words) is not considered, because
they do not have discriminating power over different classes; some works reduce
semantically related terms to the same root applying a lemmatizer.

Decision Tree. A text classifier represented by a decision tree is a tree in which
internal nodes represent words, branches represent values which the words may
have and the leaves represent classes. It classifies a document verifying recursively
(from the root), the node’s word and traversing the branch with the document
word’s value until reaching a leaf; the document belongs to the class labeled
by the leaf. The induction of a decision tree is achieved applying a divide and
conquer strategy: it verifies if all examples have the same label and, if not, selects
a word w and divides the document set on subsets with the same value for w,
putting each subset into distinct subtrees. This process is repeated recursively
for each of the subtrees until all leaves contain only instances of the same class,
which is then chosen as the document label. The key step of the algorithm is
the choice of the word w on which the partition is made. This choice is usually
made according to a criterion of mutual information or entropy.

Näıve Bayes Classifier. Näıve Bayes classifier is a probabilistic classifier that
sets the class of a given document by choosing the class that maximizes the
probability of the document, given its attributes. This probability is calculated
applying the Bayes theorem and assuming that each attribute is independent
from the others. Even naively assuming attribute independence, this algorithm
has shown good results on text classification.

Support Vector Machines. Support Vector Machines was motivated by the-
oretical results from the statistical learning theory: it joins a kernel technique
with the structural risk minimization framework. Kernel techniques comprise
two parts: a module that performs a mapping from the original data space into
a suitable feature space and a learning algorithm designed to discover linear pat-
terns in the (new) feature space. The kernel function, that implicitly performs
the mapping, depends on the specific data type and domain knowledge of the
particular data source. The learning algorithm is general purpose and robust.
It’s also efficient, since the amount of computational resources required is poly-
nomial with the size and number of data items, even when the dimension of
the embedding space (the feature space) grows exponentially [19]. A mapping
example is illustrated in Fig. 1a).
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Fig. 1. The SVM approach: kernel transformation and search for maximum margin

The structural risk minimization (SRM) framework creates a model with a
minimized VC (Vapnik-Chervonenkis) dimension [21]. This theory shows that
when the VC dimension is low, the expected probability of error is also low, which
means good performance on unseen data (good generalization). In geometric
terms, it can be seen as a search to find, between all decision surfaces that
separate positive from negative examples, the one with maximum margin (the
one having a separating property that is invariant to the most wide translation of
the surface). This property is enlighten in Fig. 1b) for a 2-dimensional problem.

4 System Architecture

The system aims to receive an hotel description and produce a standardized
version of it. It was designed using a divide and conquer strategy where several
small tools that focus on specific and simpler problems were interconnected.
There are four main tools: a Sentence Classifier, an Entity Extractor, an Ontology
Instantiator and an Ontological Translator, that where packed into a Web Service
for the system to be available online. This architecture is depicted on Fig. 2, with
the information flow between tools also represented.

Fig. 2. System architecture diagram
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4.1 Sentence Classifier

This prototype’s module is responsible for examining and classifying chunks of
natural language text. It receives the crude description of the hotel and divides
it into sentences. The sentences are then individually examined and automati-
cally classified into a set of predefined classes such as Equipment, Service and
Location. Each sentence can belong to more than one class, provided it contains
elements of those classes, or none of them, if it doesn’t present any evidence.
This classification aims at filtering the sentences by type to ensure a specific
treatment to each one by the Entity Extractor module.

The Sentence Classifier was built using machine learning approach and be-
cause sentences can belong to more than one class, we are in presence of a
multi-label text classification problem. After yielding the set of experiments
(section 5.1) the classifiers were built using a Näıve Bayes classifier with the
bag-of-words representation of the sentences with binary word weights.

The classifiers were built with WEKA [25], a software package developed by
New Zealand Waikato University that implements a collection of ML algorithms.

4.2 Entity Extractor

Having the sentences classified and grouped by type, the system tries to extract
useful entities. This is the goal of this module that comprises two steps: finding
useful entities and dealing with misspelled words.

Due to the fact that hotel descriptions are given in natural language without
any pattern or consistency, the same entity can be described not only by a single
term but by a set of synonyms, or even by abbreviations. It can also be the case
where the entity reference is misspelled or have failures in diacritics. This last
hypothesis is very common since raw descriptions are frequently translated to
different idioms and loose the regional diacritics.

To find useful entities on the description of each type of sentence a pattern
matching approach was used. This was accomplished by defining a set of some
regular expressions able to identify synonyms, abbreviations and ”almost” well-
written words (e.g. television, T.V. and TV or mini-bar and mini bar) for
common terms used for describing that kind of information.

To cope with misspelled words, the similarity between words not yet extracted
and the ones considered relevant to the sentence’s type is measured using the
Levenshtein distance [11].

4.3 Ontology Instantiator

To retain the entities extracted from the texts, and aiming to provide the basic
structure and organization of the involved concepts, an ontology for hotel domain
was developed. This ontology comprises 89 classes e 88 relations.

Although in the present architecture ontology instances are the input for
the Ontology Translator, this normalized knowledge (easily computable) can be
applied to substantially expand and improve search capabilities in tourism offers
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since each Service, Equipment or Location item can be used in the query
itself, or as a parameter in the search results refinement process. Further, since
knowledge is formalized using an hierarchical structure, it may be applied to
graphically map related items as well as structure navigation.

The hotel ontology was conceived using the Web Ontology Language [24]
(OWL), a language designed to be used by applications that need to process
Web information content. It facilitates machine interpretability by providing ad-
ditional vocabulary along with a formal semantics, that besides defining struc-
ture, considers possible semantic relationships between objects and attributes.

Each ontology object contains the set of regular expressions and Levenshtein
functions used by the Entity Extractor module. In this way, the Entity Extractor
becomes independent of the specific problem at hands.

Using the ontology, this module generates an OWL instance populated with
the extracted entities jointly with their attributes and semantic relationships.
This instance is then accessed using the Jena Semantic Web Framework [3].

4.4 Ontology Translator

This module is responsible for turning the extracted information attractive and
easy to read by humans giving it different flavors according to the preference of
the tour operator or the target audience (e.g. corporate versus leisure clients).

This module uses a XML template giving the skeleton for the final information
representation and filling it with the extracted information.

5 Experiments and Evaluation

This section presents the experiments done to build the Sentence Classifier and
the outputs generated by the system when presented with an hotel description.

5.1 Experimental Setup

To build the Sentence Classifier we made several experiments with different bag-
of-words term weighting representations and different classification algorithms:

– binary, word count and tfidf [17] normalized to unit length term weighting;
– decision tree [16], näıve Bayes [13] and support vector machine (SMO, se-

quential minimal optimization [15]) algorithms;

The algorithms were run with their default parameters and the model was eval-
uated using a 10-fold stratified cross-validationprocedure with 95% confidence
level significance tests.

5.2 Results

We are interested achieving maximum recall, at the cost of lower precision, be-
cause false positives are treated later by the Entity Extractor of that class. Nev-
ertheless, Table 1 shows recall, precision and F1 measures for each class, term
weight and algorithm.
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From the results we can see that the highest recall is achieved by the näıve
Bayes classifier with the binary term weight. Bold-face values are significantly
better than that setting while italic-face are significantly worse. Also, F1 val-
ues for that setting are only significantly worse than SVM algorithm for the
Equipment class.

Table 1. Precision, recall and F1 values for each category

Services Equipment Location

term weight classifier rec prec F1 rec prec F1 rec prec F1

nBayes .987 .795 .876 .969 .657 .776 .919 .703 .792
binary SVM .816 .912 .854 .843 .951 .883 .724 .893 .789

dTree .601 .863 .696 .724 .961 .802 .589 .955 .713

nBayes .844 .952 .890 .693 .990 .800 .510 .988 .658
word SVM .830 .905 .858 .858 .951 .893 .711 .892 .779

dTree .608 .858 .699 .689 .954 .775 .623 .956 .736

nBayes .868 .969 .911 .749 .974 .835 .451 .960 .592
tfidf SVM .846 .904 .866 .865 .942 .893 .700 .891 .771

dTree .742 .799 .760 .716 .932 .789 .691 .919 .773

Fig. 3. An hotel description and three flavor descriptions generated by the system

5.3 System Evaluation

With the Sentence Classifier defined, and taking into account its future use,
several tests were carried out using hotel descriptions residing on the Keyfor-
Travel application. Fig. 3 shows an example of hotel description (in Portuguese)
and the result of running the system with three different flavors of the Ontology
Translator : a corporate and leisure templates for Portuguese and a leisure one
for English.

For this example, the system was able to identify the hotel location and all the
available equipment (8 ontology instances) and services (6 ontology instances)
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and generate descriptions focusing on different sets of attributes according to
the corporate or leisure flavor. For instance, while corporate description cen-
ters attention on internet access, meeting room and air conditioning, the leisure
description spots the satellite TV, olympic pool and sauna.

6 Conclusions and Future Work

This paper presents a methodology for extracting useful information from textual
descriptions of tourism products and standardizing it. This method was applied
to hotel descriptions domain.

Results show that the main objective has been reached since it is possible to
extract useful information, standardize it and create computable objects from
plain text descriptions.

Concerning information extraction, this approach is able to detect relevant
types of hotel descriptions, namely hotel services, equipment and location and,
for each one, extract the useful features that describe them.

The possibility of having that information structured enables the creation of
new added-value services, such as offer refinement search. Further, it provides
the automatic creation of suitable descriptions for different market segments
anticipating new steps towards a more effective client differentiation.

Regarding future work, and since there is room for improvements on system’s
various modules, we hope to increase its overall performance.

On the other way, its our aim to construct an hotel database, automatically
populated and maintained by the application. This shall be used as a first “out-
of-the-box” hotel repository, thus reducing substantially the effort on setting up
an hotel infrastructure for commercial business.

Finally, we intend to address the areas of multi-language support (currently
only Portuguese descriptions are supported) and normalization of other tourism
products, such as rent-a-car and holiday packages.
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Abstract. User-based Collaborative Filtering (CF) systems generate
recommendations for a specific user by combining feedback (i.e. informa-
tion about what is relevant for a user) provided by a set of people similar
to that user. In these system the similarity among people is computed
by taking into account the set of shared resources. However, there are
several application domains, such as social tagging systems, where each
user may have several different Topic of Interests (ToIs). In these cases,
two users could share only some interests and, therefore, only a part of
the feedback should be considered for producing recommendations. Fo-
cusing on social tagging systems, we propose here a novel approach to
detect ToIs in the collection of the bookmarks of a user. Given a specific
ToI, we adaptively identify similar people (i.e., sharing the same ToI)
and select only the resources relevant to the specific ToI.

Keywords: Social tagging, collaborative filtering, adaptive system,
personalization.

1 Introduction

Recommender systems are technologies aimed at facing the information overload
problem: the massive amount of information available on the Web makes harder
and harder for a user the task of finding relevant contents. In particular, Col-
laborative Filtering (CF) recommender systems take into account the opinions
of people in order to filter relevant information. More specifically, given a user,
a CF recommender system uses the feedback provided by people with similar
interests in order to identify what is relevant for the specific user. In other words,
a CF recommender simulates the behavior of humans: when people need to take
a decision without a complete knowledge of all possible choices they are used to
ask suggestions to others.

In order to automatize this task, a user-based CF recommender system ex-
ploits two main steps which we will refer in this paper as neighbor selection and
resource filtering. More specifically, during the neighbor selection phase the sys-
tem identifies the set of people which share interests with the target user (often
referred as active user). In order to reach this aim a CF system has to compare
the behavior of the users, and more technically, their user profiles. According
to the specific application domain, several possible strategies can be adopted to
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generate the user profiles, however the rationale behind the neighbor selection
phase never changes: people which provide a similar feedback share (with an
higher probability) the same interests. Several metrics have been used to com-
pare the feedback of users and by using such techniques the neighbor selection
phase can filter the set of neighbors, i.e. the set of people which share interests
with the active user. Then, during the resource filtering phase, the feedback of
neighbors is combined in order to identify the set of new potentially relevant
resources to be suggested to the active user. This phase is based on the idea
that people which had similar opinions in the past could consider as relevant
the same resources also in the future. For this reason the resources evaluated
positively by a larger set of neighbors are considered more relevant than others.

Such technologies have been applied also in social Web applications, like so-
cial tagging systems, in order to simplify the access to available resources. Social
tagging systems are particularly interesting due to the fact that they allow the
users to annotate relevant resources by means of personal tags. The set of an-
notated resources of a user (personomy) can be browsed by the specific user as
well as by other users. This means that the set of all personomies, referred as
folksonomy, is a pool of distinct personal perspectives which can be browsed by
other users in the community in order to satisfy personal (potentially different)
information needs. The semantic relations added by social annotation process
is the main feature which allows the users to browse the folksonomy and, in
this paper, we propose to use these social semantic relations to overcome some
limitations of both the neighbor selection phase and the resource filtering phase
described above.

More specifically, the neighbor selection step compares the feedback of users
without taking into account that each user may have several interests and con-
sequently the feedback also can be related to various different interests. This
lowers the precision of this phase since a user could share an interest with a set
of neighbors, but it could share other interests with completely different neigh-
borhoods. To face this issue, we propose in this paper to take into account the
social semantic relation built by the active user in his personomy for identify-
ing his Topic of Interests (ToIs). Moreover, we assume that the active user can
exploit various sets of tags in order to describe resources related to various in-
formation needs. By focusing on the set of resources associated to specific set of
tags we find users interested in the specific ToI: in this way we identify a specific
neighborhood according to the specific ToI. In other words, we propose a CF
system which simulates an aspect of the human behavior which is not modeled
by the CF schema previously described: humans are used to ask suggestions to a
specific group of people accordingly to the specific information need. Moreover,
since the neighbors also may have various interests we also filter the feedback of
the neighbors according to the specific ToI considered.

The paper is organized as follow: in Section 2 related work is discussed, the
construction of the user profile is shown in Section 3, the mechanism used to
compute recommendations is described in Section 4, in Section 5 we compare
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our approach with a baseline CF recommender system, Section 6 focuses on
a variation on the approach, conclusions and future works are illustrated in
Section 7.

2 Related Work

Web 2.0 tools promote the collaborative work of users: people can share, cre-
ate, and classify resources by using Web applications. Social tagging tools, in
particular, allow the users to annotate resources (identified by an URI) accord-
ing to their personal criteria by means of tags. Large samples of annotated
resources have been analyzed in several works with the aim of extracting so-
cial/semantic relations among tags, i.e. to infer semantic similarities among tags
by evaluating the socially generated classifications. In order to reach this aim
two main approaches have been proposed: (i) approaches which take into account
co-occurrences among tags [1]; (ii) approaches which associate tags to concepts
defined in other knowledge source such as WordNet or Wikipedia [2].

Several works (which we previously surveyed in [3]) integrate these social
semantic relation in recommender systems. More specifically, several CF rec-
ommender systems analyze the ternary relation involving users, tags, and re-
sources in order to extract social semantic relations among tags by evaluating
co-occurrences among tags. Co-occurrences among tags can be observed at two
levels of analysis: the folksonomy level and the personomy level.

By extracting similarities from the folksonomy, a system can infer the similar-
ity between tags according to the co-occurrences among tags on the entire set of
available resources. We exploited this approach in a framework [4] which models
the user interests by grouping ‘similar’ tags utilized by the active user where the
similarity among two tags depends on the number of times the two tags co-occur
on the same resources in the entire folksonomy. This measure of similarity among
tags is then used to compute the relevance. However, this approach infers rela-
tions among tags by taking into account the annotations provided by all users
in the community discarding information about how the active user specifically
combines tags. In fact, a folksonomy merges the annotations provided by the
entire community without taking into account specific personal interests and
tagging strategies of different users.

On the other hand, a personomy embodies information strictly related to the
personal interests of a user. This means that the analysis of a personomy can
reveal relations among tags which may be meaningful only for that user. The
analysis of the personomy of the active user has been exploited in [5] where the
authors propose a CF recommender system which catches semantic relations
provided (implicitly through tagging) by the active user. More specifically, a
community detection algorithm is used to group tags that the active user applied
frequently together: each user is modeled by sets of tags and the similarity among
users is computed by evaluating the similarity among the sets of tags they used.
The main drawback of this approach is that users which share an interest could
use different sets of tags to describe the same concept.
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The approach described in this paper analyzes the personomy of a user in
order to discover the set of his interests. However, differently from the approach
described in [5], we recognize that users can apply the same tags to describe
distinct concepts as well as they can use different tags to refer to the same
concept. For this reason, we also filter the feedback of neighbors by taking into
account only resources which are more strictly related to the specific ToI of the
active user.

The idea of identifying neighborhood in an adaptive way was proposed in an
item-based recommender system described in [6]: in order to assess the relevance
of an item this approach filters the feedback of the active user by taking into
account only the items which are both relevant for the active user and more
similar to the specific item.

3 Detecting the User Interests

Our approach is based on the assumption that the active user exploits different
sets of tags for indexing resources associated to different interests. This does not
means that the identified interests are not in a relations, but it is reasonable to
assume that the user exploits a specific set of tags in order to distinguish some
resources from the others.

More specifically, we model the user interests as a set of ToIs (ToI1
au, . . . , T oIp

au).
The k-th ToI is defined by a set of weighted tags T k

au =
{
(t1, wk

t1), . . . , (tn, wk
tn

)
}

and a set of weighted resources Rk
au =

{
(r1, w

k
r1

), . . . , (rm, wk
rm

)
}
.More specifi-

cally, T k
au is defined on a set of semantically related tags tag(T k

au) = {t1, . . . , tn}
previously utilized by the active user, where two tags are considered to be in a
semantic relation if the active user has applied them together to classify one or
more resources. The weight associated to each tag represents the relevance of
the tag with respect to that ToI and it is used to compute the relevance of each
resource res(Rk

au) = {r1, . . . , rm} tagged by the active user within that ToI.
The way the active user combines tags is accounted in order to identify se-

mantic relationships among tags. In particular, the personomy of the active user
is modeled by an undirected weighted graph P where: each node represents a
tag; an edge connects two tags if they have been used together to label one or
more resources; an edge connecting two tags is weighted by the number of times
two tags have been used together.

In Figure 1, we show the graph P created to model the personomy of a user in
the BibSonomy dataset (http://www.kde.cs.uni-kassel.de/bibsonomy/dumps),
where both we take into account the bookmarks added during the last 6 months
and we do not show the weights associated to edges in order to make the graph
readable.

The graph representation of a personomy is the input of a graph clustering
algorithm aimed at grouping tags with a shared semantic. In particular, we follow
the idea proposed in [7] where a node (representing a tag in our model) may be
in more than one cluster identifying, in this way, overlapping clusters of tags.
This clustering technique identifies clusters of tags by identifying subgraphs from
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Fig. 1. An example of the graph P for a user of the BibSonomy system

the starting graph P , where each subgraph G maximizes the following fitness
property fG:

fG =
Kin

(Kin + Kout)α

where Kin is the sum of the weights of the edges which connect two tags belong-
ing to G, Kout is the sum of the weights which connect tags in G with the rest of
the graph, and α is a parameter which controls the size of clusters. By using this
metric, the fitness of a subgraph increases when we add to the subgraph a tag
that the user has exploited frequently in co-occurrence with tags contained in
the subgraph and rarely with the others. The algorithm builds, for a given start-
ing node, a cluster of tags by adding, at each step, the node which maximizes
the following fitness function fa

G = fG+a − fG−a,where G + a is the subgraph
obtained by adding the node a to the subgraph G and G − a is the subgraph
obtained by removing the node a to the subgraph G. The process which adds
tags to the cluster stops when there are not tags with a positive fitness value.
Lower values for the α parameter generate wider clusters, higher values of the α
parameter generate clusters of tags more closely related to the starting node.

Using this method, our approach starts by building the cluster associated to
the most used tag. Then, the approach identifies the cluster for the most used tag
which has not been yet included in a cluster, and so on. The clustering algorithm
terminates when each tag is at least in one cluster. At the end, each subgraph
detected by the clustering phase contains the set of tags associated to a certain
ToI for the active user.
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However, given a subgraph Gk, some of the tags in Gk are less relevant than
others since they possibly are used also for referring to other different ToIs.
Therefore, we associate a weight wk

t to each tag t in the subgraph Gk by com-
puting the betweeness centrality [8] of the node associated to the tag t in the
specific subgraph identifying, in this way T k

au: given a subgraph, the betwee-
ness centrality measures the centrality of the nodes (the tags) in the specific
subgraph.

Applying this strategy on the example shown above for the tag ‘java’ with
α = 1.0 the ToI will contain the following set of tags (ordered according to the
weight assigned to each of them): java, documentation, mockobject, jar, schmitz-
favourite, xml, ruby, scripting, testing, eclipse, programming, python, webservice,
opensource, statistics, library, javascript, tool, sql, database, software, graph, com-
munity, kdd, informationretrieval, linux, datamining, university, download, con-
verter, bibtex, bibliography, text, textmining, dictionary, free. On the other hand,
starting the computation of the cluster from the tag ‘folksonomy’ we obtain
the following cluster of tags: folksonomy, tagging, socialbookmarking, socialsoft-
ware, ontology, search, semantic, knowledgemanagement, workshop, 2007, news,
langde, searchengine, article, web20, socialnetwork, web30, community, seman-
ticweb, web, sna, ieee, owl, rdf, network, wiki, graphtheory.

The set T k
au is used to infer the set Rk

au such that res(Rk
au) is the set composed

by the resources that the active user labeled by tags in tag(T k
au) and the weight

wk
r for the resource r is equal to the maximum weight of the tags belonging to

the set tag(T k
au) which the active user assigned to r.

4 Recommending Resources for a ToI

This section focuses on the recommendation process by describing how the ap-
proach filters and ranks resources for a specific ToIk

au = (T k
au, Rk

au) of the active
user. We will show how the set of weighted resources Rk

au can be used to select
adaptively the neighbors (Section 4.1) and then how feedback from neighbors is
filtered and combined (Section 4.2).

4.1 Adaptive Neighbor Selection

Given the ToIk
au = (T k

au, Rk
au) of the active user, the set of weighted resources

Rk
au is used to filter the set of neighbors for the ToI. In particular, the approach

identifies people interested in the specific ToI by taking into account only the
users who tagged the resources in res(Rk

au). We assume that people interested
in ToIk

au share with the active user relevant resources within the specific ToI.
For this reason, let Rshared(u, Rk

au) be the set of resources that the user u share
with the active user in res(Rk

au), we compute how much the specific interest
of the active user is matched by the neighbor u by computing the following
InterestMatch

InterestMatch(u, T oIk
au) =

∑
ri∈Rshared(u,Rk

au) wk
ri∑

ri∈res(Rk
au) wk

ri
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The rationale of the InterestMatch is that higher is the number and the rele-
vance of the resources in Rk

au that the neighbor u have also tagged, and higher
is the interest of u in the specific ToI. By using the InterestMatch function, we
can select the set Nk

au of the top N neighbors interested in ToIk
au.

4.2 Filtering and Combining Feedback for the ToI

The neighbor selection phase takes in account only resources in the ToI of the
active user. In order to produce recommendations we need to identify new re-
sources labeled by neighbors which are related to the specific ToI. Therefore,
to achieve this goal, we consider the tags that the neighbor u applied on the
set of shared resources Rshared(u, Rk

au): the resources labeled by u with these
tags are considered relevant for the specific ToI. We follow the idea that, some
tags in the personomy of the neighbor u are more trustworthy than others for
finding relevant resources for the ToI. In fact also the neighbor may have several
ToIs and, for this reason, we are interested in discovering which tags utilized
by u better match for the ToI of the active user. We consider more trustworthy
the tags which have been used by the neighbor to label many relevant resources
within ToIk

au and, specifically, we compute a measure of the trustworthiness of
a tag tj in the collection of the neighbor u with respect to ToIk

au as follow:

trustworthinessu(tj , T oIk
au) =

∑
ri∈Rshared(u,Rk

au) wk
ri
· φ(u, tj , ri)∑

ri∈Rshared(u,Rk
au) wk

ri

where φ(u, tj , ri) = 1 if the user u has applied the tag tj on the resource ri, 0 oth-
erwise. Following the principle that trustworthy tags are associated to relevant
resources of the neighbor u, we assign an higher relevance to resources labeled
by more trustworthy tags. Specifically, we compute relu(rj , T oIk

au), which is the
relevance of the resource rj in the personomy of the neighbor u with respect
to ToIk

au, as the highest trustworthiness associated to tags that the neighbor u
assigned to rj .

Finally, the relevance of a resource rj for the active user with respect to ToIk
au

is computed bysumming the relevance of rj over the collections of the neighbors
Nk

au as follow:

rel(rj , T oIk
au) =

∑
u∈Nk

au

InterestMatch(u, T oIk
au) · relu(rj , T oIk

au)

This allows to produce the ranked list of resources that are recommended to the
active user.

5 Evaluation

In this work, we are interested in evaluating if the proposed approach improve
the accuracy of traditional CF systems, i.e. if the idea of producing a distinct
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set of recommendations for each ToI of the user can improve the accuracy of a
CF system. To this aim, we developed a baseline CF recommender system where
tagging information is discarded: the user profile is constituted by a unary vec-
tor over the set of the resources in the system (the user profile has a 1 for a
resource if she tagged the resource, 0 otherwise); the similarity among two users
is measured by computing the cosine similarity among the two unary vectors
associated to the users; the relevance of a resource to the active user depends on
the similarity of the N neighbors most similar to the active user. We exploited
an off-line evaluation by using the BibSonomy dataset where we basically com-
pared the results provided by the baseline approach to the results computed
by our approach when only the main ToI of the active user (the ToI most ac-
cessed) is considered. More specifically, we divided the BibSonomy dataset into
two chunks: the training set which includes all bookmarks until the first of Jan-
uary 2008; the test set which has the bookmarks from the first of January 2008
to the 31 December 2008. We created the user profile only for the users who
tagged at least 80 resources until the first of January 2008 and who tagged at
least 10 resources during the 2008. This is reasonable since CF approaches pro-
duce effective recommendations only when users rated a significant number of
items [9].

The quality of the computed recommendations produced by the two mech-
anisms have been evaluated by adopting the hit-rate (HR) measure. The HR
measure, which has been described and used also in [10] to compare two CF
recommender systems, is defined as follow

hit-rate =
Number of hits

m

where m is the total number of users considered in the evaluation and we count
a hit when the system produces at least one correct recommendation (i.e. a
recommendation for a resource that the active user has actually tagged in the
subsequent period). Given the lists of recommendations for the m users produced
by a recommendation mechanism, the hit-rate is a value in [0, 1] which is higher
when there is a larger number of users who received at least one recommendation
for a resource that they will tag in the test period. Both the baseline approach
and the tag based approach produced 10 recommendations using feedback from
the top 10, top 20, and top 30 neighbors and the results are shown in Table 1.

Table 1. Hit-rate with 10, 20 and 30 Neighbors

HR (10 Nei) HR (20 Nei) HR (30 Nei)

Baseline 0.20% 0.23% 0.23%

Tag Based (main ToI) 0.26% 0.41% 0.44%

The table shows that by generating recommendations for the main ToI only
the proposed approach can better satisfy the informative needs of users. We are
currently working on techniques for integrating the entire set of ToI into the
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computation of recommendation. This task is very complex since distinct ToIs
may be semantically related: the user may use distinct set of tags for describing
similar concepts.

6 On the Generation of the ToIs

In this work we compare our approach with a baseline CF recommender system in
order to prove that the proposed approach is reasonable better. In particular, in
order to evaluate the results of our approach we generated the recommendations
only for the cluster generated by starting from the tag that the active user more
frequently utilized. However, during the first experimentations we observed that
the choice of using the most used tag for generating the clusters is not always
the best one. In fact the most used tag sometimes has not a clear semantic
(the reader can think for instance to some generic tags such as all or toread).
Obviously, this can lower the precision of the approach since the identification of
a ToI strongly depends on the specific starting tag used to generate the cluster.

In order to face this limitation we are working on alternative techniques aimed
at extending the described approach by detecting the most meaningful clusters in
the personomy. At the moment, we are evaluating an approach which generates
a ToI starting from each tag in the personomy and then it analyzes the generated
ToIs in order to find the most meaningful one.

More specifically, we generate a ToI starting from each tag in the person-
omy. These ToIs are then used to compute the similarity among the tags in the
personomy. In particular, we compute the distance among two tags ta and tb as

sim(ta, tb) =
|ToI(ta) ∩ ToI(tb)|
|ToI(ta) ∪ ToI(tb)|

where ToI(tx) is the set of the ToIs which contain the tag tx. This distance takes
into account the number of times that two tags appear in the same clusters: more
frequently two tags appear in the same clusters higher is the similarity between
the specific tags.

By using this distance we can modify the clustering procedure: instead of
starting from a single tag we use the most similar pair of tags to generate a ToI.
Then, the next pair of tags used to generate a cluster is the most similar pair of
tags where at least one of the tag has not been included in the previous clusters,
and so on.

The rational of this alternative approach is that tags which are used in differ-
ent ToI are also present in different clusters. On the other hand, it is plausible
that tags which more frequently appear in the same clusters are more strictly
related. We have implemented a prototype of this extension and, at the moment,
we are carrying on some experiments.

7 Conclusions

In this work we describe a CF recommender system which takes into account
the personomy of a user to adaptively construct his user profile. We compare the
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described approach with a baseline CF recommender system in order to verify
the plausibility of the approach. Preliminary results show that the proposed
approach is reasonable and, at the moment, we are planning a more effective
evaluation to validate this claim by comparing our approach to other competitive
systems such as the system described in [1]. We also propose a possible extension
of the described work aimed at producing more acurate user profiles.

Future work will also focus on:(i) extending the approach in order to identify
hierarchical organization of user interests; (ii) adding a more semantic layer by
means of content/ontology based analysis.
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Abstract. Handling the increasing number of biological repositories and
the growing amount of information they contain is a significant chal-
lenge for researchers. Thus, Semantic Web Technologies are the basis of
the new approaches that are dealing with such challenges. In this pa-
per, we describe a methodology to manage the integration of biomedical
repositories into a knowledge base. This method is based on the explicit
definition of the mappings between relational resources and the domain
ontology and the conditions that determine the identity of a particular
instance. We will describe both the method and its application to the
OGO system which integrates orthologous genes and genetic diseases
repositories into an ontological knowledge base.

Keywords: Ontology-driven Integration, Ontological Knowledge Base,
Biological repositories, Orthologous Genes, Genetic Diseases.

1 Introduction

The current situation of the public database infrastructure provides a very large
collection of heterogeneous biological databases which is constantly increasing
[1]. This makes the research on new methodologies, which can handle the new
problems for their integration and computational processing, necessary. Initially,
small research communities defined their own data structures, organization and
vocabularies. The major limitation of such approach was that the biological
data could not be efficiently used and shared with other communities. Thus,
bioinformatic repositories, such as NCBI Entrez [2] or UniProt [3], were designed
to compile such disperse information and to provide a common reference to them.

Due to the terminological heterogeneity, some initiatives have been launched
to develop common vocabularies among different work groups. For example, the
Gene Ontology (GO) [4], which is one of those initiatives, reduces the semantic
heterogeneity associated to the annotation of gene products between different
databases. An ontology is a formal, explicit specification of a shared conceptu-
alisation [5], which provides a shared vocabulary and can be used as a domain
model. The success of GO provoked a huge interest in designing, developing and
using biomedical ontologies, whose number has rapidly increased [6]. Projects
such as the OBO Foundry [7] promote the development and use of biomedical
ontologies.
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From a technical perspective, ontologies are the cornerstone technology for
the Semantic Web [8], which is an extension of the current World Wide Web,
in which the semantics of information and services on the web are well defined.
This represents an evolution in which the web content is understandable by
both humans and machines. In fact, different Semantic Web technologies such
as RDF [9], OWL [10] or SPARQL [11] have been used for developing semantic
biomedical solutions.

The majority of public biomedical databases provide its content for download
by using flat files, so the heterogeneity of information, the loose definition of
file structure and the wide variability of data are the main causes which make
their integration difficult, and therefore, hinders the development of unattended
applications. This situation hampers the definition of mapping rules because the
formal description of its elements is not available. The meaning of the fields is of-
ten described in text files. Relational databases are also used to store biomedical
data, but this solution also lacks a formal definition of their tables and columns
meaning. However, relational databases provide the repository schema which fa-
cilitates its use for defining the mapping rules and performing the integration
among them.

Our purpose is to develop a method for the automatic execution of biomedical
data integration processes based on the formalization of the relations between
the different biomedical resources that are integrated. This method would then
support the development of integrated biomedical semantic systems, since the
result of the integration process is an integrated, semantic repository. In this
paper, we will describe both the method and the initial results we have obtained
in the application of the integration method to our OGO system [12]. OGO is a
semantic repository of orthologs[13] and genetic diseases built by integrating var-
ious bioinformatic repositories by using a hard-coded integration method. This
lack of formalization causes maintenance problems in the semantic repository
that we hope to overcome with this enhanced method.

The structure of this paper is described next. First, a brief description of the
OGO system is presented in Section 2. Then, Section 3 describes the method
designed for integrating the information source. In Section 4, we describe the
application of the method to OGO. Finally, some conclusions are put forward in
Section 5.

2 The OGO System

The OGO system integrates biological repositories about orthologous genes and
genetic diseases in order to allow biomedical researchers to access to a more
complete, integrated and non-redundant information. OGO integrates the infor-
mation of orthologs available in the following resources: KOG [14], Homologene
[15], OrthoMCL [16] and Inparanoid [17]. The information about genetic diseases
is collected from OMIM [18].

The OGO system is based on the OGO ontology (see Figure 1), which con-
ceptualizes the orthologs and genetic disease domains. This ontology reuses the
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Fig. 1. The OGO ontology

following well-known bio-ontologies: GO[4], Evidence Code Ontology[19], NCBI
taxonomy[20] and Relationship Ontology[21].

The amount of information and the wide variety of information sources make
the management of the integration process a complex task. Consequently, having
an unsupervised approach that enables us to automatically update the OGO
knowledge base becomes of paramount importance. It should be noted that the
different source repositories are updated at different times, so the integration
process should be not applied to all the resources at the same time. In addition to
this, changes in the repositories or in the ontology should have minimum impact
in the integration process. These are the main problems that we identified in the
maintenance method used to date in the OGO system and that we aim to solve
with the method presented in this paper.

3 The Integration Method

This methodology is designed to integrate relational repositories into an onto-
logical knowledge base. Thus, this method permits the association of database
schemas with ontology models. Figure 2 describes graphically the connections
between the different parts involved in the integration process. First, the
module Mapping Rules Definition is used to define the Mapping Rules between
the Relational Repositories and the Ontology Model. Second, the module Identity
Rules Definition is used to define the policy for detecting duplicate instances.
If there exists an equivalent instance, then both instances have to be merged
to avoid redundancy. Therefore, we need the Identity Rules module to describe
the instances of ontology classes. Finally, the Integration Module uses the map-
ping rules and the information of the repositories to create the instances in the
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ontology model, and the identity rules to decide whether the instances should
be added into the Ontological Knowledge Base.

3.1 Mapping Rules

The mappings rules define the connections between the repositories schemas and
the ontology resources. The rules are coded by using XML documents and each
document contains the mapping rules between a particular schema and ontology.
In each XML document, the repository is described by using the ”<dbsource>”
tag and the ontology is described by using the ”<ontotarget>” tag. These tags
define the parameters which will be used to create a connection to the repository
and load the ontology during the integration task. In particular, the repository
connection parameters, that are defined in ”<dbsource>” tag are (1) the type of
repository; (2) connection, which indicates the URL and the particular schema
where the data is located; (3) the name of the user account in the repository;
and (4) the password of the user account. The current implementation supports
MySQL, PostgreSQL and Oracle.

There are three types of mapping rules. The first type represents the
mapping between a key of the repository and an ontology class, and it is iden-
tified by the ”<type>DB2Class</type>” value. The second type represents
the mapping between a table and a property of the ontology, and its identi-
fier is ”<type>DB2Prop</type>”. The third type is the mapping between a
table and a relationship of the ontology, and it is identified by the
”<type>DB2Rel</type>” value.

Table 1 shows an example of the first type of mapping rules. This rule consists
of the class of the ontology and the related key column of the repository. The
class is defined in the ”<class>” tag by using its URI in the ontology, and the key
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column is defined in the ”<db>” tag by using the ”table name.column name”
nomenclature. This rule relates a key column to a class in the ontology, so each
key value will be used to identify a specific instance of the ontology class and
to gather the other properties of the instance from the repository. If a class of
the ontology has already defined all its instances, this kind of rule will not be
needed. The instances would be identified in a proper way in the other types of
rules by using the same key or other foreign key.

Table 1. DB2Class type of mapping rule for the Gene class

<map>
<type>DB2Class</type>
<class><id>http://miuras.inf.um.es/ontologies/OGO.owl#Gene</id></class>
<db><id>geneinf.geneId</id></db>

</map>

Table 2 describes the second type of mapping rules, which relates a property
of the ontology with the columns of the repository in which the information is
stored. This rule consists of source, predicate and target tags. The source tag
describes the key to identify the appropriate instances that are related to the
property. It consists of ”<class>” and ”<db>” tags which have the same mean-
ing as in the DB2Class type. The predicate tag identifies a datatype property or
an annotation property of the ontology by using its URI. Finally, the target tag
defines where to find the property values. It uses ”table.column” nomenclature
as described above.

Table 2. DB2Prop type of mapping rule for the Gene identifier property

<map>
<type>DB2Prop</type>
<source>
<class><id>http://miuras.inf.um.es/ontologies/OGO.owl#Gene</id></class>
<db><id>geneinf.geneId</id></db>

</source>
<predicate>
<id>http://miuras.inf.um.es/ontologies/OGO.owl#Gene identifier</id>

</predicate>
<target>
<db><id>geneinf.geneId</id></db>

</target>
</map>

The last type of mapping rule is described in Table 3. This rule provides a
description of how two instances of the ontology are linked by using informa-
tion from the repository. In this example, we relate gene instances and Gene
Ontology instances through participates in. To describe how to link the infor-
mation the rule uses three tags source, predicate and target, such as DB2Prop
does. The source tag identifies the subject instance of a relationship using
the ”<class>” and ”<db>” tags. The predicate tag identifies the relationship.
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So, the ”<property>” tag identifies the root relationship in the ontology and
”<db>” tag identifies the specific relationship, which is a sub-property of the
root one. In order to associate the ontology subproperties with the values of a
repository column, the subproperty and the column must share a tag. The target
tag identifies the object instance of the relationship. As well as the source tag,
the target tag uses the ”<class>” and ”<db>” tags to identify instances in the
ontology.

This type of rules cover all type of information from the repositories that
we need to load into the knowledge base. However, these rules do not take into
account any criteria for the integration of information and hence we need identity
rules to eliminate redundancy in the knowledge base.

Table 3. DB2Rel type of mapping rule for the participates in relationship

<map>
<type>DB2Rel</type>
<source>
<class><id>http://miuras.inf.um.es/ontologies/OGO.owl#Gene</id></class>
<db><id>gene2go.geneId</id></db>
</source>
<predicate>
<property><id>http://miuras.inf.um.es/ontologies/OGO.owl#participates in</id></property>
<db><id>gene2go.ec</id></db>
</predicate>
<target>
<class><id>http://um.es/go.owl#GO 0003674</id></class>
<db><id>gene2go.goId</id></db>
</target>
</map>

3.2 Identity Rules

The aim of identity rules is to find which instances refer to the same real world
individual. Such rules describe the requirements that two instances have to meet
to be considered equivalent. Hence, before adding a new instance into the Knowl-
edge Base, we look for any instance with similar meaning using the requirements
defined in these rules. To match an instance in the Knowledge Base, the require-
ments have to be assessment considering its boolean operators as well. Identity
rules are coded by using XML documents. Each identity rule is related to a
class in the ontology. So, we have one identity rule document for each ontol-
ogy. The identity rules file also contains the reference to the ontology file. The
”<ontosource>” tag is used for defining its location. Each identity rule in the
file is represented within the ”<condition>” tag.

In particular, an identity rule is determined by a tree of requirements. The
root indicates which class of the ontology is described in the rule. Requirements
are described within the ”<requirement>” tag and contain the description of
a (subject, predicate, object) relationship. There is one ”<predicate>” tag and
another ”<object>” tag included within each requirement tag, but the subject’
of the relationship is defined by the object value of the parent node in the tree of
requirements. So, requirements are connected through parent-child and sibling
relationships.
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The parent-child relationships between requirements are classified into ”AND”
and ”OR” tags, whose meaning are, respectively, mandatory and optional. As
usual, the precedence of ”AND” is higher. The predicate consists of ”<scope>”
and ”<property>” tags. The values of the scope tag are ”ALL” and ”SOME”.
They determine whether all property values of an instance must exist or only
some of them. The property tag indicates the property to be evaluated.

On the other hand, the object tag consists of ”<value>” and ”<class>” tags.
The values of the value tag are EQUALS and EQUALS IGNORE CASE. It
defines how to evaluate the property values. If the datatype of the property is a
string both type of values are possible. In other cases, only the EQUALS value
is possible. The ”<class>” tag specifies the class of the range of the property
when using Object Properties. In other cases, it identifies the class of the domain
of the property.

Table 4 shows the identity rules defined for the Gene class. The URIs of the
resources of the ontology have been simplified for clarity, we only show their
local names. Thus, the root requirement contains the object tag, which indicates
the ontology class to be depicted. Then, there are two ”and” tags, the first one
means that the each sub-requirement is mandatory, but the second refers to the
requirements between two siblings. So, the first sub-requirement indicates that
two equivalent genes must belong to the same organism, whereas the second sub-
requirement is empty, without ”predicate” or ”object” tags. These requirements
are used to group other requirements and to define the precedence between them.
Finally, an empty requirement contains two sub-requirements that are optional
because it contains the ”or” tag. These requirements indicate at least a name or
an identifier of the gene, respectively, that should match.

Table 4. Example of the identity rule for the Gene class

<condition>
<requirement><object><class>Gene</class></object>
<and><and>
<requirement>
<predicate><scope>ALL</scope><property>fromSpecies</property></predicate>
<object><value>EQUALS</value><class>Organism</class></object>

</requirement>
<requirement>
<or>
<requirement>
<predicate><scope>SOME</scope><property>Gene name</property></predicate>
<object><value>EQUALS IGNORE CASE</value><class>Gene</class></object>

</requirement>
<requirement>
<predicate><scope>SOME</scope><property>Gene identifier</property></predicate>
<object><value>EQUALS</value><class>Gene</class></object>

</requirement>
</or>

</requirement>
</and></and>
</requirement>

</condition>

As the integrated biomedical data is stored in a semantic repository, SPARQL
is the most appropriate query language. The evaluation of the identity rule is
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Table 5. SPARQL query related to an identity rule

PREFIX ogo: <http://miuras.inf.um.es/ontologies/OGO.owl#>
PREFIX tax: <http://um.es/ncbi.owl#>
SELECT ?subject
WHERE {
?subject ogo:fromSpecies tax:organism1 .
{
{ ?subject ogo:Gene name ?label1 FILTER regex(?label1, ”name1”, i) . }
UNION { ?subject ogo:Gene name ?label2 FILTER regex(?label2, ”name2”, i) . }
UNION { ?subject ogo:Gene identifier ”id” . }
}
}

done by translating its requirements into SPARQL. Table 5 shows an example of
SPARQL defined using the identity rule shown in Table 4. This query searches
for an URI of an instance which belongs to ”organism1” and contains the gene
names ”name1” or ”name2”, or the gene identifier ”id”.

3.3 Integration Process

The integration process uses the rules for mapping the information from the
repositories to the knowledge base. Each repository has its own mapping rules
document, but the document of identity rules is associated with the global on-
tology of the knowledge base.

To integrate a repository, first we have to parse the identity rules file and its
corresponding mapping rules file. Then, we have to group the mapping rules with
its corresponding the class. Afterwards, we have to sort out those groups to avoid
dependences through relationships. Each group contains the rules for gathering
the information of the instances of its class. In particular, the ”DB2Class” rule
indicates the key values to retrieve all instances. If one group of mapping rules
does not contain that type of rule, it means that the instances of such class do
not have to be created because they already exist in the knowledge base. Once
retrieved the information of an instance, we first check whether there exists an
equivalent instance in the knowledge base. If not, we add it.

4 Results

We have put into practice the methodology defined by means of integrating the
orthologous genes and protein information into the OGO KB. In this evaluation,
we have not integrated all the repositories. The process has focused on two of the
resources, namely, KOG and Homologene. KOG provides circa 5000 clusters of
orthologous genes whilst Homologene contains circa 20000 clusters. Both reposi-
tories were integrated into the OGO KB, resulting in nearly 95000 genes instances.

The mapping and identity rules were defined using a desktop application. This
application provides a graphical interface to define the mapping and identity
rules. As a result of this application we have a mapping rules file for KOG
repository and another for Homologene. We also have defined a identity rule file
related to the OGO model.
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After performing the integration, we compared the results with the ones ob-
tained by following the previous integration method used by us in OGO. Apart
from benefits of the automation of the process, the results were even better
since the method was able to detect some equivalent individuals that the pre-
vious method was not. The identity rules provide a more precise definition of
the instances and their properties to detect equivalent instances in comparison
to the manual integration which only take into account the instance identifiers.
Thus, these results are encouraging and we plan to apply the method to the
other source repositories.

5 Conclusions

The definition of a methodology for mapping relational repositories into an onto-
logical repository is needed to facilitate the integration of repositories. However,
the lack of formalization of such integration process would make the integrated
data hard to maintain and update. In this paper we have proposed a method
based on explicit mapping and identity rules and in which the meaning of the
entities is defined in an ontology.

On the one hand, mapping rules are focused on how to relate the source informa-
tion with the ontology. Mapping rules depend on repository schemas and ontology
models, so any change on them might result in a redefinition of the rules.

On the other hand, identity rules are focused on defining what makes in-
stances different each other. This situation provides enough flexibility to handle
both heterogeneous information sources and complex ontological models. Iden-
tity rules depend only on the semantics of the domain, so they are not affected by
changes in the source repositories. The quality of a knowledge base is improved
by the identity rules definition. Thus, an instance is not only identified through
an identifier but also through its properties and relationships. The identity rules
also avoid redundancy and inconsistency, because they contain some of the re-
strictions defined in the ontology model. The consistency of the KB is evaluated
through the use of reasoners over the integrated repository. However, it should
be noted that an inconsistency in the KB might be caused by a badly defined
identity rule.

The method has been successfully applied to a part of the OGO system and
we are going to apply it to the whole OGO. We will also do further research in
the relation of identity rules with the notion of keys in OWL [22] and the notion
of identity in Ontoclean [23].
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Abstract. The Web of Data is producing large RDF datasets from diverse fields.
The increasing size of the data being published threatens to make these datasets
hardly to exchange, index and consume. This scalability problem greatly dimin-
ishes the potential of interconnected RDF graphs. The HDT format addresses
these problems through a compact RDF representation, that partitions and effi-
ciently represents three components: Header (metadata), Dictionary (strings oc-
curring in the dataset), and Triples (graph structure). This paper revisits the format
and exploits the latest findings in triples indexing for querying, exchanging and
visualizing RDF information at large scale.

1 Introduction

The Web of Data comprises very large RDF1 datasets from diverse fields such as bioin-
formatics, geography or social networks. The Linked Data Project2 has been playing a
crucial role promoting the use of RDF and HTTP to publish structured data on the Web
and to connect it between different data sources [5]. This philosophy has lift traditional
hyperlinks to a new stage, in which more than 25 billion RDF triples are being shared
and increasingly linked3. Linked Open Data (LOD) cloud is roughly doubling every 10
months, hence the important problem when these data need to be managed.

To date, these RDF datasets tend to be published, exchanged and consumed
within plain RDF formats such as RDF/XML, N34 or Turtle5, which provide human-
focused syntaxes disregarding large data volumes. General compressors are used over
these plain formats in order to reduce the final size, but the resultant files must be
decompressed and parsed in plain at the final consumer.

1 http://www.w3.org/TR/REC-rdf-syntax/
2 http://linkeddata.org
3 http://www4.wiwiss.fu-berlin.de/lodcloud/
4 http://www.w3.org/DesignIssues/Notation3
5 http://www.w3.org/TeamSubmission/turtle/
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Several RDF indexes and RDF storages explore efficient SPARQL6 query resolution
methods [15,4]. However, these approaches suffer from lack of scalability [21]. There
is still a large interest in querying optimization [19], whose performance is diminished
when the RDF storages manage these very large datasets.

All this is diminishing the potential of interconnected RDF graphs due to the huge
space they take in and the large time required for consuming. Thus, only a small portion
of the data tend to be finally exchanged, indexed and consumed.

RDF/HDT (Header-Dictionary-Triples) addresses these issues. It proposes a binary
format for publishing and exchanging RDF data at large scale [10]. This paper revis-
its RDF/HDT and analyzes its role in the Web of Data. We provide a set of applica-
tion fields which need to overcome the aforementioned scalability problems, studying
RDF/HDT in such contexts. In particular, we focus in querying, exchanging and con-
suming RDF, i.e., the consuming usage of large RDF information. To this later end, we
refer to a novel tool which consumes HDT to provide large RDF data visualization.

The paper is organized as follows. Section 2 reviews the underlying problems of
large RDF in the Web of Data. Section 3 presents an overview of HDT concepts and
practical issues of their implementation. We revisit HDT for indexing and querying in
Section 4, studying two different solutions for Triples indexing. We provide an HDT-
based architecture for RDF exchanging in Section 5. Section 6 encourages HDT for
RDF consumption at large scale, referring to a visualization tool as a use-case. Finally,
Section 7 concludes and addresses future challenges.

2 Related Work

The RDF data model was designed as a general framework for the description and
modeling of information, hence it is not attached to a particular serialization format.
RDF/XML, despite its verbosity, is useful for interchanging small-scale data. Other
notations, e.g. Turtle and N3, allow shortening some constructions, such groups of URIs
or common datatypes. However, none of these proposals seems to have considered data
volume as a primary goal.

Although diverse techniques provide RDF indexes, the efficient and scalable reso-
lution of SPARQL remains an open problem. Some of them store RDF in a relational
database and perform SPARQL queries through SQL, e.g. Virtuoso7. A specific tech-
nique, called vertical-partitioning, groups triples by predicate and defines a 2-column
(S,O) table for each one [21]. They allow some SPARQL queries to be speeded up,
but make some others difficult, e.g. the queries with unbounded predicates. A different
strategy is followed in RDF-3X [15] and BitMat [4]; indexes are created for all ordering
combinations (SPO, SOP, PSO, POS, OPS, OSP), increasing spatial requirements.

The access points of the Web of Data, built on top of RDF, are typically the SPARQL
Endpoints, services which interpret the SPARQL query language. The performance of
querying this infrastructure is diminished by the aforementioned factors [18]: (1) the
response time, affected by the efficiency of the RDF indexing structure, and (2) the
overall data exchange time, obviously influenced by the serialization format.

6 http://www.w3.org/TR/rdf-sparql-query/
7 http://www.openlinksw.com/dataspace/dav/wiki/Main/VOSRDF
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Fig. 1. Incremental representation of an RDF dataset with HDT

SPARQL resolution over the Web of Data has been addressed in two different ways.
On the one hand, a federated query architecture, in the sense of traditional databases
federation [20], sets up an abstraction layer of multiple SPARQL Endpoints [17]. De-
composition of queries, subquery propagation and integration of results are its main
challenges. On the other hand, data centralization is based on dataset replication under
a unique access point, e.g. the well-known Sindice service [16] or the Linked Data ag-
gregation of OpenLink Software8. Both mechanisms suffer from a problem of dynamic
data discovery [12] and large data management and indexing.

3 RDF/HDT

Traditional formats for serializing RDF stay influenced by the old document-centric
perspective of the Web. This leads to fuzzy publications, inefficient management, com-
plex processing and lack of scalability for large RDF datasets. The format RDF/HDT
(Header-Dictionary-Triples) arises as a compact alternative to the plain formats for se-
rializing RDF in the current Web of Data, moving forward to a data-centric scheme.

3.1 Basic Concepts

RDF/HDT[10] is a binary format for RDF recently published as a W3C Member Sub-
mission9. It considers the skewed structure of large RDF datasets [22] to achieve large
spatial savings. It splits a dataset into three logical components:

- Header. This component is an RDF graph expressing metadata about the dataset. It
extends VoiD10 with a specific vocabulary11 which allows logical and physical descrip-
tions for the dataset. It can be used through well-known mechanisms, such as SPARQL
Endpoints, serving as an entrance point to the information described in the dataset.

8 http://lod.openlinksw.com/
9 http://www.w3.org/Submission/2011/SUBM-HDT-20110330/

10 http://www.w3.org/2001/sw/interest/void/
11 http://www.rdfhdt.org/hdt/
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Table 1. Compression results and Triples sizes for several datasets

Dataset
Triples Size Compression (MB) Triples Size (MB)

(millions) (GB) gzip bzip2 ppmdi HDT-C Bitmap k2-Triples
geonames 9.4 1.00 78.54 54.78 49.15 32.36 33.60 17.41
wikipedia 47.0 6.88 491.04 360.01 288.85 156.40 143.84 124.93

dbtune 58.9 9.34 924.85 630.28 441.86 175.02 245.78 152.58
uniprot 72.5 9.11 1233.25 739.76 637.15 330.23 278.59 81.92

dbpedia-en 232.5 33.12 3513.58 2645.36 2251.95 1319.29 995.73 884.74

- Dictionary. It maps all different strings to integer IDs. This decision pursues the goal
of compactness because each triple can be now regarded as a group of three integer IDs.

- Triples. This component represents the graph topology by encoding all triples in the
dataset. The mapping of the Dictionary allows the structure to be managed as an integer-
stream. This new representation facilitates the encoder to take advantage of the existing
power-law distributions for subjects and objects [10], improving HDT effectiveness.

3.2 Practical Issues

RDF/HDT supports a flexible implementation for each component depending on the
final application consuming RDF. Figure 1 provides an example of different practical
strategies. First, the Dictionary is built from the original RDF dataset. It is implemented
on a simple hashing-based approach which distinguishes strings playing roles of: shared
subject-object (S-O), subject (S), object (O) and predicate (P). Then, these mappings
are used to describe three different techniques for the Triples [10].

Plain triples is the most naive approach in which only the ID replacement is car-
ried out. Compact triples performs a subject ordering and creates predicate and object
adjacency lists for each subject. The stream Predicates concatenates the predicate lists
related to each subject, using the non-assigned zero ID as separator. The second stream
(called Objects) lists all objects related to the pairs (s,p) in the same way. Finally,
Bitmap triples extracts the auxiliary zero IDs embedded in each stream and stores
them in two bitmaps in which 1-bits mark the end of the corresponding adjacency list.

Fernández, et al. [10] also proposes HDT-Compress, which combines specific
compression techniques for the Dictionary and the Triples. Table 1 studies the effective-
ness of this approach and compares them against well-known compressors for several
datasets12. As can be seen, HDT-Compress (column HDT-C) always achieves the best
compression ratio. The comparison of HDT-Compress against the typical compressor
used in the area (gzip) reports improvements from 2.5 up to more than 5 times. The
difference against the best compressor (ppmdi) is reduced, from 1.5 to 2.5 times, but
remains significative. These results support HDT as a very compact serialization format
for RDF and encourage its usage in applications, such as exchanging or publishing, in
which the dataset size determines their efficiency.

12 Geonames, dbtune and uniprot (http://km.aifb.kit.edu/projects/btc-2010),
wikipedia (http://labs.systemone.at) and dbpedia
(http://wiki.dbpedia.org)
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Fig. 2. k2-triples: vertical partitioning on k2-trees

4 RDF Indexing and SPARQL Querying

RDF indexing is a cornerstone of the Web of Data because it determines the perfor-
mance of SPARQL resolution, and so, the efficiency of other tasks such as reasoning. A
common weakness for current RDF indexing solutions is the significative time that they
waste in disk transfers. Although full-in-memory indexes seem a logical solution, they
are hardly scalable due to their lack of compression. In this scenario, HDT arises as an
effective solution because of its compactness. This section addresses two HDT-based
approaches focused on the indexing of the Triples component.

4.1 Bitmap Triples

This is an intuitive technique based on the Bitmap triples representation described in
the previous section. Let us suppose a dataset containing |S|, |P |, and |O| different
subjects, predicates and objects respectively. Each predicate, in Sp, is represented with
log(|P |) bits whereas each object, in So, takes log(|O|) bits. In turn, the bitmaps Bp

and Bo are also represented in plain form [11]. This technique uses a 5% of extra space
over the original bitmap length in order to achieve efficient constant time for rank and
select operations [14]. These two operations enable graph structure traversing and
allow some SPARQL triple pattern queries to be performed13.

Regarding the SPO ordering, Bitmap triples resolves efficiently the triple patterns
(S, P, O), (S, P, ?O), (S, ?P, ?O), and (S, ?P, O). Note that all of them bound the sub-
ject. Patterns with unbounded subject require additional indexes to be resolved.

4.2 k2-Triples

The Bitmap triples approach achieves an interesting tradeoff between compression and
searching features, but it is not a full-index by itself. As we explained, the ordering
chosen for its building restricts the queries than can be efficiently answered. However,
its performance yields an important conclusion: compression allows RDF indexes to be
fully managed in main memory, achieving very efficient SPARQL resolution.

13 Triple patterns are like RDF triples except that each of the subject, predicate and object may
be a variable. ?X values are used to indicate variable elements in the pattern.
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The usage of compact data structures [14] is not very common in semantic appli-
cations. However, they have been successfully used to solve problems in areas such as
Bioinformatics [7] or Web Graphs [6]. A technique from this last domain, called k2-
tree, has been generalized to be used for representing general graph databases [1]. It
models a graph as a binary matrix in which a cell (i,j) contains 1 iff the nodes i and
j are linked. This technique supports very effective resolution for queries which (1)
retrieves all points in a row x (direct neighbours for x); (2) retrieves all points in a col-
umn y (reverse neigbours for y); (3) checks the existence of a given point (x,y); and
(4) performs a bidimensional range queries involving subsets of rows and/or columns.

k2-triples [2] uses k2-trees to compress and index the Triples component of an
RDF/HDT dataset. It is, to the best of our knowledge, the first RDF index built on
compact data structures. It vertically partitions the dataset to group all triples related to
a given predicate. This decision allows each group to be modeled with an independent
k2-tree which indexes all pairs (subject, object) associated with a given predicate. The
resulting k2-trees describe very sparse 1 distributions which allow k2-triples to achieve
ultra-compressed representations of the Triples component.

Figure 2 shows how k2-triples represents the listed triples, extended from the ex-
ample in Figure 1. Three independent k2-trees are used for indexing the triples. Note
that this approach works on square matrices, hence the rows/columns are expanded. In
the example, only the three first rows (for the three existing subjects) and the six first
columns (for the six objects) are really used in each k2-tree, so all triples are stored
in these ranges. For instance, the predicate 2 takes part in three triples: (2,2,4), (1,2,5)
and (3,2,6), and its corresponding k2-tree stores them in the coordinates (2,4), (1,5) and
(3,6), which represent the corresponding subject-object pairs.

k2-triples supports all SPARQL triple pattern queries on the primitive operations
of the k2-tree. The conjunction of these patterns allows more complex queries to be
obtained through join conditions. It currently gives support for subject-subject joins,
object-object and cross-joins between subjects and objects.

The results reported for k2-triples [2] give three interesting facts: 1) it achieves the
most compressed representations14; 2) it largely outperforms vertical partitioning on re-
lational databases; and 3) it beats multi-index solutions for queries with bounded pred-
icates. These results support k2-triples for the design of full-in-memory RDF engines
and its performance excels for datasets using a limited number of predicates.

5 RDF Exchanging

Communication processes in the Web of Data are threatened by the overall data ex-
change time. Even if current RDF formats are compressed using universal techniques,
they must be decompressed at destination and then parsing the same verbose data.

HDT combines compressibility (as stated in Section 3.2) and cleaner parsing, since
it already provides an index to the information. Besides establishing a compact RDF
binary format for exchanging, HDT can be used as basis to design an efficient architec-
tural model in the Web of Data. The state-of-the art reveals the need of improving the
efficiency of SPARQL Endpoints, supporting (1) efficient and scalable mechanisms for

14 Table 1 also shows that k2-triples outperforms Bitmap triples compressibility.
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SPARQL+ HDT  OperationsTable
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SPARQL+ HDT Operations

(Dbpedia) (Geonames)

Fig. 3. Structure and communication flow in HDT·EndPoints

storing and indexing large RDF datasets, (2) compact formats for exchanging, such as
HDT, and (3) protocols for discovering new resources.

HDT·EndPoints is an architecture which extends the concept of SPARQL Endpoints
to support HDT functionality, taking advantage of its properties to overcome the men-
tioned needs. The net is built on top of HDT·Endpoint nodes.

Definition 1 (HDT·EndPoint). An HDT·EndPoint node is an element (i) conforming
to the SPARQL protocol for RDF (SPROT)15, (ii) which extends its functionality to
discover and communicate with other HDT·EndPoints, and (iii) makes use of HDT as
its RDF interchange format.

Figure 3 shows the structure and communication flow for two HDT·EndPoints, storing
DBpedia and Geonames in the LOD cloud. Imagine a client, (e.g. a human, a machine
or a consuming application), who wants to retrieve all the information about “Berlin”.
She will send a SPARQL query to the DBpedia HDT·EndPoint (step ’1’ in the figure)
which tries to solve it locally (’2’). Then, the DBpedia node will look up in its Table
of Remote Services (’3’) to discover other HDT·EndPoints which could contribute in
the results. It will discover Geonames, send a subquery (’4’), harvest the results (sent in
HDT) and present the final result (also in HDT) to the user (’5’).

The Table of Remote Services is a mechanism to discover other HDT·EndPoints
through the HDT Header. This can be seen as a “routing” table, which includes one
entry per HDT dataset held in the HDT·EndPoint. Each entry stores its namespaces and
the URI of the HDT·EndPoint hosting the dataset. It also includes the Header of the
dataset and an optional timestamp in order to support an updating policy.

In addition to SPARQL Queries, HDT·EndPoints allows for specific HDT opera-
tions, such as returning all (of a part of) each components (Header, Dictionary, Triples).

6 Consuming RDF. Large RDF Visualization

At this point, consuming RDF is seriously underexploited [13] due to (1) the huge
RDF graphs exchanging costs, (2) their complex parsing and indexing and (3) a general
darkness of the underlying structure. Large RDF data tend to be complex and hard to

15 http://www.w3.org/TR/rdf-sparql-protocol/
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Fig. 4. Bibsonomy dataset as shown using the HDT visualization tool

read/parse in its textual publication format. Thus, semantic information developers have
to deal with painful processes in order to consume these large RDF graphs.

RDF/HDT leads to compact RDF representations which not only mitigate exchang-
ing costs, but also make the parsing and indexing easier. This way, applications con-
suming HDT can benefit from the reduced size as well as “instant” access to the data.

A visualization tool is proposed [3] as an example of application consuming HDT.
In addition, it provides a solution for the third aforementioned problem for consumers,
i.e. visualization and understanding of large RDF data.

6.1 Background

The use of visual tools helps consumers understand RDF content. Some of the typical
tasks are identifying the most relevant resources in the graph, whether the information
is grouped or scattered, or browsing the links between resources. Typical visualization
tools use the node-link representation of the underlying graph. Since huge RDF datasets
contain thousands to millions of statements, the number of graph nodes and edges [8]
is large, causing users to have trouble interpreting the visualization. A completely dif-
ferent approach for rendering graph data is using its adjacency matrix [9]. It consists of
generating a boolean-valued connectivity table where rows and columns represent the
vertices of the graph, and each cell (x,y) states whether x is connected to y or not.

6.2 Adjacency Matrix Visualization

Arias et al. [3] proposes using a 3D adjacency matrix as an alternate visualization
method for RDF. The RDF data must be available in HDT beforehand, so that the com-
pact information can be directly consumed by the application.

The Triples component of HDT, which represents each statement as a three integer
triple, can be seen as a (x, y, z) coordinate in a 3D space that can be plotted as point
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in a 3D scattered plot. The y axis represents subjects, the x axis objects and the z axis
predicates. The user can rotate and zoom the view to have different 3D perspectives of
the data. The first and most interesting view is the one that places the camera on the
z axis looking at the origin, showing a 2D figure comparing subjects against objects
(Figure 4). Predicates are also highlighted using a different color for each one.

Each axis scale is annotated using the IDs, so the user can get a first sight of the
amount of subjects and objects. The shared subject-object area of the dictionary is rep-
resented using a rectangle at the origin with a different background color. This area is
quite interesting, because it represents the links among RDF resources.

The user experience can be enhanced by providing some extra features for inter-
actively browsing the data. The user can hover the mouse above the graphic, showing
details of the nearest triple under the cursor. The HDT Triples component can be queried
to find the nearest triple, and finally the full triple can be converted back to string using
the HDT Dictionary.

7 Conclusions and Future Work

RDF/HDT is a binary serialization format for RDF which decomposes the original data
into three logical components: Header, Dictionary and Triples. It exploits the skewed
structure of RDF datasets to achieve large spatial savings. Besides establishing a com-
pact RDF format, HDT also provides efficient querying and parsing. We revisit HDT
and study its applications in typical scenarios within the current Web of Data. We focus
on indexing, querying, exchanging and consumption of large RDF datasets.

We analyze indexing and querying of HDT information through two different ap-
proaches for the Triples component, Bitmap and k2-triples. Bitmap triples is a compact
representation suitable for scalable exchange, but it only supports basic query opera-
tions. K2-triples emerges as an ultra-compressed full-in-memory solution supporting
complex SPARQL operations. Experiments show that k2-triples is the most effective
technique among all considered solutions, and the most efficient engine for solving
triple patterns with bounded predicates. For future work, a query optimizer integrated
with HDT would allow more complex queries to be efficiently resolved. New dictio-
nary implementations can be also explored for providing native searches over the data,
allowing to compute SPARQL filters before the triples search.

The HDT·EndPoints architecture leads to mitigate the scalability problem of the cur-
rent Web of Data by means of HDT exploitation; larger volumes can be managed with
smaller delays, encouraging the distribution in the Web. Furthermore, the exchange of
HDT, compact and searchable, allows for direct access to the information. For future,
the analyzed features of RDF/HDT open a world of possibilities and applications in the
Web of Data. In particular, we envision the use of this infrastructure in mobile devices.
HDT would serve, not only as the RDF transmission format, but also as an internal
storage and native indexing, due to its reduced size fits mobile devices constrains.

Regarding RDF consumption, the major strength of HDT is to deal with huge
datasets, achieving efficient parsing and processing, as it already embeds an index to
the information. We show its applicability to a concrete problem of visualizing large-
scale RDF data. The tool, based on a 3D RDF adjacency matrix, consumes and makes
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use of HDT to alleviate the limitations of previous node-link graph visualization ap-
proaches. RDF consumers can benefit from the latest findings in RDF/HDT. The logical
decomposition of the original RDF in three components allows for different researches,
implementation and improvements for future work.
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Abstract. The aim of this paper is to present some methods to expand
user queries and a performance evaluation to retrieve public procure-
ment notices in the e-Procurement sector using semantics and linking
open data. Taking into account that public procurement notices contain
information variables like type of contract, region, duration, total value,
target enterprise, etc. different methods can be applied to expand user
queries easing the access to the information and providing a more ac-
curate information retrieval system. Nevertheless expanded user queries
can involve an extra-time in the process of retrieving notices. That is why
a performance evaluation is outlined to tune up the semantic methods
and the generated queries providing a scalable and time-efficient sys-
tem. On the other hand this system is based on the use of semantic web
technologies so it is necessary to model the unstructured information
included in public procurement notices (organizations, contracting au-
thorities, contracts awarded, etc.), enrich that information with existing
product classification systems and linked data vocabularies and publish
the relevant data extracted out of the notices following the linking open
data approach. In this new LOD realm these techniques are considered to
provide added-value services like search, matchmaking geo-reasoning, or
prediction, specially relevant to small and medium enterprises (SMEs).

1 Introduction

In the European e-Procurement context there is an increasing commitment
to boost the use of electronic communications and transaction processing by
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government institutions and other public sector organizations. The European
Commission outlines the following advantages in the wider use of e-Procurement1
: increased accessibility and transparency, benefits for individual procedures,
benefits in terms of more efficient procurement administration and potential for
integration of EU procurement markets. TED2 (’Tenders Electronic Daily’) is
the on line version of the ’Supplement to the Official Journal of the European
Union’, dedicated to European public procurement (1500 new procurement no-
tices every day3) but an unified information system pan-European dealing with:
1) dispersion of the information; 2) duplication of the same notice in more than
one source; 3) different publishing formats; 4) problems regarding to a multi-
lingual environment and 5) aggregation of low-value procurement opportunities,
is missing.

Obviously one of the most interesting domains to apply the Linking Open Data
(LOD) approach is public procurement information published by governmental
contracting authorities. In that sense, the growing commitment to the reuse of
public sector information (PSI) and initiatives like semantic web, LOD and the
use of Knowledge Organization Systems (KOS) provide building blocks for an
innovative unified pan-European information system for the benefit of SMEs.

This work aims to apply some semantic-based methods to expand user queries
in the e-Procurement sector using semantic web technologies and the LOD ap-
proach. In this paper a survey of methods is presented to expand the information
variables extracted out of the public procurement notices and a performance eval-
uation of the user queries is also provided to show how the system works. This
study is motivated by the following example: Which public procurement notices
are relevant to Dutch companies (only SMEs) that want to tender for contracts
announced by local authorities with a total value lower than 170K e to procure
“Construction work for bridges and tunnels, shafts and subways“ and a two year
duration in the Dutch-speaking region of Flanders in Belgium?.

2 Related Work

In the scope of LOD and open government data (OGD) there are projects trying
to exploit the information of public procurement notices like LOTED4 (“Linked
Open Tenders Electronic Daily”) where they use the RSS feeds of TED. UK
government5 is doing a great effort to promote its information sources using the
LOD approach. They have published datasets from different sectors: transport,
defense, NUTS geographical information6, etc. Most of the public administra-
tions in the different countries are also betting for LOD approach to make public
1 http://ec.europa.eu/internal_market/consultations/docs/2010/e-
procurement/green-paper_en.pdf

2 http://ted.europa.eu/
3 http://www.eubusiness.com/tenders
4 http://loted.eu:8081/LOTED1Rep/
5 http://data.gov.uk
6 http://nuts.psi.enakting.org/

http://ec.europa.eu/internal_market/consultations/docs/2010/e-procurement/green-paper_en.pdf
http://ec.europa.eu/internal_market/consultations/docs/2010/e-procurement/green-paper_en.pdf
http://ted.europa.eu/
http://www.eubusiness.com/tenders
http://loted.eu:8081/LOTED1Rep/
http://data.gov.uk
http://nuts.psi.enakting.org/
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their information: Spain (Aporta project7), USA8, etc. Regarding the use of LOD
and organizations there is a new ontology for modeling the information about
organizations9 and recently it has been released “The Open Database Of The
Corporate World”10.

Product Scheme Classifications (also known as PSCs) like the CPV (Common
Procurement Vocabulary available at RAMON, the Eurostat’s metadata server)
have been built to solve specific problems of interoperability and communication
in e-commerce[10]. The aim of a PSC is to be used as a standard de facto by
different agents for information interchange in marketplaces [2]. Any PSC, as well
as other classification systems can be interpreted as: 1) domain-ontologies [9] or
2) conceptual schemes [16] comprised of conceptual resources . Finally, Good
Relations11 is an ontology for the e-commerce developed by Martin Hepp et. al.

The use of semantic methods to exploit the data from the semantic web like
Spreading Activation (SA) techniques and Rule Based Systems (RBSs) is widely
used. The main application of SA techniques is focus on Document and Infor-
mation Retrieval [7]. These techniques have been also used in semantic search
based on hybrid approaches [13,4], user query expansion combining metadata
and user information to improve web data annotations. RBSs have been used a
long time to decision support, diagnosis, etc. in different fields. In the semantic
web area and due to the apparition of OWL 2-RL, SPARQL Rules! and RIF
these systems are growing in their use to deal with the web of data but a clear
approach to mix datasets and RBSs is missing. They can also be applied to SA
techniques to handle the activation and propagation of the concepts.

Finally the process of expanding queries is widely accepted to reformulate a
seed query and improve retrieval performance in information retrieval operations.
In most of the cases the process deals with linguistic issues [3] through the use
of controlled vocabularies and taxonomies to find synonyms, spelling errors, etc.
In the case of e-Procurement a search engine should be able to process the user
query and perform a concept based query expansion process like [4] for legal
documents.

3 Survey of Methods to Expand User Queries

The selection of methods to expand the information of a user query about public
procurement notices depends on some factors: 1) the type of variable: concept
from a taxonomy or ontology, a numeric value in a range or geographical infor-
mation; 2) the intentions of the user by means of creating a search profile (RDF-
based and reusing existing LOD and e-Procurement vocabularies) containing
the initial selected values for the information variables presented in the notices
7 http://www.aporta.es/
8 http://www.data.gov/
9 http://www.epimorphics.com/web/category/category/developers/
organization-ontology

10 http://opencorporates.com/
11 http://www.heppnetz.de/projects/goodrelations/

http://www.aporta.es/
http://www.data.gov/
http://www.epimorphics.com/web/category/category/developers/organization-ontology
http://www.epimorphics.com/web/category/category/developers/organization-ontology
http://opencorporates.com/
http://www.heppnetz.de/projects/goodrelations/
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Table 1. Survey of Methods to Expand User Queries in the e-Procurement sector

Variable Type User In-
tention

Statistical
Information

Method Tool

CPV and
NUTS codes

Concept Enhance
Codes

Correlation
among codes • Syntactic com-

parison of
descriptions

• Dividing an ini-
tial value into
narrower codes

• Recommender
• SA
• Geo-reasoning

• Apache Lucene
• Hard-Coding
• Apache Mahout
• ONTOSPREAD

(API Java for
SA)

• Geonames and
GeoSPARQL

• Total
Value

• Duration
and Pub-
lishing
year

• . . .

Numeric Establish
a Range

Correlation
with histori-
cal informa-
tion

• Numeric range
• FuzzyLogic

• Hard-Coding
• JFuzzyLogic

Type of com-
pany

Enumerate Correlation
with histori-
cal informa-
tion

Get type of com-
panies for the CPV
codes, etc.

Hard-Coding

and 3) the statistical information available in previous public procurement no-
tices. Taking into account these factors Table 1 shows a comparison of the se-
lected methods to be applied in the process of query expansion. The current
situation of searching public procurement notices consists on the interaction be-
tween a business user and a client that wants to tender with a certain set of
restrictions on the information variables. However the intentions of the client do
not match with the real information in notices that is why the business user must
rewrite client restrictions to convert them in a real query that can retrieve the
desired notices. These expansion methods are considered like a decision support
system to help business user to rewrite user queries. Following the input SPARQL
query of the motivating example including a CPV code, a NUTS region (only co-
ordinates) and some numeric values for total value and duration is presented, see
Fig. 1. After the process of query expansion a new SPARQL query12 is built, see
Fig. 2. The process of expansion selects new CPV codes (45221100-“Construction
work for bridges”, 45221110-“Bridge construction work”, 45221111-“Road bridge
construction work”, 45221113-“Footbridge construction work”), new NUTS codes

12 The URI prefixes of this example come from the “Prefix.cc” service.
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Fig. 1. Simple SPARQL query

(spreading the geographical scope) and establish a range for the numeric vari-
ables according to the historical information available at the database.

Currently we are finishing the process of publishing the PSCs and the infor-
mation extracted from public procurement notices as linked data. Moreover an
information retrieval system13 (implemented using Java technologies) is avail-
able to test the process of expansion. On the other hand the result set is sorted
according to a rank function. This point is ongoing research due to the fact that
a lot of OWA operators [8] and Entity Ranking Functions [12] are available.

4 Performance Evaluation

The evaluation of the system can be carried out from two different points of
view: 1) With regards to the validation of the goodness and the improvement
of the proposed system we have identified, apart from selecting a service to be
tested, three main variables: a) the amount of information used; b) the number
of tests (execution of prepared user queries) that should be carried out to assess
a correct precision and recall of the proposed retrieval system and c) the best
combination of expansion methods. From the first variable point of view 1M
public procurement notices (provided by Gateway SCS-Eurolert.net14) and over
320K organizations15 are available. On the second one, we have not decided yet
13 MOLDEAS-http://moldeas-web.appspot.com
14 http://euroalert.net/
15 ftp://ftp.ted.europa.eu/META-XML/
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SELECT ∗ WHERE{
. . .
? n o t i c e nuts : containedBy ? p lace .

FILTER ( ( (? cpvCode = cpv :45221000) or
(? cpvCode = cpv :45221110) or
(? cpvCode = cpv : 4 5 2 2 1 1 1 1 ) . . . )

( (? p lace nuts : containedBy nuts : NL326 ) or
(? p lace nuts : containedBy nuts :B3) or
(? p lace nuts : containedBy nuts :BE2) or . . . )

and (? durat ion >= 2 and ? durat ion <= 4)
and (? date >= 2008 and ? date <= 2011)
and (? tota lVa lue > 130 ,000^ xsd : double

and ? tota lVa lue <= 200 ,000^ xsd : double ) )}

Fig. 2. Expanded SPARQL query

how many tests would be appropriate to provide a correct evaluation but the
information about how many queries are requested per day in the existing public
systems can be a right trail. The expected result of this evaluation supposes the
first step to validate our approach and select the best combination of expansion
methods to improve the access and retrieval of the information about public
procurement notices using the LOD approach.

2) In the case of performance evaluation the first tests showed us that the exe-
cution of expanded queries involved an extra-time to execute them via SPARQL.
Checking existing works in SPARQL optimizations [14,1,6] and efficient query-
ing of triple stores [15] led us to re-think the process of building expanded user
queries trying to improve the execution times. In next section the design of the
experiment, the steps to accomplish an improvement in the execution of the
SPARQL queries and the results of the tests are presented.

4.1 Design of the Experiment

In Sect. 3 the methods to expand an user query were presented to show how
the systems works to generate enhanced queries using the information variables
of the public procurement notices. In this experiment16 we will focus on the
next variables: CPV and NUTS codes and the publishing year. The CPV is a
taxonomy in which concepts are grouped by a category and identified by a code
that indicates their category: “Division” e.g. 01000000 , “Group” e.g. 01100000,
“Class” e.g. 01110000, “Category” e.g. 01112000, 01112200, 1112210 or 01112211.
On the other hand NUTS is the “Nomenclature of Territorial Units for Statis-
tics” established by Eurostat in order to provide a single uniform breakdown of
territorial units. Each code begins with a two-letter code referencing the country,
16 The complete description of the experiment including all tables of selected queries

and execution times is available at:
http://purl.org/weso/moldeas/papers/caepia2011.pdf.

http://purl.org/weso/moldeas/papers/caepia2011.pdf
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which is identical to the ISO 3166-1 alpha-2 and for each EU member country
three levels of NUTS codes are established. Finally, the publishing year is just
a number indicating when the notice was published. Taking into account the
description of these variables the proposed methodology is the next one:

Table 2. Description of the tests and optimization features

Test/ Feature F1 F2 F3 F4 F5 F6 F7

T1 �

T2 � �

T3 �

T4 � �

T5 � � �

T 1
6 (n CPV codes and m NUTS codes) � � � � �

T 2
6 (≡) � � � � � �

T 1
7 (1 CPV code and m NUTS codes) � � � �

T 2
7 (≡) � � � � �

T 1
8 (≡) � � � � �

T 2
8 (≡) � � � � � �

T 1
9 (1 CPV code and 1 NUTS code) � � � �

T 2
9 (≡) � � � � �

T 1
10 (≡) � � � � �

T 2
10 (≡) � � � � � �

• Select the initial CPV codes (with different categories) to build simple and
expanded queries.

• Select the initial NUTS codes.
• Establish the publishing years according to the data in the triple store.

Currently, public procurement notices from 2008 to 2011 are stored in the
database and grouped by the publishing year using named graphs 17.

• Determine the software and hardware environment.
• Select the datasets stored in the database (e.g. CPV-10K concepts, NUTS-

8K codes and Public Procurement Notices-1M of notices altogether about 9
million of triples).

• Build and execute via SPARQL simple and expanded queries with the se-
lected information applying the query expansion methods.

• Combine the different SPARQL and algorithm optimizations, see Table 2.
• Log the execution times and establish the number of replies (e.g. 3) to per-

form the tests.
17 E.g: http://purl.org/weso/ppn/2008

http://purl.org/weso/ppn/2008
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According to these steps, all queries (9) use a range between 2008 and 2011
for the publishing year. The software environment is comprised of a Virtual
Box (version 4.0.6) virtual machine (Linux 2.6.35-22-server #33-Ubuntu 2 SMP
x86_64 GNU/Linux Ubuntu 10.10, 2GB RAM and 30GB HardDisk) in which
a Open Link Virtuoso18 instance (version 06.01.3127) is installed. The virtual
machine is hosted in a DELL PC (same configuration as virtual machine) and a
regular internet connection is used to execute the queries.

After that it is necessary to define the possible optimizations (“description”-
ID) that will configure the features of the tests as Table 2 shows. In this case a
distinction between “simple queries”-F1. (1 CPV code) and “enhanced queries”-
F2. (n CPV codes) should be made. Besides there is a list of SPARQL optimiza-
tions that can be applied: “LIMIT clause” (value fixed to 10000)-F3, “Rewrite
SPARQL queries” (following the aforementioned works and making the matching
and filtering of the triples from the most specific to general)-F4, “Use of named
graphs”-F5, “Split enhanced queries into simple queries”-F6 and “Use of an ad-
hoc implementation of the Map/Reduce algorithm by Google, with 5 threads to
perform the map function and 1 thread to reduce the results of the queries”-F7.
Taking into account these features the different tests are performed in 3 replies
using the arithmetic mean to aggregate the execution times.

4.2 Results and Discussion

During the tests about 5751 SPARQL queries have been performed in order
to retrieve the data and the execution times of the queries. These results are
processed using “bash” scripts that extract out the statistics and generate a
spreadsheet. Regarding the comparison of results, the calculation of the gain
(told/tnew − 1 ∗ 100) is tackled in two ways depending on the kind of query
(simple or enhanced): 1) comparison of test T1 with T2 and 2) comparison of
test T3 with tests T4...T

2
10.

Results show there is no sensible gain when some optimizations are put in
action like F3, F4 and F5. In the case of F3 the use of the “LIMIT clause” fixed
to (10000) is not representative due to the results of the triple matching process
are previously filtered. “Rewriting queries” F4 usually involves an improvement
in the execution time but maybe the information variables used in these queries
does not allow minimize the target dataset while the triple matching process is
being ran. Also when “named graphs” F5 are used the execution time of a single
query is obviously lower than one query over all public procurement notices
dataset but the number queries to be performed is higher implying a slower
execution time. On the other hand, the optimizations F6 and F7 bring strong
improvements in the execution times of tests T 2

6 , T 1
7 , T 2

7 and T 2
9 . Nevertheless

tests T 1
10 and T 2

10 do not get an improvement in execution time due to the fact
that the addition of some features does not guarantee a real gain. One of the
highlighted outcomes of this study lies on the detection that the number of CPV
codes19 in a query is related to the execution time (it is about 3 sec. per code)
18 http://virtuoso.openlinksw.com
19 Adding or removing NUTS codes does not almost change the execution time.

http://virtuoso.openlinksw.com
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thus the use of only one CPV code in a query improves the process of retrieving
public procurement notices. Finally, the use of distributed algorithms is widely
accepted and proven when scalability problems appear. In conclusion, taking
into account these results the best configuration to improve the execution time of
expanded queries lies on splitting them into simple queries (only one CPV code)
and use distributed algorithms like Map/Reduce. Nevertheless, other actions
in the scope of hardware configuration, caching results [5], use of information
variables in the queries with more entropy, etc. could improve the behavior of
the system.

5 Conclusions and Future Work

The implementation of these expansion methods is supposed to afford a new
way to exploit the information published inside public procurement notices ap-
plying advanced algorithms on LOD. Following we highlight the advantages of
this approach: 1) decreasing of the information’s dispersion; 2) unification of the
data models and formats; 3) implicit support to multilingual and multicultural
issues; 4) enrichment of the public procurement notices; 5) alignment with the
Digital Agenda for Europe; 6) raise awareness on public procurement opportuni-
ties among SMEs and 7) deployment of enhanced services on public procurement
notices. Regarding the future work, the results of this study are intended to be
exploited by a commercial service like Eurolert.net [11] and we are also inter-
ested in reporting the results to The Internal Market and Services Directorate
General (DG MARKT) of the European Commision, The Information Society
and Media Directorate General (DG INFSO) of the European Commision, the
LOD and OGD initiatives among others. On the other hand, the performance
evaluation allows us to identify bottlenecks and test the current system at dif-
ferent levels. Now we have used the execution time as target variable to be
improved. Nevertheless if the retrieval system is supposed to work off-line (like
an alert system of public procurement notices) the execution time should not
be a key-factor to deploy a semantic-based platform for e-Procurement in a pro-
duction environment that takes advantage of the semantic web technologies and
the LOD approach. Finally, we are willingness to check the possibility of using
other triple-stores and to perform more load, stress, endurance or usability tests
following the evaluation points of view presented in Sect. 4.
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del Águila, Isabel M. 213
del Castillo, Maŕıa Dolores 273
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Garćıa-Torres, Jose M. 293
Garrido, Antonio 233
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Pérez de la Cruz, José Luis 243
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Reich, Gregor 32
Reiterer, Susanne 253
Riquelme, José C. 155
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