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Abstract. Many researchers have proposed the development of
table-top interfaces in the last decade. In a table-top system, for user
satisfaction, they must be able to operate digital and analog media seam-
lessly. In this paper, we propose a table-top interface system that allows
users to intuitively operate digital media by gesture recognition. The
proposed system can capture the image of an object placed on the table
by recognizing pressing gestures from fingernail images, and can trans-
fer digital content by recognizing user’s shaking gestures. The evaluation
experiments show that users can intuitively operate the proposed system
without being aware of the data transmission.

Keywords: table-top interface, object recognition, gesture recognition,
fingernail image.

1 Introduction

Recently, many researchers have proposed the development of table-top inter-
faces and electronic book (e-book) devices, especially to support the wide distri-
bution of e-book among the generic public. However, when a user simultaneously
interacts with digital and physical media through an e-book device, complicated
operations of data transmission to and from the e-book device adversely affect
user convenience and satisfaction. This is because of the difference in operations
between the physical space and the digital space. For example, when a user han-
dles an object such as a document on the table-top display that shows digital
content, a burdensome operation of transmission, such as scanning, prevents the
user from intuitively operating the digital media as if it were physical media.

Ways of data exchange between users differ in digital and physical media. They
can place physical documents on a table and pick them up easily; however, in
order to exchange digital data, users have to transmit them by sending an e-mail
or using some type of storage media such as USB flash drives and SD cards. In
order to bridge the gap in data transmission between digital and physical media,
a system that provides intuitive operations for data transmission is required.
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In this paper, we propose a system that allows users to interact with digital
content by using physical gestures that will help in modeling the operations of
document handling on a table. The proposed system recognizes a pressing gesture
captured from a user’s fingernail image by a high-mounted camera, of which the
user is unaware.The system also recognizes shaking and tapping gestures from
sensors incorporated in an e-book device that trigger data transmission between
digital and physical media.

2 Related Studies

2.1 Gesture Recognition

A touch panel, such as a table-top system, has been conventionally used for
integrating input and output spaces, and several other systems that use touch
panel have been proposed. Sugita et al. proposed a method for detection of
contact on a surface and estimation of the direction of fingertip pressure by
detecting a change of fingernail color when the fingertip touches a hard object[1].
When the user’s finger pressed a surface, the fingernail color turned white and
the brightness of the fingernail image varied significantly. Therefore, whether the
finger stayed – in contact or not – was determined by the variance threshold. The
pressing direction was estimated by detecting the origin of pressure change on
the fingertips. Although this method enables touch sensing everywhere, there is
a hardware restriction because this method requires a high-resolution fingertip
image. Enhanced Desk, proposed by Oka et al., recognized user gestures by
processing images using a camera[2]. However, this system did not attempt to
recognize whether the user touched the surface. Han et al. proposed an input
method based on frustrated total internal reaction (FTIR) phenomenon[3]. This
system not only supported multi touch gestures but could also be applied to
larger equipments. However, it could not detect gestures when a hand was not
in contact with the surface of this system. Currently, touch panels are certainly
inexpensive and already available in the general consumer market. However,
their sensing area is limited to the surface of the display.

In our system, fingernail image analysis is adopted to detect not only positions
but also states of fingers. By limiting the system to pressing gesture recognition
and by introducing a novel method for estimating fingertip states, the proposed
system can recognize states from low-resolution images. Thus, high-resolution
images are not required; a camera can be mounted at a high position so that the
user is not aware of it. Moreover, this method enlarges the sensing area of the
surface of not only the display but also the object placed on a table.

2.2 Table-Top Systems

When users work in an environment where physical and digital media are com-
bined, they prefer to use an intuitive interface that maps a movement in the real
world to digital operations. Various systems that attempt to achieve this capabil-
ity have been proposed(e.g., [4], [5]). These systems projected digital documents
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and images on real-world objects or used a table as a display which allowed users
to operate them with their fingers.

Hartmann et al. proposed a system that supported collaborative work by
capturing images of real objects placed on a desk and projecting it[6]. When
an object was recognized, digital handles were projected around the corners of
the object; the user could capture the object’s image onto the table by dragging
the handle with his or her finger. However, this system required a complicated
hardware setting, and it did not support a more intuitive operation of pointing to
the object itself rather than that to the digital handle. Snap Table, proposed by
Koshimizu et al., enabled users to transfer digital documents or images displayed
on a table to an e-paper device by using physical gestures[7]. A photo-addressable
e-paper was used so that digital media could be immediately transferred to the
e-paper device. However, this system required prior access to digital documents,
because it did not support capturing data from real media.

As mentioned above, our proposed system can recognize pressed states of
fingertips, such that the user can directly press down a real object placed on a
table into a display that is digital space. Moreover, this system provides a novel
feedback to users, which is not provided by the conventional method. Moreover,
as an extension of the operations performed with documents placed on the table,
this system allows users to transfer digital media between the table and an e-
book device by using gestures. Through these processes, the proposed system
enables users to interact more seamlessly with physical and digital space.

3 System Overview

3.1 Process Flow

Fig. 1. shows the process flowchart of the proposed system. Images of a table-
top display are captured by a camera mounted high over the table. The system
estimates the positions of an object placed on a table, a user’s fingertip, and an
e-book device. From the captured images, the system also estimates the state of
the fingertip by recognizing pressing gestures and the relationship of the e-book
device and the object on the table. Using this information, the system interacts
with the user by updating the table-top display and communicating with the
e-book device.

3.2 Pressing Gesture Recognition

First, the system extracts the skin region H from the captured image. In this
paper, we assume that region H is regarded as the region of the hand. Finger-
tip region T is determined from region H . Finger positions are defined as the
centers of each fingertip region T , and sub images of each fingertip region T are
normalized into an image Hf with a size of 10× 10 [pixels]. The fingertip image
Hf is defined as a 300-dimensional feature vector (10 × 10 [pixels]×RGB). The
state of a fingertip is determined by a linear discriminant function that is gener-
ated by the support vector machine (SVM) (Fig. 2). In the SVM-based method,
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Fig. 1. Process flow of proposed system

the maximum-margin hyperplane can be obtained and suitable generalization
performance can be achieved.

T is determined by scanning region H in raster-scan order using an n × n
window R as follows:
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where tmin and tmax are determined empirically and g(p, q) is defined as

g (p, q) =

{
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0 if (p, q) ∈/ H .

(2)

The number of skin-color pixels in window R is counted in real time because the
system uses an integral image technique[8].

(a) Non-
pressed

(b) Pressed

Fig. 2. Change in fingernail color with pressing gesture
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3.3 Table Image Update

When an object is placed on a table, the region of the object is extracted from
an input color image by background subtraction using V-value in the HSV color
space. When the difference between the centroid points of the region in the
current frame and those in the previous frame is smaller than a certain threshold,
the captured region is determined to be the object region. The system stores the
captured image in the storage for future use.

When the system is in this state, the user can select an object from the ones
placed on the table by pressing the object on the table surface. The pressing
gesture is recognized from Hf described in the previous section. In order to re-
duce errors in recognition, the system recognizes the user’s pressing gesture only
when the discrimination function recognizes pressing gestures during a certain
time tstep. When the system recognizes the user’s pressing gesture, the system
updates the table-top image by using the captured object image described in the
previous section. In this way, the proposed system uses an intuitive operation
that allows an object placed on the table to be captured from the table-top by
using a pressing gesture.

3.4 Bidirectional Transmission between Table and E-Book Device

Four color markers are attached at each corner of an e-book device in order to
estimate the position of the e-book device from a captured image. The e-book
device is detected when the distance and angle between same color markers are
smaller than certain threshold values. This process is required to distinguish the
device from objects on the table. When the e-book device is detected, the position
of the e-book device, Ppad, is estimated from the geometry of the markers.

After the position estimation, the system starts a session to communicate
between the e-book device and the table. The communication application in the
e-book device has two modes – receive and send – and these modes get activated
by shaking or tapping gestures. A shaking gesture is recognized by using an
accelerometer in the e-book device, while a tapping gesture is recognized by
using a touch sensor in the e-book device.

During the receive mode, the user selects an object from the table-top image
and holds the e-book device over the object while performing a shaking gesture.
When the system detects the e-book device and estimates its position Ppad, it
retrieves an object image corresponding to Ppad from the storage. When the
e-book device recognizes a shaking gesture or a touching gesture, it receives the
retrieved object image from the table-top system through a wireless network and
displays the image (Fig. 3 (a)).

During the send mode, the user selects an image on the e-book device that has
to be sent and then performs a shaking gesture over any position on the table.
When the e-book device recognizes the shaking gesture, it sends the image to
the table-top system through a wireless network. When the table-top system
receives the image, it displays the image at position Ppad (Fig. 3 (b)).
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E-book reader Display

Receive gesture

(a)

Table-top Image

Send gesture

(b)

Fig. 3. Bidirectional transmission

4 Evaluation

4.1 Experimental Setup

Fig. 4. shows the configuration of the proposed system. Since the camera is
installed at a height of two meters, images of the entire display can be captured,
which enables users to interact easily with any part of the display. The table-top
interface is developed by attaching a clear acrylic plate onto the display. The
resolution of the camera is 800× 600 [pixels] and the frame rate is 15 [fps]. The
Apple iPad is used as the e-book device.

Display

Camera

Fig. 4. Overview of experimental system



Table-Top Interface Using Fingernail Images and Real Object Recognition 27

4.2 Experiments of Pressing Gesture Recognition

In order to confirm the effectiveness of our discrimination method, we conducted
experiments with 14 subjects and compared our method to the conventional
method[1]. Nine thousand fingernail images were obtained as training data from
eight men and women in their 20s. Tables 1. and 2. show the recognition rate of
subjects whose data was gathered during training and that of the other subjects,
respectively. These tables indicate that our method performs better than the
conventional method. The recognition rate of subjects whose data was obtained
during training is 90.2%, which confirms the effectiveness of our method.

We also examined the relationship between the gesture recognition rate and
the time needed for recognition tstep(Fig. 5.). A pressing gesture and a non-
pressing gesture were performed for 30 [s] by five of the subjects whose data was
used for training, and these gestures were recognized with each tstep varied from
0 [s] to 5 [s] at intervals of 0.25 [s]. The recognition rate varies with changes in
tstep, and when tstep is 1 [s], up to 98% recognition rate was obtained.

Table 1. Recognition rate(trained
subjects)

Press Non-press Average

Proposed 92.8% 87.7% 90.2%

Conventional 73.2% 87.1% 80.2%

Table 2. Recognition rate(untrained
subjects)

Press Non-press Average

Proposed 88.8% 79.3% 84.1%

Conventional 72.9% 87.4% 80.2%
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Fig. 5. Recognition rate of each tstep

4.3 Evaluation of System Usability

In these experiments, 14 subjects performed two tasks: capturing objects and
transferring contents between the table and the iPad. The system was evaluated
subjectively by a questionnaire.
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In the operation of capturing objects, the subjects captured several objects
sequentially. We compared three methods used to capture objects : (1) capturing
by pressing the table (the proposed method), (2) pointing to out of reach objects,
and (3) using a mouse to click on an object image displayed on an additional
window. The subjects performed the task using these three methods. In the
operation of transferring content between the table and the iPad, the subjects
transferred the captured image on the display to the iPad and then transferred
the transferred image in the iPad to the table. We employed a tapping gesture on
the display of the iPad and a shaking gesture of the iPad as gestures for triggering
the transfer. The subjects performed both gestures in this experiment.

After the tasks were completed, the system was evaluated subjectively with
the following questionnaire for each of the two tasks. The subjects selected a
number along a scale, like ”1” for very dissatisfied and ”5” for very satisfied.

Q1. Was it easy to remember how to perform the operations?
Q2. Could you perform the operations as wanted to?
Q3. Do you feel that the operating action was natural?
Q4. Could you perform the operations without detecting digital processing?
Q5. How attractive was the operation you performed?

According to the results, the responses to Q4 are significantly different between
the methods in terms of both capture operation and communication operation
(Fig. 6.). When the subjects answered the questions about the capture operation,
the responses to Q1 and Q2 were high in all the methods and there was not much
difference between them. The evaluations of Q3 and Q5 in the proposed method
were higher compared to the others, and there was a 5% level of significant
difference. When the subjects answered the questions about communication, the
shaking gesture was evaluated higher than the button operation in Q4 responses.
And, responses to Q5 are higher than their median in both.

Q1 Q2 Q3 Q4 Q5
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Q1 Q2 Q3 Q4 Q5

(b) Evaluation for the communication operation

Fig. 6. Questionnaire responses for system usability
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5 Discussion

From the experimental results in Section 4.2, we observed that the proposed
system is advantageous over the previous system because the recognition rate
of the proposed system is higher than that of the previous system regardless of
the fact that the data were collected during training. In the previous system,
the recognition of a pressing gesture was performed using a fingertip image that
had a size of 20 × 20 [pixels]. Although the image size was 10 × 10 [pixels] in
the proposed system, the proposed system shows better recognition performance
than the previous system. Moreover, the results show that the proposed system
can even handle small fingertip images.

As shown in Table 2., the recognition rate for untrained subjects is 84.1%,
which is lower than that for trained subjects, but it is higher than that of the
previous method. For some subjects, however, the recognition rate is very low
because there was no fingernail color variation in the fingertip images of these
subjects, which is considered as a different situation in the training data.

Because the accuracy of recognition of pressing gestures depends on the train-
ing data, the accuracy is degraded when the color variation is very different from
the training data. In real-life situations, the number of users of a desk is limited.
When the users are identified in advance, training data are collected from them
and the recognition rate reaches 90%, as shown in Table 1. Fig. 5. shows an
improvement in the recognition rate, which occurred by changing the duration
time tstep; when tstep is set to around 1 [s], the recognition rate reaches 98%.

Pointing and pressing gestures have the same performance results as mouse
operations for typical computer applications because the evaluation of an oper-
ation in the proposed system is equal to that in the conventional systems, as
demonstrated from the results in Q1 and Q2 in Section 4.3. The recognition
rate of pressing gestures is large enough to satisfy the user and does not prevent
operability. As shown in Fig. 6. (a), the capturing of an object using a press-
ing gesture is similar to a user’s mental model that an object is pressed onto
the table by pushing the object. The users can perform an operation without
discomfort and the system is evaluated highly in Q5 for the above reason.

The responses for the communication operation are significantly different with
5% error level, as shown in Fig. 6. (b), and the shaking gesture is evaluated highly
because the user can seamlessly perform the operation without being aware of
any digital process. The use of gestures is effective in concealing digital processes.
The evaluations of both shaking and pressing gestures are attractive, as shown
by the results of Q5, and the method used to select an object by holding the iPad
over the object is naturally accepted. Three of the subjects failed to hold the
iPad over a real object before the system captured an image of the object. From
this observation, we realized that some subjects did not differentiate between
real objects and object images during the experimental tasks. This phenomenon
fulfilled our final goal of this study, which is filling the usability gap between real
objects and digital data.
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6 Conclusion

In this paper, we have proposed an interface in which mental models in the real
world can be applied to an operation against digital data in an environment
consisting of a table-top display and an e-book device.

In the proposed system, digital media and a real object can be dealt with
simultaneously without a feeling of unfamiliarity. The system allows the user to
interact with digital media using specific predefined gestures such as pressing a
finger on a table-top display and shaking gestures of a device. In this system, we
proposed a method for recognizing a pressing gestures on the basis of a fingernail
image with a size of 10× 10 [pixels]. We built a prototype system and confirmed
that our recognition method is effective and that our interaction method does
not cause users to feel unfamiliar or uncomfortable.

Improving the recognition accuracy and speed are our future goals. We also
aim to improve the method for achieving a more comfortable interaction.
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