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Preface

Ten years ago, several researchers decided to organize a workshop to bring
together an emerging community of scientists who were working on adding
machine-readable semantics to the Web, the Semantic Web. The organizers were
originally planning for a few dozen researchers to show up. When 200 of them
came to Stanford in August 2001, the Semantic Web Workshop became the
Semantic Web Working Symposium, and the International Semantic Web Con-
ference (ISWC) was born. Much has changed in the ten years since that meeting.
The Semantic Web has become a well-recognized research field in its own right,
and ISWC is a premier international research conference today. It brings to-
gether researchers, practitioners, and users in artificial intelligence, databases,
social networks, distributed computing, Web engineering, information systems,
human–computer interaction, natural-language processing, and others. Compa-
nies from Facebook to Google to the New York Times rely on Semantic Web
technologies to link and organize their data; governments in the United States,
United Kingdom, and other countries open up their data by making it accessible
to Semantic Web tools; scientists in many domains, from biology, to medicine, to
oceanography and environmental sciences, view machine-processable semantics
as key to sharing their knowledge in today’s data-intensive scientific enterprise;
semantic technology trade shows attract more than a thousand attendees. The
focus of Semantic Web research has moved from issues of representing data on
the Web and the growing pains of figuring out a common format to share it, to
such challenges as handling billions of statements in a scalable way to making
all this data accessible and usable to regular citizens.

This volume contains the main proceedings of the 10th International Seman-
tic Web Conference (ISWC 2011), which was held in Bonn, Germany, in October
2011. We received tremendous response to our calls for papers from a truly inter-
national community of researchers and practitioners. Indeed, every track of the
conference received a record number of submissions this year. The careful nature
of the review process, and the breadth and scope of the papers finally selected
for inclusion in this volume, speak to the quality of the conference and to the
contributions made by researchers whose work is presented in these proceedings.

The Research Track of the conference attracted 264 submissions. Each paper
received at least three, and sometimes as many as five, reviews from members of
the Program Committee. After the first round of reviews, authors had the oppor-
tunity to submit a rebuttal, leading to further discussions among the reviewers,
a meta-review and a recommendation from a member of the Senior Program
Committee. Every paper that had at least one recommendation for acceptance
was discussed in a virtual meeting of the Senior Program Committee.

As the Semantic Web develops, we find a changing variety of subjects that
emerge. This year the keywords of accepted papers were distributed as follows
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(frequency in parentheses): ontologies and semantics (15), database, IR, and AI
technologies for the Semantic Web (14), management of Semantic Web data
(11), reasoning over Semantic Web data (11), search, query, integration, and
analysis on the Semantic Web (10), robust and scalable knowledge management
and reasoning on the Web (10), interacting with Semantic Web data (9), on-
tology modularity, mapping, merging, and alignment (8), languages, tools, and
methodologies for representing and managing Semantic Web data (8), ontol-
ogy methodology, evaluation, reuse, extraction, and evolution (7), evaluation of
Semantic Web technologies or data (7), specific ontologies and ontology patterns
for the Semantic Web (6), new formalisms for the Semantic Web (4), user inter-
faces to the Semantic Web (3), cleaning, assurance, and provenance of Semantic
Web data, services, and processes (3), social Semantic Web (3), evaluation of Se-
mantic Web technology (3), Semantic Web population from the human Web (3).

Overall, the ISWC Program Committee members adopted strict standards
for what constitutes high-quality Semantic Web research and what papers must
deliver in terms of theory, practice, and evaluation in order to be accepted to
the Research Track. Correspondingly, the Program Committee accepted only 50
papers, 19% of the submissions.

The Semantic Web In-Use Track received 75 submissions. At least three mem-
bers of the In-Use Program Committee provided reviews for each paper. Sev-
enteen papers were accepted – a 23% acceptance rate. The large number of
submissions this year demonstrated the increasingly diverse breadth of applica-
tions of Semantic Web technologies in practice. Papers demonstrated how seman-
tic technologies could be used to drive a variety of simulation and test systems,
manage distributed content and operate within embedded devices. Several pa-
pers tapped the growing amount of semantically enriched environmental data
available on the Web allowing communities to visualize, organize, and monitor
collections for specific purposes.

The Doctoral Consortium has become a key event at the conference over
the years. PhD students get an opportunity to present their thesis proposals
and to get detailed feedback on their research topics and plans from the leading
academic and industrial scientists in the field. Out of 31 submissions to the
Doctoral Consortium, 6 were accepted as long papers for presentation at the
conference, and 9 were accepted for presentation at the special Consortium-
only poster session. Each student was assigned a mentor who led the discussion
following the presentation of their proposal, and provided extensive feedback
and comments.

A unique aspect of the ISWC conference is the Semantic Web Challenge.
In this competition, the ninth to be held at the conference, practitioners and
scientists showcase useful and leading-edge applications of Semantic Web tech-
nology. Diana Maynard and Chris Bizer organized the Semantic Web Challenge
this year.

The keynote talks given by leading scientists in the field further enriched the
ISWC program. Alex (Sandy) Pentland, the director of the Human Dynamics
Laboratory and the Media Lab Entrepreneurship Program at the Massachusetts
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Institute of Technology, discussed the New Deal on Data—a new data ecosystem
that can allow personal data to become an accessible asset for the new generation
of systems in health, finance, logistics, and transportation. Gerhard Weikum, a
Research Director at the Max Planck Institute for Informatics, discussed the
issues and approaches to extending and enriching linked data, in order to im-
prove its scope, quality, interoperability, cross-linking, and usefulness. Frank van
Harmelen, a professor at the VU University Amsterdam, and a participant and
leader in Semantic Web research, provided his analysis of the past ten years,
discussing whether any universal patterns have emerged in the way we built the
Semantic Web. Nigel Shadbolt, Deputy Head of the School of Electronics and
Computer Science at the University of Southampton, gave a lively dinner talk.

As in previous ISWC editions, the conference included an extensive Tuto-
rial and Workshop program. Tania Tudorache and Heiner Stuckenschmidt, the
Chairs of this track, created a stellar and diverse collection of 7 tutorials and 16
workshops, where the only problem that the participants faced was which of the
many exciting workshops to attend.

We would like to thank Marta Sabou and Guilin Qi for organizing a lively
Poster and Demo Session. This year, the Posters and Demos were introduced in a
Minute Madness Session, where every presenter got 60 seconds to provide a teaser
for their poster or demo. Marco Neumann coordinated an exciting Industry
Track with presentations both from younger companies focusing on semantic
technologies and software giants, such as Yahoo! and Microsoft.

As we look forward to the next ten years of Semantic Web research, we or-
ganized an Outrageous Ideas Session, with a special award sponsored by the
Computing Community Consortium. At this track, we invited scientists to sub-
mit short papers describing unconventional and innovative ideas that identify
new research opportunities in this field. A Program Committee of established
Semantic Web researchers judged the submissions on the extent to which they
expand the possibilities and horizons of the field. After presentation of short-
listed papers at the conference both the PC members and the audience voted
for the prize winners.

We are indebted to Eva Blomqvist, our Proceedings Chair, who provided
invaluable support in compiling the volume that you now hold in your hands (or
see on your screen) and exhibited super-human patience in allowing the other
Chairs to stretch deadlines to the absolute limits. Many thanks to Jen Golbeck,
the Fellowship Chair, for securing and managing the distribution of student
travel grants and thus helping students who might not have otherwise attended
the conference to come to Bonn. Mark Greaves and Elena Simperl were tireless
in their work as Sponsorship Chairs, knocking on every conceivable virtual ‘door’
and ensuring an unprecedented level of sponsorship this year. We are especially
grateful to all the sponsors for their generosity.

As has been the case in the past, ISWC 2011 also contributed to the linked
data cloud by providing semantically annotated data about many aspects of the
conference. This contribution would not have been possible without the efforts
of Lin Clark, our Metadata Chair.
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Juan Sequeda, our Publicity Chair, was tirelessly twittering, facebooking,
and sending old-fashioned announcements on the mailing lists, creating far more
lively ‘buzz’ than ISWC ever had.

Our very special thanks go to the Local Organization Team, led by Stef-
fen Staab and York Sure-Vetter. They did a fantastic job of handling local ar-
rangements, thinking of every potential complication way before it arose, often
doing things when members of the Organizing Committee were only beginning
to think about asking for them. Special thanks go to Ruth Ehrenstein for her
enormous resourcefulness, foresight, and anticipation of the conference needs
and requirements. We extend our gratitude to Silke Werger, Holger Heuser, and
Silvia Kerner.

Finally, we would like to thank all members of the ISWC Organizing Com-
mittee not only for handling their tracks superbly, but also for their wider contri-
bution to the collaborative decision-making process in organizing the conference.

October 2011 Lora Aroyo
Chris Welty

Program Committee Co-chairs
Research Track

Harith Alani
Jamie Taylor

Program Committee Co-chairs
Semantic Web In-Use Track

Abraham Bernstein
Lalana Kagal

Doctoral Consortium Chairs

Natasha Noy
Conference Chair
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Abstract. With the increasing interest in environmental issues, the
amount of publicly available environmental data on the Web is con-
tinuously growing. Despite its importance, the uptake of environmental
information by the ordinary Web users is still very limited due to intrans-
parent access to complex and distributed databases. As a remedy to this
problem, in this work, we propose the use of semantic search technolo-
gies recently developed as an intuitive way to easily access structured
data and lower the barriers to obtain information satisfying user infor-
mation needs. Our proposed system, namely KOIOS, enables a simple,
keyword-based search on structured environmental data and built on top
of a commercial Environmental Information System (EIS). A prototype
system successfully shows that applying semantic search techniques this
way provides intuitive means for search and access to complex environ-
mental information.

1 Introduction

As environmental issues become a hot topic for the general public, we perceive
that the amount of publicly available environmental data is also continuously
growing on the Web. Over the last ten years, public access to environmental
data is highly encouraged by the governments since they have recognized that
environmental information could have a profound impact on our ability to pro-
tect the environment [7]. Starting from the Directive 2003/4/EC, for instance,
the European Union grants public access to environmental data. PortalU 1 in

� This research was funded by means of the German Federal Ministry of Economy
and Technology under the promotional reference 01MQ07012. The authors take the
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1 http://www.portalu.de/
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Germany, Envirofacts2 in the USA or EDP3 in the UK are just few examples
that provide access to large volumes of environmental data as a result of re-
cent activities. Besides, environmental data are also made accessible as a part of
the Linking Open Data (LOD) project in a structured format (RDF) with the
idea of linking environmental data in an international context of cooperating
governmental authorities [15]. Thus, previously local databases of environmen-
tal data have become part of the LOD cloud of datasets, enabling the active
dissemination of environmental information to the masses.

Fig. 1. An illustration of carbon emissions around the World (source: Copenhagen
Climate Council)

Despite the increasing importance and availability, the commercial and soci-
etal impact of open environmental data is still very limited to the end-users. This
has a number of reasons, but one of them is certainly the largely intransparent
access to complex databases. This obviously holds true for interested citizen and
companies, but even for employees of public authorities in a different domain,
the heterogeneity and distribution of environmental data is often overwhelm-
ing. Hence, user-friendly and powerful search interfaces are a must-have in this
area. For example, assume for a moment that you are searching carbon (CO)
emission values that are highly critical figures considering their impact on the
climate change and global warming. Each year several organizations review the
underlying consumption data for petroleum, natural gas and coal worldwide and
estimate our CO emission values. By using a classical Web search and keyword
queries, it is quite easy to obtain the country-specific figures as shown in Figure
1 as these are just parts of the documents in which the keywords occur. How-
ever, a more detailed search on the CO emission values such as “CO emission
values around Karlsruhe area in Germany” or obtaining more analytical results
2 http://www.epa.gov/enviro/index.html
3 http://www.edp.nerc.ac.uk
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based on a particular year, or emission type (e.g. by industry, by transporta-
tion) requires more advanced search on structured data. This search paradigm
however, assumes users to be an expert of the underlying data and domain,
or design of proprietary interfaces to access data. The main challenge here is
to provide ordinary users an easy-to-formulate queries (i.e. keyword query) and
provide complex structured results in return to satisfy their information needs.
According to the survey in [6], the percentage of people who used the Internet
to find environmental information (49%) is significantly lower than those with
frequent access to it (69%).

Recently, semantic search approaches to enable keyword search on structured
data has gained a lot of interests as keywords have proven to be easy for the
user to specify, and intuitive for accessing information. By utilizing lightweight
semantics of the underlying RDF data, keyword search can help to circumvent
the complexity of structured query languages, and hide the underlying data rep-
resentation. Without knowledge of the query syntax and data schema, even the
non-technical end-users can obtain complex structured results, including com-
plex answers generated from RDF resources [17,19]. To this end, semantic search
in that sense can provide the means to simplify the search on environmental data,
allowing the users to access rich information with less effort, and lower the access
barriers resulting from the complex interfaces of current systems.

In this work, we present a novel semantic search system, namely KOIOS, that
provides semantic search capabilities on structured data with the aim of easy-
access to rich environmental information. Our contributions mainly include: 1)
enabling keyword search as an intuitive mechanism to search environmental data,
2) interpretation of user’s possible information needs via the query translation
from keyword query to structured query by utilizing the underlying schema struc-
ture and data, 3) offering dynamic and flexible faceted search to allow the user
to specify his/her further preferences, and 4) integration to a commercial, Web-
based Environmental Information System (EIS) for user-friendly presentation of
information using visualization components such as maps, charts, tables, etc.

Structure. In Section 2, we introduce an overview of KOIOS system. Section
3 presents the KOIOS semantic search process detailing the steps starting from
the specification of the keyword query to the final display of the search results.
In Section 4, a prototype implementation of the system is presented. After a
discussion of related work in Section 5, we conclude in Section 6.

2 KOIOS Overview

The KOIOS system provides semantic search capabilities over structured data
that is either present in relational databases or RDF repositories. Figure 2 de-
picts an overview of the KOIOS system. KOIOS operations can be divided into
two main stages: preprocessing and search. Preprocessing is an offline stage not
visible to the users that mainly creates three special search indexes out of the
structured data of a given database or RDF store. The core index directly cre-
ated from the data is called data index, which is a graph-based representation



4 V. Bicer et al.

Fig. 2. Overview of KOIOS System

of the data implemented as an inverted index, and optimized for efficient access.
Based on the data index, two other indexes are also created: the keyword index
is mainly designed for IR-style access that captures the unstructured part of the
data, and the schema index is extracted from the data, representing classes and
relationships among them.

The second stage, search, is the actual part in which the system interacts
with the user. User specifies his/her information with a short keyword query
and considered as a set of keywords, Q = {q1, q2, ..., qn}. Based on this query,
the system first discovers possible keyword elements using the keyword index
to find particular tuples (entities) in the data in which one of the keywords
occur. A number of keyword tuple sets are created for each keyword in the
query. These sets are then combined with the schema information resulting in
an augmented schema graph, which represents the query space. By exploring
this graph, a number of structured query graphs are constructed, each of which
can be executed on the data index to find relevant results. This part of the
search stage mainly interprets the user’s possible information needs in terms of
structured query graphs, and computes their corresponding result sets.

Based on the outputs of this stage, KOIOS generates a number of facets to fa-
cilitate further interactions and refinements of query and results. It uses a faceted
search interface to present the possible categories (facets) and values generated
from the underlying results. This helps the user to refine his/her query. Further,
additional user preferences can be incorporated in order to obtain more precise
results. In particular, KOIOS maps user choices and preferences to an internal
representation, called selectors, which are coarse-granular query templates that
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are used to generate more precise queries to be executed over the database. This
selector mechanism is also employed to select appropriate presentation compo-
nents. The results are presented to the user via an integrated EIS interface.

In overall, KOIOS minimizes the inherent complexity of searching structured
data by guiding the user through the search process via analyzing the underlying
data and schema structure. This significantly minimizes the effort and cognitive
complexity in the search process.

3 KOIOS Semantic Search Process

In this section, we present technical details of the semantic search process over
environmental data. For the sake of presentation, we decompose the overall pro-
cess into three steps: 1) Indexing, 2) keyword query interpretation and structured
query generation, and 3) faceted search and selectors.

3.1 Indexing

In KOIOS, we apply a preprocessing step on the data to create index struc-
tures that help to perform the search functionalities more efficiently. Generally
speaking, the underlying data can be conceived as a directed labeled data graph
G = (V, E), where V is a disjoint union (V = VR � VA) of resource nodes (VR),
and attribute nodes (VA), and E = EF � EA represents a disjoint union of
relation edges also called foreign key edges (EF ) that connect resource nodes,
and attribute edges (EA) that link between a resource node and an attribute
node. This model closely resembles the graph-structured RDF data model (omit-
ting special features such as RDF blank nodes). The intuitive mapping of this
model to relational data is as follows: a database tuple captures a resource, its
attributes, and references to related resources in the form of foreign keys; the
column names correspond to edge labels.

In order to perform the search steps in an efficient way, we preprocess the
data graph to obtain the data index, which is actually a number of inverted
indexes that store data in the form of subject → predicate → object triples.
In particular, each inverted index returns a specific element of the triple given
the other pair of elements. Based on this index, the keyword index that is used
for keyword-to-element mapping is created. Conceptually, the keyword index is
a keyword-resource map and used for the evaluation of a multi-valued function
f : V → 2VR , which for each keyword ki ∈ V in the vocabulary, returns the set of
corresponding graph resources VR (i.e. keyword elements). In addition, a lexical
analysis (stemming, removal of stopwords) as supported by standard IR engines
is performed on the attributes of resources in order to obtain terms. Processing
attributes consisting of more than one word might result in many terms. Then, a
list of references to the corresponding graph elements is created for every term.

For exploration, a schema index is constructed, which is basically a sum-
mary of the original data graph containing structural (schema) elements only.
In essence, we attempt to obtain such a schema from the data graph instead
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of assuming a pre-given schema. The computation of the schema index follows
straightforwardly from and is accomplished by a set of aggregation rules pre-
sented in previous work [18], which compute the equivalence classes of all re-
sources belonging to one class and project all edges to corresponding edges at
the schema level with the result that for every path in the data graph, there is
at least one path in the schema index (while this is not the other way round).

At the time of query processing, this schema index is augmented with keyword
elements obtained from the keyword-to-element mapping. Since we are interested
in the top-k results, the index elements are also augmented with scores. While
scores associated with structure elements can be computed off-line, scores of
keyword elements are specific to the query and thus can only be processed at
query computation time.

Fig. 3. Augmented schema graph showing schema elements (in gray), associated key-
word elements (circles) and their corresponding attributes (rectangles)

3.2 Keyword Query Interpretation and Structured Query
Generation

The goal of this step is to interpret the keywords entered by the user using the
index structures created before, and to generate a number of structured queries.
These queries are basically conjunctions of triple patterns, forming graph pat-
terns corresponding to the Basic Graph Pattern feature of SPARQL. Typically,
due to the ambiguity inherent in keyword queries, such an interpretation is not
unique. Therefore, we rely on a top-k procedure to generate candidate inter-
pretations and obtain the possible results that best match the user information
need. We build on our previous work [17] on translating keyword queries into
structured queries based on a graph-exploration technique. For this purpose, we
consider available knowledge bases and data as data graphs as defined previously.
(Intuitively, this graph).

The computation of structured queries as interpretations of the user keywords
involves three tasks: 1) detecting the keyword elements as resources in the graph
containing at least one of the query keywords, 2) creation of an augmented
schema graph, 3) graph exploration and structured query generation and 4) top-
k query processing to compute the best queries. Specific concepts and algorithms
for these tasks have been introduced in [17].
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Keyword-to-element mapping: We rely on the keyword index to map keywords
to elements of the data graph, which in our approach might be classes, foreign
key relationships, attributes, and attribute values. IR concepts are adopted to
support an imprecise matching that incorporates syntactic and semantic simi-
larities. As a result, the user does not need to know the exact labels of the data
elements while doing keyword search. Each element finally returned is associated
with a score measuring the degree of matching, which is later used for ranking
possible interpretations. For each query keyword qi ∈ Q, we define a set of can-
didate keyword elements Vi = {v1, .., vn} that are potential elements in the data
graph that the user is looking for.

Augmented schema graph: Given the sets of keyword elements for the query
keywords, the query search space contains all the elements that are necessary
for the computation of possible interpretations. This mainly includes all keyword
elements and the corresponding classes, foreign key edges, and attribute edges of
the data graph. It has been shown that keyword search is most efficient when the
exploration for possible interpretations is performed on an augmented schema
graph, instead of using the entire data graph (c.f. [17]). The schema graph can
be trivially obtained from the class and property definitions in the data, or
might be pre-given as an ontology. From experiences with Web data, we know
that pre-given schemas are typically incomplete and often do not reflect the
underlying data as some schema elements may actually not be instantiated in
the data. Therefore, we additionally apply techniques for computing schema
graphs automatically. In particular, a schema graph is derived from the data
using the aggregation rules as described in [17] (during preprocessing).

Figure 3 illustrates the query space constructed for our example keyword
query “karlsruhe co emission”. It consists of (the fragment of) a schema graph
(nodes in gray), keyword elements found in the previous step for different key-
words, and the corresponding attributes of those elements. Note that the aug-
mented schema graph consists of all keyword elements and all the possible paths
between them that can be found in the schema.

Graph exploration and query translation: Given the augmented schema graph,
the remaining task is to search for the minimal query graphs in this space.
Informally, a query graph is a matching subgraph of the augmented schema
graph, such that for every keyword of the user query, it contains at least one
representative keyword-matching element, and (2) the graph is connected, i.e.
there exists a path from every graph element to every other graph element. A
matching query graph is minimal if there exists no other query graph with a lower
score. This procedure starts from the keyword elements and iteratively explores
the query space for all distinct paths beginning from these elements. During
this procedure, the path with the highest score so far is selected for further
exploration. At some point, an element might be discovered to be a connecting
element, i.e. there is a path from that element to at least one keyword element, for
every keyword in the user query. These paths are merged to form a query graph.
The explored graphs are added to the candidate list. The process continues until
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the upper bound score for the query graphs yet to be explored is lower than the
score of the k-ranked query graph in the candidate list. An example query graph
that can be found through exploration along these paths is shown in Figure 4.

Top-k Query Processing: Query translation results in a set of query graphs (not
only one), each of which can be a potential representation of the user’s infor-
mation need. In fact, at this point we are not interested in all the final results
to be retrieved from the database using the computed queries, but only in the
top-k results, based on which facets will be constructed in the next step. Thus,
ranking the top results (e.g. answers to SPARQL query) w.r.t. their relevance to
the initial keyword query Q is more important. The goal is to summarize these
results as facets and to use the resulting facets for enabling additional refine-
ment. For this, we query our data index with a retrieval algorithm as sketched
in our previous work [17] to get top results for each query graph. In the next
step, we discuss how facet values are generated from this initial query run on
the data.

Fig. 4. a) An example query graph and b) the corresponding SPARQL query

3.3 Faceted Search and Selectors

The query graphs and their corresponding result sets are possible interpretations
of the query. However, instead of assuming that a query graph is a direct repre-
sentation of the user’s information need, we utilize it in KOIOS to bridge the gap
between the keyword query and the actual information need. For this purpose,
we support a second round of user interaction as shown in Figure 2. Basically, we
aim to increase the precision of the final search results, while providing an intu-
itive and easy-to-use way for the user to specify further preferences. We propose
to use 1) facets generated from a number of query graphs and their result sets,
as well as 2) selectors that are parameterized, pre-defined query templates, run
against the database in the back-end, and map to final visualization elements to
be displayed to the user.

Facets: In IR, faceted search mostly refers to techniques for accessing a collection
of information represented using facets, allowing users to explore by filtering
available information [9]. In this setting, facets correspond to the attributes
(called facet categories) as well as possible attribute values (facet values) that are
common to a set of resources (top-k results computed previously). Traditionally,
they are mostly derived by an analysis of the text or from pre-defined fields
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in a database table. A shortcoming of this sort of faceted search is its basic
data model, where facets are associated with sets of values from independent
facet hierarchies. This model is too restrictive for some real-world data. A more
appropriate faceted search solution for our environmental data scenario should
provide richer insights into the data and the ability to perform flexible and
dynamic aggregation over faceted data [1].

In our approach, we use the generated query graphs to construct dynamic
facets for a particular search session to realize such a functionality. Given a
query graph, we consider every variable binding (e.g. ?s, ?v, ?l, ?d in Figure
4-a) as a possible candidate for a facet category. We utilize the corresponding
types of these variables to retrieve their particular descriptive attributes. For
example, the Statistics class of the variable ?s is used to retrieve the descriptive
attribute “description”. Then a facet category is created with the name Statis-
tics.description for this attribute. As we obtain the top-k entities of this query
graph in the last step of the previous section, the facet values are generated by
clustering values that are specific to the description attribute of those entities.
For this particular attribute, the possible facet values are shown by our proto-
type system in Figure 6. Note that an attribute does not need to be a part of
the query graph in order to be utilized as a facet category. Also, for example,
for the Value.Year attribute of the ?v variable, we further generate facet values
representing possible years (e.g. 2000, 2005 etc.), which help the user to refine
the search based on a restricted set of relevant options.

Selectors: Using the facet categories and values chosen by the user, the system
can identify a number of stored, semantically indexed selectors, which are param-
eterized, pre-defined query templates finally used for accessing the data sources
in the back-end. In our architecture, a selector contains a variety of information
and have the core functionality to map the results to visualization elements such
as tables, charts, or maps. Basically, a selector has three types of parameters:

1. Data parameters. These parameters represent particular attributes to spec-
ify the scope of the selector for a particular information need. Some of the
parameters (if not all) can be initialized to a particular value via the facets.
That is, facets categories and values are mapped to data parameters of the
selector that correspond to the same attributes. For the other data param-
eters that are not initialized this way, a SQL query is constructed by the
system to retrieve the corresponding data directly from the database.

2. Query parameters. These are parameters pre-defined for each selector, indi-
cating GROUP-BY and SORT statements, which are finally used for gener-
ating the SQL query.

3. Visualization parameters. In our system, the query results are visualized
using different means, each one of them is derived from the visualization
parameters of the selector. In particular, these parameters capture the visu-
alization or presentation type (data value, data series, data table, map-based
visualization, specific diagram type, etc.) for selectors’ results.
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Fig. 5. (a) Mapping the facet values to the corresponding selector parameters, (b) the
generated SQL query

For example, Figure 5-a illustrates some possible facet values for our running
example and their mappings to one of the selectors. As indicated, a selector
may include more parameters than the facets. Thus, a selector can be flexibly
initialized in different ways. Based on different facet categories and values, the
system can generate a variety of initialized selectors, each corresponds to a dif-
ferent information need of the user. This way, with a relatively small number of
selectors, the system can respond to a large number of queries. In addition, we
also check the conformity of a possible facet selection of the user to a number of
selectors available in the system to dynamically eliminate the selectors that can
not answer a particular query. A selector is considered as non-conforming if it
does not include any one of the facet categories (attributes) in its data param-
eters, and therefore is removed. In our prototype system, a number of selectors
and their corresponding visualization components are automatically displayed
to the user based on his/her selection of facets as shown in Figure 6.

Based on a particular initialization of selector, the system generates a SQL
query, accesses the database and retrieves the results. An example SQL query
is shown in Figure 5-b. Note that all the initialized values are captured in the
WHERE clause whereas the non-initialized parameters are included in the SE-
LECT statement of the query. The retrieved data are then displayed to the user
as a final result based on his/her selection of visualization type (e.g. tables, maps,
charts etc.).

4 Implementation

A prototypical KOIOS system has been implemented in Java within the scope
of the German Internet project THESEUS 4. For indexing the data, we use the
open-source IR engine Lucene Framework5 from Apache Software Foundation6.
In addition, the system is integrated with a commercial EIS application Cadenza7

for the management of selectors and for visualizing the results. In the current
prototype, we are using the environmental data of the German state Baden-
Württemberg, collected during the years from 1990 to 2006. The demo of the
system is reachable at http://krake05.fzi.de:8888/koios.
4 http://theseus-programm.de/
5 http://lucene.apache.org/
6 http://www.apache.org/
7 http://www.disy.net/produkte/cadenza.html
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Fig. 6. KOIOS search interface and facets generated for the query “karlsruhe co emis-
sion”

In Figure 6, we can see the start page (in German) of the KOIOS semantic
search engine. The user can type a keyword query using a text field similar to the
one provided by classical Web search engines that most users are familiar with. In
the initial execution of the query, the system performs the aforementioned steps
of query translation and displays users the facets on the left hand side of the page
together with the possible visualization options on the right. Common types of
visualization options are grouped together as tables, charts, or maps. Besides, the
system also displays the base selectors suitable to the query and selected facets
in order to give the user the flexibility to specify his/her information need in a
more fine-grained way using the functionalities of the underlying EIS Cadenza
system.

After the selection of facets and visualization type, the system displays the
final results to the user using the Web version of the Cadenza system. Figure
7 shows the search result displayed as a chart for our running example query
“karlsruhe co emission”. As shown in the figure, the parameters selected include
a number of possible emission types (e.g. industry, transportation PKW, LKW
etc.), the year 2005, and Karlsruhe and Karlsruhe Stadt (i.e. Karlsruhe city
center) for location. The system offers a number of visualization capabilities plus
the option to store the chart into a file for later use. In addition, the resulting
data can easily be visualized by another type of presentation module without the
need for re-issuing the query thanks to the selector mechanism that can generate
a variety of options from a single source query.

Another visualization option that displays the aggregated data as a map is
shown in Figure 8. As in the case of chart display, the parameterization of this
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Fig. 7. Chart showing the CO emission values around Karlsruhe in 2005

type of visualization is also done via facets in a dynamic fashion. Starting from
a keyword query “karlsruhe co emission”, the user can obtain a variety of results
when employing KOIOS’s semantic search capabilities. In this type of visualiza-
tion, the configuration options such as coloring scheme on the right hand side
of the map also provides additional capabilities to the user to perform further
refinements.

5 Related Work

Our research relates to work from three major areas, namely (1) environmental
data, (2) semantic search on structured data, and (3) faceted search.

Environmental data on the Web: As environmental issues secured their position
on a global level, environmental information has started to be considered as a
public asset. As a consequence, governments and other administrative units have
become more active in promoting access to environmental data as a mean to im-
prove public participation in environmental decision making and awareness of
environmental issues [7]. According to the survey conducted in [6], the major en-
vironmental information needs relate mainly to the people’s everyday activities,
which can be seen as a mix between livelihood issues, quality of life, and health
issues. This mainly includes easy-access to information about public transport,
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Fig. 8. Map showing the CO emission values around Karlsruhe in 2005

air quality, water quality, traffic, noise, and toxicity. Traditionally, environmen-
tal data are managed with the help of Environmental Information Systems and
Environmental Decision Support Systems (EDSS) [3,4]. Recently, there is an
abundance of environmental information on the Internet, from raw data which
are broadcasted directly from monitoring stations, to politically charged infor-
mation made available by specific interest groups [11,20,16,14,13]. Although the
use of EIS and EDSS has a long history, easy-access to environmental data by
the mass users has become a more prevalent problem, as public interest in these
data increases. Previous works mostly provide proprietary interfaces to search
and visualize data that are geared towards expert usage, and less tailored to the
needs of the non-technical end users.

Semantic search on structured data: Finding and ranking relevant resources is
the core problem in the Information Retrieval community, for which different ap-
proaches have been investigated. Clearly, the main difference of keyword search
on structured data and the traditional keyword search on documents is that in-
stead of one single document, structured data may encompass several resources
(e.g. database tuples, documents, RDF resource descriptions) that are connected
over a possibly very long path of relationships. [19] provides a review of differ-
ent semantic search tools and focuses on different modes of user interaction.
Compared with other modes of interaction (form-based, view-based, or natural
language), the advantages of keyword-based querying lie in its simplicity and
the familiarity most users already have with it. The problem of keyword queries
on structured data has been studied from two different directions: 1) computing
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answers directly through exploration of substructures on the data graph [10,8,12]
and 2) computing queries through exploration of a query space [17]. It has been
shown in [17] that keyword translation operates on a much smaller query space,
and is thus efficient. Besides, the structured queries presented to the user help
in understanding the underlying data (answer) and allow for more precise query
refinement. We follow the second line of work to keyword search and adapt it
to the problem of searching environmental data. In addition, in order to rank
the final retrieved results from the databases, we recently proposed a relevance
model based ranking support [2].

Faceted Search: Faceted search is increasingly used in search applications, and
many Websites already feature some sort of faceted search to improve the pre-
cision of search results. A crucial aspect of faceted search is the design of a user
interface, which offers these capabilities in an intuitive way. This has been stud-
ied by [9,21,1] and applied in systems like Flamenco8, Exhibit9 or Parallax10.
In a Semantic MediaWiki context, this paradigm has been applied by “Ask the
Wiki” for browsing Wiki pages along semantic facets. [5]. Another cornerstone
of faceted search is the question what is actually used as facets and if they are
hierarchical or multidimensional, which obviously depends on the data corpus
and its structure. Flamenco and Exhibit require a predefined set of properties for
every data item, and then allows browsing along the values of these properties.
We actually use the schema and query graphs for facet construction, and thus
dynamically determine which facets should be present in a generic fashion. The
diversity of query graphs results in a multidimensional facet generation, that user
can refine by considering different aspects (e.g. time, location, category etc.). We
also precompute the possible values of facets, which serve as feedback to the user
and offer guidance for the underlying data and possible selectors to be chosen.

6 Conclusion and Future Work

Summary. We have sketched the functionalities and discussed the realization of
KOIOS, a semantic search engine over structured environmental data. The goal is
an “intuitive and simple way for information access” for emerging environmental
data on the Web. KOIOS provides a Google-like, simple keyword-based query
interface, which automatically finds and instantiates available selectors and thus
automatically configures appropriate structured queries to be processed against
the back-end data sources. It does not require pre-specified knowledge in the form
of a schema or ontology, but instead, automatically computes schema graphs
from the underlying data in order to find possible query interpretations. The
results are provided to the user via a faceted-search interface, which facilitates
further refinement in order to obtain more precise search results.

In fact, our approach differs from the use of a full semantic infrastructure
that comes with expressive ontologies, SPARQL query processing and reasoning
8 http://flamenco.berkeley.edu/
9 http://www.simile-widgets.org/exhibit/

10 http://www.freebase.com/labs/parallax/
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capabilities. In this regard, our work mainly incorporates an IR-based approach
to infer the users’ information needs, and to retrieve, rank and visualize the rele-
vant data for those needs. We consider that in comparison, our approach offers a
number of benefits: First, it removes the need to specify an expressive ontology
capturing all the domain knowledge which is not easily attainable for various
scenarios in the environmental domain. In addition, most of the Semantic Web
approaches still rely on the definition of structured queries (e.g. SPARQL) that is
not so easy-to-formulate for ordinary users as we discussed above. Finally, rank-
ing support is an important element of IR-based approaches that we incorporate
as a further extension to our approach [2].

Status and Future Work. The prototype system is built on top of a commer-
cial EIS called Cadenza and demonstrated over real-world environmental data
of the German state Baden-Württemberg. It shows for realistic data volumes
and schema sizes that it is possible to deliver reasonable results with acceptable
performance. The evaluation of the result quality is yet to be conducted through
further experiments. The ranking heuristics are most crucial, and particularly
requires attention and detailed investigation in future work. Further, while the
prototype can be seen as a study of technical feasibility, this work yet lacks
evaluation from a usability point of view.
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a tool to support the implementation of the shared environmental information
system (seis) in germany. In: European Conference of the Czech Presidency of
the Council of the EU TOWARDS eENVIRONMENT-Opportunities of SEIS and
SISE: Integrating Environmental Knowledge in Europe, Prague (2009)

12. Li, G., Ooi, B.C., Feng, J., Wang, J., Zhou, L.: Ease: an effective 3-in-1 keyword
search method for unstructured, semi-structured and structured data. In: SIGMOD
Conference, pp. 903–914 (2008)

13. Mayer-Foll, R., Keitel, A., Geiger, W.: Uis baden-wuterttemberg. projekt aja.
anwendung java-basierter und anderer leistungsfahiger losungen in den bere-
ichen umwelt, verkehr und verwaltung. phase v 2004. Wissenschaftliche Berichte,
FZKA-7077 (2004)

14. Pillmann, W., Geiger, W., Voigt, K.: Survey of environmental informatics in eu-
rope. Environmental Modelling & Software 21(11), 1519–1527 (2006)

15. Ruther, M., Bandholtz, T., Logean, A.: Linked environment data for the life sci-
ences. Arxiv preprint arXiv:1012.1620 (2010)

16. Shrode, F.: Environmental resources on the world wide web. Electronic Green
Journal 1(8) (1998)

17. Tran, T., Wang, H., Rudolph, S., Cimiano, P.: Top-k exploration of query can-
didates for efficient keyword search on graph-shaped (rdf) data. In: IEEE 25th
International Conference on Data Engineering, ICDE 2009, pp. 405–416. IEEE
(2009)

18. Tran, T., Zhang, L., Studer, R.: Summary Models for Routing Keywords to Linked
Data Sources. In: Patel-Schneider, P.F., Pan, Y., Hitzler, P., Mika, P., Zhang, L.,
Pan, J.Z., Horrocks, I., Glimm, B. (eds.) ISWC 2010, Part I. LNCS, vol. 6496,
pp. 781–797. Springer, Heidelberg (2010)

19. Uren, V., Lei, Y., Lopez, V., Liu, H., Motta, E., Giordanino, M.: The usability
of semantic search tools: a review. The Knowledge Engineering Review 22(04),
361–377 (2007)

20. Vogele, T., Klenke, M., Kruse, F., Lehmann, H., Riegel, T.: Easy access to en-
vironmental information with portalu. In: Proceedings of EnviroInfo 2006, Graz,
Austria (2006)

21. Yee, K., Swearingen, K., Li, K., Hearst, M.: Faceted metadata for image search
and browsing. In: Proceedings of the SIGCHI Conference on Human factors in
Computing Systems, pp. 401–408. ACM (2003)



Wiki-Based Conceptual Modeling:
An Experience with the Public Administration

Cristiano Casagni1, Chiara Di Francescomarino2, Mauro Dragoni2, Licia Fiorentini3,
Luca Franci3, Matteo Gerosa2, Chiara Ghidini2, Federica Rizzoli3, Marco Rospocher2,

Anna Rovella5, Luciano Serafini2, Stefania Sparaco4, and Alessandro Tabarroni3

1 Polo Archivistico Regionale, Istituto per i beni artistici, culturali e naturali della Regione
Emilia-Romagna, Viale Aldo Moro 64 - Bologna, Italy

2 FBK-irst, Via Sommarive 18 Povo, I-38123,Trento, Italy
3 SCS Consulting, Via Marco Emilio Lepido182/3, I-40132, Bologna, Italy

4 Servizio sviluppo amministrazione digitale e sistemi informativi geografici, Regione
Emilia-Romagna, Viale Silvani 4/3, I-40122, Bologna, Italy

5 Dipartimento Sistemi di Produzione, Consiglio Nazionale delle Ricerche, Italy

Abstract. The dematerialization of documents produced within the Public Ad-
ministration (PA) represents a key contribution that Information and Commu-
nication Technology can provide towards the modernization of services within
the PA. The availability of proper and precise models of the administrative pro-
cedures, and of the specific “entities” related to these procedures, such as the
documents involved in the procedures or the organizational roles performing the
activities, is an important step towards both (1) the replacement of paper-based
procedures with electronic-based ones, and (2) the definition of guidelines and
functions needed to safely store, catalogue, manage and retrieve in an appropriate
archival system the electronic documents produced within the PA. In this paper
we report the experience of customizing a semantic wiki based tool (MoKi) for
the modeling of administrative procedures (processes) and their related “entities”
(ontologies). The tool has been used and evaluated by several domain experts
from different Italian regions in the context of a national project. This experi-
ence, and the reported evaluation, highlight the potential and criticality of using
semantic wiki-based tools for the modeling of complex domains composed of
processes and ontologies in a real setting.

1 Introduction

In the last few years, the Public Administrations (PA) of several countries around the
world have invested effort and resources into modernizing their services, in order to
improve labor productivity as well as PA efficiency and transparency. The recent con-
tributions and developments in ICT (Information and Communication Technology) can
boost this modernization process, as shown by the dematerialization of documents pro-
duced within a PA. The availability of proper and precise models of the administrative
procedures of the PA and of specific “entities” related to these procedures, such as the
documents involved in the procedures or the organizational roles performing the activ-
ities, is a a key factor towards both (1) the re-design of the administrative procedures in
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order to replace paper-based documents with electronic-based ones, and (2) the defini-
tion of guidelines and functions needed to safely store, catalogue, manage and retrieve
in an appropriate archival system the electronic documents produced within the PA. The
definition of these models requires the collaborative interplay of several actors with dif-
ferent competencies:

– specific knowledge of the administrative procedures and their related documents
in different domains. Examples are the administrative procedures for business-to-
government purchase and sale of goods and services, the ones for the management
of personnel, those for the services that the PA offers to individual citizens, and so
on. This knowledge is provided by domain experts working in the PA.

– specific knowledge in archival science. This knowledge is needed to identify what
aspects of the administrative procedures have to be modeled in order to design the
functionalities of an appropriate document management system. This knowledge is
provided by experts in archival science.

– specific knowledge in conceptual modeling (including process modeling). This
knowledge is necessary to help the construction of proper, precise and unambigu-
ous models that can facilitate the analysis of the procedures, and of the “entities”
related to these procedures. This knowledge is provided by knowledge engineers.

In this paper we report the experience of making these three groups of actors share their
competences and collaborate in the modeling activities using the wiki-based MoKi tool
in the context of the ProDe Italian national project. The reasons behind the choice of
MoKi were its ability to involve domain experts in the modeling process as well as its
ability to model both procedural aspects (the administrative procedures) and ontological
aspects (the “entities” related to the procedures) in an integrated manner. While the
general version of MoKi enables people to model generic processes and ontologies, a
customization of the tool (ProDeMoKi) was developed for ProDe, in order to guide the
domain experts working in the PA in modeling precisely the elements of the domain at
hand. Thus, the entire modeling process we report in this paper consists on:

– an identification of the main entities to be modeled and their relations (conceptual
schema). This activity was driven by experts in archival science, with the help of
knowledge engineers;

– a customization of MoKi for building models coherent with the conceptual schema
proposed, which led to the development of ProDeMoKi. This activity was driven by
knowledge engineers, with feedback from experts in archival science;

– the final modeling activity, which was performed by domain experts from the PA
with some supervision from knowledge engineers and experts in archival science.

The contribution of the paper is therefore twofold: (1) it provides an empirical evidence
of how to customize a generic wiki-based modeling tool for a specific complex sce-
nario (Section 4) on the basis of its conceptual description (Section 2.1); and, (2) it
provides an evaluation of the main features of the tool (Section 5) and an analysis of
the lessons learned. This experience, and the reported evaluation, highlight the potential
and criticality of using semantic wiki-based tools for the modeling of complex domains
composed of processes and ontologies in a real setting, and can provide the basis for
future customizations of wiki-based modeling tools to specific complex domains.
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2 The ProDe Project

ProDe1 is an Italian inter-regional project with the aim of defining a national reference
model for the management of electronic documentation (dematerialized document) in
the Public Administration. This reference model follows an archival science perspec-
tive, and can be used for the identification of guidelines and functions needed to safely
store, classify, manage, and retrieve, electronic documents produced within the PA in
an archival system. The project has a duration of 30 months, from May 2010 to Octo-
ber 2012, and is composed of 11 tasks assigned to 11 teams (task-teams) coming from
10 regions (Piemonte, Lombardia, Liguria, Emilia-Romagna, Marche, Abruzzo, Cam-
pania, Puglia, Sicilia and Trentino). The 11 tasks are divided in 4 central tasks, that
represent the core part of the project and are in charge of guiding the activities on spe-
cific topics such as document management and digital preservation; and 7 peripheral
tasks, that provide the specific expertise on specific sectors of the PA (e.g., the adminis-
trative procedures for business-to-government purchase and sale of goods and services,
the ones for the management of personnel). Thus, the central tasks provided the main
expertise in archival science, while the peripheral tasks provided domain expertise in
different fields of the PA.

2.1 Modeling Flows of Documents: The Conceptual Schema

In this section we illustrate the conceptual schema that was used in the customization
of the ProDeMoKi and was proposed to the domain experts to guide the modeling of
their administrative procedures. This conceptual schema, whose simplified version is
graphically depicted in Figure 1 using an Entity-Relationship notation, was developed
by the experts in archival, computer, and organizational sciences working in the central
tasks of the ProDe project.

Fig. 1. The conceptual schema

As shown in Figure 1, the entities of the model can be clustered in three different
components, each of which plays an important role in the production and management
of documents in administrative procedures:

1 http://www.progettoprode.it/Home.aspx

http://www.progettoprode.it/Home.aspx
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1. Document management component. This component describes the archiving-
related aspects of the domain and constitutes the central part of the model.

2. Procedural component. This component describes the activities which produce
(manage, consume) documents.

3. Organizational structure component. This component describes the structure of
the offices involved in the dematerialized procedures and the different profiles
which interact with documents, possibly with different permissions.

The document management component. The entities document and record2, hereafter
named document/record, or, for the sake of simplicity only document, constitute
the central entities of the conceptual model. In ProDe, the description of the docu-
ment/record entity is mainly devoted to the life-cycle of the document, which consists
of the 5 following actions: Create (how the document is created); Capture (how the
document is acquired in the document management system); Manage (how the docu-
ment is managed inside the document management system); Store/preserve (how the
document is stored in the document management system and preserved in the long
run); and Deliver (how the document is distributed and made available by the system).
These actions are used to identify the services and functionalities needed in the docu-
ment management system to handle documents and records in a correct and appropriate
manner. Furthermore, the description of document/record is characterized by a set of
attributes such as the name of the document/record, the type of document, the origin
and destination of the entity, and so on. The entity component identifies the set of bits
which (possibly together with other components) composes a document/record. More-
over, each document/record is classified according to a filing plan and inserted in an
appropriate file/series. According to the type of file/series, different criteria of manage-
ment, storage, preservation and access can be granted to the document/record. Finally,
Metadata are used to provide information about the context, content, structure, and
management of the different entities described so far. To support the construction of an
homogeneous model and the compatibility with the main standards for metadata such
as Moreq23 and EAD4, a common dictionary of metadata was also provided by the
central teams of the project, and inserted in ProDeMoKi.

The procedural component. Usually a business process is composed of a set of re-
lated activities, which happen inside an organization and transform resources in prod-
ucts or services for an (internal or external) customer. Within the ProDe project the
entity process has been used also to include all those (complex) activities carried out
by document management systems. Atomic task is instead used to describe an atomic
action within a process. The relations with other entities of the document management
component emphasize the fact that activities can perform actions over these entities
(such as the creation of a document or the modification of a file). The relations with the

2 By record we refer to an archival document, in a final and correct state, registered into a
document management system and not modifiable or deletable. The only operation possible
on a record is the modification of its metadata. By document we instead refer to an artifact
which still requires modifications and is amenable to cancellation.

3 http://www.dlmforum.eu/
4 http://www.loc.gov/ead/

http://www.dlmforum.eu/
http://www.loc.gov/ead/
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organizational role entity in the organizational structure component emphasize the fact
that actions are performed by specific roles within the organization.

The organizational structure component. The main entity of the organizational struc-
ture is the organizational role. A role refers to an organizational node, which defines
the atomic component of an organization (e.g., finance office), and is associated to an
organizational profile, which instead defines the different profiles of permissions avail-
able within the organization.

3 The MoKi Architecture and Tool

MoKi5 is a collaborative MediaWiki-based [8] tool for modeling ontological and pro-
cedural knowledge. The main idea behind MoKi is to associate a wiki page, containing
both unstructured and structured information, to each entity of the ontology and process
model. From a high level perspective, the main features of MoKi6 are:

– the capability to model different types of conceptual models in an integrated man-
ner. In particular the current version of MoKi is tailored to the integrated modeling
of ontological and procedural knowledge;

– the capability to support on-line collaboration between members of the modeling
team, including collaboration between domain experts and knowledge engineers.

These features have been proved extremely important in the context of the ProDe
project. In fact, as we can see from the ER model depicted in Figure 1, the scenario
addressed in the ProDe project required the modeling of administrative procedures, usu-
ally better described using a business process modeling notation, enriched with knowl-
edge which typically resides in an ontology, such as the classification of document
types, organizational roles, and so on. Moreover, the modeling team was composed by
an heterogeneous group of domain experts and knowledge engineers situated in dif-
ferent Italian geographical regions. In the following we illustrate how these features
are realized in the generic MoKi architecture. In Section 4 we illustrate the ad-hoc cus-
tomization we performed for the ProDe project and how these features were realized
for the specific MoKi used in ProDe.

Modeling integrated ontological and procedural knowledge. The capability of model-
ing integrated ontological and procedural knowledge is based on two different charac-
teristics of MoKi. First of all, MoKi associates a wiki page to each concept, property,
and individual in the ontology, and to each (complex or atomic) process in the pro-
cess model. Special pages enable to visualize (edit) the ontology and process models
organized according to the generalization and the aggregation/decomposition dimen-
sions respectively. The ontological entities are described in Web Ontology Language
(OWL [11]), while the process entities are described in Business Process Modeling No-
tation (BPMN [9]). Second, MoKi has extended the functionalities of the BPMN Oryx
editor [3], used in MoKi to represent BPMN diagrams, to annotate tasks with concepts

5 See http://moki.fbk.eu
6 A comprehensive description of MoKi can be found in [6].

http://moki.fbk.eu
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Fig. 2. Multi-mode access to a wiki page

described in the ontology, or to incorporate data objects formalized in the ontology. The
integrated procedural and ontological knowledge is then exported in a comprehensive
OWL model following the approach described in [4].

Supporting collaboration between domain experts and knowledge engineers. MoKi is
an on-line tool based on MediaWiki, thus inheriting all the collaborative features pro-
vided by it. In addition MoKi facilitates the collaboration between domain experts and
knowledge engineers by providing different access modes to the elements described on
the model, as illustrated in Figure 2 for the ontology concept “Mountain”.

MoKi allows to store both unstructured and structured descriptions of the elements of
the models, as shown on the left hand side of Figure 2. The unstructured part contains
a rich and often exhaustive description of knowledge better suited to humans, usually
provided with linguistic and pictorial instruments. Instead, the structured part is the
one which is used to provide the portion of knowledge which will be directly encoded
in the modeling language used to describe the specific element (OWL in the case of
the concept “Mountain”). The advantage of storing the unstructured and structured de-
scriptions in MoKi is twofold. First, informal descriptions are usually used to provide
the initial description upon which the formal model is built, and to document the ele-
ments of the model (e.g., for future access and revisions). Storing the unstructured and
structured descriptions in the same tool can facilitate the interplay between these parts.
Second, domain experts, who usually create, describe, and review knowledge at a rather
informal/human intelligible level, may find the unstructured part their preferred portion
of page where to describe knowledge, while knowledge engineers should be mainly
focused on the descriptions contained in the structured part. Nevertheless, by using the
same tool and accessing the same pages, all of them can be notified of what the others
are focused at. Moreover, the discussion facilities of wikis, together with special fields
for comments, can be used by both roles to discuss on specific parts of the model.
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The organization of a page in an unstructured and a structured part is a first im-
portant collaborative feature, but may not be enough in the case of complex concep-
tual modeling languages, such as OWL or BPMN. In this case the structured part of
the page will contain very precise, and often logic based, descriptions of the knowl-
edge, preventing domain experts from accessing the domain knowledge encoded in the
conceptual model. To overcome this problem, MoKi associates different access modes
to each part of the page, as depicted in the right hand side of Figure 2. The current
general version of MoKi is based on three different access modes:

– an unstructured access mode to view/edit the unstructured content;
– a fully-structured access mode to view/edit the complete structured content; and
– a lightly-structured access mode to view/edit (part of) the structured content via

simple templates.

As shown in Figure 2, the access mode to the unstructured part can be provided by
means of the regular view/edit facilities of wikis, while the access to the structured con-
tent can be provided by means of two different modes: one based on a translation of
the OWL content in, e.g., DL axioms or in the Manchester OWL syntax, and another
based on a structured, but semi-formal rendering of the OWL content in a pre-defined
template. This way, the knowledge engineers can formally describe the ontology con-
cept “Mountain” in OWL by using a highly formal access mode, while the domain
experts can access a simplified version of the same content using a different, simpler,
mode. A similar structure is provided also for the description of BPMN elements. By
providing distinct modalities to access the structured content of a wiki page domain
experts can not only have access to the knowledge inserted by knowledge engineers,
but can also comment or directly modify part of it. Therefore, the design of appropriate
access modes, according to the conceptual modeling language used and the degree of
complexity handled by the domain experts, is a key aspect of the implementation of a
wiki-based tool for conceptual modeling.

4 The MoKi Customization for the ProDe Project

ProDeMoKi7 is the customization of MoKi that has been developed for the ProDe project.
The general version of the tool has been adapted to support both the representation of
the conceptual models needed in the project, and the skills of the modeling actors, who
had a good expertise in the design of business processes, but had no experience in on-
tology design. Therefore, a first personalization of MoKi consisted in using only the
unstructured and the lightly-structured access modes for the definition of ontological
entities (the ones in the Document management component, and Organizational struc-
ture component in Figure 1), and only the unstructured and the fully-structured access
modes for the modeling of the procedural component.

The second, important, personalization involved the templates used in the lightly-
structured access mode of the ontological entities. In particular we have created an ad-
hoc template for each entity shown in 1. In this paper we focus on the template for the
document entity, whose main parts are shown in Figure 3, as it provides a representative
and exhaustive example of the customizations implemented in ProDeMoKi.

7 Available at https://dkmtools.fbk.eu/moki/prode/tryitout/index.php/Main_Page

https://dkmtools.fbk.eu/moki/prode/tryitout/index.php/Main_Page
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Fig. 3. The template used to insert document information

The Attributes box in Figure 3 allows the insertion of general information through
the first four text areas. Besides this general information, the user is able to insert the
relations between a document and the organizational nodes who perform the actions
which involve a document. The bottom part describes the relations between a document
and the file/series that contain it. The Document life-cycle box in Figure 3 is focused on
the steps which involve a document during a process, from its creation to its preserva-
tion in the document management system; for example a document may be classified
in file/series during an “Acquisition” task and it may be electronically signed during a
“Management” task. The user is able to describe these actions in the text boxes con-
tained in the template, and to define the metadata that are required in each task via the
“has-metadata” relation. Finally, the Relations box in Figure 3 is used to specify addi-
tional relations between the document and other entities in the ER model, namely, the
“is-a” relation with other documents; the “is-attached-to”relation which expresses the
fact that a document may be an annex of another document; the “has-metadata” relation
which is used to express metadata that hold for the document in general, independently
from the specific phase in the lifecycle; and the “is-composed-by” which expresses the
fact that a document is composed of a certain set of bits in a certain electronic format
(e.g., a pdf file).

By combining the general features of MoKi and the customized ones discussed in
this section, ProDeMoKi enables the following macro-functionalities: model overview,
model navigation, and entity modeling (i.e., creation, revision, deletion and renaming).
In detail, the global view of the model is provided both in the form of an unstructured
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Fig. 4. The BPMN diagram enriched with documents

list and of a hierarchical taxonomy of documents and processes. Similarly, the model
can be navigated starting from an unstructured list, a hierarchical view, and also di-
rectly from the graphical representation of BPMN diagrams, enriched with data ob-
jects representing documents taken from the ontology, as shown in Figure 48. Such a
graphical representation can also be exploited for modeling processes and documents,
together with the side-bar “add” commands (for both documents and processes) and the
“add”commands available in the hierarchical view (only for documents).

The customization of MoKi required about 1 person-week for the definition of the
conceptual model and 3 person-weeks for the implementation and testing of ProDeMoKi.

5 Evaluation

With the aim of evaluating the usage of ProDeMoKi for supporting domain experts in the
collaborative modeling of specific knowledge, we investigated the following research
questions:

– (RQ1) Is ProDeMoKi easy to use for domain experts?
– (RQ2) Is ProDeMoKi useful for collaboratively modeling domain knowledge?
– (RQ3) Are all the provided views useful or is there a “best” view among the dif-

ferent interface views provided by ProDeMoKi for: (a) getting the model overview?
(b) navigating the model? (c) creating new entities?

In order to answer these questions we performed two types of analysis: a quantitative
and a qualitative one. In the former, data about tasks performed by ProDeMoKi users in
a use case have been analyzed, while in the latter, ProDeMoKi users have been asked to
answer a questionnaire in order to capture their perceptions about the ease of use and
usefulness of the tool according to their experience.

8 This feature has been added in ProDeMoKi in January 2011. Documents are represented by
means of green data objects.
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The Use Case. The considered use case consists in the actual usage of ProDeMoKi in the
first phase of the ProDe project, where participating regions have been asked to produce
two types of models: the “Modello di riferimento” and “Modello di gestione”. While
the “Modello di riferimento” is an abstract model of administrative procedures and
documents, i.e., a kind of meta-model of concrete models, the “Modello di gestione”
refines processes of the “Modello di riferimento” into concrete and more specific tasks,
thus creating a link with the software applications to be used in the process realization.
The ProDeMoKi users involved are PA employees distributed across the 7 peripheral
tasks of the project. All of them are domain experts, i.e., they have knowledge of the
PA domain and had previous experiences in the analysis of administrative procedures
and documents as well as in documentation drafting. However, not all the users had the
opportunity to model processes before and none to use ontologies. Before the beginning
of the modeling activities (February 2011), the PA employees have been trained with
a learning session, in which all the features of ProDeMoKi have been illustrated, and
hands-on exercises have been proposed.

The Questionnaire. The PA employees have been asked to fill an on-line questionnaire,
requiring about 15 minutes and including 31 questions9. The questionnaire mainly
aimed at investigating the users’ background, their perception about three macro-func-
tionalities of the tool (model overview, navigation and entity modeling), and their over-
all subjective evaluation about ProDeMoKi. Some of the questions were provided in the
form of open questions, while most of them were closed questions. The latter mainly
concern the user evaluation of the tool on a scale from 1 to 5 (e.g., 1 = difficult to use,
... , 5 = intuitive to use) or the direct comparison between two alternatives (e.g., 1 = I
prefer A, 2 = I prefer B, and 3 = I equally evaluate A and B).

5.1 Quantitative Evaluation Results

We analyzed the data on the usage of ProDeMoKi (October 2010 - June 2011), that have
been obtained by combining the information stored in the ProDeMoKi database, and the
access logs of the web server hosting the tool. Table 1 shows the overall number of page
creations, revisions, deletions and renaming performed by the different task-teams in the
considered period10. The table shows that, though all the typologies of page activities
have been exercised by users, there exists a trend in their distribution: as expected, the
most frequent one is the page revision activity, followed by page creation and deletion.
By looking at the distribution of the activities per month (Figure 5a)11, we found that:
(i) the general trend of activity typologies on pages is also monthly confirmed; (ii) there
have been peaks of work in November 2010, February 2011 and May 2011. These can
be partially justified by users’ autonomous ProDeMoKi training after the beginning of
the modeling activities (October 2010) and the learning session (February 2011), and
by project internal deadlines (May/June 2011).

9 Collected data are available at
https://dkm.fbk.eu/index.php/ProDeMoKi_Evaluation_Resources .

10 The task-teams that are not required to use ProDeMoKi in this phase of the project are not
reported in the table.

11 The average number of daily activities on page is reported.

https://dkm.fbk.eu/index.php/ProDeMoKi_Evaluation_Resources
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Table 1. Usage of ProDeMoKi by the different task-teams per type of activity on pages

task-team Page Creations Page Revisions Page Deletions Page Renaming
t1 171 542 71 0
t2 171 799 37 54
t3 135 534 13 33
t4 217 548 55 2
t5 384 1065 58 7
t6 103 316 16 0

(a) Activities on pages per month (b) Documents and processes per task-team

Fig. 5. ProDeMoKi usage

Currently, the two reference models contain overall 342 documents and 506 pro-
cesses modeled with ProDeMoKi. Figure 5b shows their distribution per task-team. Most
of the task-teams (4 out of 6) produced more processes than documents, thus remarking
the importance of the procedural knowledge in domains such as the PA one. Further-
more, the number of documents used in processes’ diagram (on average 4.212) and the
number of processes in which a document is used (on average 1.32), also reveals the
strength of the relationship between these two types of knowledge, thus confirming our
intuition about the importance of providing adequate means for their integration.

Moreover, by looking at the usage of (the commands available in) the different views
provided by ProDeMoKi, it is possible to have an insight of their suitability for specific
purposes, as well as of users’ preferences. In detail, Table 2a summarizes the results
obtained by investigating the different views available for the model overview and nav-
igation, while Table 2b for the creation of new documents and processes. While in case
of documents, the number of model visualizations and document accesses from the un-
structured list is more than double with respect to the corresponding numbers in the
hierarchical view, for processes also the hierarchical visualization plays an important
role. On the other hand, while the graphical representation of both documents and pro-
cesses in BPMN diagrams has not been extensively exercised by users for the model
navigation (probably because of its late introduction in the tool, in January 2011), it
represents the most used way for creating new documents and processes: it in fact

12 The average number decreases to 0.6 documents per process if we consider also atomic pro-
cesses, i.e. with an empty flow.
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Table 2. Use frequency of ProDeMoKi views

(a) Use frequency of model overview and navigation

Entity Model Overview Model Navigation
List Hierarchy List Hierarchy Diagram Textual Search

Doc.s 503 239 341 155 11 -
Proc.s 939 626 758 478 55 -
Total 1042 865 1099 633 66 11

(b) Use frequency of entity creations

Document and Process Creation
Sidebar Diagram Hierarchy

Doc.s 113 275 61
Proc.s 90 580 -
Total 203 855 61

allows to introduce high level entities directly in the process modeling phase and to
detail them later on. Both these results seem to confirm our intuition about the impor-
tance of abstraction layers in process modeling and visualization.

Finally, we investigated the usage of a special functionality offered by the tool (pro-
vided by MediaWiki), the log history. Although it has not been frequently used (52 times
in total), the 40% of times it has been exercised by the most productive (120 documents
and 203 processes) and among the most numerous (4 modelers) task-teams, thus re-
marking its usefulness in case of large models and of collaborative works.

5.2 Qualitative Evaluation Results

We analyzed the data collected by means of the on-line questionnaire proposed to a
total of 14 ProDeMoKi users in order to investigate their perception about the tool.
Table 3 reports the information about their background knowledge, as well as about the
time spent and the approach followed to learn the ProDeMoKi use. All the participants
are pc habitual users: they use the pc almost everyday, mainly for writing and reading
documents, for job (using office suites) and for navigating the Internet. They also had
frequent occasions to visit wiki pages, while only half of them had the opportunity to
(on average rarely) edit wiki pages. 93% of the employees had previous experience
in analyzing administrative documents and procedures, while 21% had never modeled
diagrams before. On average, the time spent for learning ProDeMoKi has been 1-2 days
and the preferred learning approach the autonomous training.

In the questionnaire, we investigated the users’ evaluation with respect to the three
main ProDeMoKi macro-functionalities, with a special focus on the different alternative
approaches provided by ProDeMoKi for their realization.

Table 4 (left) reports the results related to the users’ average ranking of the two
alternative views provided by ProDeMoKi (where 1 and 2 denote respectively the first
and the second position in the ranking) for the model overview with respect to ease
of use and usefulness13. Similarly, Table 4 (right) reports the average value (and the
standard deviation) of the ranking provided by subjects about the usefulness of the four
alternative views for the model navigation, where 1 represents the first position in the
ranking and 4 the last one. The table shows that the hierarchical view is perceived by
users as the most useful for both the model overview and navigation, while the list
is considered as the least useful. A similar result is obtained also in the case of the
comparison between the ease of use of the list and the hierarchical views. Moreover,

13 More details about the reliability of the agreement among users can be found in [5].
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Table 3. Users’ background knowledge and learning approach

Property Value % Property Value %
never 0 document reading and editing 27.66
rarely 0 office suites 27.66

Pc use sometimes 0 Pc use Internet browsing 25.53
frequency often 0 purpose programming 17.02

always 100 testing and customer care 2.13
never 0 never 50

Wiki page rarely 21.43 Wiki page rarely 42.86
consultation sometimes 28.57 editing sometimes 7.14
frequency often 14.29 frequency often 0

always 35.71 always 0
none 7.14 domain analysis and textual documentation drafting 21.43

Experience in bad 0 Type of procedure analysis and diagram creation 21.43
domain analysis medium 35.71 experience document analysis and documentation production 0
and documentation good 42.86 domain analysis as well as documentation

57.14
very good 14.29 and diagram production
< 1 day 36.36 autonomous training 72.73

Time spent < 2 days 36.36 Learning learning session 9.09
for learning 1 week 27.27 approach tutorial 0

10 days 0
talking with and asking colleagues 18.18

> 10 days 0

Table 4. Users’ ranking of ProDeMoKi views for the model overview and navigation

Model Overview Model Navigation
Factor View Avg. rank Std. dev. Factor View Avg. rank Std. dev.

Ease of use
Hierarchy 1.14 0.23

Usefulness

Hierarchy 2.00 0.74
List 1.86 0.23 Diagram 2.14 0.78

Usefulness
Hierarchy 1.14 0.23 Textual Search 2.73 0.68
List 1.86 0.23 List 3.14 0.92

the quality of the overall model navigability support provided by ProDeMoKi is also
investigated: on average, it is perceived by users as more than reasonable.

Table 5a reports, instead, the subjective user perception, on a scale from 1 (very
difficult) to 5 (intuitive), about the ease of performing modeling activities (i.e., creation,
revision, deletion and renaming) on model entities. The table shows that on average
users found entity creation easy, deletion between reasonable and easy, and revision
and renaming more than reasonable.

Among the different activities, we focused in details on the entity creation, and we
investigated the users’ subjective ranking of ease of use and usefulness of the different
alternatives for creating new documents/processes. Table 5b reports the average value
and the standard deviation of the users’ rankings, where 1, 2, and 3 are the three possi-
ble values provided by subjects for denoting the first, the second, and the third ranking
position in case of documents, and 1 and 2 for processes. According to the subjective
evaluation, the most useful and easy to use way for creating new documents and pro-
cesses is by means of the sidebar commands, while the least useful and easy to use is
the creation starting from the diagrammatical view.

Finally, Table 6 shows the results related to the subjective evaluation about the overall
ease of use (resp. usefulness) of the tool reported by ProDeMoKi users on the base of
a 5-point scale, where 1 means very difficult (resp. completely useless) and 5 intuitive
(resp. absolutely useful). According to the users’ answers, ProDeMoKi is easy to use and
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Table 5. ProDeMoKi entity modeling

(a) Perceived ease of use of modeling ac-
tivities

Avg. Std. dev.
Entity Creation 4 0.89
Entity Revision 3.45 0.69
Entity Deletion 3.55 0.69
Entity Renaming 3.27 0.65

(b) Users’ ranking about ease of use and usefulness
of alternative views for new entity creation

Document Creation
View Ease of use Usefulness

Avg. rank Std. dev. Avg. rank Std. dev.
Sidebar 1.68 0.46 1.68 0.6
Hierarchy 2.05 0.27 2.14 0.45
Diagram 2.27 0.41 2.18 0.6
Process Creation
View Ease of use Usefulness

Avg. rank Std. dev. Avg. rank Std. dev.
Sidebar 1.32 0.25 1.41 0.3
Diagram 1.68 0.25 1.59 0.3

Table 6. Perceived ease of use and usefulness of ProDeMoKi

Average Std. dev. p-value
Ease of use 3.36 0.67 7.442e-06
Usefulness 3.36 0.81 3.739e-05

useful (the provided evaluation about ProDeMoKi is, on average, more than easy and
more than fairly useful for the collaborative modeling). These positive results are also
statistically relevant at 5% confidence level14 (i.e., we have the 95% of confidence that
the fact that the tool is perceived as easy to use/useful is not due to chance). Moreover,
we found that there exists a strong positive correlation15 between the subjective answers
with respect to the ProDeMoKi usefulness for the collaborative work and the number of
people involved in the team, thus strengthening the result related to usefulness of the
tool for collaborative purposes.

5.3 Discussion and Lesson Learned

The quantitative data collected demonstrate a concrete and almost continual experience
of actual users, distributed all over Italian territory, in the use of the tool, thus making
us confident about the reliability of their answers.

By looking at the results obtained with respect to the ease of use of the creation,
editing and deletion on entities and at the overall ease of use of the tool, we can state
that the users perceive the tool as more than easy to use. This result is also strengthened
by the amount of time spent and the approach exploited for learning how to use the tool:
72% of employees spent only less than two days to learn how to use ProDeMoKi, and
the same percentage learned it autonomously. We can hence positively answer RQ1.

Moreover, we observed that users positively perceive the overall usefulness of the
tool for the collaborative modeling of documents and processes. The validity of this
result is also confirmed by the fact that such a usefulness is perceived more strongly by

14 We applied a one-tailed Wilcoxon test and we obtained in both cases p-value<0.05.
15 We performed a correlation analysis applying the Spearman’s coefficient at 5 percent confi-

dence level.
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employees working in teams having more than two persons (on average 3.8 for teams
with more than two persons versus 2.8 for those with less than three). There exists, in
fact, a correlation between the size of the subject’s team and his/her feedback about the
ProDeMoKi usefulness for collaborative purposes. We can hence positively answer RQ2
too.

With respect to the alternative views provided by the interface we found that, while
the hierarchical one is perceived by users as the most useful (and the list as the least
useful one) both for the model overview and navigation, their frequency of use shows
that the list is actually the most used for both the macro-functionalities. Similarly, the
creation of documents and processes starting from the process view, though perceived
as difficult to use and less useful with respect to the commands available in other views
(i.e., the classical ones on the sidebar and in the hierarchical view), has been exten-
sively used. A possible explanation to this is that more mechanical actions (as the model
overview through the list of its artifacts) are usually the first to be executed and only
later, if not useful, they are replaced by more specific ones. While these results suggest
to better investigate the usability of those views that, although perceived as more useful
and easy to use, are less used in practice, they also reveal the importance of having all
the available alternative views. In conclusion, for all the three sub-questions of RQ3,
we can state that all the views have their own usefulness.

Finally, some interesting suggestions for improving ProDeMoKi and making it more
suitable to users’ needs came from the answers to the open questions. While quite satis-
fied with the functionalities related to the model overview and navigation, users found
some space of improvement for the functionalities related to the modeling, in particu-
lar to the document modeling (almost 50% of the users found the document modeling
a weakness of the tool). Some of the proposed suggestions have already been imple-
mented in a new prototypical version of the tool, while we plan to implement others
(e.g., a command for duplicating entities) in the next versions. However, the tool has
been positively judged with respect to its process modeling capability (identified as the
ProDeMoKi major strength), as well as to its support for collaboration and modeling of
complex domains, and its broad accessibility (only a web browser is needed).

6 Concluding Remarks

Several works have focused on the application of Semantic Web technologies to the
PA, for instance in the areas of semantic services [12], reference models [10], data in-
tegration [1], and collaborative knowledge sharing [7]. Similarly several efforts aim at
using semantic wikis for the collaborative construction and visualization of conceptual
models [8,6,2]. In this paper we report our experience in applying semantic-based wiki
technology for the specific modeling needs of a complex PA domain, in which adminis-
trative procedures and related “entities” are tangled. The concrete use of the ProDeMoKi
tool by real domain experts and their subjective evaluation revealed that the tool is easy
to use and useful for the collaborative work, though still open to improvements. In the
future, we plan to enhance ProDeMoKi by implementing the users’ suggestions and fur-
ther investigating how to improve the usage of the tool (e.g., strengthening the training,
enhancing or adding functionalities). Moreover we aim at validating the overall MoKi
customization approach by extending the MoKi customization to other specific domains.
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Abstract. The goal of the Semantic Desktop is to enable better or-
ganization of the personal information on our computers, by applying
semantic technologies on the desktop. However, information on our desk-
top is often incomplete, as it is based on our subjective view, or limited
knowledge about an entity. On the other hand, the Web of Data contains
information about virtually everything, generally from multiple sources.
Connecting the desktop to the Web of Data would thus enrich and com-
plement desktop information. Bringing in information from the Web of
Data automatically would take the burden of searching for information
off the user. In addition, connecting the two networks of data opens up
the possibility of advanced personal services on the desktop.

Our solution tackles the problems raised above by using a semantic
search engine for the Web of Data, such as Sindice, to find and retrieve
a relevant subset of entities from the web. We present a matching frame-
work, using a combination of configurable heuristics and rules to com-
pare data graphs, that achieves a high degree of precision in the linking
decision. We evaluate our methodology with real-world data; create a
gold standard from relevance judgements by experts, and we measure
the performance of our system against it. We show that it is possible to
automatically link desktop data with web data in an effective way.

Keywords: Semantic Desktop, Semantic Web, Linked Data, Personal
Information Management.

1 Introduction

The Semantic Desktop aims to enable better organization of the personal in-
formation on our computers, by applying semantic technologies on the desktop.
Just like Linked Data connects distributed data on the web, creating a network
of interlinked information, the Semantic Desktop connects personal data across
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application boundaries on the desktop, creating a network of personal informa-
tion. However, information on our desktop is often incomplete, as it is based on
our subjective view, or limited knowledge about an entity.

On the other hand, the Web of Data contains information about virtually ev-
erything, generated by multiple sources, and theoretically unlimited. Connecting
the desktop to the Web of Data would thus enrich and complement desktop in-
formation. Bringing in information from the Web of Data automatically would
release the user from the burden of searching for information.

Connecting the two networks of information opens up the possibility of per-
sonal services on the desktop which use external data, but in the personal context
of the user, highly connected to his personal data and focused on his interests.
One such example is a service that finds implicit links between the publications
that the user has on the desktop, and provides recommendations to other pub-
lications on the same topics, by the same authors, or related in another way.
Another desktop service could use information from the Web of Data to notify
the user of new concert dates in his area, based on the latest or most popular
artists played on the desktop. web data can also be used as a point of refer-
ence when working collaboratively, e.g., documents linked by the user to people,
projects, or other resources from his semantic desktop can be shared together
with the annotations, which can be accessed and reused outside of the semantic
desktop where they were generated.

From the perspective of interlinking information, and using the frameworks
provided by the Semantic Desktop and the Web of Data, we have separate islands
of knowledge, both containing similar data, related to the same topics of interest
to the user, but disconnected from each other.

The disconnection appears in two forms:

– The data on the desktop, although similar to that on the Web of Data, is
described using specific desktop ontologies, which are different from the ones
found on the Web of Data. This schema mismatch makes interlinking data
from the two datasets difficult.

– Identifiers (URIs) on the desktop are local to the desktop data space, they
are not globally unique and cannot be dereferenced as normal Linked Data
URIs are. Hence, it is impossible to access and connect to local data from
the Web of Data.

To tackle this disconnection, it is necessary to create links between desktop
identifiers and web identifiers that refer to the same real-world thing. This means
we need to compare the data graph describing the entity on the desktop with the
data graph of an entity on the web. Leaving aside the use of different terminology
within the data, the Web of Data is large, billions of entities across hundreds
of thousands of datasets. From this vast amount of information we must find
and retrieve a relevant subset of entities, that are potential candidates with the
desktop entity. Then we must decide if the candidates are similar enough with
the desktop entity to create a link between the two. Because we wish to make the
interlinking automatic, we must be able to decide with a high degree of precision
which candidates among this subset are in fact referring to the same entity.
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Our solution tackles the problems raised above by using a semantic search
engine for the Web of Data, such as Sindice, to find and retrieve a relevant
subset of entities from the web. We then present a matching framework, using
a combination of configurable heuristics and rules to compare data graphs, that
achieves a high degree of precision in the linking decision.

We evaluate our methodology with real-world data. We create a gold standard
from relevance judgements by experts, and we measure the performance of our
system against it.

Our solution proves that interlinking the two environments is feasible, and
even more, it yields good results. Connecting desktop data with the web enables
the system to bring web data to the user, instead of the user having to go find
it by himself.

The paper is organised as follow. In Section 2, we start by presenting the
Nepomuk Semantic Desktop, as it represents the framework on which we base
our solution. We continue with the related work section. In Section 3 we de-
scribe the process for finding web aliases for desktop resources, and continue in
Section 4 with the implementation of the process and a detailed description of
the matching algorithm. We describe the set-up of the evaluation we performed
and the results in Section 5. We discuss some of the results in Section 6, before
concluding.

Throughout the paper we consider that all the data we are working with is rep-
resented as RDF — both on the desktop and on the web. When we mention the
desktop, we always mean the Semantic Desktop, more specifically the Nepomuk
instantiation of the Semantic Desktop. Similarly, when we mention web data,
we refer to the Web of Data. In our implementation we only use Web of Data
sources, which are freely available online. However, this is not a requirement of
the system, since new data sources can be easily plugged in.

2 Background

In this section, we first provide an overview of the Nepomuk Semantic Desktop
and the infrastructure it provides. Next, we review existing approaches for entity
linking and entity identity management, and finally compare our entity matching
framework with Silk, a linking discovery framework for the Semantic Web.

2.1 Semantic Desktop and Nepomuk

The Semantic Desktop aims to solve the problem of information interlinking and
to help managing and organising in a better way our personal data by applying
Semantic Web technologies on the desktop. The Semantic Desktop is gaining
momentum by the adoption and integration of the Nepomuk framework [2] into
mainstream desktop environments.

The Nepomuk Semantic Desktop defines and uses a set of ontologies1, comple-
mented by ontologies defined by the community, like Xesam2.It also defines an
1 http://www.semanticdesktop.org/ontologies/
2 http://xesam.org/main/XesamOntology - is used in Nepomuk-KDE.

http://www.semanticdesktop.org/ontologies/
http://xesam.org/main/XesamOntology
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extension to RDF called Nepomuk Representational Language (NRL)3, which
adds Named Graphs and Graph Views to RDF/S and introduces the closed
world assumption to the data.

The ontologies describe various aspects of desktop use cases for personal in-
formation management. The central ontology is the Personal Information Model
(PIMO)4. According to its specification [13], “PIMO is based on the idea that
users have a mental model to categorize their environment”, and “each concept
in the environment . . . is represented as [a] Thing in the model”. PIMO defines
high level types like Person, Project, Event and Task. The desktop ontologies
also include Nepomuk Annotation Ontology (NAO) which allows users to attach
tags and ratings to the resources, Nepomuk Contact Ontology (NCO) which de-
scribes contact information for people and organizations, Task Model Ontology
(TMO) which describes personal tasks and to-dos, etc. All the data is stored in
a central repository that is accessible and shared across applications.

2.2 Related Work

The problem of entity linking is well known across various research communities
with a variety of different names, such as record linkage [8], entity resolution [1],
reference reconciliation [6] or object consolidation [9]. A wide variety of algo-
rithms has been developed for resolving the coreference problem, but record
linkage between distributed databases is still considered a difficult problem.

Recent initiatives within the Semantic Web community address the problem
of linking entities across data sources. Jaffri et al. describe the phenomenon of
proliferation of URIs and propose a Consistent Reference Service to manage
URI equivalences [10]. The OKKAM project [4] proposes an infrastructure for
assigning global identifiers at web scale. These approaches are more focussed
towards the management of entity identity on the web, but do not provide easy
means to create new links between data sources. Similar to our approach, Rai-
mond et al. describe an algorithm and its implementation GNAT, for linking a
personal music collection to corresponding MusicBrainz resources [11]. The ap-
proach measures recursively the similarity of the resource graphs from the two
datasets, with the restriction that the same vocabularies are used in both. By
contrast, using property paths in our mappings, we eliminate the need for re-
cursion while still propagating the measures from connected resources. Silk is a
framework to help linking multiple entities between two datasets [3]. It relies on
user-defined rules and various string matching algorithms to measure the simi-
larity between two entities. In this case it is necessary to know a priory which
specific dataset to link to and to perform manual configuration of the matching
algorithms, something that requires a high degree of expertise. Hogan et al. [9]
and Säıs et al. [12] propose logical-based methodologies for merging identifiers
of equivalent entities across multiples knowledge sources. While being precise,
these techniques do not have a very good recall and are demanding in term of
computation.
3 http://www.semanticdesktop.org/ontologies/nrl
4 http://www.semanticdesktop.org/ontologies/pimo/

http://www.semanticdesktop.org/ontologies/nrl
http://www.semanticdesktop.org/ontologies/pimo/
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The most relevant approach related to ours is the Silk framework. We provide
a generic matching process that the user can configure based on its own expertise
in order to get more precise results. However, our approach differs by the fact
that the matching process is not restricted to link data between two predefined
information sources. On the contrary, our approach gives the possibility to link
desktop data with an arbitrary number of external data sources. This makes the
problem harder since we are generally unaware of the data structure or schema
of these data sources. We therefore need to first find potential entities of interest
among a vast number of data sources, then retrieve a partial description of these
entities and rely on more complex entity matching algorithms. This first step can
be seen as a blocking pass [7] to reduce the information space before executing
complex matching algorithms. The blocking step is implemented on top of the
boolean query model for centralized search systems such as Sindice [14] and on
top of the SPARQL query language for specific data sources providing a SPARQL
endpoint.

3 The Process of Finding Web Aliases

The goal of the algorithm and system is to find web aliases for desktop resources.
A web alias is a web entity identifier, i.e., URIs, that represents the same real-
world thing as the desktop entity to which it was matched. To find web aliases,
we use the information available on the desktop, like the contact information
from the address book for people, or metadata of music files for songs, albums
and artists. We also make use of knowledge about the desktop ontologies and
the way data is organized and used on the desktop. The desktop data is used
throughout the process, which consists of several steps:

1. Candidate Selection
– Query and identify candidate entity URIs from various Web of Data

sources
– Retrieve data for each of the candidate from the appropriate Web of

Data source.
2. Candidate Filtering

– Compute similarity score based on the data of the entities.
– Filter the candidates based on the similarity score.

The first step requires identifying a list of candidate entities and obtaining the
data available about them. There are several options to do this: (i) through a
small set of sources that we know have the data we need, and querying each
of them independently for possible candidates, or (ii) through a search engine
for the Web of Data, like Sindice [14], which indexes millions of documents con-
taining semantic mark-ups. Each option has use cases where it is more suitable
than the other. Querying specific sources is preferred for instance, if the desktop
data we want to find aliases for is from a very specific domain, like cancer re-
search, or when we are interested only in results from an organization’s internal
repository. Using a search engine is best when the information sources to query
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are not known a priori. It also has the advantage of covering a large number of
information sources with only one query, and of selecting the most relevant data
sources and candidates with respect to the query via the search engine ranking
system. However, in the case of ambiguous entities, the latter option has the
disadvantage of returning too many unrelated results, thus making the entity
selection more difficult.

Once a list of candidates is available, we compute a similarity score for each of
them with respect to the desktop entity. The algorithm checks first if the types of
the candidate entities correspond to the type of the desktop entity, and discards
the ones that do not. Only then, the data of the entities are examined and the
properties and corresponding values are compared. If required, the algorithm
looks at other related entities and their properties. The values of the properties
are compared using either exact string matching or string similarity techniques.

4 Implementing the Process

We implemented the process described above, in a desktop daemon that finds
web aliases for desktop entities. It sequentially searches for aliases for all re-
sources that have no alias listed, and for the resources that changed since the
last time aliases were determined for them. In the case when a resource is revis-
ited, the previously found aliases are discarded and new ones are determined.

New links are created on the desktop between the local and the web resources,
once the aliases are found. They can be used to enhance the available desktop
data about the entities, or as entry points to access further information about
them online.

The tool has two major components, each handling one step of the matching
process. A query component that initiates the search and identifies the candi-
dates, and a matching component that filters the candidates based on similarity
measures.

4.1 The Query Modules

The query component can use either generic search engines or specific data
sources. Therefore, we chose to make the query component plugin-based, thus
allowing various new sources to be connected if needed. The query modules are
responsible for finding the initial list of candidates, as well as for retrieving the
data for each candidate. The maximum number of candidates to retrieve from a
data source can be set as a parameter in the configuration. We allow three types
of plugins:

SWSE — connect to semantic search engines, through their APIs. We provide
a plugin of this type for Sindice.

Sparql — connect to sources that provide a SPARQL endpoint. We provide
plugins of this type for DBpedia and the Semantic Web Conference Server.

Custom — connect to other sources, possibly ones that do not expose any data
as RDF (e.g., relational databases or third-party APIs like last.fm).
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Both DBpedia and SWC are indexed by Sindice, therefore the Sindice plugin is
the only one enabled by default.

In the Sindice module, the initial query, which determines the list of candi-
dates, is constructed using all the value properties of the desktop entity, com-
bined using the boolean conjunction operator “OR”. Multiple word terms are
also tokenised and the tokens are added to the query. We rely on the search
engine to interpret the query and rank higher the results that match most of the
terms. For the music album shown in Figure 3, the query constructed is:

Example 1. “Bee Gees” OR “One Night Only” OR “1998” OR “Bee” OR “Gees”
OR “One” OR “Night” OR “Only”

4.2 The Matching Module

The matching module computes a similarity score for each pair (desktop en-
tity—web candidate entity). The way the score is computed depends on a set of
parameters:

String matching (SM) — If this parameter is set to true, the matching mod-
ule will use string similarity measures where appropriate. Currently the sys-
tem supports Monge Elkan and Chapman distances. If the value is set to
false, the matching module uses exact matching of property values.

Weighted properties (WP) — If true, the matching module will use weights
for the properties compared, otherwise, all properties contribute the same
to the final score.

Multi-valued properties (MVP) — If true, properties that have more than
one matching value will contribute to the score proportionally to the number
of values.

The algorithm also uses a set of mappings from the desktop ontologies to some
of the more popular web vocabularies, like FOAF. There are two kinds: type
mappings (see Figure 1 for an example) and property mappings, each described
in a separate file. The property mapping supports paths of properties. For ex-
ample, you can express a path composed of the property dbpedia:artist and
foaf:name as shown in Figure 2. The mappings are relatively static configura-
tions of the system. We have created a set of mappings for the most common
ontologies, which can be used out of the box by the end users. Power users can
edit the mapping files according to their need.

The algorithm for computing the score works as follows. Considering ed and
ew the pair of entities to be compared, it first determines the sets Ted

and Tew

of types for each entity, and the set Map[Ted
] of types to which the elements of

Ted
are mapped to. If no types are matching, i.e., Tew ∩Map[Ted

] = φ, it gives a
score score(ew) = 0, and stop the matching. Otherwise, it continues the process
by evaluating the properties.

The evaluation of the properties is driven by the relations and properties of the
desktop entity ed. For each property ped

, the algorithm retrieves the list of values
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"http://www.semanticdesktop.org/ontologies/2007/11/01/pimo#Person":{

"mapping":[

"http://xmlns.com/foaf/0.1/Person",

"http://xmlns.com/foaf/0.1/Agent",

"http://dbpedia.org/ontology/Person",

"http://www.w3.org/2000/10/swap/pim/contact#Person"

"http://rdf.data-vocabulary.org#Person" ]}

Fig. 1. Type mapping for pimo:Person

"http://www.semantcdesktop.org/ontologies/2009/02/19/nmm#performer##

http://www.semanticdesktop.org/ontologies/2007/03/22/nco#fullname":{

"mapping":[

"http://dbpedia.org/property/artist",

"http://xmlns.com/foaf/0.1/maker##http://xmlns.com/foaf/0.1/name",

"http://dbpedia.org/ontology/artist##http://xmlns.com/foaf/0.1/name"

],

"approx":"true",

"thresholds":[

"MongeElkan:0.7",

"Chapman:0.8"

],

"weight":"0.7" }

Fig. 2. Property mapping for nmm:performer

V (ped
) = {v : {ed ped

v}}. Based on the list of property mappings Map[ped
], it

determines the set of values V (pew∩Map[ped
]) that the properties from Map[ped

]
have in common with ew. If there is no value in common, i.e., V (ped

) = φ or
V (pew ∩Map[ped

]) = φ, it skips the pair and there is nothing added to the score.
Otherwise, it continues the process by measuring the similarity between values.

The evaluation of values is performed using string similarity between each
pair of values (vd, vw) ∈ V (ped

) × V (pew ∩ Map[ped
]). The algorithm creates a

sparse matrix where the value of a cell contains a string similarity score between
0 and 1. Let sumped

be the sum of the best score for each row of the matrix.
The final score is computed as follows:

score(ew) =

∑
ped

(wped
∗ sumped

)
∑

ped
(wped

∗ ∣∣V (ped)

∣∣)

where wped
is the weight assigned to a certain property mapping. If the score is

above 0.55, the entity is accepted as a web alias for the desktop entity.

5 Evaluation

To evaluate our system, we wanted to measure the accuracy of the matches, in a
real-world set-up, with real data. For this purpose we created two entity corpora,
5 We found that the threshold 0.5 was providing better results in our experiment.
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one with desktop data and one with web data. To assess the results returned
by our system we created first a baseline from relevance judgements made by
human experts, on these corpora. Then, we ran our entity matching algorithm
and we computed precision, NDCG and MAP to measure its performance.

5.1 Data Collection

We created two corpora for the evaluation, one containing desktop entities, and
one containing possible matching entities from the Web of Data.

Desktop Data Entity Corpus. The desktop data used in the evaluation was
collected from a real, in-use Nepomuk-KDE Semantic Desktop. It was generated
by Nepomuk applications, and extracted from the desktop repository.

We restricted the entities selected to three types: (i) people — of type nco:
PersonContact, (ii) publications — of type nfo:PaginatedTextDocument, and
(iii) music albums — nmo:MusicAlbum. From each type we collected fifty different
resources, resulting in a corpus of 150 seed desktop entities, and other entities
related to them. Examples of auxiliary entities are the authors of publications,
which may or may not be already in the corpus as contacts, the tracks of the
albums and the artists. In total the desktop data corpus has 11.917 triples.

We used information from our desktops, therefore the people are colleagues or
other researchers we collaborate with; the publications are related to our research
interests, and generally related to semantics and information extraction. The
music albums data was gathered from several colleagues, for variety of genres.

The contact data is extracted by Nepomuk from the default KDE address
book, and we made no changes to it. The correct way to use the nco:Person-
Contact resources extracted automatically, is to link each of them to a corre-
sponding pimo:Person representing the person that has the contact information.
However, the current tools do not make the distinction, therefore we also used
the “raw” nco:PersonContact resources, for simplicity. The algorithm makes
no distinction between types, so it would yield identical results if we would have
used the “proper” pimo:Person.

The information related to music albums is extracted automatically by Nepo-
muk from the ID3 tags of music files.

For publications we used existing tools to perform shallow metadata extrac-
tion from files to obtain the title and the authors of the publications, when the
metadata of the documents was not set.

Web of Data Entity Corpus. We used the Sindice query module of our
system to generate the second corpus, containing Web of Data entities. For each
desktop entity we retrieved the first twenty results returned by Sindice, thus
making a total of 3.000 URIs. The queries used in Sindice were constructed as
presented in Section 4.1, a combination based on the properties of each desktop
entity. For each URI we obtained all the triples extracted by Sindice — explicit
and implicit. In total this corpus has 1.530.686 triples.

In this dataset we did not explicitly retrieve Sindice data for the auxiliary
entities related to the result URIs. We assumed this data will be available when/if
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required — in the relevance judgements by experts, and in the matching process
by the algorithm.

5.2 Relevance Judgements from Experts

We collected the relevance judgements from experts through an online experi-
ment, in which we asked participants to decide if pairs of desktop and web URIs
identify the same real-world object or person. We evaluated in this way all 3.000
pairs from the two corpora. Each pair was judged by three different experts.
Eighteen people participated in the experiment, all researchers in the area of
Semantic Web.

Fig. 3. The web interface of the experiment for collecting relevance judgements

To simplify the task, we presented the two entities side by side, with all the
information which was available about them in the corpora (see Figure 3). The
desktop entity is shown on the left, and the web entity on the right. On the
web side we included hyperlinks to the related entities, for further exploration
in the case when the information available was not enough to make the decision.
For convenience, on the web side, we have separated and brought to the top the
triples which partially matched any of the values from the desktop side.

There were only two decisions possible: Yes or No, with a Skip option, in case
of uncertainty. Once a pair was judged or skipped, another one was shown to the
participant. The pairs were randomly chosen from the remaining set. To make
the experiment feel like a game, we kept count of the number of pairs judged by
each participant, and displayed it on the page. We found that even such a small
addition generated ad-hoc competition and made the dull task more interesting.

The results of the experiment show an average agreement and its standard de-
viation, computed with Fleiss’s κ, of 0.638±0.214, over all three types of entities,
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Table 1. Inter-annotator agreement measures

κ σ Avg

All 0.638 0.214 92.252

People 0.661 0.257 88.2

Publications 0.786 0.127 98.067

Albums 0.442 0.233 90.523

suggesting substantial agreement between annotators. Table 1 shows the Fleiss’s
κ and its standard deviation σ per type, as well as the average pairwise percent
agreement. We observed that for music albums, there was only moderate agree-
ment between annotators, visibly lower than the average, while for publications
it is visibly higher. We believe the difference is caused by the fact that the data
about publications is generated and curated by experts in the field — even more
so, as the publications were largely from the domain of Semantic Web —, while
the music data comes from much more heterogeneous sources.

5.3 Evaluation Results of the Matching Algorithm

To evaluate the performance of the algorithm, we evaluate each of the matching
modules separately and using a combination of them, against a baseline which
is the matching framework without any matching modules activated. In the fol-
lowing, the String Matching module is denoted by SM, the Weigthed Properties
by WP and the Multi-Valued Properties by MVP.

We used the trec eval tool6 to compute standard information retrieval mea-
sures. The precision at k (P@k) with k=1,2,3,4,5, mean average precision (MAP)
and normalized discounted cumulative gain (NDCG) are reported in Table 2 for
music albums, Table 3 for people and Table 4 for publications. We report also
the interpolated precision at recall cut-off points when all matching modules are
activated. The goal for the system is high precision, i.e., achieving a maximum
at P@1. Recall is not a target, as it is generally impossible to determine the
entire set of correct results available in the Web of Data.

In Table 2, we can observe that only the SM module is enhancing the results
compared to the baseline. The baseline and the other two modules do not help
the system at matching certain candidates. Also, in term of MAP and NDCG,
the system achieves the lowest performance on the albums corpus. This can
be explained by the fact that the album entities are mostly matching entities
representing e-commerce products, which are not defined as a type of interests,
and therefore rejected by the system. Whether or not such candidates should
have been kept by the system is open to discussion and left for a future work.

In Table 3, we can observe that the baseline, the WP and the MVP modules
are each one able to match good candidates with high precision at P@1, with
6 http://trec.nist.gov/trec_eval/

http://trec.nist.gov/trec_eval/
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Table 2. Evaluation results for albums, when varying configuration parameters

MAP NDCG P@1 P@2 P@3 P@4 P@5

SM WP MVP 0.2464 0.5117 1 0.625 0.4167 0.3125 0.25

SM WP 0.2464 0.5117 1 0.625 0.4167 0.3125 0.25

SM MVP 0.2464 0.5117 1 0.625 0.4167 0.3125 0.25

WP MVP 0 0 0 0 0 0 0

SM 0.2464 0.5117 1 0.625 0.4167 0.3125 0.25

WP 0 0 0 0 0 0 0

MVP 0 0 0 0 0 0 0

Baseline 0 0 0 0 0 0 0

WP providing slightly better MAP and NDCG. However, the system does not
get significant advantage by combining them. The SM module alone provides
slightly lower precision at P@1 but significantly better MAP and NDCG. By
combining the three modules, the system does not get significant advantage and
it seems that the SM module prevails.

In Table 4, the baseline provides good results from the start. The system is
not able to return any candidates when the MVP is activated by itself. However,
when WP and MVP are combined, the system achieves much better results (in
term of MAP and NDCG) than the baseline or than the WP module alone.
When the system combines the SM module with the two previous ones, the
system achieves a lower MAP and NDCG but an improved precision with a
larger cut-off rank. While on the two previous types of entities, the SM module
seemed to be the most important matching feature, this corpus shows that the
WP and MVP are important matching features in certain cases.

Table 3. Evaluation results for people, when varying configuration parameters

MAP NDCG P@1 P@2 P@3 P@4 P@5

SM WP MVP 0.4212 0.6354 0.9302 0.8953 0.7597 0.6337 0.5442

SM WP 0.4174 0.6321 0.9286 0.8929 0.746 0.6131 0.5286

SM MVP 0.4212 0.6354 0.9302 0.8953 0.7597 0.6337 0.5442

WP MVP 0.2916 0.5338 1 0.8243 0.6036 0.473 0.3838

SM 0.4212 0.6354 0.9302 0.8953 0.7597 0.6337 0.5442

WP 0.2916 0.5338 1 0.8243 0.6036 0.473 0.3838

MVP 0.2877 0.53 1 0.8243 0.6036 0.4662 0.3784

Baseline 0.2877 0.53 1 0.8243 0.6036 0.4662 0.3784
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Table 4. Evaluation results for publications, when varying configuration parameters

MAP NDCG P@1 P@2 P@3 P@4 P@5

SM WP MVP 0.7773 0.8651 1 0.625 0.4167 0.3125 0.25

SM WP 0.8032 0.8609 0.9062 0.5781 0.3958 0.3047 0.2438

SM MVP 0.7175 0.7986 0.9231 0.5769 0.3846 0.2885 0.2308

WP MVP 1 1 1 0.5 0.3333 0.25 0.2

SM 0.7265 0.7883 0.8235 0.5294 0.3627 0.2868 0.2294

WP 0.6893 0.7347 1 0.55 0.3667 0.275 0.22

MVP 0 0 0 0 0 0 0

Baseline 0.7175 0.7588 1 0.5455 0.3636 0.2727 0.2182

Fig. 4. Interpolated precision at recall cut-off points

Overall, the results are satisfying for our use cases where high precision pre-
vails over recall. However, given the results shown in Figure 4, we can see that
the system could be configured to return more than one entity in order to achieve
a better recall while keeping a good precision. It can prove useful to implement
a semi-automatic system which presents the top n candidates to the user for
manual selection.

5.4 Performance

To determine the performance, we measure the time spent on each step of the
algorithm. To be noted that these results come from a prototypical implemen-
tation, still to be subject to technical optimisations. Table 5 shows the average
times overall, and for each resource type separately, when all three parameters
are active — SM, WP, MVP. We find only small variations in the measurements
when the parameter values are changed. We do not consider the time spent
on retrieving data from Sindice, as it depends on external factors, like network
speed and server availability.

The checking of types is the only value that in average does not depend on the
type of resource, as it must be performed for all pairs. The time spent in average
per property check is low, but it varies by type, and by the complexity of the
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Table 5. Time performance (milliseconds)

Overall People Publications Albums

Pair total 375.04 52.19 977.87 53.18

Types check 0.23 0.26 0.21 0.23

Per property check 6.66 0.92 13.2 22.06

All properties 2026.22 7.17 5478.87 1963.88

properties (e.g. takes longer if several resources in the graph must be traversed,
for long property paths like the name of the artist of an album). The “All prop-
erties” row shows the average time required for checking all the properties of an
entity, and the computation of the final score7. These values depend on the type
of resources as well, and on the complexity of the resource graph. We found that
longer times correspond to very big graphs for online entities, e.g., the graph for
http://webconf.rkbexplorer.com/models/iswc-aswc-2007-complete.rdf,
which must be loaded for checking even if in most cases are not found to represent
valid candidates.

6 Discussion and Future Work

The scope of the system presented here is limited to finding Web of Data aliases
for desktop resources. We leave the use of the aliases found to future work,
but the use cases include personalized desktop services like those described in
Section 1 and enhancement of desktop information from online sources. We plan
to develop a semi-automatic service that retrieves information from the web
aliases and updates the local resources, while saving provenance information for
the imported data and allowing synchronization when the web data changes.

There exist already web applications that provide similar services via specific
APIs (e.g., last.fm). However this is not the goal of this work. Instead, we wish to
leverage information across all public information sources accessible on the Web
of Data. In addition, such third-party APIs are seen as an additional information
sources on the web, and are supported by our system.

Within the system, we make use of existing semantic technologies, one of which
are semantic search engines such as Sindice. In the process of determining the
aliases we focus on selecting the most appropriate URI from the list of candidates
returned by the search engine. In this case, the issues of data sources to trust
is left to the search engine, that usually employs advanced techniques [5] for
measuring the popularity of a data source. This is however not a requirement we
impose on the users, who can choose to query other trusted data sources suitable
for their use case.
7 The “All properties” row has values higher that the “Pair total” row because the
average time is computed only for those pairs who passed the type check, thus less
in number, but with longer computation times.

http://webconf.rkbexplorer.com/models/iswc-aswc-2007-complete.rdf
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The system we presented is automatic from the user’s point of view, as there
are no interactions required for it to work. Once set up it will find and save
aliases to desktop resources. Power users can however tweak the settings to fit
their specific needs by enabling/disabling modules, changing threshold values or
managing mappings. Although the mappings were written manually, they are
part of the system and do not need to be modified by end users. We envision for
the future, a way of allowing power users to publish their own mappings and let
other users install new mappings in a way similar to installing add-ons to web
browsers.

7 Conclusion

In this paper, we have presented a framework to automatically link entities
from the semantic desktop to the Web of Data. The framework uses existing
technologies such as semantic search engines or SPARQL endpoints for retrieving
a set of candidates. Each candidate is then evaluated more precisely based on
a collection of matching components using string matching, heuristics and rule-
based mechanisms. We evaluate qualitatively the system using real-world data
retrieved from a Nepomuk Semantic Desktop and the Sindice search engine.
The evaluation is based on relevance judgements from a group of experts. We
show that the system in its current form provides satisfactory results in term of
precision for automatic linking of entities.
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Abstract. This paper presents our work and experience interlinking educational 
information across universities through the use of Linked Data principles and 
technologies. More specifically this paper is focused on selecting, extracting, 
structuring and interlinking information of video lectures produced by 27 
different educational institutions. For this purpose, selected information from 
several websites and YouTube channels have been scraped and structured 
according to well-known vocabularies, like FOAF1, or the W3C Ontology for 
Media Resources2. To integrate this information, the extracted videos have been 
categorized under a common classification space, the taxonomy defined by the 
Open Directory Project3. An evaluation of this categorization process has been 
conducted obtaining a 98% degree of coverage and 89% degree of correctness. 
As a result of this process a new Linked Data dataset has been released 
containing more than 14,000 video lectures from 27 different institutions and 
categorized under a common classification scheme. 

Keywords: Linked Data, Education, Integration. 

1   Introduction 

Different educational institutions, and even different departments within the same 
institution, produce yearly large amounts of educational material (videos, slides, 
documents, etc.). However, when students and educational practitioners have to 
perform learning and investigation tasks, they generally: (i) not find the best available 
resources for the topic they aim to investigate or, (ii) spend large amounts of time 
browsing the websites of different institutions in order to collect and extract the key 
information about the topic. In this context, we believe that integrating the large 
amount of educational material produced by different institutions is a key requirement 
towards educational data sharing and exploitation. The fact that different institutions 
publish and describe their educational content using different formats, tags, categories 
and structure, makes this integration process a difficult and challenging problem. 
                                                           
1  http://xmlns.com/foaf/spec/ 
2  http://www.w3.org/TR/mediaont-10/ 
3  http://www.dmoz.org/ 
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The emergence of Linked Data (LD)4 brings to this scenario a new dimension of 
possibilities under which educational material can be organized, integrated, archived 
and retrieved. LD refers to a set of principles to put raw data on the Web and making 
them Web addressable and linkable, so that they can be easily accessed, discovered, 
connected and reused. The number of universities, research organizations, publishers 
and funding agencies contributing to the LD cloud is constantly increasing. 
Universities such as The Open University5, Southampton6, Sheffield’s Computer 
Science Department7, or the University of Münster8, among others, are embracing the 
LD principles and releasing educational resources as part of the LD cloud.  

In this paper, we aim to expose our experience extracting, structuring and 
integrating video lectures material from 27 different educational institutions by 
exploiting LD principles. Since standardized practices for publishing and integrating 
educational LD across institutions are not yet in place, we expect that this work can 
contribute to reflect on the evolution of such practices.  

The rest of the paper is structured as follows: Section 2 provides an overview of 
related work. Section 3 describes the processes of selecting, extracting and structuring 
video lectures from various information sources according to LD principles. Section 4 
explains the data integration process, focused on the creation of a common 
searchable/browsable space for educational material. Section 5 shows the conducted 
evaluation for the data integration process. Conclusions are shown in Section 6. 

2   Related Work 

We are currently witnessing a substantial increase in universities adopting the Linked 
Data initiative. One of the currently strongest activities towards LD production and 
consumption within the context of education has been carried out by the Open 
University (OU), in the context of the Lucero project9 (Linking University Content for 
Education and Research Online). This project performs OU data extraction, 
transformation, maintenance and exploitation [14]. At the time of writing, several 
datasets about publications, podcasts and course descriptions, among others, have 
been released and are accessible in an open way through online access at 
http://data.open.ac.uk. In addition, several applications10 have been developed to 
show the potential of the OU linked data exposure. Although all these applications 
show several significant advantages of exploiting LD in the educational context, their 
coverage is currently limited to the OU. There is still no significant integration of 
educational data across universities that can be exploited by these applications.  

Other examples of efforts towards the production and consumption of LD in the 
educational context are: 

                                                           
4  http://linkeddata.org/ 
5  http://data.open.ac.uk 
6  http://data.southampton.ac.uk 
7  http://data.dcs.shef.ac.uk/ 
8  http://lodum.de/about 
9  http://lucero-project.info/ 
10  http://data.open.ac.uk/applications/ 
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• The University of Sheffield's Department of Computer Science7, which provides 
a LD service describing research groups, staff and publications, all semantically 
linked together [10]. 

• The University of Southampton, which has recently announced the release of 
their LD portal6. At the time of writing 26 different datasets including 
information about university buildings, educational videos, or university bus 
routes have been released.  

• The University of Manchester's library catalogue. Its records can now be 
accessed in RDF format11.  

• The University of Edinburgh, where the university's buildings information is 
now generated as LD12. 

• The University of Münster, which recently announced LODUM8, a project with 
the aim to release the university's research information as LD. This includes 
information related to people, projects, publications, prizes and patents.  

 

Additionally to the initiatives of publishing educational content as LD, it is important 
to highlight some of the current works towards integrating library catalogs on a global 
scale. Some of these works are discussed in [4]. Examples include the American 
Library of Congress13, the German National Library of Economics [8], and LIBRIS14, 
the Swedish National Union Catalogue, which publish their subject heading 
taxonomies as LD. Similarly, the OpenLibrary15, a collaborative effort to create "one 
Web page for every book ever published" has published its catalogue in RDF. 
Scholarly articles from journals and conferences are also well represented through 
community publishing efforts such as DBLP as LD16, RKBexplorer17, and the 
Semantic Web Dogfood Server [7].  

We believe that the increase involvement of the library community in LD18 will 
soon enhance the exchange and consumption of educational material, facilitating its 
search, exploration and comparison across institutions.  

3   Generating RDF 

Among the different types of educational resources (textual documents, slides, videos, 
etc.) this paper is focused on: (a) generating and (b) interlinking RDF descriptions 
from video lectures.  In this section we will explain the RDF generation process 
including: (i) the processes of information selection and extraction, (ii) the process of 
vocabulary selection and, (iii) the process of information structuring according to the 
selected vocabularies.  

                                                           
11  http://prism.talis.com/manchester-ac/ 
12  http://ldfocus.blogs.edina.ac.uk/2011/03/03/ 
13  http://id.loc.gov/authorities/about.html 
14  http://blog.libris.kb.se/semweb/?p=7 
15  http://openlibrary.org/ 
16  http://dblp.l3s.de 
17  http://www.rkbexplorer.com/data/ 
18  http://www.w3.org/2005/Incubator/lld/ 
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3.1   Selecting and Extracting Educational Information from Various Sources  

When selecting information sources, we have considered two of the currently most 
popular video lecture containers: YouTube19 university channels and the 
videolectures.net website. 

YouTube is a video-sharing website on which users can upload, share and view 
videos. In the context of education, YouTube has been used by several institutions to 
make their video lectures publicly available on the Web via YouTube channels. For the 
purpose of this work we have selected the YouTube channels of 25 different universities 
and research institutions including: Standford, Yale, Harvard, Oxford or Google Talks, 
among others. The complete list of YouTube channels used for this paper can be found 
in http://smartproducts1.kmi.open.ac.uk/web-linkeduniversities/index.htm. 
Video lectures information from YouTube channels is accessed and extracted via the 
YouTube data API20. Among the information that can be accessed through this API we 
have focused on: (i) video upload feeds and (ii) playlist feeds. Video upload feeds refer 
to all the videos uploaded by the same university channel. Video playlist feeds are 
collections of videos available via a particular university channel that may have been 
uploaded by the university or by other users/institutions. Figure 1 represents a summary 
of the common properties associated to video uploads and playlist feeds.  When 
querying the YouTube data API, each element (video or playlist) is returned and  

 
<entry gd:etag='W/"DkADSH47eCp7ImA9WhZWFEg."'> 
    <id>tag:youtube.com,2008:video:zZCaHSW88Ts</id> 
    <published>2011-02-18T11:41:08.000Z</published> 
    <updated>2011-05-15T10:19:39.000Z</updated> 
    <category scheme='http://gdata.youtube.com/schemas/2007/categories.cat'       
              term='Education' label='Education'/> 
    <category scheme='http://gdata.youtube.com/schemas/2007/keywords.cat'   
              term='Dr Barry Cooper'/> 
    <title>Intro to Professional Practice (Children & Families)</title> 
    <author> 
      <name>TheOpenUniversity</name> 
      <uri>http://gdata.youtube.com/feeds/api/users/theopenuniversity</uri> 
    </author> 
   <media:description type='plain'>Free learning from The Open University    
      http://www.open.ac.uk/openlearn/ 
      An introduction by Barry Cooper detailing the Postgraduate […] 
   </media:description> 
   <media:keywords>Dr Barry Cooper, postgraduate qualifications, social work,    
      children and families, childcare worker, childcare practitioner, 
healthcare  
      practitioner, flexible pace of study, flexible award, online tutor panel,  
      online classroom, ou_k14, ou_e70, open university 
   </media:keywords> 
   <media:thumbnail url='http://i.ytimg.com/vi/zZCaHSW88Ts/default.jpg'  
      height='90' width='120' time='00:03:19.500' yt:name='default'/> 
   <yt:duration seconds='399'/> 
    <content type='application/x-shockwave-flash'   
src='http://www.youtube.com/v/zZCaHSW88Ts?f=user_uploads&app=youtube_gdata'/> 
     <gd:feedLink 
href='http://gdata.youtube.com/feeds/api/videos/zZCaHSW88Ts/comments' 
countHint='2'/>

Fig. 1. Summarized example of a YouTube upload video feed 

                                                           
19  http://www.youtube.com/ 
20  http://code.google.com/apis/youtube/getting_started.html#data_api 
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represented as an entry point with several associated properties. The complete list of 
properties can be found in the YouTube data API documentation21. 

Among these properties we have selected for the purpose of this work: the video 
ID, the publication date, the date at which it was updated, its duration, its title, its 
description, its authors, the link to the video content, the links to the associated 
thumbnails and the list of categories and keywords that describe it. Additionally, for 
videos extracted from a playlist, the playlist identifier is also extracted. When 
selecting the set of entities and properties on which to apply the LD principles, the 
goal we had in mind was to have an essential definition of the video lectures which 
would be reasonably independent from the original source. 

 

Fig. 2. Screenshot of videolectures.net describing one of its videos 

Videolectures.net is a website for academic talks launched in 2007. It offers to 
the scientific, research, business and general public a large collection of video lectures 
that are enriched with slides. While the vast majority of talks belong to the subject of 
Computer Science, it also contains videos about Astronomy, Medicine or Philosophy 
among others. Videolectures.net does not provide any API for accessing its data so, 
for the purpose of this work, a tailor-made HTML scraper has been developed with 
the aim of extracting a selected set of information. In this case, the properties 
extracted for each particular video are: the video ID, the publication date, the 
recording date, its duration, its title, its description, its list of corresponding authors 
(including authors’ names and affiliations), the link to the video content, the link to 
the associated slides when available, the links to the associated thumbnails and the list 
of categories used to describe it. A screenshot of the videolectures.net website 
where these properties are displayed for a particular video can be seen in Figure 2. 

                                                           
21  http://code.google.com/apis/youtube/2.0/ 
   developers_guide_protocol_understanding_video_feeds.html 
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Fig. 3. Example of an OU Podcast 

Additionally to the two previously mentioned information sources, we have also 
added to the video lectures linking process an already LD structured video lectures 
dataset, the OU Podcasts22. OU Podcasts is a collection of Audio and Video material 
related to education and research at the Open University. This video and audio 
material has been remodeled using LD principles and is currently defined using a 
variety of ontologies23. Figure 3 shows an example of the information associated to 
the OU Podcast “Great-circle distance”, including: the video ID, the publication date, 
the creation date, its duration, its title, its description, its list of corresponding 
publishers, the link to the video content, the link to the video transcript, the links to 
the associated thumbnails and the list of categories used to describe it. Note that this 
information source is already structured according to the LD principles, so the process 
of RDF generation is not applied to it. 

3.2   Reusing Vocabularies to Describe Educational Data 

As described by Heath and Bizer [4], RDF provides a generic, abstract data model for 
describing resources using subject, predicate, object triples. However, it does not 
provide any domain-specific terms for describing classes of things in the world and 
how they relate to each other. This function is served by taxonomies, vocabularies and 
ontologies expressed in SKOS24, RDFS25 and OWL26. In this context, and according to 

                                                           
22  http://podcast.open.ac.uk/ 
23  http://data.open.ac.uk/datasets/ 
24  http://www.w3.org/TR/skos-reference/ 
25  http://www.w3.org/TR/rdf-schema/ 
26  http://www.w3.org/TR/owl-features/ 
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linked data practices [4], “if suitable terms can be found in existing vocabularies, 
these should be reused to describe data wherever possible, rather than reinvented”. 
Reuse of existing terms is highly desirable as it maximises the probability that data 
can be consumed by applications that may be tuned to well-known vocabularies, 
without requiring further pre-processing of the data or modification of the application. 

Following these guidelines, several vocabularies have been selected to describe the 
information extracted from the YouTube university channels and 
videolectures.net. The following list represents the chosen vocabularies: 

 

• Dublin Core27: is a widely deployed vocabulary for representing provenance, 
particularly by the use of the dcterms:creator and dcterms:published 
predicates. It also provides descriptive predicates such as dcterms:title, 
dcterms:description or dcterms:subject. 

• FOAF28, the Friend Of A Friend vocabulary: defines terms for describing 
persons, their activities and their relations to other people and objects. The class 
foaf:Person and the predicates foaf:name and foaf:homepage are examples of 
reused elements to describe authors of video lectures. 

• The W3C Ontology for Media Resources29: is both a core vocabulary (a set of 
properties describing media resources) and mappings to a set of metadata 
formats currently describing media resources published on the Web. Examples 
of reused elements include: ma:publisher, ma:createData or ma:description. 

• The Media Vocabulary30: defines a minimal scheme for media content. Classes 
like media:Recording, to instanciate video lectures, as well as predicates like 
media:download or media:depiction have been reused to describe the video 
content and its associated thumbnails. 

• The Nice Tag Ontology31: describes tags as generally as possible. Tags 
associated to videos from videolectures.net and YouTube channels have 
been modeled using the nt:isRelatedTo predicate. 

 

Note that dcterms, foaf, ma, media, and nt are the corresponding prefixes for the 
vocabularies’ associated namespaces. 

3.3   Structuring Information According to the Previously Selected Vocabularies 

When structuring information in RDF, one of the main discussions raised in the 
Linked Data community are the best practices to generate Unified Resource 
Identifiers (URIs). URIs should be representative as names for things (real-world 
entities or abstract concepts) and should be designed to be simple. The W3C Interest 
Group has generated “Cool URIs for the Semantic Web32”, a guideline about good 
practices for URI generation. This guideline has been followed, when applicable, 
during the development of the present work. 

                                                           
27  http://dublincore.org/documents/dcmi-terms/ 
28  http://xmlns.com/foaf/spec/ 
29  http://www.w3.org/TR/mediaont-10/ 
30  http://payswarm.com/vocabs/media 
31  http://ns.inria.fr/nicetag/2010/09/09/voc.html 
32  http://www.w3.org/TR/cooluris/ 
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The base URI, common to all elements of the dataset, is 
http://linkeduniversities.org.  

Individuals of the class media:Recording have been generated to represent video 
lectures objects. The URIs for this type of objects are identified by five main 
elements: the base URI, the type of educational material (video, audio, text, etc.), the 
educational institution producing this material (Carnegie Mellon University, Open 
University, etc.), the storage/communication source used by the institution (YouTube, 
Podcasts, etc.) and the primary key, or video identifier within the storage source. The 
properties of each video are structured according to the set of vocabularies described 
in Section 3.2. An example of how to structure a video lecture, including its assigned 
URI and its list of associated properties is described in Table 1. 

Table 1. Structure of a video lecture 

Example of the structure associated to a video lecture  
http://linkeduniversities.org/video/CarnegieMellonU/youtube/B135229F3706D215/9949817F2FB77F0C 

rdf:type media:Recording 
media:download http://www.youtube.com/watch?v=TOTuStPIeFc&feature=youtube_gdata_player 
dcterms:title CMU Football Engineering Summer 2008 Video 
rdfs:label CMU Football Engineering Summer 2008 Video 
dcterms:description Football […]Summer 2008 Video 
foaf:thumbnail http://i.ytimg.com/vi/TOTuStPIeFc/3.jpg 
foaf:thumbnail http://i.ytimg.com/vi/TOTuStPIeFc/1.jpg 
foaf:thumbnail http://i.ytimg.com/vi/TOTuStPIeFc/2.jpg 
foaf:thumbnail http://i.ytimg.com/vi/TOTuStPIeFc/0.jpg 
media:duration 155 
dcterms:isPart http://linkeduniversities.org/video/CarnegieMellonU/youtube/playlist/B135229

F3706D215 
ma:publisher http://linkeduniversities.org/video/CarnegieMellonU/youtube/user/footballtra

cking 
dcterms:published 2011-06-03T23:23:53.262Z 
nt:isRelatedTo http://linkeduniversities.org/video/CarnegieMellonU/tag/cmu 
nt:isRelatedTo http://linkeduniversities.org/video/CarnegieMellonU/tag/sports 
nt:isRelatedTo http://linkeduniversities.org/video/CarnegieMellonU/tag/football 
nt:isRelatedTo http://linkeduniversities.org/video/CarnegieMellonU/tag/engineering 
dcterms:subject http://dmoz.org/Society/People 
dcterms:subject http://linkeduniversities.org/video/CarnegieMellonU/dmoz/Society/People 
dcterms:subject http://dmoz.org/Sports/Football/Rugby_Union 
dcterms:subject http://linkeduniversities.org/video/CarnegieMellonU/dmoz/Sports/Football/Rug

by_Union 

 
Looking at the table, it is important to highlight certain design decisions: 

• The content of the title has been duplicated within the properties dcterms:title 
and rdfs:label. Since most current Semantic Web applications exploit the 
rdfs:label predicate as the main descriptive property of the object. 

• The association of a video with a playlist is reflected using the dcterms:isPart 
predicate.  

• The set of tags and categories describing the video are associated using the 
nt:isRelatedTo predicate. In addition, these tags are mapped to the base URI, 
i.e., the linkeduniversities.org domain. 

• The use of the property dcterms:subject is extensively described in section 4. 
Basically it reflects the categorization of the video lecture within the unified 
searchable/browsable space. As we can see, the value of this property is also 
duplicated to maintain the URI of its original source, but also to add it as part of 
our base URI. 
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Individuals of the class foaf:Person have been generated to represent authors. The 
same URI elements used to represent individuals of the class media:Recording are 
used to represent this class (with the exception of the primary key, or author 
identifier, which is generated taking into account the author’s name). An example of 
the structure of a video lecture, including its assigned URI and its list of associated 
properties, is described in Table 2. 

Table 2. Structure of a Person/author 

Example of a structure associated to an author 
http://linkeduniversities.org/video/videolectures/michel_dumontier 

rdf:type foaf:Person 
foaf:name Michel Dumontier 
foaf:homepage http://videolectures.net/michel_dumontier 
vcard:organization-name Carleton University 
<http://linkeduniversities.org/ 
video/videolectures/6593> 

dcterms:contributor <http://linkeduniversities.org/video/ 
videolectures/michel_dumontier> 

 
As we can see, every identified author has at least an associated name, homepage, 

and organization. The last row of Table 2 describes how a video lecture is associated 
to its corresponding authors by the property dcterms:contributor. 

4   Integrating Educational Information  

YouTube channels, videlectures.net and OU Podcasts, use different classification 
schemes and systems. To unify the search and exploration tasks of all these 
educational material it is necessary to integrate the extracted videos under a common 
searchable/browsable space, in this case under a common topic hierarchy. To address 
this problem, three key issues should be tackled: 

i) Select the most appropriate categorization scheme under which these video 
materials should be classified. 

ii) Analyze the classifications assigned by each particular information source 
(YouTube channels, videolectures.net, OUPodcast) to determine how this 
information can be mapped to the common categorization scheme. 

iii) Propose a categorization approach to classify every video lecture to the common 
categorization scheme. 

4.1   Selecting a Common Categorization Scheme  

When selecting the potential categorization schemes, three main requirements have 
been considered: (i) to be general, i.e., aiming to cover all subjects in “the universe of 
information”, (ii) to be fully public and, (iii) to be available in RDF. Following these 
requirements, four potential categorization schemes have been selected: 

• DMOZ33, the Open Directory Project (ODP) topic hierarchy: the ODP is the 
largest, most comprehensive human-edited directory of the Web. It is 
constructed and maintained by a vast, global community of volunteer editors 

                                                           
33  http://www.dmoz.org/docs/en/about.html 
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and is 100% free. RDF dumps of this topic hierarchy and its content are 
available for download34. ODP data powers the core directory services35 for 
many of the Web's largest search engines and portals, including Netscape 
Search, AOL Search and Google. In addition, more than seventy-five languages 
are currently represented in this topic hierarchy and, at the time of writing, it 
claims to have over 1,007,233 categories. 

• DBpedia categories36: The DBpedia project extracts various kinds of structured 
information from Wikipedia editions in 97 languages and combines this 
information into a large cross-domain knowledge base.  The DBpedia 
knowledge base currently claims to describe more than 3.5 million things. It 
provides three different classification schemes for things: (i) Wikipedia 
categories, (ii) the YAGO Classification, derived from the Wikipedia category 
system using WordNet and, (iii) WordNet Synset Links, generated by manually 
relating Wikipedia infobox templates and Word Net synsets. Although DBPedia 
currently constitutes one of the main cores of the Web of Data, erroneous 
Wikipedia categories also cause the derivation of false facts [13].  

• Library of Congress Subject Headings (LCSH)37: the LCSH comprises a 
thesaurus of subject headings, maintained by the United States Library of 
Congress, for use in bibliographic records.  

• The International Press Telecommunications Council (IPTC) News Codes38: 
The IPTC creates and maintains sets of concepts to be assigned as metadata 
values to news objects like text, photographs, graphics, audio and video files 
and streams. Among this metadata they provide several taxonomies to describe 
the content of news items. 

Although LCSH and IPTC are high quality classification schemes, developed and 
maintained by the library and journalism communities, to the best of our knowledge, 
they only support the English language. Considering that educational resources may 
be accessed and described in different languages we have opted for selecting a 
multilingual classification scheme, i.e., either DBPedia or ODP. DBPedia is currently 
considered the core of the LD cloud and there is a high level of activity towards its 
development. On the other hand, the ODP classification scheme has been longer 
established and there is a wide range of sites that are successfully exploiting it. 
Although both classification schemes seemed suitable for the task at a hand we have 
selected ODP because of its maturity and the availability of tools to exploit it in the 
context of classification tasks. 

4.2   Analyzing the Categorization Schemes of Each Information Source 

Mapping video lectures categorized under different schemes, to a common 
searchable/browsable space of topics is a challenging problem. YouTube videos,  

                                                           
34  http://www.dmoz.org/rdf.html 
35  http://en.wikipedia.org/wiki/Open_Directory_Project 
36  http://dbpedia.org/About 
37  http://id.loc.gov/authorities/about.html 
38  http://www.iptc.org/site/NewsCodes/ 
   NewsCodes_Retrieval_in_Different_Formats 



 Linking Data across Universities: An Integrated Video Lectures Dataset 59 

for example, are categorized by YouTube categories, as well as by user’s and 
developer’s tags39:  

• Each video can be associated with one predefined YouTube category, such as 
Comedy, News or Sports. A video’s category is identified by the <media:category> 
and the <category> tags for which the value of the scheme attribute is 
http://gdata.youtube.com/schemas/2007/categories.cat. 

• Each video can be associated with an arbitrary number of keywords, which are 
also known as tags. A video’s tags are identified using the <media:keywords> tag 
in API requests and responses. Keyword tags are also identified by <category> 
tags for which the value of the scheme attribute is http://gdata.youtube.com/ 
schemas/2007/keywords.cat. 

• Each video can also be associated with an arbitrary number of developer tags. 
Video developer tags are identified in <media:category> and <category> tags 
for which the value of the scheme attribute is http://gdata.youtube.com/ 
schemas/2007/developertags.cat. 

Videolectures.net uses its own categorization scheme that contains 23 main root 
elements including: Architecture, Arts, Biology, Business, Chemistry or Computer 
Science among others. The categorization scheme is available through their website.  
OU Podcasts are classified under three different categorization systems: OU specific 
subject headings, iTunes categories40 and iTunes U categories41.  

In addition to the categorization information used by each individual source, 
properties such as title and description, available in all three sources, can be used as 
additional information to generate the corresponding mappings to the ODP 
categorization scheme. 

4.3   The Categorization Approach 

As mentioned in the previous section, we have three main different types of 
information to extract the most accurate ODP categories for each particular video 
lecture: (i) its source-dependent categories, (ii) its associated tags, and (iii) the text 
extracted from its title and description.  

When mirroring this problem to current state of the art approaches, we found 
several interesting works that have attempt to: (i) generate mappings between 
category hierarchies [6, 9, 11], (ii) generate mappings from tag information spaces to 
category hierarchies [1, 12] and (iii) classify textual documents under category 
hierarchies [2, 5]. While the previously mentioned works are focused on using only 
one type of information, our purpose is to exploit simultaneously, tags, source-
dependent categories and associated textual descriptions, to extract the most accurate 
ODP categorization for each video lecture. 

For this purpose, among the available systems and techniques for information 
classification we have decided to reuse TextWise42 software and services. The 
                                                           
39  http://code.google.com/apis/youtube/1.0/reference.html 
40  http://itunes.apple.com/us/genre 
41  http://deimos.apple.com/rsrc/doc/iTunesUAdministrationGuide/ 
    iTunesUintheiTunesStore/chapter_13_section_3.html 
42  http://textwise.com/ 
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categorization service provided by Textwise identifies the main topic categories for an 
input text or URI using the ODP 2010 categorization43. According to Textwise, the 
categorization of content is performed by analyzing the dimensions and weights of the 
content's Semantic Signature44, where a Semantic Signature represents the concepts in 
a text through a weighted vector entry of typically several thousand semantic 
dimensions.  

Our proposal is therefore to exploit the three different types of information to 
generate the input text that the TextWise service needs to perform the categorization 
process. When generating this text, it is important to keep in mind that tags, and 
domain-dependent categories, are the key video classification properties. Although 
properties like title and description provide a more extended and coherent 
characterization of the video content, we have empirically observed that they tend to 
become ambiguous information elements when they are used to extract the key video 
topics. Based on these facts, the categorization approach is formulated as follows:   

Let 1 2{ , ..., }nS s s s=  be the list of different educational institutions, or information 

sources. Let 
1 2

{ , ,..., }
mi i i iV v v v= be the complete list of video lectures extracted from the 

educational institution iS  where each video lecture ijv  has associated: a set of 

tags,
ijvT , a set of categories, 

ijvC , a title 
ijvTitle and a description, 

ijvDesc . Following 

these definitions, the pseudo-code of the proposed categorization approach is 
described in Table 3. 

Table 3. Pseudo-code of the proposed video categorization approach 

Categorization approach 
For 1i = to n  

  select information source is  

     For 1j = to m  

       select the video lecture ijv  

       extract 
ijvT ,        extract 

ijvC ,  extract 
ijvTitle ,        extract 

ijvDesc  

       
ijvHTMLD = HTMLDoc (

ijvT ,
ijvC ,

ijvTitle ,
ijvDesc ) 

        TextWise (
ijvD , 2) 

 
Basically, for each video lecture, ijv , the approach extracts its set of tags, 

ijvT  and 

source-dependent categories, 
ijvC , its title, 

ijvTitle  and its description, 
ijvDesc . With 

this information it generates an HTML document,
ijvHTMLD , from which the Textwise 

service extracts up to two  ODP classifications of ijv . The generated HTML document 

contains the following structure: 
 

                                                           
43  http://textwise.com/api_docs/labels/ 
  2010-ODP-Topic-Category-Mapping.txt 
44  http://textwise.com/technology-0 
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<html> 
<head>  

     <title> 
ijvTitle </title>         

     <meta name=”keywords” content=”
ijvT , 

ijvC ”>   
</head> 

 <body> <p>
ijvDesc </p></body> 

</html> 
 

As we can see, the HTML page title and body correspond to the title and description 
of the video lecture respectively. Each tag and source-dependent category is added as 
a meta keyword element of the HTML document. Following this approach, tags and 
categories are emphasized within the HTML page. This emphasis is expected to 
produce a positive impact when using the TextWise categorization service, because it 
decreases the relevance of more ambiguous properties, such as title and description. 
To visualize the HTML page generation process, let’s consider the video lecture 
presented in Figure 2:  

Table 4. HTML page associated to the ijv  video lecture presented in Figure 2 

ijv  Information HTMLDoc (
ijvT ,

ijvC ,
ijvTitle ,

ijvDesc ) 

s = videolectures.net, 

ijvT = ∅ , there are no tags associated to this video. 

{Computer Science, Semantic Web}
ijvC =  

ijvTitle = “Collective Intelligence [...] enriching 

folksonomies with Flor” 

ijvDesc = “Web 2.0 has introduced […] with help 

of the Semantic Web” 
 

<html> 
  <head> 
          <title> Collective Intelligence [...] 
            enriching  folksonomies with Flor  
    </title> 
          <meta name = keywords content=  
             “Computer   Science”, “Semantic Web”>  
  </head> 
  <body><p> Web 2.0 has introduced […]  
                           with help of the Semantic Web 
  </body></p> 
</html>

 
For this generated HTML page, the TextWise service produces as response:  

• Reference/Knowledge_Management (id=495), w=0.71 
• Reference/Libraries/Library_and_Information_Science (id=497), w= 0.53 

 

The TextWise service provides not only the ODP categorization label and its 
corresponding id, but also a weight which reflects the confidence of the service in the 
proposed classification. As we can see in the example, for the two proposed answers, 
the first one may be considered correct by most evaluators, but the correctness of the 
second one is more arguable. Following some empirical tests, we have decided to set 
up a threshold of 0.5 to accept the proposed categorization as valid. 

5   Evaluating the Categorization Problem  

Achieving a high degree of correctly categorized video lectures is a key requirement 
towards the generation of a high quality interlinked dataset of educational material. In 
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this section we describe the evaluation conducted to assess the quality of the video 
lectures data integration process. The evaluation pursues three key goals: (i) measuring 
the coverage of the categorization process; i.e., how many video lectures have been 
assigned at least to one ODP category; (ii) measuring the correctness of the 
categorization process; i.e., which percentage of the assigned categories are considered 
correct and; (iii) measuring the specialization of the categorization process; i.e., are the 
assigned ODP classifications the most specialized ones or is it possible to find a more 
refined ODP category to describe the same video content? 

Coverage: To evaluate the coverage of the categorization process we have analyzed 
the number and percentage of video lectures for which no ODP categories were 
assigned. From the total of 14,311 videos lectures extracted from the 27 different 
educational institutions, a total of 14,037 (98%) were successfully categorized using 
the approach presented in section 4. Additionally 55% of the videos were assigned a 
second ODP category. Over the remaining 274 video lectures we have performed an 
empirical analysis to find out the different reasons for their lack of classification. The 
most significant one is the use of different languages to represent the properties of the 
video lecture. As an illustration, consider the video lecture defined by the URI 
http://videolectures.net/inovativna_slovenija2010_golobic_kis/. This 
video lecture has its title described in Slovenian language “Kdaj inovativna Slovenija?” 
and its classification described in English language “ Top » Technology » Innovation”. 
Other reasons include the simultaneous lack of video description, tags and categories. 

Correctness and Specialization: To evaluate the correctness and specialization of 
the categorization approach, we have engaged 3 different evaluators in the campaign. 
Each of them has evaluated the categories assigned to 675 video lectures (25 
randomly selected video lectures for each of the 27 information sources). Considering 
that 252 of the 675 selected videos where assigned two different ODP categories, the 
total number of video categorizations judged by each evaluator was 927. Note that, 
when randomly selecting the 25 video lectures for each information source, we have 
previously discarded those ones for which no ODP category was assigned. To judge 
the correctness and specialization of each video categorization, the evaluators were 
provided with: (i) all the available video information, (ii) its assigned categories and, 
(iii) the complete ODP hierarchical classification. Each video categorization was 
judged using a value from 0 to 2, where each number implies:  (0) the classification is 
incorrect, (1), the classification is correct but a more specialized category could have 
been assigned, and (2), the classification is correct and the evaluator has not found 
any more specialized category in the ODP. 

For each video categorization, given the three user’s evaluations, the categorization 
was considered correct if at least two evaluators were rating it with values higher than 
0, and it was considered specific, if at least two evaluators were rating it at level 2 and 
the remaining evaluation was not 0. There was a substantial agreement among users. 
Fleiss’ kappa statistic [3] measuring user’s agreement was k=0.71 (a value k=1 means 
complete agreement). Once the agreement results were established we found that over 
the 927 video categorizations 831 (89%) were considered correctly classified and 475 
(51%) were considered specialized. 
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6   Conclusions and Discussion 

This paper presents our work and experience interlinking educational information across 
universities through the use of LD principles and technologies. More specifically, this 
paper is focused on selecting, extracting, structuring and interlinking information of 
video lectures produced by 27 different educational institutions. For this purpose, 
selected information from several websites and YouTube channels have been scraped 
and structured according to several existing vocabularies. To integrate this information, 
the extracted videos have been categorized under a common searchable/browsable 
space, the taxonomy defined by the Open Directory Project. As a result of this process a 
new LD educational dataset has been released containing more than 14,000 video 
lectures from 27 different institutions. These videos have been categorized under a total 
of 569 different ODP categories. Among the most popular ones we can highlight: 
Science/Math, Science/Physics and Computers/Artificial_Intelligence. 

High levels of coverage (98%) and accuracy (89%) have been achieved  
during the integration process. The complete dataset is available under 
http://smartproducts1.kmi.open.ac.uk/web-linkeduniversities/index.htm. 
Here, the reader can find a complete description of the dataset, including the RDF 
dumps for each institution, a SPARQL endpoint, and several SPARQL query examples.  

Regarding our lessons learned we propose five main ingredients for a successful 
production and integration of educational content through the use of LD principles.  

1. LD principles are simple. However, identifying available data, obtaining access 
to it and remodeling it is a high-cost process. Making educational institutions 
understand that it is worth doing it is a critical factor.  

2. There is a need to agree on a set of collective vocabularies to model and 
structure educational information. Following a bottom up approach, those 
vocabularies should initially focus on modeling common elements across 
educational institutions like: educational material, courses or research staff.  

3. There is a need to agree on common searchable/browsable spaces under which 
educational information can be explored and retrieve. Establishing a common 
space of topics under which educational material and courses can be classified 
could be a good starting point. 

4. Establishing qualitative criteria and quantitative evaluation measures to assess 
these criteria are key requirements for the development of high quality 
educational LD.  

5. Educational LD is not about a killer application, but is about multiple small 
things that are made easier (integrating information across university 
departments, enriching information with external sources, sharing educational 
content across institutions, etc.)  Proposals should emerge about how to 
integrate the benefits of LD within the universities’ practices and workflows. 

To be truly effective, many of these improvements should be the results of community-
wide efforts rather than advances at the level of individual research groups. We believe 
that this is an important time for the development of the education’s Web of LD. 
Collaborative efforts to produce and integrate educational information are needed to 
achieve the envisioned data space from which, information across educational 
institutions will be search, explored, compared and retrieved in an homogenous way.  
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Abstract. Scientific metadata containing semantic descriptions of scientific 
data is expensive to capture and is typically not used across entire data analytic 
processes. We present an approach where semantic metadata is generated as 
scientific data is being prepared, and then subsequently used to configure 
models and to customize them to the data. The metadata captured includes 
sensor descriptions, data characteristics, data types, and process documentation.  
This metadata is then used in a workflow system to select analytic models 
dynamically and to set up model parameters automatically. In addition, all 
aspects of data processing are documented, and the system is able to generate 
extensive provenance records for new data products based on the metadata. As 
a result, the system can dynamically select analytic models based on the 
metadata properties of the data it is processing, generating more accurate 
results. We show results in analyzing stream metabolism for watershed 
ecosystem management.  

Keywords: Scientific metadata, semantic workflows, data integration. 

1  Introduction 

Despite significant advances in computational infrastructure and sensor network 
observatories, many environmental scientists are slowed down by the tasks required 
to set up their analyses as data comes in daily from their sensors. Data preparation is 
time-consuming: scientists gather data from multiple sources and sensors, they must 
first clean the data, normalize it so that data from different sources is represented 
using the same units and formats, and they must integrate it and configure it according 
to the requirements of their models and simulation software. Data analysis is also time 
consuming: scientists run different models and must make sure to provide each model 
the inputs it requires in the format it requires, and that the outputs of one model are 
compatible with the inputs of the next one.  
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An important aspect of data analysis is selecting and fine-tuning models according 
to the data characteristics.  For example, for analyzing metabolism in a river some 
models are appropriate for high water flows, and others are best for low water flows. 
One way to do this is for the scientist to first prepare the data, and then based on the 
characteristics of the data select the appropriate models. This simple approach 
becomes cumbersome and time-consuming when scientists wish to run their analysis 
periodically (e.g., every day) to analyze data coming from sensors.  

Despite best intentions and care, the execution of a model may fail, often because 
data violates a model assumption for which components do not explicitly check. 
Errors that surface in running a model may have been introduced in an earlier step. To 
understand and debug these problems, scientists need to trace back the provenance of 
the data. 

Finally, to assess progress, scientists must be able to reproduce their analyses, to 
run new models on previous data, and to easily retrieve results of prior runs. 
Reproducing previous analyses becomes difficult if the process involved manual steps 
where scientists manually configured models, or interactively provided inputs. The 
process needs to be fully audited so it can be accurately reproduced.  Results from 
many runs need to be found based on their properties. Inspecting prior results is often 
difficult because scientific analysis processes often generate vast amounts of data and 
files, and without explicit metadata and provenance information it is hard to 
understand where each piece of data came from and what it represents.  

All these issues could be addressed if scientists invested the time and were 
thorough in creating and propagating metadata as they prepare and process data.  
However, the management of metadata often has to be done manually, so it becomes 
a burden and therefore it is seldom done. 

The main contribution of our work is to show that by explicitly capturing the 
semantics of the data and their provenance, our tools enable scientists to focus on 
their science rather than on the mechanics of running their models. We show that 
capturing metadata and propagating it through the data preparation and analysis 
processes is useful to: 1) save manual effort in managing metadata and setting up and 
running analyses, 2) make all data and analytic results searchable, 3) make results 
understandable and interpretable, 4) share results with other scientists.  We 
demonstrate two integrated systems for data preparation and analysis that capture and 
use metadata and provenance information as data flows through different steps of the 
process.  Karma, our data preparation system [14] helps scientists extract, clean, 
normalize and integrate the data coming from sensors and third-party data sources. 
Karma uses a programming by example paradigm to enable scientists to perform 
these tasks by providing examples of how the data should be transformed. Karma 
infers general procedures from these examples that it can then apply to entire data 
sets. During this process, Karma also learns models of the data, aligning the data to a 
domain ontology and augmenting the data sets with metadata that records the learned 
models. This metadata is passed along with the data to Wings, a workflow system that 
uses the metadata to ensure that the workflow components fit together in a 
semantically meaningful way. Most importantly, this metadata enables Wings to 
dynamically select analytic models and parameters that are appropriate for the data 
being processed. Because all metadata is expressed according to a domain ontology, it 
is possible to query all workflow results in terms of the domain ontology. 
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Karma and Wings work together to make metadata management effective and 
accessible to scientists while saving them time throughout the data analysis processes. 
Karma generates the metadata that Wings uses to reason about the workflow almost 
as a side effect of preparing the data for the workflow. Much of the metadata is 
learned automatically from the data itself. Wings then propagates the metadata 
throughout the workflow to all intermediate data sets that each workflow component 
produces as it is executed. In the end, the provenance for all data sets is captured in 
the metadata, producing a complete audit trail of the workflow products.  

This paper presents our approach in the context of a case study where scientists 
analyze stream metabolism of the Merced river in California’s Central Valley. In the 
next section we describe the case study in more detail. In section 3 we present an 
overview of the approach, and in sections 4 and 5 we describe Karma and Wings in 
more detail. In section 6 we show the results of our case study, and in section 7 we 
present conclusions and directions for future work. 

2  Motivation: Environmental Science  

Despite tremendous advances in shared infrastructure, many daily tasks faced by 
scientists are disconnected from those capabilities.  For environmental scientists and 
many of the observatory disciplines, the scientific method—hypothesize, observe, 
analyze, interpret—remains bogged down by myriad manual and routine data analysis 
processes aimed at separating environmental variability from the phenomena of 
interest. To truly enable transformative science, the time and effort required for these 
processes must be lowered in order to substantially compress the timeframe of 
observatory-scale analysis. 

We motivate key requirements to support scientists with the problem of simulation 
of whole stream metabolism, where we use a model for estimating rates of aquatic 
photosynthesis known as gross primary production (GPP) and community respiration 
(CR24) [1]. These estimates are useful for assessing the status of and changes in 
stream ecosystems in the context of a watershed management. 

In our domain of interest, the hypothesize, observe, analyze, interpret cycle takes 
weeks to months longer than the timescale of observation, such that the best that 
scientists can achieve are post-hoc interpretations of river conditions. Furthermore, in 
uncontrolled (real) systems, they often learn only late in the observation or analysis 
parts of the cycle that an experiment has failed due to unexpected changes in river 
flow or water chemistry. These limitations make it difficult for researchers to discover 
the cause and effect links between different drivers (e.g., climate and land use change) 
and the aquatic ecosystem function on a timescale less than years, or even decades. 
By automating and compressing the cycle of data collection, integration, and analysis, 
we aim not only to enable the more rapid advancement of river science, but to 
advance the environmental science paradigm by enabling timely, practical resource 
management decisions [4].  We now describe the data preparation, integration, and 
processing steps in this cycle for water metabolism. 

 



68 Y. Gil et al. 

Data Preparation 
Stream ecologists spend significant time collecting data in the field and preparing it to 
be useful for running computational models. Metadata regarding data origins is 
needed at collection time to annotate the station, location, type of sensor, and error 
rates.  This metadata is important for selecting supplemental data and to determine 
which models to run.  For example, the time and location are needed so that weather 
data from national weather sites is selected consistently with the sensor readings.  
Once the raw data is transmitted or brought back to the lab, it needs to be checked for 
consistency and anomalies.  For example, data filtering is generally needed to 
remove noise and spurious data points, or sometimes sensor calibration drift 
necessitates systematic adjustment of the data.  These quality control steps should be 
tracked, as they transform data in ways that are important to select models and to 
interpret results of future steps. 

Data Integration 
Beyond investigations of local, site-specific scope, a major need for environmental 
scientists is the integration of their data with the massive amounts of data and other 
resources that the national scale cyberobservatories are designed to provide. For 
example, river simulators require inputs such as: (1) the material properties (e.g., the 
soil type of the river bed in different parts of the model) and structure or geometry of 
the simulated domain (e.g., the bathymetry of the river bed), (2) the fluid properties, 
including dissolved chemical species, and (3) the initial and boundary conditions 
associated with the river (e.g., a constant flow condition on the upstream boundary 
would drive flow into the system).  The data behind these parameters are populated 
from a variety of data sources and are in different formats, including spatial 
shapefiles, time series, and locally gridded data (as from robotic sensor platforms).  It 
is important to capture metadata about types and constraints to represent the 
semantics of what the data means and what data each source provides.  The origin 
metadata captured during earlier data preparation steps is useful here in order to select 
the appropriate supplemental data sources.  In addition, metadata about statistical 
properties of the datasets provides extremely useful characteristics that drive model 
use and facilitate search.  For example, extracting the average daily depth of a river 
based on hourly readings enables scientists to determine days of low flow and select 
models appropriately.   

Data Processing 
Once datasets are located, cleansed, and integrated, there are many possible data 
analysis processes performed using analytic software or simulation models.  Analytic 
and simulation software may be developed in-house or by colleagues, or obtained 
from third parties such as government agencies or commercial vendors. Examples 
range from relatively sophisticated simulation engine codes for river flow, chemical 
fate, and transport modeling to statistical packages for time series analysis. These 
tools are used in diverse aspects of the modeling processes.  For example, spatial 
interpolation routines are often used to prepare spatially distributed material 
properties or physical parameters for input to gridded numerical simulation models.   

For our task of river metabolism analysis, there are a variety of model types 
available. Selecting the most appropriate models for analysis is important. In the  
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current post-hoc modeling paradigm, the researcher needs to select an appropriate one 
on the basis of key observational parameters and knowledge of the field.  For 
instance, some metabolism rate models work better when the river flow is relatively 
low while others are better suited to high flow conditions.  Indeed, for a given 
location in a river, different models may be appropriate over different time periods 
because the amount of water may change drastically based on changes in conditions 
dictated by weather (e.g. heavy precipitation or snow melt) or human activities (e.g., 
reservoir releases).  Therefore, the metadata about statistical properties captured 
earlier during data integration is useful to select models at this stage. 

As if managing the data transfers across individual tools and models were not 
challenging and time consuming enough, metadata is often poorly managed and 
laborious to integrate into the analysis. Key metadata is often archived locally by key 
investigators but not moved along with the data throughout the analytic process steps. 
Metadata for analytic results is tracked manually and seldom published. This process 
metadata is key for documenting results, so that they can be interpreted 
appropriately, searched based on what processes were used to generate them, and so 
that they can be understood and used by other investigators. For example, the fact that 
a particular model was used to generate a result and what the parameter settings were 
matter tremendously if the result is to be integrated with other results. 

In summary, scientists need integrated environments for managing end-to-end data 
preparation, integration, and analysis that offer a comprehensive treatment of 
metadata throughout the processes. In order to make scientific data analysis processes 
more efficient and useful, we must offer better support to capture metadata about: 1) 
the origins of raw data, 2) the types and relationships across datasets, 3) the statistical 
properties of datasets, and 4) the processes applied to the data. 

3  Approach: Provenance-Aware Systems That Manage Metadata  

Our approach is to develop provenance-aware systems that create, propagate, and 
use metadata as they contribute to scientific data analysis processes. Metadata can be 
extracted from original data sources, created during data integration and analysis, and 
propagated throughout the different steps of the analysis process so that the 
provenance of any result (whether intermediate or final) is well documented. All this 
metadata is useful throughout the process to integrate with new data sources, to select 
and setup analytic steps, and to understand analytic results. 

To demonstrate our approach, we have developed two provenance-aware systems 
that address complementary steps in the scientific analysis process.  Karma, our data 
preparation tool, carries out data preparation and integration steps [14]. Wings, our 
workflow system, carries our data processing steps through computations [6]. Both 
systems capture and use metadata as the data flows through different steps.   

Figure 1 shows an overview of the interaction between Karma and Wings,  
which will be described in detail in the rest of  the paper. The bottom-left part of the 
figure. 
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procedures that can be applied to entire datasets. User studies [14] showed that users 
were able to complete three information integration tasks about three times faster 
using Karma than using Dapper/Yahoo Pipes (a state of the art tool). These studies 
also revealed that the Karma users were able to complete the tasks without error. In 
contrast, 83% of Dapper/Yahoo Pipes users made at least one error in the first task, 
45% in the second and 95% in the third. Karma is a visual tool that offers users a table 
representation of their data and commands to import, clean, integrate and publish their 
data. We present the Karma capabilities in the context of our stream metabolism case 
study. 

The first data preparation step is to import the various data sets needed to drive the 
stream metabolism analysis. The first set of sources comes from the California Data 
Exchange Center (CDEC, water.ca.gov). We defined a Web service that provides 
programmatic access to the data published in this web site. After users select the 
appropriate web service from the library of web services registered in Karma, they 
can select the parameters of the service that are of interest. In the CDEC service, users 
can choose the station, sensor and date ranges. The data retrieved from the Web 
service is subsequently shown in a table where users can proceed with further data 
preparation steps. In our case study, users import data for multiple sensors obtaining a 
collection of five tables with data for the dates of interest. Our users also use data 
from their own water quality sensors, which comes from a comma-separated-value 
(CSV) file, and a metadata source from CDEC that records the geospatial coordinates 
of all the CDEC sensors, also a CSV file. 

The next data preparation step is to integrate the data from all these tables into a 
single table that contains the sensor values for all the CDEC sensors, the water quality 
sensors, and the location of each sensor. In order to integrate the data, the date and time 
formats need to be normalized, and changed to the format required by the simulation 
software.  The water quality dates are in the format “2010-03-10 00:15:00” and the 
CDEC dates formatted as “20100309” and “2300” in two separate columns.   

Figure 2 illustrates Karma’s by-example data normalization capabilities. To 
normalize the CDEC dates to the required format, users provide an example of how 
the data ought to be transformed. Karma generalizes the example and applies the 
general rule to all the values in the column. If the generalization is incorrect, users can 
provide additional examples. Using this procedure, users can quickly normalize all the 
date and time formats of the five tables imported from CDEC and the water quality 
tables to transform the data as shown in Figure 3.  

Once the data is normalized, users must join the five CDEC tables and their water 
quality data table into a single table that contains the sensor values for all the sensors, 
as shown in Figure 3.  To do so, they use the Karma ‘Integrate” command on the 
consolidated table. Behind the scenes, Karma has analyzed the tables to automatically 
determine that they can be joined based on the Date and Time fields that are common 
to all tables and using this information it creates a menu of the columns from the 
CDEC and water quality tables that are appropriate to add to the consolidated table 
using database join operations. Users can successively choose from this menu the 
columns that they want to add to the table, unaware of the database join operations 
that Karma is performing to appropriately align the joined values based on Date and 
Time. Similarly, users can integrate the geospatial coordinates of the sensors from the 
CDEC metadata source. 
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Fig. 2. Normalizing the date format: the user provides one example, and the system learns a 
rule and applies it automatically to the entire dataset 

 

Fig. 3. Integration of sensor sources into a consolidated dataset 

The next step in the data preparation phase is to build the metadata for the 
consolidated table so that in the final step, when the table is deployed to Wings, it 
carries the metadata used for workflow processing. To do so, users invoke the 
ontology alignment capability in Karma that enables them to map each column of the 
consolidated table to the classes defined in the domain ontology, which is also used 
by Wings and may contain community ontologies for the domain. To map a column 
to the ontology, users click on the grey cells above the column headings and choose 
from the menu that appears the appropriate ontology class. Using the information in 
the ontology, Karma generates standard metadata for the source. For numeric fields 
and date fields Karma will generate metadata with the minimum, maximum and 
average values. It is also possible to associate with classes in the ontology custom 
computations that compute additional metadata. For example, we defined custom 
computations to compute a velocity metadata field. Karma represents the metadata as 
RDF. An example of the metadata for a daily dataset is: 
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   <dcdom:Daily_Sensor_Data rdf:ID=“DailyData-04272011"> 
   <dcdom:siteLong rdf:datatype=“float">-120.931</dcdom:siteLongitude> 
   <dcdom:siteLatitude rdf:datatype=“float">37.371</dcdom:siteLatitude> 
   <dcdom:dateStart rdf:datatype=“date">2011-04-27</dcdom:dateStart> 
   <dcdom:forSite rdf:datatype=”string">MST</dcdom:forSite> 
   <dcdom:numOfDayNights rdf:datatype=“int">1</dcdom:numOfDayNights> 
   <dcdom:avgDepth rdf:datatype=”float">4.523957</dcdom:avgDepth> 
   <dcdom:avgFlow rdf:datatype=“float">2399</dcdom:avgFlow> 
   </dcdom:Daily_Sensor_Data> 

The final data preparation step is to deploy the table and its metadata to Wings. This 
is done using the “Publish” command in Karma that supports publishing the data in a 
variety of formats, as HTML pages that visualize the data, to a table in a database, as 
CSV files, or to a Web service. In our case, Wings uses a Web service to deploy data, 
so users will publish their data as a Web service. Karma can also publish the data and 
the metadata as RDF aligned to the user’s ontology. This capability enables scientists 
to contribute the metadata, and the data if they so desire as Linked Open Data aligned 
to the domain ontology. Because the published data is aligned to an ontology it is 
much easier to link it to other data that uses the same ontology. 

A dataset needs to be created for each day, as required by the simulation software 
used in later steps in the workflow. The data preparation procedure for each dataset is 
the same. To accommodate this, Karma allows users to save all the data preparation 
steps for one data set as a script. Then they can parameterize the script with respect to 
the dates and replay the script for the desired days. These steps are explicitly recorded 
as metadata to capture the process provenance for each dataset created. 

5  Data Processing with Wings: Metadata about Analysis 
Processes 

In our work, we use the Wings workflow system [6].  Wings is unique in that it uses 
semantic workflow representations to describe the kinds of data and computational 
steps in the workflow. Wings can reason about the constraints of the workflow 
components (steps) and the characteristics of the data and propagate them through the 
workflow structure. In contrast, most workflow systems focus either on execution 
management or on including extensive libraries of analytic tools [10; 3; 12]. Semantic 
reasoning in Wings is used to provide interactive assistance and automation in many 
aspects of workflow design and configuration. In [5], we show details of the 
interaction of a user with Wings through its web-based interface.   

Wings uses OWL2 to represent ontologies of workflows, components, and data. 
Metadata is represented as RDF assertions that refer to those ontologies. Some 
constraints are represented as rules. A set of rules are associated with particular 
workflow component to express constraints on the applicability of the component, 
how to set up component parameters, or what the metadata of its outputs should be, 
given metadata of its inputs. We show examples of these rules and their use later. 
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these constraints for the input variable Formatted_Data in a small box at the top, they 
are not readable but they are the metadata generated by Karma shown in the last 
section. These semantic constraints can be used to represent metadata properties of 
input datasets, such as the type of sensor and the collection date of a dataset of water 
flow rates. Wings checks that the metadata properties of the input datasets are 
consistent with the constraints of the workflow variable Formatted_Data.   

Several important capabilities of Wings are used in this application and described 
in the rest of this section. 

 
Dynamic Selection of Models Based on Metadata 
An important capability is the ability to represent constraints associated with inputs to 
a component to express its requirements.  In our case, each reaeration method is 
appropriate for certain ranges of flow conditions. For example, the O'Connor-Dobbins 
model is only valid when the depth is either greater than 0.61m or greater than 3.45 
times the velocity to the 2.5 power (velocity in m/s). These constraints are expressed 
as rules, which invalidate that component for a workflow that uses data outside of 
those ranges.  The above example is expressed as: 

 
# ODM not valid for Depth <= 3.45 * pow(velocity, 2.5) 
[ODMInvalidity2: 
 (?c rdf:type pcdom:ReaerationODM) 
 (?c pc:hasInput ?idv) (?idv pc:hasArgumentID "HourlyData") 
 (?idv dcdom:depth ?depth) (?idv dcdom:velocity ?vel) 
 pow(?vel, 2.5, ?vpow) product(?vpow, 3.45, ?condn) le(?depth, ?condn) 
   -> (?c pc:isInvalid "true"^^xsd:boolean)] 
 

Wings takes the abstract workflow step ReaerationEmpirical and specializes it to the 
three models, creating three possible workflow candidates for a given input dataset.  
Next, it applies the rule above to each of the workflows.  The metadata of 
HourlyData has to contain a depth and velocity that conform with the requirement of 
this model to be greater than 3.45xV2.5 (velocity in m/s), otherwise the candidate 
workflow that uses this model is invalidated and rejected.  Similar rules exist for the 
other two models.  Each component has its own set of rules.  This approach is more 
modular than representing such constraints as a conditional branch of the wofklow, as 
is done in other workflow systems. 

 
Automatic Parameter Set Up Based on Metadata 
Wings can set up input parameters of the models selected based on characteristics of 
input datasets.  In our workflow example, the latitude/longitude of the location are 
parameters to the metabolism estimation model.  In Wings, they are set automatically 
by the system based on the location of the sensor that was used to collect the initial 
data.  This is done with a rule for that workflow component: 

 
[SetValuesLatLong: 
    (?c rdf:type pcdom:MetabolismCalcEmpiricalClass) 
    (?c pc:hasInput ?idv) (?idv pc:hasArgumentID "HourlyData") 
    (?c pc:hasInput ?ipv1) (?ipv1 pc:hasArgumentID "Latitude") 
    (?c pc:hasInput ?ipv2) (?ipv2 pc:hasArgumentID "Longitude") 
    (?idv dcdom:siteLatitude ?lat) (?idv dcdom:siteLongitude ?long) 
       -> (?ipv1 pc:hasValue ?lat) (?ipv2 pc:hasValue ?long)] 
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Note however that the HourlyData input to the metabolism calculation is not an input 
to the workflow, so it does not have any metadata. That is, while we know what the 
characteristics are for the input water quality datasets generated by Karma 
(FormattedData), we do not know what the characteristics are for other datasets in the 
workflow. Wings has the ability to create metadata for HourlyData by propagating 
metadata throughout the workflow, as we explain below. 
 
Automatic Generation of Metadata for New Results 
Wings generates metadata for all new workflow data products, and we already 
discussed how this metadata is used by the two types of rules that we just described.  

Wings uses rules for components that express what the output metadata properties 
are based on input metadata properties. This is handled through metadata propagation 
rules associated with each component. An example rule for the first workflow step is: 

 [FwdPropFilter: 
    (?c rdf:type pcdom:FilterTimestampsAndDataClass) 
    (?c pc:hasInput ?idv) (?idv pc:hasArgumentID "InputSensorData") 
    (?c pc:hasOutput ?odv) (?odv pc:hasArgumentID "outputSensorData") 
    (?idv ?p ?val) (?p rdfs:subPropertyOf dc:hasDataMetrics)  
       -> (?odv ?p ?val)] 

Here, the property hasDataMetrics is a superclass of all the metadata properties that 
must be propagated to the outputs of a component, otherwise they are assumed to be 
different for the output dataset created by the component.  Other rules express how 
metadata of the outputs will be different based on the metadata of the inputs, what the 
computation is about, and what the parameter settings are.  These metadata 
propagation rules are used to automatically create metadata for all workflow data 
products. As a result, any resulting data can be queried based on their properties.   

Workflow data products also have detailed provenance metadata that records what 
workflow was used to generate them.  All workflow executions with their 
provenance can be exported as Linked Data using the Open Provenance Model 
(http://openprovenance.org).  Unlike other provenance systems, Wings provenance 
records include semantic metadata associated to datasets, which can be used to query 
about workflow results. We show examples of such queries in the next section. 

6  Results  

An important contribution of our work is that our provenance-aware system 
automatically chooses a model each day based on metadata characteristics that are 
created and propagated by the system about the daily data.  The results of the data 
analysis are more meaningful from the point of view of the scientific application. 

Figure 5 shows plots of the calculated reaeration rates (K2) for the cases (a) when 
one model is used for every day of the period of analysis and (b) when each model is 
used only for the conditions of flow for which it applies. Notice how the models 
predict roughly the same values during the highest flows but diverge significantly as 
flow decreases. 
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7  Related Work  

Although there are many tools for scientific data preparation and integration, Karma 
provides a unique approach that learns from user-provided examples.  Many 
scientists still use spreadsheets for these tasks, and Karma retains that paradigm and 
adds to it novel capabilities for capturing metadata.  There has been recent related 
work on integrating large data sets using a spreadsheet paradigm in a project called 
Google Fusion Tables [7; 8]. In this effort they developed an online service that 
allows users to integrate large datasets, annotate and collaborate on the data, and 
visualize the integrated results. The focus of the work is primarily on the scalability 
and visualization of the integrated data instead of on the problems of extracting, 
modeling, cleaning, and integrating the data. The ideas in Google Fusion Tables are 
relevant to Karma and would apply directly to deal with the problems of scaling up to 
large datasets and visualizing the integrated results.  In contrast, Karma is able to 
generate valuable metadata for daily datasets that it exports together with the 
integrated data.  This is a novel capability in a spreadsheet paradigm for data 
manipulation.   

Scientific workflow systems generate provenance of new data products (see [13] 
for an overview), many using the community-developed Open Provenance Model 
(http://www.openprovenance.org).  However, other systems focus on provenance 
concerning execution details, such as the specific invocations of the components and 
the execution times and other details.  Wings is the only workflow system that uses 
semantic constraints and rules to generate metadata, as well as to represent abstract 
steps as classes of components. 

8  Conclusions 

We have presented two integrated complementary systems that create, propagate, and 
use metadata in different stages of scientific data analysis processes.  They are 
provenance-aware systems that capture metadata about: 1) the origins of raw data, 2) 
the types and relationships across datasets, 3) the statistical properties of datasets, and 
4) the processes applied during data analysis.  Our approach makes the management 
of metadata more efficient for scientists, and at the same time the metadata captured 
reduces the amount of manual work by using the metadata to dynamically select 
models, set up their parameters, and generate provenance metadata.  These 
capabilities are crucial in environmental sciences, where sensor networks report daily 
on datasets that cannot be analyzed manually in a timely manner.  We used our 
approach for water metabolism analysis, showing significant improvements in 
accuracy as the system dynamically analyzes daily water quality data. 

We are currently setting up the system to produce water metabolism results in a 
timely manner as data comes in daily from sensors in the observation site. We are also 
using the system to analyze data for the last five years, in order to produce more 
accurate historical models of the metabolism in the observation site.   

In future work, we want to use metadata to control the sensor collection and 
transmittal system. By making the sensor system provenance aware and integrating it 
with the data preparation and processing systems that we already have, we can have a 
feedback loop to guide the sensors to produce data that is most useful for scientists.   
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Abstract. In this paper we report on our on-going efforts in building
SKELETOME – a community-driven knowledge curation platform for
the skeletal dysplasia domain. SKELETOME introduces an ontology-
driven knowledge engineering cycle that supports the continuous evo-
lution of the domain knowledge. Newly submitted, undiagnosed patient
cases undergo a collaborative diagnosis process that transforms them into
well-structured case studies, classified, linked and discoverable based on
their likely diagnosis(es). The paper presents the community require-
ments driving the design of the platform, the underlying implementation
details and the results of a preliminary usability study. Because SKELE-
TOME is built on Drupal 7, we discuss the limitations of some of its
embedded Semantic Web components and describe a set of new mod-
ules, developed to handle these limitations (which will soon be released
as open source to the community).

1 Introduction

Skeletal dysplasias are a heterogeneous group of genetic disorders affecting hu-
man skeletal development. Currently, there are over 440 recognized types, cate-
gorized into 40 groups. Patients with skeletal dysplasias have complex medical
issues, such as short stature, degenerative joint disease, scoliosis or neurological
complications. Since most skeletal dysplasias are very rare (<1:10,000 births),
data on clinical presentation, natural history and best management is sparse.
The lack of data makes existing patient cases a precious resource for biomedical
research because they enable scientists to study, among other things, the effects
of single genes on human bone and cartilage development and function. The re-
sulting insights may lead to a better understanding of the pathogenesis of more
common connective tissue disorders, such as arthritis or osteoporosis.
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Unfortunately, due to the intrinsic complexity of dysplasias, correct diagnosis
is often difficult. At the same time, only a few centres worldwide have the nec-
essary expertise in diagnosis and management of these disorders. On the other
hand, the identification of many skeletal dysplasia-causing genes and subsequent
studies of their functions and interactions have led to an explosion in the knowl-
edge of bone and cartilage biology. The biomedical literature now contains a
large amount of information about individual genes and gene interactions, but it
is often difficult to grasp how these interactions work together in a broader con-
text (such as skeletal dysplasias). In turn, the focus on specific patient cases or
genes makes it difficult to identify etiological relationships between skeletal dys-
plasias, or to recognise clinical or radiological characteristics that are indicative
of defects within a specific molecular pathway.

The International Skeletal Dysplasia Society (ISDS)1 has attempted to ad-
dress some of these problems with its Nosology of Genetic Skeletal Disorders [1].
Since 1972, the ISDS Nosology lists all recognised skeletal dysplasias and tries
to group them by common clinical-radiographic characteristics and/or molecular
disease mechanisms. The ISDS Nosology is revised every 4 years by an expert
committee and the updated version is published in a medical journal, being
widely accepted as the “official” nomenclature for skeletal dysplasias within the
biomedical community. While the content is invaluable, the format of the Nosol-
ogy has several short-comings, including: (i) an inflexible classification scheme
– each disorder being listed in one group based either on its clinical radio-
graphic appearance or on its underlying molecular genetic mechanism; (ii) lim-
ited amount of cross-referenced information – each entry contains only the Online
Mendelian Inheritance in Man (OMIM) number [2], the chromosome locus and
the gene name, without being linked to widely used semantic data repositories,
like the Gene Ontology [3] or UniProt [4], which would allow users to study
further up-to-date relevant information; and most importantly, (iii) the lack of
a shorter publishing cycle – the content quickly becomes outdated, as genes or
disorders discovered after the publication date can no longer be included until
the next revision (4 years later).

In addition to the above-mentioned Nosology issues, collaboration among ex-
perts is also adversely affected by a lack of an appropriate tool support. Cur-
rently, the community uses the ESDN (European Skeletal Dysplasia Network)
Case manager2 and Google mailing lists to share information and to exchange
and discuss patient cases. Neither of these provides an ideal collaboration envi-
ronment. While ESDN provides a structured (form-based) discussion forum to
support the diagnosis process, mailing lists are merely long threads of free text.
Leaving aside the complete lack of any formal representation or semantics, a
major issue is the inability to transfer knowledge or provide links between the
rich pool of patient reports and the ISDS Nosology.

In this paper we report on the efforts of the SKELETOME project3, which
aims to develop a community-driven knowledge curation platform for the
1 http://www.isds.ch/
2 https://cm.esdn.org/
3 http://itee.uq.edu.au/~eresearch/projects/skeletome/index.html

http://www.isds.ch/
https://cm.esdn.org/
http://itee.uq.edu.au/~eresearch/projects/skeletome/index.html
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skeletal dysplasia domain. The SKELETOME platform4 introduces an ontology-
driven knowledge engineering cycle that supports the continuous evolution of
the knowledge captured in the ISDS Nosology from existing patient studies,
thus transforming into a living knowledge base. Concurrently, this knowledge in-
forms the collaborative decision making process associated with newly arriving
cases. Moreover, the underlying SKELETOME ontologies represent a founda-
tional building block for linking to external resources and a mechanism for facil-
itating knowledge extraction and reasoning. SKELETOME is being developed
by extending Drupal 75 with additional Semantic Web components to enable
seamless and semantic-aware collaborative input, sharing and re-use of data and
information among the experts in the field. The knowledge engineering cycle,
together with the set of new Semantic Web Drupal modules (and some lessons
learned from the existing ones) represent the main contributions of this paper.

The remainder of the paper is organized as follows. Section 2 describes the
representational and functional requirements supporting the SKELETOME plat-
form. Section 3 provides a detailed overview of the SKELETOME components
and information flow. In Section 4 we discuss the preliminary evaluation, and
before concluding in Section 6, we analyze some of the existing related efforts in
Section 5.

2 Requirements

Since genetic disorders are typically quite rare, a global network of patients,
clinicians and researchers is necessary to accumulate the critical mass of data and
knowledge needed to address some of the greatest challenges in medical genetics,
i.e., the development of evidence-based clinical management guidelines, the study
of genotype-phenotype6 correlations and the identification of disease modifier
genes. Skeletal dysplasias are an ideal topic for a global medical collaboration
network as the number of medical conditions is relatively small and well defined
and there is an existing, tightly-knit and motivated community of clinicians and
scientists willing to contribute, share and exchange case studies, data, diagnoses
and clinical information.

Recognition of this opportunity, led to the establishment of the SKELE-
TOME project – a collaboration between information scientists, Semantic Web
researchers and clinical geneticists, led by the University of Queensland. In ad-
dition to a Web-based framework for enabling and encouraging the international
skeletal dysplasia community (researchers, experts, clinicians) to contribute con-
tent, the most important requirements for the project (which emerged from di-
rect discussions with the community) are the following:

Common Terminology. The diagnosis and management of skeletal dysplasias
depends on highly specialised domain knowledge across a number of disciplines
4 http://skeletome.metadata.net/skeletome
5 http://drupal.org/drupal-7.0
6 Genotype refers to the genetic information of an individual, while phenotype describes
the actual observed properties of an individual, such as morphology or development.

http://skeletome.metadata.net/skeletome
http://drupal.org/drupal-7.0
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(radiography, genetics, orthopaedics), which is not easily comprehensible to in-
dividual communities or hospitals. In order to enable the exchange of knowledge
between experts (across languages and disciplines), a common terminology is
required, hence leading to a shared conceptualisation of the domain.

Data Integration. Large datasets containing rich information on molecules
(genes, proteins) already exist and the information relevant to skeletal dysplasias
needs to be extracted and cross-referenced with the clinical data and knowledge
produced by SKELETOME. The data cross-reference requires integration both
at conceptual level, as well as, at actual data and instance level.

Privacy and Access Control. Actual patient studies and reports need to be
visible only to the experts participating in the decision making process. More-
over, sensitive patient data (e.g., name, address, relatives) should only be acces-
sible to the case initiator.

Knowledge Transfer and Sustainable Knowledge Evolution. The knowl-
edge collectively acquired from the anonymized pool of patients represents a
valuable asset from the conceptual perspective of the domain (materialized in the
ISDS Nosology). Consequently, a seamless transfer of this knowledge is required
to enable the dynamic and continuous evolution of the conceptual domain.

Capturing Provenance and Expertise. The contributed content may take
several forms, ranging from personal observations to scientific publications. In-
dependently of the form, SKELETOME requires a mechanism to keep track of
the provenance of the data and knowledge, in order to ensure proper privacy and
access control. It also needs to provide a measure of certainty of derived data
and to leverage expertise from the content and to streamline the delivery of the
most relevant information to the most appropriate person.

In order to support the above requirements, the SKELETOME platform pro-
vides the following services: (i) a collaboration environment for experts to ex-
change knowledge and patient cases and to build a repository of patient case
studies linked to related evidence and Web resources (e.g., publications, radio-
graphic data, gene databases, etc); (ii) a set of ontologies that capture the do-
main knowledge and underpin the platform; (iii) semantically enhanced content
annotation and integration services; (iv) ontology-driven text processing of pub-
lications leading to rich semantic annotations; (v) enhanced image search and
retrieval via ontology-based annotation; (vi) reasoning on anonymised patient
data for semi-automated decision making.

3 The SKELETOME Platform

The innovative aspect of the SKELETOME platform is the ontology-driven
knowledge engineering cycle, introduced to bridge the current knowledge about
the domain (partly captured in the ISDS Nosology) to the continuously growing
pool of patient cases. The engineering cycle consists of two concurrent phases:
(1) semantic annotation of patient instance data, and (2) ontology learning from
patient instance data.
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Fig. 1. The high level architecture of the SKELETOME platform

We developed the Bone Dysplasia ontology7 to overcome the short-comings of
the ISDS Nosology and to describe the relations between bone dysplasias and the
genotype and phenotype characteristics. The ontology is used to semantically-
enrich patient reports and the associated X-Ray imagery. Additionally, in con-
junction to two auxiliary ontologies (the Patient8 and Context9 ontologies),
which capture patient and provenance information, we use the Bone Dysplasia
ontology to enhance the collaborative diagnosis process. The resulting (RDF) in-
stance data is then used in the reasoning process to propose novel genotype and
phenotype characteristics to be associated to bone dysplasias, and hence sup-
port the collaborative knowledge curation and the evolution of the conceptual
knowledge of the domain.

Fig. 1 depicts a high level overview on the SKELETOME architecture. The
upper part of the architecture, including also the front-end, is developed using
Drupal 7 and contains two main components (implemented via several Drupal
modules): (i) the collaborative knowledge curation component, responsible for
generating Drupal pages associated to ontology concepts, in addition to generat-
ing tagging vocabularies from the underlying ontologies, and (ii) the collabora-
tive diagnosis component, responsible for capturing the information exchanged
by the experts in the diagnosis process (i.e., diagnosis creation and rating or
open discussions on diagnoses). The lower part of the architecture consists of
the ontology-driven services, developed via a set of servlets hosted in Tomcat
and using OpenRDF Sesame as RDF triple store. The Integration service bridges
the Drupal world to the RDF back-end by managing several Drupal hooks on
7 http://purl.org/skeletome/bonedysplasia
8 http://purl.org/skeletome/patient
9 http://purl.org/skeletome/context

http://purl.org/skeletome/bonedysplasia
http://purl.org/skeletome/patient
http://purl.org/skeletome/context
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Fig. 2. A snippet of the Bone Dysplasia Ontology. The upper part of the ontology
describes the genotypic information of bone dysplasias. The lower part relates bone
dysplasias to phenotypic characteristics.

certain content types (or pages), e.g., Bone Dysplasia or Patient. Its role is to
keep the RDF triple store in sync with the Drupal data, in addition to ensuring
that no sensitive patient data is stored in the back-end. The other two services,
i.e., Ontology-based entity extraction and Reasoning, have self-explanatory roles.

In the following sections we describe the underlying mechanisms used to de-
velop the knowledge engineering cycle by means of the requirements introduced
in the previous section. From a technical perspective we also identify some of
the short-comings of the current Drupal 7 RDF support.

3.1 Common Terminology and Data Integration

As mentioned in Section 1 the ISDS Nosology has a rigid structure and only
partially covers the genotype information of the domain. More concretely, it
merely lists the skeletal dysplasias, the genes responsible for the diseases and
their locus, which leads to a poor description of the domain. Elements such as the
gene mutation information and the radiographic or phenotypic characteristics
are unfortunately ignored. For example, if we consider the Stickler syndrome,
the ISDS Nosology only lists COL2A1 as the responsible gene, and it does not
mention that it might be caused by a Missense mutation in the gene (leading
to a Glycine substitution with Arginine on position 219), or that some of the
phenotypic characteristics are Myopia and Cleft palate, or that radiographically
it can be characterized by Dolichocephaly.

To overcome these issues, and to extend the existing common terminology
used by the community, we developed the Bone Dysplasia ontology (that defines
more than 1200 concepts) to capture all the relevant knowledge by integrating
and re-using well known ontologies, such as NCI Thesaurus [5], Human Phe-
notype Ontology (HP) [6] or the REAMS ontology10 – describing radiographic
features. Fig. 2 depicts a snippet of the ontology, showing the relation between
10 http://d-reams.org/?page_id=84

http://d-reams.org/?page_id=84
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Fig. 3. A snippet of the Patient Ontology. The direct relations between Patient and
the other three concepts are reified in order to capture the context in which their are
materialized.

the root Bone Dysplasia class (further sub-classed by 40 bone dysplasia groups
and then by specific skeletal dysplasias) and the Gene Mutation and Pheno-
typic Characteristic classes. As opposed to the ISDS Nosology, our Gene
Mutation class provides the ground for encoding richer information about the
characteristics of the mutation, e.g., type, position, original and mutated con-
tent. Similarly, the Gene class is linked (via annotation properties) to OMIM,
MesH, UMLS and UniProt. These are only two examples where the ontology ac-
commodates extended domain knowledge when compared to the ISDS Nosology.

In addition to the Bone Dysplasia ontology we have also developed a Pa-
tient ontology and a Context ontology. The Patient ontology captures knowledge
about specific patient reports, hence describing “instances” of genotypic, pheno-
typic and radiographic characteristics of bone dysplasias in particular patients.
As can be observed in Fig. 3 a Patient may exhibit diverse Gene Mutations
or Phenotypic Characteristics which are asserted by Investigations or Ob-
servations. Similarly a Diagnosis shows that a Patient may have a particular
Bone Dysplasia. The Context ontology is used to model the provenance of the
patient information, including, for example, who suggested an Investigation
or made an Observation, who and where a Diagnosis is documented, or even
when a Patient exhibited certain Phenotypic Characteristics.

3.2 Knowledge Transfer and Sustainable Knowledge Evolution

The knowledge engineering cycle briefly introduced in the beginning of Sec-
tion 3 was specifically designed to support this requirement. The first phase of
the cycle uses the above-described ontologies to enrich the content created by
the experts and to support the collective diagnosis process. This phase has, in
reality, two sub-phases: (1) a sub-phase dealing with the evolution of the generic
domain knowledge, i.e., classification of bone dysplasias and their descriptions,
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and (2) a second sub-phase covering the actual use of ontologies for seman-
tic annotation. The second sub-phase processes the patient instance data (i.e.,
semantically-annotated reports and diagnoses) to propose novel findings about
bone dysplasias.

(1) Domain knowledge maintenance and evolution
From a functional perspective the experts need to keep the domain knowledge
up-to-date. SKELETOME publishes all the bone dysplasias and associated in-
formation (e.g., Genes) as Web pages (via specific Drupal content types). Hence
each bone dysplasia has its own publicly available Web page, similar to the way in
which Wiki systems work (see, for example, http://skeletome.metadata.net/
skeletome/bonedysplasia/achondroplasia). The Bone Dysplasia ontology
acts as a backbone for this set of pages, as they are automatically generated
from (and are in sync with) the concepts defined in the ontology. The page gen-
eration is realized via a Drupal module that we have developed, in conjunction
with the Integration service from the RDF backend. This module will be released
as open source and may be useful to anyone who wants to build and maintain
an ontology-driven content management site, starting from an existing ontology.

Currently, the Drupal RDF extensions allow one to map existing content types
to ontological concepts and/or properties. Creating pages of those content types
will result in Drupal creating the associated concept instances (via rdf:type).
We were, unfortunately, unable to use this support for two reasons. Firstly,
while the generic Bone Dysplasia content type could have been mapped to the
corresponding ontological class, we required all its instance pages to represent
classes themselves, and not instances (i.e., via rdfs:subClassOf). For example,
the Web page about the Stickler syndrome should be mapped to the Stickler
syndrome class in the ontology, and not to an instance of the Bone Dysplasia
class. At the same time, mapping manually over 1000 concepts, currently present
in the ontology, is neither feasible, not sustainable. Secondly, Bone Dysplasias
are related to Genes, also modelled as content type instances. Instantiating
node reference property values between custom content types is currently not
supported by the RDF extensions. The need to provide reasoning support, which
intrinsically requires explicit relations between instances, forced us to maintain
all the RDF in the RDF back-end and develop specific Drupal hooks to keep the
store constantly updated, via the Integration service.

In order to support maintenance and evolution of the knowledge base, SKELE-
TOME provides support for adding, renaming or removing dysplasia groups
(which are direct subclasses of the Bone Dysplasia class), moving bone dys-
plasias (which are direct subclasses of the groups) between groups, adding newly
discovered gene mutations or phenotypic characteristics, hence manipulating the
structure and content of the Bone Dysplasia ontology, without the experts being
aware of it. Hiding the underlying ontological concepts and details was an easy
decision, because the vast majority of the experts are simple computer users.

To ensure quality control over the content of the Bone Dysplasia pages, we
have imposed an editorial process. Each bone dysplasia has an associated ed-
itor, responsible for keeping the explicit information and related knowledge

http://skeletome.metadata.net/skeletome/bonedysplasia/achondroplasia
http://skeletome.metadata.net/skeletome/bonedysplasia/achondroplasia
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Fig. 4. [A] Semantic annotation of clinical summaries using a mixture of terms from
Clinical Summary Vocabulary describing phenotypic characteristics; [B] X-Ray imagery
tagging using terms from the X-Ray Vocabulary describing radiographic characteristics.

up-to-date, by reviewing input from the community. In addition to scientific
publications, this community input takes the form of statements asserted about
the disease on its page, which can then be discussed and commented on by the
entire community (thus enabling a “wisdom of the crowds” approach). On a
periodic basis, the editor will incorporate in the main disease description those
statements that were accepted by the community, and have reasonable support
though scientific evidence.

In practice, the statements (or micro-contributions) carry a dual role: (i) they
enable the transfer of knowledge from patient cases to the conceptual domain
knowledge, as typically they would report on novel findings about the dysplasia
from a particular pool of patients, and (ii) they allow us to create and maintain
an expertise profile of the authors, which will lead to an authorship reputation
system, similar to the one in WikiGenes [7]. The reputation of an author-expert
is calculated based on the acceptance of her statements by the community, and
hence the extent to which her contribution impacts on and advances the field.

(2) Semantic annotation of patient cases
The Bone Dysplasia ontology provides not only the backbone for the evolu-
tion of the domain knowledge, but also the means for enriching patient cases
with semantic annotations. Our goal is to provide experts with the mecha-
nism for annotating both clinical summaries, as well as X-Ray imagery with
domain concepts. In order to realize the annotation, we implemented a Dru-
pal module that transforms a given ontology into a Drupal taxonomy (i.e., vo-
cabulary) that enables tagging. The vocabulary import may be invoked from
particular root concepts and can traverse the ontology up to a specified level
or the leaf nodes. The actual tags are created by looking at the literal val-
ues of specified properties. For example, one may choose to create tags from
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rdfs:label, but also from skos:altLabel. One significant aspect of this module is that
the generated tags retain a relation to the URI of the originating concept. Hence,
when an expert tags an X-Ray with a particular tag, s/he actually annotates the
image with the ontological concept supporting the tag. This module will also be
released as open source later this year.

Within the context of SKELETOME, this module is used to generate two vo-
cabularies, as depicted in Fig. 1: a vocabulary for annotating clinical summaries
(from the Bone Dysplasia ontology, HP, NCI and PATO, Phenotype and Trait
Ontology [8], ontologies) and a vocabulary for annotating X-Ray imagery (from
the HP and the REAMS ontologies). This distinction was specifically requested
by the community in order to support their current terminological practice. The
annotation of clinical summaries can be done manually or semi-automatically.
The semi-automatic annotation is implemented by integrating the NCBO anno-
tator [9] for entity extraction (via the Ontology-based entity extraction compo-
nent of the backend).

The annotation of patient resources is transformed in the backend, via Dru-
pal hooks, into relations between the patient instance and the corresponding
concept instances. For example, consider the annotation depicted in Fig. 4: the
patient instance being examined would be related via the exhibits relation to
HP:cranyosynostosis and to REAMS:coxa-valga.

The collaborative diagnosis process works in a similar manner as the anno-
tation of clinical summaries. By adding a diagnosis to a patient, in reality, the
expert annotates the patient case with the corresponding Bone Dysplasia con-
cept. In the backend, this translates into a reification of the relation between the
patient instance and a particular Bone Dysplasia instance (see Fig. 3), which is
then related to a freshly created Diagnosis instance that has context informa-
tion attached to it. This context information is generated from the discussion
among experts and includes the votes cast on the diagnosis.

Reasoning and Searching on Patient Data
Semantically annotated patient cases create a wealth of knowledge that repre-
sents a perfect application for reasoning. Leaving aside the access control aspects
(detailed in the next part of the section), our goal is to close the knowledge engi-
neering cycle by supporting both the evolution of the conceptual domain, as well
as the collective decision making process in two ways. Firstly, we want to apply
reasoning across current cases to propose diagnoses on newly published cases.
Secondly, we want to infer novel findings on the conceptual domain, by focusing
on the similarities between phenotypic, radiographic and genotypic character-
istics in patient cases sharing the same diagnosis. With respect to this latter
goal, we want to avoid discovering the obvious, e.g., that all patients diagnosed
with Achondroplasia have a mutation in the FGFR3 gene – this information is
already in the domain knowledge.

The complexity of the two tasks requires a thorough investigation of the most
suitable mechanisms to support them. Initially we considered reasoning across
the instance data using SWRL rules for both tasks, however, we quickly realized
that the rigidity of rule-based inferencing will not help us in fulfilling our goals.
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The SWRL rules had especially negative consequences on our second goal –
the identification of features that are not present in the vast majority of cases
(features that you would expect to be inferred via reasoning). Both diagnoses
and the presence of phenotypic characteristics cannot be stated with a 100%
certainty. As a result, the collaborative voting mechanism currently featured
in SKELETOME does not record a simple Yes/No, but uses a 5-star rating,
hence allowing the experts to associate a level of uncertainty with their opinion.
This rating cannot be converted into rigid/strict rules. Consequently, we are
currently investigating ways of encoding the diagnosis information using fuzzy
rules, in addition to using uncertainty and/or statistical reasoning techniques.

Besides reasoning (currently under investigation), the use of ontologies en-
ables SKELETOME to provide semantic search functionality, dynamically re-
lated items and faceted browsing. This last aspect is particularly important for
expert users as it allows them to quickly filter search results based on criteria,
such as: patient ids, phenotypic or genotypic characteristics. Additionally, for
an even richer browsing experience, we have integrated dynamic links to related
knowledge items in some of the views (e.g., the dysplasia descriptions and pa-
tient clinical summaries). For example, a bone dysplasia description might have
suggested links to patients diagnosed with this dysplasia or to related pheno-
typic characteristics. From a technical perspective, this is realized by following
the relations in the ontology for the instance under scrutiny, and secondly, by an-
alyzing the textual content (where possible) and extracting and linking domain
concepts present in the knowledge base.

3.3 Privacy and Access Control

The information captured in SKELETOME is accessible via four layers of privacy
and access control policies. The generic conceptual knowledge of the domain (i.e.,
the bone dysplasia pages and associated resources) are publicly available. The
rest of the knowledge is private and accessible via group and individual-based
access controls. Different groups of experts are registered within the platform
and act as sub-communities within the greater community. The reason behind
this group division is the need to share patient information only with a specific
set of experts. Experts can, nevertheless, be members of multiple groups, and
hence share their information and knowledge across all of them.

Sensitive patient information, such as name or address, is accessible only to
the case initiator (individual-based access control). The purpose of exchanging
patient cases is to foster advances in the field and to take advantage of the
community-driven diagnosis process. However, sensitive patient information is
not relevant for the diagnosis process, and hence is maintained only for prove-
nance purposes. In reality, the so-called “participation” of the patients in these
community exercises is acknowledged by the patients via written consents (also
maintained within the platform, and included within the patient information).

As described in the previous sections, each patient’s semantically annotated
clinical data (including annotated X-Ray imagery) is stored and processed in
the RDF backend. In order to enforce the individual-based access control over
sensitive information, yet take advantage of the wealth of knowledge present in
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the entire pool of patient cases across all groups, we followed the principle of
separation of concerns [10] (the fourth layer of access control). Drupal hooks were
implemented on the patient content type to filter the fields that are transformed
into RDF instance data via the Patient and Context ontologies, and then stored
via the Integration backend service. As a result, the RDF triples will model
strictly phenotypic, radiographic or genotypic information, while the rest of the
information (including the sensitive data) remains stored only in the Drupal
database, and is subject to the three access restrictions described above. This
allows us to perform reasoning on the entire set of patient clinical data, hence
taking advantage of both the quantity and quality of the knowledge created by
experts – whilst still restricting access to sensitive data.

3.4 Capturing Provenance and Expertise

The previous sub-sections have already provided an insight into the mechanisms
implemented by SKELETOME to capture provenance and expertise. The Con-
text ontology is used to capture provenance information, ranging from the au-
thor names and dates of assertions to timestamps on diagnoses or phenotypic
characteristics. This information is then used to generate expertise profiles from
asserted statements, forum discussions and collaborative diagnoses.

Currently, our expertise modeling is based on the mining of micro-contributions,
based on a bag-of-concepts approach by aggregating concepts extracted via the
NCBO annotator from any micro-contributions. Following this approach leads to
several issues, especially when dealing with qualities of the phenotypic character-
istics. For the future, our plan is to filter the output of the annotated entities by
organizing them into tensors expressing quality – phenotypic characteristic asso-
ciations and then use the tensors to compute the weights of the domain concepts in
the context of both local and global contributions of particular individuals. More-
over, we also plan to take into account the processes that the micro-contributions
undergo during their lifespan, e.g., how many times they were altered, the ex-
tent of alteration and whether or not they were incorporated in the main disease
description.

4 Preliminary Evaluation

We performed a preliminary usability study of the SKELETOME platform with
a small group of eight experts from the community. The goal of the study was
to compare the usability of SKELETOME against the two other “systems” cur-
rently used by the community, i.e., ESDN and Google mailing lists. At the same
time we also wanted to understand how easy it is for the experts to adapt to
using SKELETOME.

The evaluation consisted of two parts, with no training provided: (1) perform-
ing a series of operations on both SKELETOME and ESDN or Google mailing
lists, and (2) completing a questionnaire about the usability of SKELETOME.

The tasks required to be performed for the first part were the following:
(1) Search & Browse: search for a particular patient based on a given set
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Table 1. System usability questionnaire

Question

I found SKELETOME easy to use

I found SKELETOME to be unnecessarily complex

I think I require technical support to be able to use SKELETOME

I found the various features of SKELETOME to be well integrated

I think most colleagues would learn SKELETOME quickly

I felt very confident using SKELETOME

I needed to learn a lot about SKELETOME before I could effectively use it

of phenotypic characteristics; (2) Patient case manipulation: upload and an-
notate a new patient case (i.e., clinical summary + 5 X-Ray reports); (3) Col-
laborative diagnosis: participate in the collaborative diagnosis process on a
given patient; (4) Domain knowledge manipulation: modify the description
of a bone dysplasia and add statements about it. This operation had to be per-
formed only on SKELETOME (as the other systems do not have support for it).
The experts were asked to pick one system in each category and motivate the
choice by highlighting (via free text input) both the positive and the negative
aspects.

The questionnaire required for the second part contained seven questions (see
Table 1) with answers on a 5-point Likert scale ranging from “Strongly disagree”
to “Strongly agree”. These questions were adapted from the evaluation of the
iCAT system [11] and from the System Usability Scale (SUS) [12].

The results of the evaluation were very positive. In the first part (choosing
the “best” system), SKELETOME outperformed its opponents. In the Search
& Browse task, the dynamically related items and the ontology-based faceted
browsing and filtering of the search results were found to be very useful by all
experts, and judged as critical missing aspects from the other systems. The Pa-
tient case manipulation task was the highlight of the evaluation, as all eight
experts were particularly impressed by the possibility of annotating X-Rays and
clinical summaries with domain concepts, and by the drag’n’drop functionality
for uploading X-Rays. The third and last common task was found to be very
similar to the ESDN functionality (50% voted for ESDN and 50% for SKELE-
TOME), although the 5-star rating system was regarded as a positive addition
by six out of eight experts. Finally, the fourth task (with no competition) was
regarded as extremely useful to support their collaborative effort of maintaining
and evolving the domain knowledge.

The questionnaire results were also positive. SKELETOME was found to be
easy to use and well integrated by 87% of experts (7 out of 8), although 75%
of experts did fell that they would require some time to learn to use it effec-
tively. Functionalities, such as drag’n’drop or related items, made all the experts
confident in using the platform. Some technical support was required with some
users (37% of experts), however, it was only at the very beginning and did not
influence the positive results of the questionnaire.
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Overall, SKELETOME performed as we have expected, and indicated that
Semantic Web technologies have the potential to make a real positive differ-
ence when applied in the right context and seamlessly built into familiar user
interaction components.

5 Related Work

The SKELETOME platform is built on the work performed by the initiators
and developers of the Drupal RDF extensions (described initially for Drupal
6 in [13]). Their continuous efforts, that resulted in support for RDF in core
Drupal 7, are highly appreciated. However, as discussed earlier in the paper
(see Sect. 3.2), in order to support a dynamically evolving skeletal dysplasia
knowledge base, we required a different approach than the current top-down
RDF mappings. Hence, we used the Drupal RDF core support, but developed
our own set of modules, to be openly released to the community later this year.

The literature contains numerous descriptions of related systems, many using
Wikis as their backbone. Semantic MediaWiki [14] was a pioneer in the area, be-
ing one of the first Wikis to embed semantic capabilities, packaged as extensions
of MediaWiki. This led to its wide-spread adoption and application in many
diverse domains. [15] is one example that adopted and applied the principles of
Semantic MediaWiki. IkeWiki [16] on the other hand, is a stand-alone Seman-
tic Wiki, providing similar functionality to Semantic MediaWiki and developed
entirely in Java and AJAX.

Focusing on the biomedical domain, we identified BOWiki [17] and Con-
ceptWiki11 [18] as the most relevant with respect to our platform. BOWiki is a
Semantic Wiki, designed for expert database curation, providing users with au-
tomated reasoning capabilities to verify the consistency of continuously added
content to the knowledge base. ConceptWiki, or more concretely the WikiPro-
teins part of it, is based on MediaWiki and enables experts to collaboratively
curate knowledge about proteins. It incorporates several large knowledge bases,
such as Gene Ontology, UMLS or Swissprot [19], to be used for the annotation
and definition of terms, however, without providing a strict formalization of the
knowledge or any reasoning support. The skeletal dysplasia curation aspect of
the SKELETOME platform is reasonably similar to these approaches. However,
while the generic goal of such Wikis is ontology engineering and population,
SKELETOME extends this goal via the knowledge engineering cycle to learn
new knowledge both from the growing pool of patient studies, as well as from
the collaborative decision making process.

Another system of particular relevance is WikiGenes [7]. As opposed to typi-
cal Wikis, WikiGenes shifts the focus from creating knowledge to capturing the
context of the knowledge via scientific artefacts (e.g., hypotheses or claims), in
addition to fine-grained provenance. WikiGenes is special because it supports
a reputation system for authors of the scientific artefacts based on their con-
tributions to the field and their rating from other researchers. We adopted this

11 http://conceptwiki.org/

http://conceptwiki.org/
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concept and implemented it via the statements that can be added in conjunction
to Bone Dysplasia concepts. However, in our case, these are more than mere con-
jectures, as they are (usually) supported by evidence emerging from the patient
studies thus enabling one to track their evolution from the original patient data
to the hypothesis at the generic conceptual level.

Outside of Wikis, the most notable and recent related effort is the custom
WebProtégé [20] system built by the Stanford Center for Biomedical Informatics
Research to help develop the 11th revision of the International Classification of
Diseases (ICD-11) [11]. As with all the other tools in the Protégé suite, this sys-
tem is specifically tailored towards efficient collaborative ontology engineering.
As a result, in this respect it provides superior functionalities when compared
to the Bone Dysplasia engineering aspect of SKELETOME. Nevertheless, we
don’t regard this as a negative point since it represents only one of the steps in
the platform’s knowledge engineering cycle. Additionally, in its current shape,
SKELETOME serves its purpose of hiding the actual ontology evolution from
the experts yet providing the mechanisms for keeping the knowledge up-to-date
and enabling a shorter publishing cycle for the ISDS Nosology.

6 Conclusions

This paper describes the results to-date of our on-going effort in building a
community-driven knowledge curation platform for the skeletal dysplasia do-
main. SKELETOME deploys an ontology-driven knowledge engineering cycle,
aimed to support the evolution of the domain knowledge through the semantic
enrichment of patient cases and via reasoning support that enables faster discov-
ery of new knowledge and relationships. As the evaluation has shown, SKELE-
TOME generates many benefits to the community and improves collaboration
and knowledge exchange among the experts in the field. From a technical per-
spective, we believe that one of SKELETOME’s main contributions is advancing
the work started by Corlosquet et al. [13] in integrating Semantic Web technolo-
gies in the widely adopted Drupal CMS.

Future work on the platform will focus on developing novel mechanisms to
support expertise modeling from micro-contributions and reasoning using fuzzy
statements. From a functional perspective, we intend to integrate a notification
mechanism, with personalized triggers on user-defined actions (e.g., notify me
if anyone uploads a patient case that has these clinical attributes). In addition,
to enhance the extent and ease of user interaction with the system, we plan
to develop an email-based and iPhone app that enables the upload of clinical
summaries and X-Ray reports.
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Abstract. The Cyber Scientific Method (CSM) formalizes experimentation on 
computer systems, hardware, software, and networks on the U.S. National Cy-
ber Range. This formalism provides rigor to cyber tests to ensure knowledge 
can be shared and experiment results can be viewed with confidence, knowing 
exactly what was tested under what conditions. Cyber Scientific Test Language 
(CSTL) is an ontology-based language for CSM experiments. CSTL describes 
test objectives, statistical experiment design, test network composition, sensor 
placement, and data analysis and visualization. CSTL represents CSM experi-
ments throughout their lifecycle, from test design through detailed test network 
description, instrumentation and control network augmentation, testbed buil-
dout, data collection, and analysis. The representation of this information in a 
formal ontology has several benefits. It enables use of general-purpose reason-
ers to query and recombine test specifications for rapidly building an experi-
ment network and testbed on the range. Additionally, it facilitates knowledge 
management and retrieval of test procedures and results.  

Keywords: Ontology, Computer Hardware and Software, Experimentation, 
Statistical Design of Experiments. 

1   Introduction 

This paper presents the ontology-based Cyber Scientific Test Language (CSTL) for 
the Cyber Scientific Method (CSM). The CSM was developed in conjunction with the 
Lockheed Martin team’s implementation of the U.S. Defense Advanced Research 
Projects Agency (DARPA) National Cyber Range (NCR) program. CSM provides a 
discipline for rigorous experimental design in the performance of tests of computer 
hardware, software, systems, and networks. The CSM and CSTL enable the formal 
description of the system under test (SUT), the test instrumentation and environment, 
experiment assumptions and objectives, and test results. CSTL serves as a lingua 
franca for cyber test representation throughout the entire experiment planning, execu-
tion, and analysis cycle. During experiment planning, CSTL helps the Test Scientist 
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to develop a statistical design for the experiment. As the experiment is executed, 
range software uses the CSTL test specification to automatically build the testbed and 
to perform the experiment via the insertion of test events. After the test has been con-
ducted, experiment results expressed in CSTL are processed and are available for later 
review.  

CSTL consists of a modular ontology library expressed in the OWL 2 Web Ontol-
ogy Language [1]. We chose OWL 2 for several reasons, including our team’s fami-
liarity with OWL and OWL editing tools. We also wanted to leverage OWL 2 lan-
guage features such as property chains. Finally, because NCR is a multi-year project 
we wanted to start with the newest version of OWL.  

Our design approach for CSTL was driven by the overall system-engineering plan 
for NCR. Our ontology development was grounded in the need to express information 
related to test design, execution, and analysis and testbed buildout and sanitization. 
We validated our design through the representation of examples in CSTL, reviewed 
by subject matter experts and NCR component developers. Later in the ontology de-
velopment phase we instituted a configuration control board to review and approve 
proposed changes to CSTL. 

The major components of CSTL cover: 
 

• Experimental Design: This segment of CSTL describes ideas used in designing 
an experiment, including the statistical design. Topics covered here include ob-
jectives, hypotheses, experiment type, treatments, factors, and response variables. 

• Test Planning and Administration: A small portion of CSTL provides terms to 
describe some of the administrative details of planning an experiment, such as fa-
cility scheduling and experiment sponsorship. 

• Network Descriptions: An important module within CSTL describes computer 
networks in terms of their topology. These terms include links, nodes, and sub-
nets. 

• Asset Descriptions: Terms for representing hardware and software assets form a 
major coherent and independent module within CSTL. This asset description on-
tology is explained more fully in [2]. 

• Test Execution: CSTL supports the automated transition of test specifications to 
a testbed during experiment buildout via transformations to the Network Simula-
tor (ns-2) language [3]. Furthermore, CSTL describes automatic network traffic 
generation and test event execution subsystems for use during the performance of 
the experiment. 

• Data Analysis and Visualization: A segment of CSTL is used to represent the 
instrumentation of the testbed with sensors and the associated metrics to be com-
puted. This segment also describes the data archiving and analysis process. 

• Templates: In cyber testing it is often desirable to define the SUT using multiple 
clones of identical individuals. CSTL provides a method for defining and instan-
tiating templates to provide this capability. Templates are also used in incorporat-
ing predefined control structures such as traffic generation into the testbed. 

 

We will provide more detail on each of these topic areas. 
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2   Experiment Design and Planning in CSTL 

A major goal for the CSM was the unification of test and evaluation methodology 
with computer and network system descriptions. Statistical experiment design forma-
lizes the definition of an experiment through the identification of response variables, 
treatment variables, and other experimental factors. In the CSTL ontology library 
these concepts are captured in a separable design of experiments (DoEx) ontology 
module, designofexperiments.owl, which is applicable to other types of test and eval-
uation. Note that this segment of CSTL can be used to describe general statistical 
experiment design, even outside of the cyber domain. 

In this section we will describe the major concepts in this module. 

2.1   Experiment Types 

The DoEx framework in CSTL includes ontology classes for four experiment types. 
The most general is the Discovery Experiment, in which testers observe the system 
under a variety of conditions. Discovery experiments often include humans in the 
loop. A second type of experiment is the Diagnostic Experiment, typically used for 
troubleshooting the behavior of a malfunctioning system or network. A third type of 
experiment is the Benchmark Experiment, whereby network or system performance 
characteristics are measured. The fourth type of experiment is the Statistically De-
signed Experiment. The remainder of this section will summarize the major concepts 
related to this type of experiment. The representation and process described herein is 
based on a Job Aid developed by Sandia National Laboratories [4] to assist research-
ers with DoEx. 

2.2   Objectives and Hypotheses 

At the start of experiment planning, it is good to state the objective or purpose of the 
experiment. Along with the objective, statistically designed experiments address a 
quantitative hypothesis based on a test statistic, which is a function of the experiment 
observations. In DoEx this hypothesis is expressed in terms of a null hypothesis and 
an alternative hypothesis. Most commonly, the null hypothesis represents the status 
quo and the alternative hypothesis represents the effect that is being investigated. For 
example, in an experiment to examine the effectiveness of an update to an anti-virus 
program, the null hypothesis could be that the new version has the same probability of 
allowing infection as the old version. An alternative hypothesis could be that the new 
program is 90% more effective than the old program.  

The DoEx ontology includes classes for Objective, Hypothesis, and Test Statistic. 

2.3   Treatments, Factors, and Response Variables 

DoEx is designed to support the efficient planning of a set of experiment runs for data 
collection to determine the degree of evidence to reject the null hypothesis. This is  
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based on the value of a test statistic computed from observations of response variable 
values during repetitions of the experiment, or runs. For the anti-virus example, the 
test statistic might be the number of infections observed divided by the number of 
tests run on each version. Statistical tests can use the values of the test statistic for the 
original version and the updated version in order to recommend rejection of the null 
hypothesis in favor of the alternative hypothesis. 

The response variables are assumed to have a dependency on one or more input va-
riables or experimental factors. In fact, the objective of the experiment is usually re-
lated to determining the response of the system to a subset of the input variables, 
known as treatments. The other input variables are also important, and need to be 
controlled or measured for later analysis. 

In the cyber domain, these input variables represent system or network characteris-
tics (e.g., available bandwidth), capacity (e.g., number of connected hosts), or confi-
gurations (e.g., which variant of Windows is installed on experiment hosts). In our 
anti-virus example, the fundamental treatment is the version of the anti-virus program 
used. An example of a non-treatment experimental factor to be controlled in this sce-
nario is the service pack level of the underlying host operating system. 

2.4   Designs 

At an early stage of designing the experiment, the test scientist(s) may use a brains-
torming process to identify potential treatment and factor variables for inclusion in 
the experiment, along with response variables. In CSTL we refer to this identifica-
tion of variables as a proto-design. After further consideration the scientist will  
establish a final set of response, treatment, and factor variables in the experiment 
design. CSTL allows the scientist to tag the variables considered during brainstorm-
ing as being accepted for inclusion in the final design or as being excluded. This 
allows a later review of the test to determine which variables were considered but not 
included. For each accepted treatment and controlled factor variable, he will also 
specify the potential setting values. In our example there are only two setting values 
for the anti-virus treatment {‘New Version’, ‘Old Version’}. If the underlying oper-
ating system is Windows XP there might be four setting values for service pack level 
{‘SP0’, ‘SP1’, ‘SP2’, ‘SP3’}. A set of treatments or controlled factors with their 
setting values is called a treatment combination [6]. For example, combining the new 
version of the anti-virus software with Windows XP SP1 would produce one of the 
eight possible unique treatment combinations. Each run in the experiment is asso-
ciated with a treatment combination. In the DoEx ontology the Experiment Design 
individual is linked to its response, input, and factor variables and its treatment com-
binations. 

The top-level concepts in the DoEx ontology are shown in Fig. 1.1 

                                                           
1  The figures in this paper are concept maps of ontology classes (rounded rectangular nodes), 

properties (labeled links), and individuals (rectangular nodes). These concept maps were de-
veloped using CMap Tools [5]. 
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Fig. 1. DoEx Ontology 

3   Test Environment 

Each treatment combination defines a unique (up to isomorphism) test environment 
that is used for all runs associated with that treatment combination. This environment 
is represented in the CSTL ontology by the Treatment Combination Test Environment 
class. This class serves as a bridge between the statistical experiment design structure 
of the experiment and the system under test as embedded in the test. Individuals of the 
Treatment Combination Test Environment class are linked to two major individuals 
that further describe the test environment. These are members of the Network and 
Cyber Scientific Test Procedure ontology classes, each of which will be described in 
this section. 

3.1   Network Topology Concepts 

The networktopology.owl module provides extensions to the basic CSTL network con-
cepts. The fundamental network concept is the Network Topology, which can describe 
either the logical topology or the physical topology of the network. The basic model 
for the network topology is a graph defined by a set of links and nodes. In most cases 
these links are symmetric but the network topology ontology does include terms to 
model asymmetric networks. Links are associated with nodes via the “Has Endpoint” 
property. Nodes may be directly asserted to be members of the network topology, but it 
is preferable to infer that the nodes belong to the topology using the property chain 
Has Link composed with Has Endpoint implies Has Node. Additional link and node 
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properties such as bandwidth, latency, addressing, and subnet masks are also defined in 
the network topology ontology. The current version of this ontology focuses on IPv4 
terminology that is compatible with ns, but does provide for extensions to other ad-
dressing protocols. 

The nodes and links provide the topological view of the network. Each node may 
also be associated with a device such as a computer host or a routing device. The 
network topology ontology provides object properties to make these associations. 

A simple view of the network topology ontology is shown in Fig. 2. 

 

Fig. 2. Simple Network Topology 

3.2   Test Procedures 

The test environment is also linked to an individual from the Cyber Scientific Test 
Procedure class. This class serves as a collector for test instructions and event execu-
tion scripts. Test instructions can include written instructions for those aspects of the 
test that are not automated, or ground rules for human-in-the-loop experiments. Event 
execution scripts are described in Section 5. 

4   Asset Description 

A major portion of the CSTL ontology library is the collection of concepts that de-
scribe hardware and software assets. The asset description ontology included in CSTL 
is described at length in [2]. In this section we summarize the use of asset descriptions 
in CSTL. 

4.1   Hardware and Software Assets 

Repeatable experiment specification requires precise definition of the system under 
test and the testbed articles. For computers and other devices, a full description  
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includes identification of hardware components and installed software. Assets are 
described nominally (make and model) and according to their functions. Software 
asset function descriptions also specify installation and runtime dependencies and 
compatibility with other software and hardware. 

4.2   Recipes, Images, and Asset Controllers 

A goal of the NCR is automation of cyber experiments so that they can be performed 
quickly and exactly. This is important for efficiency in large-scale experiments involv-
ing large numbers of nodes and links, treatment and factor variables, or runs per treat-
ment combination. Leveraging previous experience with Emulab [7], CSTL includes 
terms to describe the recipes used to build and configure host assets using disk images 
and asset controllers. Asset controllers are auxiliary software assets that can install and 
configure software on hosts. Disk images and partitions are prebuilt and copied to the 
experiment host. Host recipes coordinate and specify the building of host assets from 
images and asset controllers. The recipe optionally starts with a disk image loader 
which identifies the image that is to be copied onto the host and which partition is to be 
booted. The recipe then specifies an ordered list of recipe steps, each of which points to 
an asset controller and provides parameter value assignments for items such as license 
keys or installation directories. During testbed buildout, experiment control software 
builds the hosts according to the information contained in the host recipe. 

Figure 3 illustrates the classes and object properties that describe the building of 
host assets from recipes via images and asset controllers.  

Given a recipe, a reasoner can determine what software asset types are installed on 
each host in the experiment by following property chains using the object properties 
shown above. There are two property chains that provide this information, represented 
by paths from Host Asset to Software Asset or Software Asset Type respectively. 
Absent a reasoner, this information can also be computed by joining SPARQL queries 
over an RDF graph. 

5   Test Execution 

CSTL includes terms to describe the control structures and events involved during the 
performance of experiment runs. These include execution scripts, event coordination, 
and production of network traffic. 

5.1   Event Execution Language 

The Lockheed Martin implementation of NCR features a scripting language for the 
execution of test events. This Event Execution Language (EEL) is not directly ontolo-
gy-based. Rather, CSTL encapsulates EEL scripts and can express script arguments. 
Each test procedure may refer to a set of EEL scripts for testbed buildout, validation, 
test execution, data archiving, post-test analysis, and testbed sanitization associated 
with it. Additionally, EEL scripts may be passed argument values in a manner ana-
logous to the manner of providing parameters for asset controllers described in Sec-
tion 4.2. So, while EEL is mostly opaque to CSTL, CSTL still provides ways to link 
to appropriate EEL content. 
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Fig. 3. Recipes, Images, and Asset Controllers 

5.2   Test Execution Control Infrastructure 

To ensure that test events are triggered automatically, in a synchronized fashion, the 
testbed needs to provide control infrastructure that interacts with the system under test 
but is not part of the system under test. The test designer does not usually need to speci-
fy the details for the control network at test specification. However, CSTL does need to 
be able to describe the control infrastructure for two reasons. First, elements of the sys-
tem under test need to be identified as connection points for the control infrastructure. 
Second, after the test has been performed it is important to record all of the elements of 
the testbed and the system under test for provenance and experiment repeatability. 

The Lockheed Martin implementation of NCR includes deployment of a test event 
timing execution server (TET Server) and test management control/view application 
(TMVC) for test directors. CSTL provides descriptions for these as well as test event 
execution software added to the hosts in the system under test.  

5.3   Artificial Network Traffic Generation 

In order to run a cyber experiment that represents real network usage without requir-
ing humans in the loop, it is necessary to generate network traffic artificially. As used 
by Lockheed Martin in NCR, artificial traffic generation is managed by a node in the 
control network, built according to a pre-defined recipe expressed in CSTL. Hosts in 
the system under test are also provided with additional instrumentation software to 
support the generation of web browsing or email traffic. 

Similarly to TET and TMVC, the traffic generation control node and additional 
experiment host software are described in CSTL and included with the full descrip-
tion of the experiment after execution. 
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6   Data Analysis and Visualization 

Collecting the appropriate data, analyzing it, and visualizing it are important aspects of 
experimentation. The nature of cyber experimentation is such that large-scale experi-
ments with a myriad of potential data elements are possible. In order to keep up with the 
pace of the experiment and to ensure all of the desired data is collected, it is imperative 
that the test specification include descriptions for the sensors and data to be collected. 

6.1   Sensors and Metrics 

Many of the sensors that are used to collect experiment data are themselves software 
applications, resident on either the hosts in the system under test or on the control 
network. When software sensors are installed on experiment hosts there is a slight 
potential for interference with the experiment itself. For example, a CPU load-
monitoring sensor contributes in a small way to the load on the CPU. Therefore, to 
facilitate scientific rigor and provenance, it is important to capture details about the 
sensors and their operation during the experiment. Additionally, the sensors need to 
be controlled by the test event subsystem using the EEL language. For this reason the 
CSTL representation for sensors includes descriptions of the EEL statements used to 
control the sensor. The sensor description also includes asset descriptions for the sen-
sor assets as discussed in Section 4.1. 

The sensors provide the data observations. Normally, the raw observations are only 
useful to the extent that they can be used to compute metrics describing the performance 
of the system under test. These metrics are computed using the data analysis subsystem 
described in Section 6.2. The test scientist selects the metrics. CSTL describes these 
metrics in terms of the sensors from which they receive input and other parameters. 

6.2   Data Archiving and Analysis Subsystem 

To support data archiving and analysis, the experiment control network includes a 
Data Analytics Supercomputer (DAS) developed by Lexis-Nexis [8]. As part of expe-
riment definition the test scientist also needs to provide some details for DAS opera-
tion, including data archiving location and frequency and metric computation inter-
vals. For provenance reasons this is also encoded in CSTL and saved with the expe-
riment description. 

7   Templates 

There are two major cases where cyber experiment descriptions require the descrip-
tion of individuals that are identical modulo a small set of data property values or 
object property linkages. The first major case occurs most frequently during scalabili-
ty testing, where a large number of identical hosts are added to the system under test. 
The second major case occurs with the addition of control network infrastructure to 
the testbed. To support these major cases, CSTL provides for the creation, applica-
tion, and instantiation of templates. The idea behind a template is that it provides the 
instructions needed to create a set of individuals that can be linked into the Resource 
Description Framework (RDF) graph of ontology individuals that describes the test 
specification. In some cases, the graph of the template looks like the graph of the 



106 P. Haglich et al. 

individuals generated from it, with Internationalized Resource Identifiers (IRIs) as-
signed and data property values provided. The specification of a template includes 
object parameters, data parameters, invariant parameters, and multiplicity values. 

The framework for templates that we developed for CSTL is not limited to use in 
cyber test specification. Thus, the same approach would work in other domains. A 
detailed exposition of our template approach will appear in a future paper. In the re-
mainder of this section we will discuss the main ways templates are used in CSTL. 

7.1   Templates for Cloning 

One common scenario in cyber testing is the connection of multiple hosts to a switch 
or router in a star network topology as part of the system under test. The hosts may be 
identical except for host name and IP address assignment. That is, they may all be 
built from the same recipe or disk image. The experiment may vary the number of 
hosts for purposes of scalability testing. The template for this network would feature: 

• Object parameters for the hosts, network nodes, and network links. 
• Invariant (singleton) object parameters for the host recipe, the switch and its net-

work node. 
• Data parameters for switch, host, node, and link characteristics. 
• A multiplicity parameter for the number of hosts desired, expressed as a data 

property value on the host node object parameter individual. 

The template is illustrated in Fig. 4. An instantiation of the template is shown in Fig. 5. 

 

Fig. 4. Example Star Topology Template 



 Cyber Scientific Test Language 107 

 

Fig. 5. Star Topology Template Instantiated 

The instantiation of the template produced 12 new individuals, 11 object property 
assertions linking them, and four data property assertions. The resulting network has 
three host nodes connected to a single switch node. Different values for the multiplici-
ty parameter would have produced different numbers of hosts, host nodes, and links. 
Tying this back to the design of experiment considerations discussed in Section 2.3, 
one can envision an experiment design with two factors:  the number of hosts in the 
network and the software recipe used to build each of the hosts. For example, one of 
the treatment combinations might use seven hosts and recipe “B”. Another might use 
five hosts and recipe “A”. The setting values would be used as parameter assignments 
by the template to quickly define the system under test for a given run. 

7.2   Templates for Test Infrastructure 

The second major motivating case for using templates is the use of predefined test 
support assets in the experiment. For example, artificial traffic generation requires the 
installation of client software on hosts in the system under test. In Fig. 6 we see an 
example of such a template. Traffic generation requires software added to the experi-
ment hosts to control Thunderbird for email and Internet Explorer for web browsing. 
The template is applied to the system under test by passing IRIs for the hosts and their 
recipes as arguments. The recipe extension individual is created and linked to the 
recipe steps and the original recipe for the host via appropriate object properties. 

The Lockheed Martin specific portion of the CSTL ontology library includes simi-
lar templates for traffic generation, test execution, test management view, and sensors. 
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Fig. 6. Traffic Generation Support Template 

8   Sparse Descriptions 

In cyber testing it is not desirable to require a test scientist to provide exact descrip-
tions of all aspects of the elements of the system under test. For example, the test 
scientist may not care about the exact clock speed of host CPUs above some mini-
mum threshold. Furthermore, range scheduling is more flexible when reasonable 
substitute assets can be used in experiments. For this reason CSTL has adopted the 
notion of sparse description of test assets. A sparse description defines a class expres-
sion on the set of available asset types. It may be associated with a query on the in-
ventory of assets at the range to determine a set of acceptable assets for use in the 
experiment. This allows the test scientist to focus on the characteristics of greatest 
importance while being flexible in other characteristics. It also allows the range facili-
ty operator to apply additional business rules in scheduling range assets while meeting 
the needs of the test scientists. 

As we studied the situations where sparse descriptions were desired we realized 
that there are two fundamental kinds of sparseness. The first kind we refer to as cate-
gorical sparseness. The simplest form of categorical sparseness is a named ontology 
class. (For example, “x86 Host Asset Type”.)  More complicated categorical sparse-
ness might include existential restrictions on object properties defined on a base class. 
(Example: “Software providing the NTP Client Function”). The second kind of 
sparseness we refer to as range-constrained sparseness. This kind of sparseness fo-
cuses on values for data properties and whether they fall in a particular range. An 
example might be “Processor with clock speed no less than 2.0 GHz”.  

Sparse descriptions correspond naturally with queries against the knowledge base 
to list the individuals that fit the sparse descriptions. For example, in the SPARQL [9] 
query language, data property value range constraints correspond to FILTER state-
ments in queries.  



 Cyber Scientific Test Language 109 

Please note that while the idea of a sparse description was motivated by some of 
the challenges of cyber test design and planning, the idea can be generalized to other 
domains. 

9   Transforms 

While CSTL can be used to represent most of the details of a cyber experiment, there 
are some components of the NCR that require different input formats. Also, there are 
elements of the experiment lifecycle that require code to perform transformations on 
the test specification. For this reason the Lockheed Martin team has developed a set of 
transformations that operate on CSTL to produce either modified CSTL or other out-
put formats. These transformations are performed by custom Java code using the Jena 
OWL Microreasoner [10]. Some of the CSTL transforms are: 

• NS Translator: This transform takes a CSTL network description in OWL and 
produces a network description in ns format, suitable for use by Emulab. 

• Treatment Combination Expansion Transform: This transform creates treat-
ment combination test environments from a basic test environment and the col-
lection of factor settings from the experiment design. The input and output are 
both expressed in CSTL. 

• Recipe Infrastructure Transform: This transform takes host recipes as inputs 
and extends them to add several pieces of software needed for test instrumenta-
tion. The input and output of the transform are expressed in CSTL. 

• Template Instantiator: As the name suggests, this transform takes a template 
specification in CSTL along with parameter value assignments and produces the 
resulting individuals in a similar manner to that discussed in Sections 7.1 and 7.2. 
The output format is CSTL. 

10   Query Library 

In addition to the CSTL ontology library, we have developed a library of knowledge 
base queries in the SPARQL language. These queries are used by components of 
NCR to retrieve germane information. For example, tools to automatically build the 
system under test in the testbed perform queries against the test specification to de-
termine which disk images and installers to use. The query library contains many 
queries that can be used by any tool that can execute SPARQL queries. An additional 
use of the query library is in regression testing. A collection of sample test specifica-
tions serves as an adjunct extension to the main CSTL ontology library. Whenever 
changes are made to CSTL we can run the query library and compare it with a base-
line set of results to determine the impact of the ontology changes. We can examine 
this impact from the standpoint of APIs for the NCR software components that use 
the query. We also have a set of sanity check queries that allow us to look for missing 
or correct information that might result from an ontology change. 
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11   Challenges 

The development of the CSTL ontology library presented a number of challenges. 
These are categorized and discussed below. 

11.1   Reasoner Support and OWL 2 Features 

The CSTL ontology library is fairly complex. We wished to leverage OWL 2 features 
such as property chains to express natural domain axioms. We mentioned some of 
these earlier in the paper. Unfortunately, the available reasoners that could compute 
property chains were unable to reason on the whole of the CSTL ontology library in a 
satisfactory time. Therefore we had to suspend the use of property chains and require 
tools to make assertions of statements that would have been derivable using property 
chains. We are hopeful that as reasoners get more capable we will be able to return to 
using these advanced features in the future. 

11.2   Second-Order Reasoning and Punning 

There were a few cases where the design of CSTL had the potential to require second 
order reasoning. One of these areas, involving assets, asset types, and classes of asset 
types, is discussed in [2]. The second case arose in the development of templates, 
specifically in the application of data parameters. The description of how a template 
data parameter is to be applied needs to identify the appropriate data property in the 
ontology that provides the predicate for the assertion (subject, predicate, assigned data 
value). We did not want to use an object property that took the data property as a 
value, as this would cause difficulty in reasoning. To work around this, we use the IRI 
for the data property as a data value, which provides enough information to the tem-
plate instantiator. 

12   Summary 

This paper provided an overview of the Cyber Scientific Test Language (CSTL) on-
tology library as used by the Lockheed Martin team for the National Cyber Range 
(NCR). CSTL can be used to describe experiment design, the computer systems and 
networks under test, test instrumentation, test planning and administration details, and 
data analysis. Test specification and reports expressed in CSTL facilitate knowledge 
management and provenance of results. CSTL includes approaches for the use of 
templates and sparse descriptions that are broadly applicable outside of the cyber 
domain. 

The Lockheed Martin implementation of NCR includes custom code for transform-
ing CSTL, with output to CSTL or other languages such as ns. An extensive query 
library is used as an API for NCR components and for regression testing. The imple-
mentation of a knowledge base for NCR needed to overcome or work around some 
challenges that limited our ability to use the full expressivity of OWL 2. We hope to 
overcome this in the future. 
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Abstract. Business-critical legacy applications often rely on relational
databases to sustain daily operations. Introducing Semantic Web tech-
nology in newly developed systems is often difficult, as these systems
need to run in tandem with their predecessors and cooperatively read
and update existing data.

A common pattern is to incrementally migrate data from a legacy
system to its successor by running the new system in parallel, with a
data bridge in between. Existing approaches that can be deployed as
a data bridge in theory, restrict Semantic Web-enabled applications to
read legacy data in practice, disallowing update operations completely.

This paper explains how our RDB-to-RDF platform OntoAccess
can be used to transition legacy systems into Semantic Web-enabled
applications. By means of a case study, we exemplify how we successfully
made a bridge between one of our own large-scale legacy systems and its
long-term replacement. We elaborate on challenges we faced during the
migration process and how we were able to overcome them.

1 Introduction

The field of software engineering is in a constant state of flux. New paradigms,
programming languages, frameworks, and tools gain tremendous momentum all
of a sudden – and then they sink into oblivion as quickly as they have emerged.
Short time-to-marked intervals are therefore critical for the success of new tools,
be it in an industrial context or in research.

In contrast to short-lived tools, the body of acquired knowledge of a company
usually evolves less rapidly and sometimes even remains relevant for decades,
stored as data in different, mostly relational databases (RDB). This inevitably
leads to challenges, when different generations of applications have to operate
on this data.

There are legacy systems relying on a relational view of the database—these
applications can not easily be upgraded or simply taken offline and thrown away
when requirements change. Legacy systems are often crucial for daily operations
and therefore need to be highly available. They are inherently valuable to many
organizations but bear typical problems: Maintenance and especially further
development have become difficult and costly.
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These circumstances and new business opportunities emerging with the advent
of paradigms, such as Service-Oriented Architectures and the Semantic Web, lead
to the development of next-generation systems. While new development opens
the door for incorporating recent best-practices and state-of-the-art technologies,
the newly developed applications usually will run in tandem with legacy systems
and still need to access legacy databases.

In such scenarios, it is common to make a bridge to the new town, that is,
to incrementally migrate data from a legacy system by running the new system
in parallel, with a data bridge in between [8]. Tools such as D2R Server [4]
and OpenLink Virtuoso [9] serve RDF views on relational databases. However,
they restrict Semantic Web-enabled applications to read legacy data, disallowing
update operations completely.

In this paper, we describe how our RDB-to-RDF platform OntoAccess [19]
can be used to facilitate the transition from legacy systems to Semantic Web-
enabled applications in practice. OntoAccess provides a semantic layer on top
of existing relational databases. It enables RDF-based read and write access to
relational data. Based on mappings that bridge the conceptual gap between RDF
and the relational model, a mediator translates Semantic Web requests on-the-
fly to SQL. This enables relational and RDF-based applications to cooperate
on the same data and to further exploit the advantages of the well established
database technology such as query performance, scalability, transaction support,
and security.

The contribution of this paper is a case study on how we successfully used
OntoAccess to advance our Eclipse-based software evolution analysis frame-
work Evolizer [13] to Sofas [17], a service-oriented, distributed, and collab-
orative software analysis platform. We describe use cases where existing RDB-
to-RDF approaches are insufficient and an approach such as OntoAccess is
needed.

The remainder of this paper is structured as follows. Section 2 gives a brief
introduction to the two systems between which OntoAccess acts as a data-
bridge: Evolizer and Sofas. OntoAccess itself bridges the conceptual gap
between the relational model and RDF. It is described in Section 3. In Section 4,
we present the case study on how we successfully used OntoAccess to advance
Evolizer to Sofas. Related work in the context of RDB-to-RDF mapping is
reviewed in Section 5. Section 6 concludes this paper with a summary.

2 Background

In this section, we describe our two platforms for software analysis that run
in tandem and are able to share data thanks to OntoAccess. The first plat-
form, Evolizer, is considered to be a legacy system, whereas Sofas represents
our latest ambitions in providing a scalable, distributed means to analyze the
evolution of a software system.
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2.1 Evolizer

In the past, we have developed Evolizer [13] – a plug-in-based software evolu-
tion analysis and research platform, tightly woven into the Eclipse IDE.

At its core, Evolizer is based on the idea of a Release History Database
(RHDB) [11]. It is implemented as a set of Eclipse plug-ins and integrates infor-
mation originating from different software repositories, such as version control,
issue tracking, mailing lists, etc. The combination of this diverse, yet intercon-
nected data allows one to uncover and analyze the many different facets of the
evolution of a software system and its parts. Examples are the system’s fine-
grained change history or bug-proneness over time, as well as a complete source
code model.

Evolizer has become a typical legacy system over time: While the platform
is still in active use, it becomes harder to adapt it to new requirements and
recent advances in technology. The tight coupling to Eclipse makes it hard to
adapt and re-use Evolizer’s tools and algorithms in new environments such as
in a service-oriented context. Further, the RHDB is based on classical relational
database technology. It is therefore difficult to interlink information stored in
the RHDB with other external data sources, because the relations that we store
are local – not universal – and our entities lack unique resource identifiers that
can be dereferenced over the Internet. Synergies with related approaches are
therefore difficult to exploit. Evolizer’s models also lack explicit semantics,
such as cardinality, transitivity, symmetry, and so on. Bringing Evolizer and
its RHDB to the Semantic Web would therefore be desirable.

Evolizer is still very valuable and our RHDB contains data about the soft-
ware life-cycle of hundreds of systems. Re-importing this vast amount of data
from version control and bug tracking systems would take months, and some of
these repositories might not even be available online anymore.

To overcome these limitations, we are in need of a gradual migration path
from Evolizer to the next generation of software evolution analysis platforms,
allowing us to run the existing platform together with its replacement for the
years to come.

2.2 SOFAS

Evolizer allowed us to combine and analyze different aspects of a software’s
evolution and its development. However, we realized that a big potential lies in
having analyses easily accessible and composable, without platform and language
limitations, and not having to install and configure particular tools. Based on
these premises, we introduced the concept of “Software Analysis as a Service”
[16]: getting easy access to different analyses from various tools and providers
using Web services. We implemented that concept into a lightweight and flexible
platform called Sofas (SOFtware Analysis Services) [17].

Sofas follows the principles of a RESTful architecture [10] and allows for a
simple yet effective provisioning and use of software analyses based upon the
principles of Representational State Transfer around resources on the Web. Its
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architecture is made up by three main constituents: Software Analysis Web Ser-
vices, a Software Analysis Broker, and Software Analysis Ontologies. The services
expose their functionalities and data through standard RESTful Web service in-
terfaces. The Software Analysis Broker acts as the service manager and provides
the interface between the services and the users. It contains a catalog of all the
registered analysis services with respect to a specific software analysis taxonomy.
As such, the domain of analysis services is described in a semantic way, enabling
users to browse and search for their analysis service of interest. The ontologies –
we call them SEON (cf. Section 4.2) – are used to define and represent the RDF
data consumed and produced by the different services.

3 OntoAccess as a Bridge to the New Town

OntoAccess is a RDB-to-RDF mediation platform that enables Semantic Web-
based applications to operate on relational data. It provides a semantic layer on
top of existing relational databases to enable RDF-based read and write access
to the relational data. Semantic Web requests, i.e., query and update requests,
are translated on-the-fly to SQL for execution in the database. OntoAccess
therefore eliminates the need for mirroring and synchronizing the relational data
and the RDF representation – both data models always operate on the same
state of the data. This results in a cooperative use of the data in RDF-based
as well as in relational applications. In addition, mediation allows one to fur-
ther exploit the advantages of the well-established database technology such as
query performance, scalability, transaction support, and security. The existing,
read-only RDB-to-RDF mapping approaches are limited to data warehouse-like
applications where the data can be queried and analyzed but not modified. In
comparison, OntoAccess puts relational databases on par with native RDF
triple stores by allowing read and write access to the data. This facilitates the
transition from RDB-based legacy systems to Semantic Web-enabled applica-
tions in practice.

3.1 Architectural Principles of OntoAccess

OntoAccess is designed and implemented as an extensible platform. It encap-
sulates the RDB-to-RDF translation logic in the core layer which provides the
foundation for an extensible set of data access interfaces in the interface layer.
The RDB-to-RDF core is responsible for the translation of RDF-based request
to SQL and interacts with the database system. The interface layer exposes
the functionality of the OntoAccess core to RDF-based applications via dif-
ferent data access approaches. It translates the interface-specific operations to
the basic OntoAccess operations, and results back into the interface-specific
format. This facilitates the development of additional data access interfaces be-
cause the main RDB-to-RDF translation work is performed in the core layer.
Currently, the OntoAccess platform supports data access via SPARQL [23],
SPARQL/Update [24], Linked Data [2], and various Semantic Web Frameworks,
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such as Jena, Sesame, and RDF2Go.1 The data access interfaces are accessible
via a HTTP service endpoint if deployed as a stand-alone server. Alternatively,
OntoAccess can be integrated into other applications as a library, in which
case the data access interfaces are exposed via specific APIs. Figure 1 presents
an overview of the overall architecture of OntoAccess and exemplifies how it
can be used as a data-bridge in the context of Sofas and the Evolizer RHDB.
Next, before we discuss this example in detail in Section 4, we elaborate on the
mapping principles of OntoAccess.

3.2 Mapping Principles of OntoAccess

Mediation requires a mapping from concepts in a relational database schema to
terms defined in an ontology. For OntoAccess, we developed R3M [20] as a bidi-
rectional RDB-to-RDF mapping language that incorporates the requirements of
RDF-based write access to relational databases. Existing mapping languages de-
veloped for read-only use cases are unsuitable for write access as shown in [15]
and by D2R/Update.2

R3M extends the mapping approach described in [3]. Tables of the database
schema are mapped to classes in an ontology and the attributes of those ta-
bles to properties. Special support is provided for link tables that are used to
represent M:N relationships in the relational model. As such helper constructs
are not needed in RDF, link tables are mapped to properties instead of classes.
In addition, R3M mappings contain information about datatypes, as well as in-
tegrity constraints of the database schema. This results in a mapping language
that is not as expressive as the existing, read-only languages (cf. [21]) but it
is sufficient to cover many application scenarios, including the one presented in
this paper. In general, R3M is targeted at mapping highly normalized relational
database schemata such as the ones generated by object-relational mappers

1 http://openjena.org/, http://openrdf.org/, http://rdf2go.semweb4j.org/
2 http://d2rqupdate.cs.technion.ac.il/

http://openjena.org/
http://openrdf.org/
http://rdf2go.semweb4j.org/
http://d2rqupdate.cs.technion.ac.il/
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Listing 1.1. Example R3M Mappings

1 a ) ex : r e v i s i o n a r3m : TableMap ;
2 r3m : hasTableName " Rev is ion " ;
3 r3m : mapsToClass ver : Vers ion ;
4 r3m : u r iPat t e rn "http : / / . . . / r ev i s i on_%%number%%";
5 r3m : hasAt t r ibute ex : revision_number , . . . .
6
7 b) ex : revision_number a r3m : AttributeMap ;
8 r3m : hasAttributeName "number " ;
9 r3m : mapsToObjectProperty ver : hasID ;

10 r3m : dbType [ a r3m : VarChar ;
11 r3m : l ength 255 ] ;
12 r3m : hasConstra int [ a r3m : NotNull ] .
13
14 c ) ex : r e l e a s e_ r e v i s i o n a r3m : LinkTableMap ;
15 r3m : hasTableName "Release_Revision " ;
16 r3m : mapsToObjectProperty ver : compr ises ;
17 r3m : hasSub jec tAt t r ibu t e ex : r r_ r e l e a s e ;
18 r3m : hasObjectAttr ibute ex : r r_ r ev i s i on .

(e.g., Hibernate3), and at the so-called direct mapping where an equivalent RDF
representation of the relational data is needed (e.g., for use cases as described
in [12]).

Listing 1.1 presents examples of the three main mapping constructs in R3M.
The namespace prefixes used in the examples are defined as follows: r3m rep-
resents our mapping language vocabulary http://ontoaccess.org/r3m/ while
ex is used for the namespace http://example.com/mapping/ of our example
mapping. ver represents the namespace of the SEON version control
ontology http://evolizer.org/ontologies/seon/2010/03/versions.owl
(cf. Section 4.2). Listing 1.1a) depicts a TableMap representing the mapping
of a database table to a class in the ontology. A TableMap contains the name
of the table (line 2) and the class it is mapped to (line 3). The URI pattern
(line 4, abbreviated) is used to generate the URIs for instances of this table
based on values of table attributes that are specified between double percentage
signs (e.g. %%number%% where number is the name of an unique attribute such
as the primary key). A TableMap further contains a list of AttributeMaps (line 5,
abbreviated).

Listing 1.1b) presents an example of an AttributeMap that maps a database
attribute to a property in the ontology. An AttributeMap contains the name of
the attribute in the database schema (line 8) and the property it is mapped to
(line 9). Additionally, an AttributeMap includes information about the datatype
of the database attribute (lines 10 and 11) as well as information about (database)
constraints defined on that attribute (e.g., a not null constraint; line 12). R3M

3 http://hibernate.org/

http://ontoaccess.org/r3m/
http://example.com/mapping/
http://evolizer.org/ontologies/seon/2010/03/versions.owl
http://hibernate.org/
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supports the constraints r3m:PrimaryKey,r3m:ForeignKey, r3m:NotNull, r3m-
:Default, and r3m:Check.

Listing 1.1c) shows a LinkTableMap representing the mapping of a link table
to an ontology property. A LinkTableMap specifies the name of the link table in
the database (line 15) and the property it is mapped to (line 16). A link table
always contains two foreign key attributes that point to the tables of the N:M
relationship. These attributes are represented as AttributeMaps (line 17 and 18)
that provide the names of the attributes, the foreign key references to the tables,
and the direction of the relationship (from subject to object).

4 A Case Study on Bridging Software Analysis Data

To motivate our case study, we present use cases that require interoperability be-
tween Evolizer and Sofas. These use cases need a bidirectional data exchange,
i.e., from Evolizer to Sofas and vice versa.

First, Evolizer contains data about hundreds of software systems that were
imported over the past years (cf. Section 2.1). The Sofas platform needs to
be able to access this data without the need for re-importing it. This requires
RDF-based read access to the Evolizer database. Second, Evolizer imple-
ments importers to import source code and history data from centralized version
control systems, such as CVS and SVN. Lately decentralized version control sys-
tems, such as Git or Mercurial, gained popularity. Therefore, respective import
services were developed for the Sofas platform. The data produced by these
importer services is modeled in RDF, based on the SEON ontologies described
in Section 4.2. This data is also valuable to Evolizer because existing tools
could be used to leverage it. This, however, requires RDF-based write access
to the Evolizer database. Lastly, Sofas implements an extensible framework
to compute software metrics on the data. Again, this data is modeled in RDF,
but matching relations are available in the Evolizer database schema. RDF-
based write access to the RHDB is needed to make the metrics data available to
Evolizer.

These use cases indicate that, for making a bridge between Evolizer and
Sofas, a RDB-to-RDF mapper is needed that provides RDF-based read and
write access to relational data. Whereas existing approaches are limited to read-
only queries, we developed OntoAccess that provides read and write access. In
the remainder of this section, we present the relational data model of Evolizer,
the ontology-based data model of Sofas, and how the mapping of OntoAccess
is used to bridge the conceptual gap between these two data models. We further
discuss challenges we encountered during this case study.

4.1 Data Schema of Software Analysis within Evolizer

The data schema of Evolizer consists of several distinct parts covering many
aspects of the Software Engineering domain. For this case study, we focus on
those parts that are concerned with historical aspects and with source code
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information. The history model is generic, i.e., it applies to a certain extent
to centralized version control systems, as well as to distributed ones. In the
following, we describe the most important parts of our schema. An overview of
the simplified version of the schema is given in Figure 2; the full schema consists
of approximately 40 distinct tables.

One of the core entities is Revision. A revision is a particular version of a
file; a Person, that is to say a software developer, edits a file, and commits the
modifications to the version control system. The latter tracks the date of the
commit, the reason for the modification (i.e., the commit message provided by
the developer), as well as additional information such as the number of lines that
were affected. A Release constitutes an important milestone in the life-cycle of a
software system. It is often identified by a codename and contains a snapshot of
the most recent revisions of all the files at the release data. New or experimental
features, as well as bug fixes, are often developed on a Branch. Once the code is
stable, it is merged back into the trunk.

To obtain a meaningful source code model, the system under analysis needs
to be in a consistent state. This is generally guaranteed only for a release and
therefore, for revisions that are part of a release, we can parse the source code
and instantiate a reasonable model accordingly. A revision then corresponds to
one top-level Class in Java, C#, etc. Classes have a set of members, i.e., they
contain Attributes and Methods. Classes, attributes, and methods are generalized
into Entities.

Relationships between source code entities, such as Invocations between meth-
ods, Accesses from methods to attributes, and Inheritance between classes, are
also made explicit by representing them as an association class or link table.
While they are hard to distinguish from real entities, this is the only means that
the relational model provides when we want to explicitly query for relationships.

Entities can be measured. Such a Measurement is specified by a metric, for
example ’number of lines of code’ for a class or method, or ’number of accesses’
for an attribute, and the value that has been measured.

4.2 Ontologies of Software Analysis within SOFAS

To describe the data produced and consumed by Sofas, we developed a family of
Software Evolution ONtologies (SEON). They describe different aspects of soft-
ware and its evolution, such as version control, issue tracking, static source code
structure, change coupling, software design metrics, and so on. SEON is orga-
nized as several ontology pyramids. For each of the major subdomains, we have
developed higher level ontologies defining their common concepts. For system-
specific or language-dependent concepts we developed some concrete low-level
ontologies. For instance, there is a high-level version control ontology and several
low-level ontologies for concrete version control systems, such as CVS, SVN, and
Git, that extend the high-level version control ontology. In this paper, we limit
the discussion to the main terms of the source code ontology and the version con-
trol ontology. The source code ontology models the static source code structures
based on the FAMIX meta model. It is therefore similar to the Evolizer data
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Table 1. Source Code Ontology Overview

Class: Class Class: Method
→ declaresMethod : Method → accessesField : Field
→ declaresField : Field → hasParameter : Parameter
→ isReturnTypeOf : Method → invokesMethod : Method
→ isSubclassOf : Class → hasReturnClass : Class
→ isSuperclassOf : Class → isInvokedByMethod : Method
→ hasName : xsd:string → isMethodOf : Class
Class: Field → hasName : xsd:string
→ isDeclaredFieldOf : Class Class: Parameter
→ isAccessedByMethod : Method → isParameterOf : Method
→ hasName : xsd:string → hasName : xsd:string

Table 2. Version Control Ontology Overview

Class: Version Class: ChangeSet
→ hasID : xsd:string → hasCommitDate : xsd:date
→ follows : Version Class: Branch
→ precedes : Version → hasTag : xsd:string
→ hasCreationDate : xsd:date Class: Release
→ linesAdded : xsd:int → hasReleaseDate : xsd:string
→ linesDeleted : xsd:int → hasTag : xsd:string
→ hasMessage : xsd:string

schema described in the previous section. Table 1 provides an overview of the
main classes and properties of the SEON source code ontology. The full ontology
covers many more concepts such as interfaces, local variables, and exceptions.

The version control ontology models the structure of version control systems
and is based on the data model described in [11]. Table 2 provides an overview
of the main classes and properties of the SEON version control ontology.

4.3 OntoAccess as a Bridge to the New Town of Software Analysis

OntoAccess bridges the conceptual gap between the RDB-based Evolizer and
the Semantic Web-enabled Sofas. It introduces a RDB-to-RDF mapping and pro-
vides on-the-fly translation of RDF-based read and write requests to the Evolizer
RHDB. Table 3 and Table 4 contain an overview of the mapping in a schematic
representation. Again, we focus in the presentation of the mapping on the parts
of the Evolizer RHDB that are relevant to this case study. The mapping uses
the following namespace declarations. ver for the SEON version control ontol-
ogy http://evolizer.org/ontologies/seon/2010/03/versions.owl, top for
http://evolizer.org/ontologies/seon/2010/03/top.owl, java for the
SEON source code ontology http://evolizer.org /ontologies/seon/2009/
06/java.owl, and foaf for http://xmlns.com/foaf/0.1/. Table 3 lists the map-
ping of tables from Figure 2 that represent a domain concept and their attributes.
The table consists of four columns. The first names the table as in Figure 2 and the

http://evolizer.org/ontologies/seon/2010/03/versions.owl
http://evolizer.org/ontologies/seon/2010/03/top.owl
http://evolizer.org /ontologies/seon/2009/06/java.owl
http://evolizer.org /ontologies/seon/2009/06/java.owl
http://xmlns.com/foaf/0.1/
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Table 3. Mapping Overview Part I

table → class attribute → property
Revision → ver:Version number → ver:hasID

previousRevision → ver:follows
nextRevision → ver:precedes
date → ver:hasCreationDate
linesAdded → ver:linesAdded
linesDeleted → ver:linesDeleted
message → ver:hasMessage

Transaction → ver:ChangeSet start → –
end → ver:hasCommitDate

Branch → ver:Branch name → ver:hasTag
File → top:File path → top:filePath
Release → ver:Release name → ver:hasTag

date → ver:hasReleaseDate
Person → foaf:Person name → foaf:name

email → foaf:mbox
Entity → – isAbstract → java:isAbstract

isStatic → java:isStatic
Class → java:Class
Method → java:Method returnType → java:hasReturnType
Attribute → java:Field
Measurement → met:SoftwareMetric metric → met:hasName

value → met:hasValue

second the class in the ontology it is mapped to. Column 3 contains the attributes
of the respective table and their mapping to properties depicted in Column 4. A
dash in the Columns 2 or 4 means that there is no mapping. The table Entity is
not mapped to a class in the ontology but its attributes are mapped to proper-
ties. Entity is just a super type of several of the other concepts and only those
(sub-)concepts are represented in the ontology (cf. Section 4.4).

Table 4 lists the mapping of link tables that represent M:N relationships in
RDBs. As RDF provides different means to represent M:N relationships, such
helper constructs are not needed and those tables are mapped to ontology prop-
erties instead. The table consists of three columns. The first names the link
tables that are represented in Figure 2 as connecting lines between two concepts
or as explicit concepts themselves. In the first case, the name is composed of the
two participating table names separated by an underscore. Column 2 lists the
property that each link table is mapped to. Column 3 lists the corresponding in-
verse property. For instance, the relationship from Release to Revision is mapped
to the property ver:comprises and the inverse relationship from Revision to
Release is mapped to the property ver:appearsIn.

4.4 Discussion

In our case study, we showed how OntoAccess has been successfully deployed
to make a bridge to the new town. It provides a gradual migration path from
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Table 4. Mapping Overview Part II

link table → property : inverse property
Release_Revision → ver:comprises : ver:appearsIn
Branch_Revision → ver:comprises : ver:isOn
Transaction_Revision → ver:comprises : ver:commitedIn
File_Revision → ver:hasVersion : ver:belongsTo
Person_Revision → – : ver:committedBy
Class_Revision → ver:hasSource : –
Method_Class → java:isDeclaredMethodOf : java:declaresMethod
Attribute_Class → java:isDeclaredFieldOf : java:declaresField
Measurement_Entity → met:isMetricOf : met:hasMetric
Inheritance → java:hasSubClass : java:hasSuperClass
Invocation → java:invokesMethod : java:isInvokedByMethod
Access → java:accessField : java:isAccessedByMethod

a legacy system such as Evolizer, to a new platform, in our example Sofas.
We demonstrated how OntoAccess bridges the conceptual gap between the
relational data model of Evolizer and the RDF-based Sofas. We further moti-
vated that existing, read-only RDB-to-RDF mapping approaches are unsuitable
for this application scenario as they limit RDF-based data access to read-only
queries. During this case study, we faced several challenges w.r.t. to the map-
ping in OntoAccess. In the following, we report on two major ones and the
solutions we developed to overcome them.

The first challenge is related to the representation of concept inheritance in re-
lational database systems. Inheritance is a central concept in the object-oriented
methodology and is therefore commonly used in object-oriented systems, includ-
ing Evolizer. Relational, unlike object-relational or object-oriented databases,
do not directly support inheritance. However, there exist three principal strate-
gies to implement inheritance in relational database schemata (cf. [14]): table-
per-hierarchy represents all classes of the inheritance hierarchy in a single table.
This table contains columns for the attributes of all classes and a special col-
umn, called discriminator, that stores the type (i.e., class) for each instance.
Table-per-concrete-class represents each class in its own table. Each of those
tables contains columns for the attributes of the class and all super-classes up
to the root of the inheritance hierarchy. As a result, attributes of a common
super-class are duplicated in all of its sub-classes. The third strategy, called
table-per-subclass, also represents each class in its own table. In contrast to the
table-per-concrete-class strategy, the attributes of the super-class(es) are not du-
plicated as columns in the sub-classes. Instead, a shared primary key is used to
connect the tables representing classes in the inheritance hierarchy.

Evolizer uses different strategies for different inheritance hierarchies, for
example the table-per-hierarchy strategy to implement inheritance for the En-
tity concept and its subconcepts. For the sake of this case study, we had to
add explicit support for mapping inheritance hierarchies to OntoAccess. The
table-per-concrete-class strategy was mappable out-of-the-box since it defines
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Listing 1.2. Extended R3M Mapping Examples

1 a ) ex : method a r3m : TableMap ;
2 r3m : hasTableName "Ent ity " ;
3 r3m : mapsToClass java : Method ;
4 r3m : hasD i sc r iminator ex : method_type ;
5 r3m : u r iPat t e rn "http : / / . . . / method_%%id%%";
6 r3m : hasAt t r ibute ex : method_type , . . . .
7 ex : method_type a r3m : AttributeMap ;
8 r3m : hasAttributeName " ctype " ;
9 r3m : hasValue "Method " .

10
11 b) ex : Method a r3m : TableMap ;
12 r3m : hasTableName "Method " ;
13 r3m : mapsToClass java : Method ;
14 r3m : hasParentTable ex : en t i t y ;
15 r3m : u r iPat t e rn "http : / / . . . / method_%%id%%";
16 r3m : hasAt t r ibute ex : method_returnType .
17 ex : en t i t y a r3m : TableMap ;
18 r3m : hasTableName "Ent ity " ;
19 r3m : hasAtt r ibu te ex : entity_uniqueName , . . . .

one table per class and the tables are independent from each other. Mapping the
other two strategies required support for features such as discriminator columns
and relating tables in a parent-child relationship. We addressed this limitation
by adding explicit mapping constructs to the OntoAccess mapping language.
First, discriminator columns were added to provide support for the table-per-
hierarchy strategy. Since support for mapping a subset of the columns in a table
already exists, it is possible to provide multiple mappings for tables that rep-
resent all classes within an inheritance hierarchy (one mapping for each class).
Each mapping only contains the respective subset of the columns and a descrip-
tion of the discriminator column with its name and value. Listing 1.2a) depicts a
concrete mapping example that is using a discriminator column. We also added
a mapping construct for relating two tables to each other in a parent-child rela-
tionship to provide support for the table-per-subclass strategy. The mapping of a
table can reference another table as its parent table. This enables OntoAccess
to detect that a concept from the application domain is split among multiple
tables in the database schema. As a result, the involved tables can automatically
be joined (on the primary key). Listing 1.2b) depicts a concrete mapping exam-
ple that is using a parent table reference. These two extensions to R3M enable
support for mapping the relational representations of concept inheritance with
all three strategies.

The second challenge is related to defining the RDB-to-RDF mappings. Map-
pings in OntoAccess are encoded in RDF which makes them well-suited for
automatic processing by machines but hinders the accessibility for human users.
Manually defining such mappings is a time-consuming and error-prone task, con-
sisting of mostly repetitive steps. Therefore, tool support for defining mapping
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is indispensable in more complex application scenarios where the number of
database tables and columns is of significance. We built a tool [6] to ease the
definition of OntoAccess mappings. It semi-automatically generates a map-
ping from a RDB schema in two steps. First, it automatically generates a ba-
sic mapping, based on information extracted from the schema catalog of the
database system. Terms of the target ontology are also generated in this step,
based on table and column names in the database schema. Next, the tool dis-
plays a graphical editor for refining the mapping. This step is mainly concerned
with replacing the generated terms with actual terms from the target ontology.
The tool further provides validation of existing mappings to catch errors from
manual editing. The tool is implemented as a plug-in for the ontology editor
Protégé4 to enable quick access to the definition of the target ontology.

5 Related Work

D2R Server [4] is an approach for publishing existing relational databases on the
Semantic Web. Based on mappings expressed in the D2RQ [5] mapping language,
it enables browsing the relational data as RDF via dereferenceable URIs (i.e.,
as Linked Data). Further, support for the SPARQL query language is provided.
D2R is limited to read-only data access, updating RDF data is not supported.

The Virtuoso Universal Server features RDF Views [9] to expose relational
data on the Semantic Web. A declarative Meta Schema Language is used for
defining the mapping of SQL data to RDF vocabularies. This enables the use
of SPARQL as an alternative query language for the relational data. Likewise,
Virtuoso implements a Linked Data interface to these views. RDF Views are
limited to read-only queries.

R2O [1] is an extensible and fully declarative language to describe mappings
between relational database schemata and ontologies. R2O is aimed at situations
where the similarity between the ontology and the database model is low. It has
been conceived to be expressive enough to cope with complex mapping cases
where one model is richer, more generic/specific, or better structured than the
other. This high expressiveness renders R2O mappings read-only.

The W3C has recognized the importance of mapping relational data to the
Semantic Web by starting the RDB2RDF Incubator Group5 (XG) to investigate
the need for standardization. The XG recommended [22] that the W3C initiates
a working group (WG) to define a vendor-independent RDB-to-RDF mapping
language. The RDB2RDF WG6 started its work on R2RML [7] in late 2009.
According to their charter [18], the requirements for updating relational data
are out of scope and are therefore not addressed by the WG. It was shown
in [15] that adding write support to the R2RML approach is impractical.

4 http://protege.stanford.edu/
5 http://www.w3.org/2005/Incubator/rdb2rdf/
6 http://www.w3.org/2001/sw/rdb2rdf/

http://protege.stanford.edu/
http://www.w3.org/2005/Incubator/rdb2rdf/
http://www.w3.org/2001/sw/rdb2rdf/
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6 Conclusions

In theory the Semantic Web provides a common framework that greatly fa-
cilitates data sharing and reuse across application, enterprise, and community
boundaries. In practice its wide adoption is still hampered by the fact that many
organizations have locked away their data in relational databases. Business-
critical legacy applications rely on these databases to sustain daily operations
and newly developed systems often need to run in tandem with their predecessors
until the latter can be gradually phased out. Both, the legacy systems, as well
as their successors, usually need to operate cooperatively on existing data. This
includes reads and updates. A complete paradigm shift in data representation is
therefore often extremely difficult and costly to achieve.

In this paper, we presented OntoAccess, a RDB-to-RDF mediation plat-
form that enables RDF-based read and write access to relational databases. It
greatly facilitates the transition from legacy systems to Semantic Web-enabled
applications in practice by providing a semantic layer on top of existing relational
databases. Semantic Web query and update requests are translated on-the-fly
to SQL for execution in the database system. OntoAccess therefore elimi-
nates the need for mirroring and synchronizing relational data with its RDF
representation and, in addition, allows one to further exploit the advantages of
the well-established database technology, such as query performance, scalability,
transaction support, and security.

In our case study, we have described how we successfully deployed Onto-
Access to provide a gradual migration path between two of our own large-scale
software systems, namely the legacy application Evolizer and its successor, the
Sofas platform. We identified challenges when it comes to mapping inheritance
hierarchies with OntoAccess and we have extended the latter accordingly to
support different inheritance mapping strategies. Further, we established tooling
to semi-automate the process of extracting mappings from a relational database
schema to an ontology.

In summary, judging from the experiences made in our case study, we are
confident that OntoAccess is a valuable tool that will foster the acceptance of
Semantic Web technology in practice.

References

1. Barrasa, J., Corcho, O., Gómez-Pérez, A.: R2O, an Extensible and Semantically
Based Database-to-Ontology Mapping Language. In: Proc. Workshop on Sem. Web
and Databases (August 2004)

2. Berners-Lee, T.: Linked Data (2009),
http://www.w3.org/DesignIssues/LinkedData.html (last visited June 2011)

3. Berners-Lee, T.: Relational Databases on the Semantic Web (2009),
http://www.w3.org/DesignIssues/RDB-RDF.html (last visited June 2011)

4. Bizer, C., Cyganiak, R.: D2R Server – Publishing Releational Databases on the
Semantic Web. In: Proc. Int’l Sem. Web Conf. (November 2006)

5. Bizer, C., Seaborne, A.: D2RQ – Treating Non-RDF Databases as Virtual RDF
Graphs. In: Proc. Int’l Sem. Web Conf. (November 2004)

http://www.w3.org/DesignIssues/LinkedData.html
http://www.w3.org/DesignIssues/RDB-RDF.html


How to "Make a Bridge to the New Town" Using OntoAccess 127

6. Brügger, N.: RDB-RDF Mapping Generation from Relational Database Schemata.
Master’s thesis, University of Zurich (December 2009)

7. Das, S., Sundara, S., Cyganiak, R.: R2RML: RDB to RDF Mapping Language.
W3C Working Draft (October 2010),
http://www.w3.org/TR/2010/WD-r2rml-20101028/

8. Demeyer, S., Ducasse, S., Nierstrasz, O.: Object Oriented Reengineering Patterns.
Morgan Kaufmann Publishers Inc., San Francisco (2002)

9. Erling, O., Mikhailov, I.: RDF Support in the Virtuoso DBMS. In: Proc. of the
SABRE Conf. on Social Sem. Web (September 2007)

10. Fielding, R.T.: Architectural Styles and the Design of Network-based Software
Architectures. Ph.D. thesis, University of California, Irvine (2000)

11. Fischer, M., Pinzger, M., Gall, H.: Populating a Release History Database from
Version Control and Bug Tracking Systems. In: Proc. Int’l Conf. Softw. Mainte-
nance (September 2003)

12. Fürber, C., Hepp, M.: Using SPARQL and SPIN for Data Quality Management
on the Semantic Web. In: Abramowicz, W., Tolksdorf, R. (eds.) BIS 2010. LNBIP,
vol. 47, pp. 35–46. Springer, Heidelberg (2010)

13. Gall, H.C., Fluri, B., Pinzger, M.: Change Analysis with Evolizer and ChangeDis-
tiller. IEEE Softw. (January/February 2009)

14. Garcia-Molina, H., Ullman, J.D., Widom, J.: Database Systems: The Complete
Book. Prentice Hall Press (2008)

15. Garrote, A., Garcia, M.N.M.: RESTful Writable APIs for the Web of Linked Data
Using Relational Storage Solutions. In: Proc. WWW 2011 Workshop on Linked
Data on the Web (April 2011)

16. Ghezzi, G., Gall, H.C.: Towards Software Analysis as a Service. In: Proc. Int’l
ERCIM Workshop on Softw. Evolution and Evolvability (September 2008)

17. Ghezzi, G., Gall, H.C.: SOFAS : A Lightweight Architecture for Software Analysis
as a Service. In: Working IEEE/IFIP Conf. on Softw. Architecture (June 2011)

18. Halpin, H., Herman, I.: RDB2RDF Working Group Charter (2009),
http://www.w3.org/2009/08/rdb2rdf-charter (last visited June 2011)

19. Hert, M.: Relational Databases as Semantic Web Endpoints. In: Proc. European
Sem. Web Conf. (June 2009)

20. Hert, M., Reif, G., Gall, H.C.: Updating Relational Data via SPARQL/Update.
In: EDBT Workshop Proc. (March 2010)

21. Hert, M., Reif, G., Gall, H.C.: A Comparison of RDB-to-RDF Mapping Languages.
In: Proc. Int’l Conf. on Semantic Systems (2011)

22. Malhotra, A.: W3C RDB2RDF Incubator Group Report (January 2009),
http://www.w3.org/2005/Incubator/rdb2rdf/XGR-rdb2rdf-20090126/

23. Prud’hommeaux, E., Seaborne, A.: SPARQL Query Language for RDF. W3C Rec-
ommendation (January 2008),
http://www.w3.org/TR/2008/REC-rdf-sparql-query-20080115/

24. Seaborne, A., Manjunath, G., Bizer, C., Breslin, J., Das, S., Davis, I., Harris, S.,
Idehen, K., Corby, O., Kjernsmo, K., Nowack, B.: SPARQL Update – A Language
for Updating RDF Graphs. W3C Member Submission (July 2008),
http://www.w3.org/Submission/2008/SUBM-SPARQL-Update-20080715/

http://www.w3.org/TR/2010/WD-r2rml-20101028/
http://www.w3.org/2009/08/rdb2rdf-charter
http://www.w3.org/2005/Incubator/rdb2rdf/XGR-rdb2rdf-20090126/
http://www.w3.org/TR/2008/REC-rdf-sparql-query-20080115/
http://www.w3.org/Submission/2008/SUBM-SPARQL-Update-20080715/


The MetaLex Document Server

Legal Documents as Versioned Linked Data

Rinke Hoekstra1,2

1 Leibniz Center for Law, Faculty of Law, University of Amsterdam
hoekstra@uva.nl

2 Computer Science Department, VU University Amsterdam
r.j.hoekstra@vu.nl

http://www.rinkehoekstra.nl

Abstract. This paper introduces theMetaLex Document Server (MDS),
an ongoing project to improve access to legal sources (regulations, court
rulings) by means of a generic legal XML syntax (CEN MetaLex) and
Linked Data. The MDS defines a generic conversion mechanism from
legacy legal XML syntaxes to CEN MetaLex, RDF and Pajek network
files, and discloses content by means of HTTP-based content negotiation,
a SPARQL endpoint and a basic search interface. MDS combines a trans-
parent (versioned) and opaque (content-based) naming scheme for URIs
of parts of legal texts, allowing for tracking of version information at
the URI-level, as well as reverse engineering of versioned metadata from
sources that provide only partial information, such as many web-based
legal content services. The MDS hosts all 28k national regulations of the
Netherlands available since May 2011, comprising some 100M triples.

Keywords: metalex, rdf, legal xml, law, linked open data, open
government.

1 Introduction

Where open government data is concerned, the rules and regulations a govern-
ment imposes on its citizens are arguably close to the top of the list of every
open data enthusiast. Law is the oldest form of open government information in
existence. For it to be effective, the adage holds that “every citizen is expected
to know the law” – ‘knowing’ in the sense of ‘having access to’. Legislation and
court rulings grow in importance. Policy makers are increasingly inclined to ‘gov-
ern by regulation’1, EU directives form an ever more complex legal framework
that shapes national policies and regulations, giving citizens easier access to
supra-national legislatures such as the European court. Businesses are subject
to highly detailed regulations concerning e.g. financial reporting, safety and secu-
rity. Gartner estimates that the cost of meeting regulatory compliance needs will
1 A recent example in The Netherlands was the threat of the Minister of the Interior
to draft legislation that would force municipalities to accept a budget cut and carry
out tasks previously belonging to national government.

L. Aroyo et al. (Eds.): ISWC 2011, Part II, LNCS 7032, pp. 128–143, 2011.
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pose severe problems for smaller banks by 2013.2 Compliance affects businesses
and government agencies alike: how to ensure the minimally required alignment
of internal business processes with (external) regulations?

Regulations are at the heart of modern society, they affect every aspect of our
lives, from public safety, to education, health, environment, food, civil disputes,
traffic, privacy and democracy itself. It is therefore not surprising that many
national governments have been publishing legislation and court rulings on the
web for quite some time now. The National Archive’s Legislation.gov.uk was at
the forefront of the linked open government data wave that hit shore in 2009.3

It set the standard for what governments should do to provide 5-star access to
legal documents.4.

In the Netherlands, the ‘wetten.nl’5 portal was launched in 2003 with all leg-
islation published since 2002. In the following years, earlier legislation, treaties
and other types of regulations were made available through the portal as well. In
several respects, the features of the wetten.nl portal are symptomatic for the way
in which the Dutch government communicates information to its citizens in the
Netherlands: it looks fancy and costs a tonne, but is not flexible. Although cur-
rent versions of regulations are available in XML, they are stripped of essential
information, such as the version date of the document. Wetten.nl presents reg-
ulations as books with hyperlinks; the position of an article within the running
text of a regulation is the only context provided. Given the highly networked
structure of legislation, this traditional restricted presentation is suboptimal: po-
tential alternative ways of serialising one or more regulation texts (e.g. by topic)
are discarded. This is not only a potential problem for businesses and citizens
trying to understand the norms applying to their case, it is problematic for the
civil servants and government organisations that have to apply these norms as
well.

This paper describes our efforts to publish the contents of wetten.nl as 5-
star open data: i.e. to extract, aggregate, reconstruct and enrich the datasource
underlying the wetten.nl portal using publicly accessible webservices, and publish
it both as CEN MetaLex6, as Linked Data, and in a format suitable for social
network analysis. By design, this conversion is independent of the language and
XML format in which regulations are published. This conversion is the first large
scale effort to transform an existing legacy legislative XML format to MetaLex.

Section 2 describes the requirements and use cases for the information that will
be published through the MetaLex Document Server (MDS). Section 3 describes
the current situation in the Netherlands in more detail. Section 4 introduces

2 See http://bit.ly/aND1Rj
3 See http://www.legislation.gov.uk and http://bit.ly/cV2MRu for a discussion
of its features.

4 See http://www.w3.org/DesignIssues/LinkedData.html
5 Literally ‘legislation.nl’, see http://wetten.overheid.nl
6 CEN MetaLex is published as CEN Workshop Agreement, CWA 15710, see
ftp://ftp.cen.eu/CEN/Sectors/List/ICT/CWAs/CWA15710-2010-MetaLex2.pdf

http://bit.ly/aND1Rj
http://www.legislation.gov.uk
http://bit.ly/cV2MRu
http://www.w3.org/DesignIssues/LinkedData.html
http://wetten.overheid.nl
ftp://ftp.cen.eu/CEN/Sectors/List/ICT/CWAs/CWA15710-2010-MetaLex2.pdf
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MetaLex, and is followed by a description of our methodology in section 5.
Section 6 describes the results, followed by a discussion.

2 Use Cases and Requirements

We identify four stakeholders when it concerns the interpretation of legal texts:
citizens, businesses, legal professionals and government bodies. Citizens are ex-
pected to ‘know the law’. Governments have a duty to make the law known
to their citizens. Even though citizens may not be interested or able to under-
stand legal language [6,5], they must at least be offered the opportunity to know
their rights and duties. Businesses have a vested interest in complying to regu-
lations as the (financial) risks of not complying are high, and governments have
the means to check for compliance through audits and obligatory reports. They
therefore need to be kept up-to-date with respect to new or changed regulations
they are subject to.

Legal professionals not only need to be kept up-to-date, but they frequently
require access to non-current versions of regulations when dealing with cases
that emerged prior to the latest change (retroactive enactment is quite seldom).
Even for legal professionals, the texts of regulations are not self explanatory, and
they consult a wide variety of additional sources to interpret the law. Examples
are the official motivation of the legislator, case law, notes provided by other
experts, journals, and reports of parliamentary hearings.

Government bodies enact, enforce, implement and execute regulations. Law is
a large interconnected, and therefore interdependent network of norms. Under-
standing and guiding the effects of new proposed legislation is one of the primary
concerns of the legislator. Currently, legislative drafting largely depends on the
expertise of civil servants, their access to books and legal search engines. In
the Netherlands and Switzerland, no specific editing environment is currently
available: Laws are drafted by editing and sending regular Word documents
around. Secondly, executive agencies have internal business processes that need
to align with all potentially applicable versions of the law. Lastly, government
organisations are increasingly required to share information amongst themselves.
However, organisations form different and sometimes incompatible speech com-
munities. The term ‘income’ means something different for determining social
benefits as it does for taxation. Legislation (and in particular its structure) forms
the ideal ‘coat rack’ for knowledge management and interchange between gov-
ernment bodies.7

2.1 Use Cases

Each of our stakeholders has benefited from the increased transparency offered
by web-based search engines. However, their interests and needs go beyond sim-
ple search. Businesses are increasingly aware of the importance of streamlining

7 With thanks to Hans Overbeek of ICTU for the metaphor.
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their internal operations. The market of business process management suites is
expected to grow to $3.4 billion globally by 2014.8 This provides opportunities
for more fine grained regulatory compliance management: business processes that
are potentially affected by regulations can be identified by explicitly linking them
to applicable norms. Legal professionals working at businesses and government
bodies need to annotate parts of legal texts with interpretations and guidelines,
and share them with their colleagues. Provenance information is essential for
determining the motivation of a legislation: what parliamentary hearings and
led to the current version of an article? Annotation and provenance are a key
requirement in the current modernisation of the legislative drafting system of
the Swiss Federal Chancellery [10].

Regulations are not integrated, different types of ‘law’ are issued by different
government bodies. National government issues legislation, judges produce case
law, and municipalities issue local regulations. Regulations are published on
different websites, a situation that misrepresents the dependencies between them.

It is hard to consistently interpret the meaning of concepts. Regulations con-
tain both ‘hyperlink’ style references to parts of text, as well as ‘imports ’ that
import the meaning of a term from another regulation. Furthermore, the meaning
of a term can be scoped to a particular part of the regulation, such as a chap-
ter or article [12]. To complicate matters, regulations contain so-called ‘deeming
provisions’ that, within a specified scope, assign the label of one concept to an-
other concept. For instance, the provision “for the purposes of this chapter, a
house boat is deemed to be a house” allows the legislative drafter to use the term
‘house’ to refer both to houses and house boats. Although legislative drafters are
very careful to be specific about their choice of words, not all concepts used are
properly introduced.

Not all parts of a regulation are equally important. That is, it is often the
case that a small number of articles hold for the majority of cases regulated by
a law, while the rest deal with more specific cases and exceptions. Furthermore,
although related articles are often grouped within a chapter, this grouping does
not cross the borders of a single law. Even though articles in distinct laws may be
more closely related. The Dutch Immigration and Naturalisation Service (IND)
has to deal with highly dynamic legislation. Knowing what parts of a law matter
most to them, as well as the dependency between articles and their internal
business processes (cf. regulatory compliance) is key in their ability to advice
the ministry on the possibilities and difficulties in amending existing immigration
laws.

The IND has a hard time dealing with all different versions of legislation,
caused by dynamic legislation and lengthy procedures. Legislation follows an
intricate versioning scheme [3,4,7,11]: enactment, efficacy, publication and repeal
dates all interact. This information may even be part of other regulations, e.g.
in the Netherlands efficacy of regulations is typically described by Royal Decree.
Legislation is frequently modified at the sentence level: e.g. a modifying law will

8 Gartner Inc.: ”Forecast: Enterprise Software Markets, Worldwide, 2009-2014, 4Q10
Update, December 2010.
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replace the second sentence of article X. Finally, references between legal texts
can point to a specific version of a regulation, as well as to the ‘current’ version.

Key in these use cases is the ability to refer to parts of legal texts. It requires
persistent identifiers for every element of a legal text. These identifiers should
be dereferencable to the element they describe, or a description of the element’s
metadata. It is furthermore a feature if these identifiers are transparent and
follow a prescribed naming convention. This allows third parties to construct
valid identifiers without having to first query a name service.

To support versioning of legal texts, references, and metadata, requires iden-
tifiers that reflect its different versions. The various parts of a text should be
versioned independently, allowing for transitory regimes. Furthermore, the ver-
sioning mechanism should distinguish between a regulation text as it exists at a
particular time, and the regulation ‘as such’. A likely solution is the adoption of
the distinctions made by the IFLA FRBR [15]:9 the work as a “distinguishable
intellectual or artistic creation” (e.g. the constitution);the expression as the “in-
tellectual or artistic form that a work takes each time it is realised” (e.g. “The
Constitution of July 15th, 2008”); the manifestation as the “physical embodi-
ment of an expression of a work” (e.g. a PDF version of “The Constitution of
July 15th, 2008”); and the item as a “single exemplar of a manifestation” (e.g.
the PDF version of “The Constitution of July 15th, 2008” residing on my USB
stick).

Metadata and annotations should be traceable to the most detailed part of
a text, as well as to its version, when needed. The same requirement holds for
references between texts, allowing for fine-grained analysis of interdependencies
between texts. Current regulation search portals are developed from the perspec-
tive of the issuing government body, and are jurisdiction specific. The document
server should provide a publishing platform that is independent of language,
region and jurisdiction.

3 Wetten.nl and the Basiswettenbestand

Wetten.nl is part of a larger Overheid.nl (government.nl) website that provides
access to a wide range of government information, both legal (national regula-
tions, local regulations, permits, and publications, official national publications
and disciplinary rulings) and general information such as information about the
structure of goverment, addresses of government bodies, and a link to the Dutch
open data catalog.10 Amongst these, the wetten.nl portal is one of the oldest.

Users can perform a full text search through the titles and text of all regula-
tions of the Kingdom of the Netherlands. They can search for a specific article,

9 IFLA: International Federation of Library Associations and Institutions. FRBR:
Functional Requirements for Bibliographic Records.
See http://archive.ifla.org/VII/s13/frbr/frbr1.htm for the exact definitions.

10 See http://data.overheid.nl, a CKAN installation currently containing 40
datasets.

http://archive.ifla.org/VII/s13/frbr/frbr1.htm
http://data.overheid.nl
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as well as for the version of a text holding at a specified date. Wetten.nl also
supports deeplinks, but is not very consistent about it. For instance, both:

http://wetten.overheid.nl/cgi-bin/deeplink/law1/bwbid=BWBR0005416/article=6/date=2005-01-14

and

http://wetten.overheid.nl/BWBR0005416/TitelII698946/HoofdstukII/Artikel16/

geldigheidsdatum 14-01-2005

point to article 6 of the Municipal law, as it was valid on January 14th, 2005.11

These deeplinks can be considered to be permanent URIs of work level (without
date) or expression level (with date) identifiers. Unfortunately, they are not
always predictable (cf. the ‘698946’ in the second URI), nor stable, nor part of
a government standard.

The string ‘BWBR0005416’ is the opaque BWB identifier (BWB-ID) of the
regulation. The Basiswettenbestand (BWB) is the content management system
for all Dutch regulations that underlies the Wetten.nl portal. An ‘R’ following
‘BWB’ indicates that the document is a regulation, a ‘V’ indicates a treaty (‘ver-
drag’). The 7-digit number does not carry a specific meaning. The opaqueness of
the BWB identifier is unfortunate, but hard to avoid, as the title of a regulation
may change over time and cannot be used. An index of all BWB identifiers, with
basic attributes such as official and abbreviated titles, enactment and publication
dates, retroactivity, etc. is available as a zipped XML dump.12 Alternatively, a
SOAP service allows retrieval of the same information for individual regulations.
Unfortunately, the date of the latest change to a regulation is not really the date
of the latest modification, but of the latest update of the regulation in the CMS.
The two dates often coincide, but not all civil servants work weekends.

The BWB uses its own XML format for storing regulations. BWB XML pro-
vides elements for structure as well as annotation elements for capturing ver-
sion history. It does not separate structural elements (e.g. ‘article’ or ‘chapter’),
presentation-type elements (e.g. ‘emphasis’, ‘paragraph’) and content-type ele-
ments (e.g. ‘law’, ‘treaty’). The text of regulations is contained within meaning-
less presentation-type elements (‘al’ for alinea) rather than as separate sentences.
The schema does not allow for intermixing with any third-party elements or at-
tributes, ruling out obvious extensions such as RDFa.13 Finally, the REST web
service for obtaining the BWB XML representation of regulations only provides
the latest version of an entire regulation.14 The XML document returned is
stripped of all version history, and does not even contain the version date of the
text itself.

11 Note that ‘geldigheidsdatum’ is the validity date.
12 See http://www.overheid.nl/help/wr/deeplinks
13 RDFa: RDF attributes for use in XHTML,

see http://www.w3.org/TR/rdfa-syntax/ . RDF is the Resource Description Frame-
work, see http://www.w3.org/standards/techs/rdf

14 See http://bit.ly/kdTniY and e.g. http://bit.ly/mQTWwo for a BWB XML ver-
sion of the Municipal law.

http://wetten.overheid.nl/cgi-bin/deeplink/law1/bwbid=BWBR0005416/article=6/date=2005-01-14
http://wetten.overheid.nl/BWBR0005416/TitelII698946/HoofdstukII/Artikel16/geldigheidsdatum_14-01-2005
http://wetten.overheid.nl/BWBR0005416/TitelII698946/HoofdstukII/Artikel16/geldigheidsdatum_14-01-2005
http://www.overheid.nl/help/wr/deeplinks
http://www.w3.org/TR/rdfa-syntax/
http://www.w3.org/standards/techs/rdf
http://bit.ly/kdTniY
http://bit.ly/mQTWwo
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The BWB-ID forms the basis of the Juriconnect standard for referring to parts
of regulations.15 The standard describes a procedure for constructing unique
identifiers from the structure of BWB XML documents. BWB XML documents
use these identifiers to specify citations between regulations. For instance, the
Juriconnect identifier of article 16 of the Municipal law, valid on January 14,
2005 is:

1.0:c:BWBR0005416&artikel=16&g=2005-01-14

Juriconnect does not prescribe a method by which the identifier should be used
inside the XML of regulations or referring text: BWB XML elements do not carry
Juriconnect identifiers. Neither does the standard specify whether an expression-
level reference without validity date points to the latest, or current version, nor
does it specify what should be returned for a work-level reference. Furthermore,
the standard does not describe a method for dereferencing an identifier to the
actual text of (part of) a regulation.

The wetten.nl portal meets most, if not all requirements of the pre open-data
day and age. However, more demanding use of the content underlying the portal
is not straightforward. The content service is crippled by incomplete information
(the version date of retrieved documents, version history), limited functionality
(no time travel) and identifiers in a non-standard format. The following section
introduces the CEN MetaLex format for representing the text of legal resources,
after which section 5 describes our method for republishing the regulations of
wetten.nl as MetaLex and Linked Data.

4 CEN MetaLex

CEN MetaLex16 is a jurisdiction independent XML standard for representing,
publishing and interchanging the structure of legal resources. It is the result of a
10 year standardisation project in which multiple European government organ-
isations, publishers and academic partners participated. MetaLex was initially
designed by [1] as a syntactic grounding for building elaborate knowledge-based
services.17 At the time, the BWB XML was a proprietary format, and the Dutch
government was still in negotiation with legal publishers about freely distribut-
ing its self-created content on the web. CEN MetaLex combines the original
MetaLex with (primarily) insights from the Italian Norme in Rete project,18,
the Akoma Ntoso legal XML standard of African parliaments19, the Austrian
government and LexDania.20 Amongst others, adopting CEN MetaLex allows
15 Juriconnect is a consortium of government bodies, legal publishers and academia,

see http://www.juriconnect.nl
16 See http://www.metalex.eu and
17 See legacy.metalex.eu for more information.
18 Norme in Rete: laws online portal for the Italian government. The portal itself is no

longer available.
19 See http://www.akomantoso.org/.
20 LexDania is the XML format behind the Danish ministerial regulations portal, see

http://www.ministerialtidende.dk/

http://www.juriconnect.nl
http://www.metalex.eu
legacy.metalex.eu
http://www.akomantoso.org/
http://www.ministerialtidende.dk/
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the use of generic legislative drafting tools, rather than only jurisdiction (and
often vendor) specific solutions.

MetaLex elements are purely structural. Syntactic elements (structure) are
strictly distinct from the meaning of elements by specifying for each element its
name and its content model [16]. What this essentially does, is paving the way
for a purely semantic description of the types of content of elements in an XML
document.

The standard prescribes the existence of a naming convention for minting
URI-based identifiers for all structural elements of a legal document [2]. Names
should be guessable from identifying features (attributes, context) of elements,
described in the metadata. Names must exist for each of the FRBR levels, and a
standard GRDDL21 transformation for producing an RDF graph of the identify-
ing metadata. MetaLex explicitly encourages the use of RDFa attributes on its
elements, and provides special metadata-elements for serialising additional RDF
triples that cannot be expressed on structural elements themselves. MetaLex
includes an ontology, which defines the different FRBR levels in the context of
legislation, and an event model for legislative modifications.22

Elements defined by the MetaLex schema can be refined via XML Schema
to the jurisdiction specific elements of legacy legal XML formats such as BWB
XML, LexDania and CHLexML.23 These generic elements are: root as the root
of every MetaLex document; hcontainer and container for titled and untitled
parts of a text; block elements for textual content, and inline for elements that
occur in running texts. The htitle block element is used to specify the title
of a hcontainer, the cite inline element carries a reference to another element;
milestone elements for fixed-position, but content-less inline elements such as
page breaks; mcontainer and meta elements for listing additional RDFa metadata
inside the body of hcontainer and mcontainer elements. MetaLex is agnostic
to non-conflicting third-party XML elements and attributes in block and inline
elements, such as HTML markup for rendering tables.

Although most of its predecessors were implemented at enterprise scale, the
MetaLex language itself has never been applied to a realistically large corpus.
Although the language holds the promise of flexible interchange of legal texts,
government institutions are slow movers. This is part of the challenge; does Met-
aLex live up to its promise as generic schema for legal texts, and does its commit-
ment to Semantic Web standards provide substantial added value to government
goals? The following section describes the methodology and vocabularies used
for transforming legacy XML to MetaLex, and producing metadata descriptions
in RDF. Section 6 discusses the results.

21 GRDDL: Gleaning Resource Descriptions from Dialiects of Languages,
see http://www.w3.org/TR/grddl/

22 See http://www.metalex.eu. The legislation.co.uk portal has adopted the MetaLex
event model for representing modifications, but uses the standard FRBR ontology
for indicating levels.

23 CHLexML was designed as an XML standard for the representation of Swiss legal
texts, see http://www.svri.ch/CHLexML/CHLexML_Reference_1.0.pdf

http://www.w3.org/TR/grddl/
http://www.metalex.eu
http://www.svri.ch/CHLexML/CHLexML_Reference_1.0.pdf
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5 Conversion and Publication

The transformation of legacy XML to MetaLex and RDF is implemented in
the MetaLex converter, an open source Python script available from GitHub.24

Conversion occurs in four stages: mapping legacy elements to MetaLex elements,
minting identifiers for newly created elements, producing metadata for these ele-
ments, and serialising to appropriate formats. In this section, we briefly discuss
how each of these is implemented in the MetaLex converter.

For the transformation of BWB XML files, the converter is sequentially fed
with all BWB XML files and identifiers listed in the BWB ID index. Version in-
formation, citation titles and other medatada is retrieved through via a custom
build scraper of the information pages on the wetten.nl website.25 The infor-
mation pages provide more elaborate and reliable information about regulations
than can be obtained through the web service, such as the entire version history
and types of modification of each law.

5.1 Mapping Legacy Elements to CEN MetaLex

The MetaLex schema is designed to be independent of jurisdiction, which means
that it should be possible to map each legacy XML element to a MetaLex ele-
ment in an unambiguous fashion. For the BWB to MetaLex translation, element
mappings were obtained semi-automatically from the BWB DTD. Elements al-
lowed to contain #PCDATA are mapped onto block or inline elements, where
inline elements only occur inside the definition of blocks. All hcontainer elements
allow a title-element, while container elements are only allowed to contain the
block elements identified earlier.

Based on a mapping table, the converter traverses the DOM26 tree of the
source document, and synchronously builds a DOM tree for the target document.
There are three special cases for which the converter has to make additional
repairs. Sometimes ‘obvious’ candidates for the MetaLex hcontainer element do
not fit the MetaLex schema as the source schema allows them to contain text,
e.g. the artikel element in BWB XML. Secondly, footnotes are typically present as
block or container-type and occur inside other blocks. The converter moves these
to the parent container element of the containing block. On some occasions, inline-
type source elements appear directly underneath container-type elements. Their
target elements are wrapped inside an extra block element to ensure MetaLex
compliance.

Attributes on source elements are passed to the identifier and metadata gen-
erators. Target elements receive five standard attributes: name, with the value
of the target element name (for MetaLex compliance), class, with the value of

24 See http://github.com/RinkeHoekstra/metalex-converter
25 See e.g. http://wetten.overheid.nl/BWBR0005416/

geldigheidsdatum 14-01-2005/informatie
26 DOM: XML Document Object Model,

see http://www.w3.org/TR/REC-DOM-Level-1/

http://github.com/RinkeHoekstra/metalex-converter
http://wetten.overheid.nl/BWBR0005416/geldigheidsdatum_14-01-2005/informatie
http://wetten.overheid.nl/BWBR0005416/geldigheidsdatum_14-01-2005/informatie
http://www.w3.org/TR/REC-DOM-Level-1/
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the source element name (for custom CSS rendering), xml:lang, a language tag
(if specified on the source element, or one of its parents), id, with an item-
level identifier, relative to the xml:base of the document, and about, with an
expression-level identifier.

5.2 Minting Identifiers

For every element in the document we create transparent URL-like URIs for the
work, expression and manifestation level, and two opaque URIs for the expression
and item level in the FRBR specification.

We use a naming scheme that is based on the URIs used at legislation.gov.uk,
with slight adaptations to allow for the Dutch situation.27 Juriconnect references
in the source BWB XML are automatically translated to this naming scheme:

{API-URL}/{document-identifier}
[(/{hcontainer-class}/{index}]*[/{block-class}/{block-id}]*
[/{authority}][/{extent}][/{lang}][/{version}])|
(/{opaque-version-hash})]

[/{repr}]

The API URL is the first part of all URIs, and the URL at which the
URI resolver resides. Examples are http://legislation.gov.uk and
http://doc.metalex.eu, for obvious reasons we use the latter. This part is fol-
lowed by a document identifier, a work-level identifier of the entire legal text. Dif-
ferent countries may have different forms for this identifier, e.g. the Dutch portal
uses opaque BWB identifiers, while the UK portal uses {type}/{year}/{number}
as document identifier. These two components are followed either by a transpar-
ent reflection of the hierarchical structure of the XML document or an opaque
hash of the contents of the element.

Hierarchical work URIs consist of a path from root node to current element.
For hcontainer elements we use its class, i.e. the source elements’ name, com-
bined with its official index.28 For block elements, we use its class combined
with a generated index based on the position of the element amongst all chil-
dren of its parent. The third part of the hierarchical URI consists of an optional
indication of the authority (issuer) and extent (jurisdiction) of the text. Several
European member states, such as the UK, have lower governments that can alter
or implement specific parts of national regulations. For expression-level identi-
fication, the work URI is followed by an optional language tag, and the version
identifier: the date at which this version became official. Manifestation URIs fol-
low the same conventions as those of ‘document URIs’ in the legislation.gov.uk
portal. Item level identifiers are required by the MetaLex standard, but cannot
be generated in any meaningful way. We have therefore chosen to use randomly
generated character strings as item identifiers, combined with an empty xml:base.

27 See http://www.legislation.gov.uk/developer/uris
28 Note that a single combination of class and index already provides a locally unique

identifier within the legislation, i.e. the relative identifier ‘chapter/1/article/1’ is
identical to ‘article/1’. This does not hold for elements below the article level [1].

http://legislation.gov.uk
http://doc.metalex.eu
http://www.legislation.gov.uk/developer/uris


138 R. Hoekstra

s1 s2

s1t1 s1t2 s2t1s1t3 s2t2 s2t3

AE6 B9C 3F5

...

owl:sameAs owl:sameAsowl:sameAs owl:sameAs

frbr:realizes frbr:realizes

Fig. 1. The benefit of opaque URIs for versioning legal texts

The opaque version URI is needed to distinguish different versions of a text.
The current webservice does not provide access to all versions of regulations (only
to the latest), let alone at a level of granularity lower than entire regulations. We
therefore need some way of constructing a version history by regularly checking
for new versions, and comparing them to those we looked at before. By including
a unique SHA1 hash of the textual content of an XML element in the opaque URI,
and simultaneously maintaining a link between the opaque URI and the transpar-
ent identifier, different expressions of a work can be automatically distinguished
through time. This is needed to work around issues with identifiers based on num-
bers: the insertion of a new element can change the position (and therefore the
identifier) of other elements without a change in the content of the elements. How
to find out how the new identifiers correspond to the old ones?

Consider two sentences with work-level URIs s1 and s2 (see Figure 1). At time
t1, these sentences are respectively realised by the transparent expression-level
URIs s1t1 and s2t1, and by the opaque version URIs AE6 and 3F5. The two
identifier-types hold for the same XML element, and are therefore considered to
be semantically equivalent, hence the owl:sameAs relation. At t2 the sentences
undergo no changes, sentences s1 and s2 are realised respectively by s1t2 and
s2t2, and again by AE6 and 3F5. At t3, however, a new text is inserted as
sentence before the old version of the first sentence: s1 is now realised by s1t3
and B9C. Consequently s2 is now realised by s2t3 of which the hash is the same
as that of s1t2 : AE6.

By this method, globally persistent URIs of every element in a legal text can
be consistently generated for both current and future versions of the text. By
simultaneously generating an opaque and a transparent expression level URI,
identification of these text versions does not have to rely on numbering.

5.3 Producing Metadata

The MetaLex converter produces three types of metadata. First, legacy metadata
from attributes in the source XML is directly translated to RDF triples with an
expression URI as subject, the literal attribute value as object, and an RDF prop-
erty with the source attribute’s name as predicate. Second, metadata describ-
ing the structural and identity relations between elements. This includes typing
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http://doc.metalex.eu/id/BWBR0017869/2009-10-23

http://doc.metalex.eu/id/process/BWBR0017869/2009-10-23 http://doc.metalex.eu/id/event/BWBR0017869/2009-10-23

opmv:wasGeneratedBy

ml:resultOf

http://doc.metalex.eu/id/date/2009-10-23

opmv:wasGeneratedAt

ml:date

ml:LegislativeModification

rdf:type

opmv:Process

rdf:type

"2009-10-23"^^xsd:date

time:inXSDDateTime

time:hasEnd

time:Instant

rdf:type

ml:Date

rdf:type

opmv:Artifact

rdf:type ml:BibliographicExpression

rdf:type

sem:Event

rdf:type

sem:eventType

sem:hasTime

sem:Time

rdf:type
sem:timeType

sem:hasTimeStamp

The expression (version) URI of a regulation

The process that generated the expression

The date at which the expression was created

rdf:value

The creation event of the regulation

Fig. 2. Event model of the MDS

resources according to the MetaLex ontology, e.g. as ml:BibliographicExpression,
creating ml:realizes relations between expressions and works, owl:sameAs relations
between opaque and transparent expression URIs, ml:cites relations between cit-
ing and cited resources, and ml:partOf relations between expressions and par-
ent elements in the XML. For each expression, we generate additional links to
manifestations in RDF, XML and HTML, using rdfs:isDefinedBy, foaf:page and
foaf:homePage properties, respectively. The official title, abbreviation and pub-
lication date of regulations are respectively represented using the dcterms:title,
dcterms:alternative and dct:valid properties.

Events and Processes. Event information plays a central role in determining
what version of a regulation was valid when. Processes capture essential prove-
nance information needed for the interpretation of regulations. Traditional meth-
ods for assigning validity intervals to parts of regulations use multiple attributes
to indicate e.g. enactment, publication, and efficacy dates [4]. Making explicit
which events and modifying processes contributed to an expression of a regula-
tion provides for a more flexible and extensible model. Especially since multi-
ple different timestamps for the same element can be grouped together via the
opaque URIs described in the preceding section.

The MDS uses the MetaLex ontology for legislative modification events, the
Simple Event Model (SEM) of [8] (used in the eCulture domain) and the W3C
Time Ontology [9] for an abstract description of events and event types, and the
Open Provenance Model Vocabulary (OPMV) of [14] for describing processes
and provenance information.29 As depicted in Figure 2, these vocabularies can
be combined in a compatible fashion, allowing for maximal reuse of event and
process descriptions by third parties that may not necessarily commit to the
MetaLex ontology.

29 See http://www.w3.org/TR/owl-time and http://openprovenance.org

http://www.w3.org/TR/owl-time
http://openprovenance.org


140 R. Hoekstra

5.4 Serialization

The MetaLex converter supports three formats for serialising a legal text to
a manifestation. First of all, it can produce the MetaLex format itself. The
converter does not produce HTML since this can be easily obtained from the
XML version. MetaLex can be viewed in a browser by linking a CSS stylesheet.30

Secondly, generated RDF metadata can be serialised as inline RDFa attributes
on meta tags. This is a very verbose format similar to N-triples (one element
per triple), and it is often preferable to serialise the RDF as separate files using
Turtle syntax,31 unless the use case requires the representation of a legal text to
be self contained. If required, the converter can automatically upload RDF to a
triple store through either the Sesame API, or SPARQL updates.32

During conversion, citations are stored in a separate graph, linking citing
resources at the level of articles (rather than at the level of inline elements
carrying the reference) to cited resources. This graph can be exported to a ‘.net’
network file, for further analysis in social network software tools such as Pajek
and Gephi.33 The MetaLex converter script optionally generates a network file
containing citations of all regulations converted in the same batch.

5.5 Publication

The result of this procedure can be published through the MetaLex Document
Server (MDS).34 The MDS is essentially a Python wrapper for a SPARQL end-
point for RDF metadata, and a file-based store for MetaLex documents and net-
work files. It follows the Cool URIs specification,35 and implements HTTP-based
redirects for work- and expression level URIs to corresponding manifestations
based on the HTTP accept header. Requests for an HTML mime-type are redi-
rected to a the Marbles36 HTML rendering of a Symmetric Concise Bounded
Description (CBD) of the RDF resource.37 Similarly, requests for RDF content
return the SCBD itself; supported formats are RDF/XML and N3/Turtle. A
request for XML will return the MetaLex of an XML snippet corresponding to
the requested element. For work level identifiers MDS will only return RDF.

The MDS provides two convenience methods for retrieving manifestations of
a regulation. Appending ‘/latest’ to a work URI will redirect to the latest ex-
pression present in the triple store. Appending an arbitrary ISO date will return
the last expression published before that date if no direct match is available.

30 See http://www.w3.org/Style/CSS/ and
http://doc.metalex.eu/static/css/metalex.css

31 See http://www.w3.org/TR/turtle/
32 See http://openrdf.org and http://www.w3.org/TR/sparql11-update/
33 See http://pajek.imfm.si/doku.php and http://gephi.org respectively.
34 See http://doc.metalex.eu for the server, and

http://github.com/RinkeHoekstra/metalex-web-converter for the sources.
35 See http://www.w3.org/TR/cooluris/
36 See http://marbles.sourceforge.net/
37 See http://www.w3.org/Submission/CBD/

http://www.w3.org/Style/CSS/
http://doc.metalex.eu/static/css/metalex.css
http://www.w3.org/TR/turtle/
http://openrdf.org
http://www.w3.org/TR/sparql11-update/
http://pajek.imfm.si/doku.php
http://gephi.org
http://doc.metalex.eu
http://github.com/RinkeHoekstra/metalex-web-converter
http://www.w3.org/TR/cooluris/
http://marbles.sourceforge.net/
http://www.w3.org/Submission/CBD/
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Table 1. Conversion performance for 300 randomly selected regulations

Number % Number %

Substitutions40 Corrections
container 22312 29 % artikel 2525 72 %
hcontainer 3730 5 % divisie 519 15 %
htitle 3730 5 % colspec 289 8 %
block 34325 44 % illustratie 54 2 %
inline 13527 17 % others 99 3 %
Total 77624 Total 3486

Total no. of regulations 300
Revoked regulations 109 30 %
Correction % 4 %

Lastly, the MDS offers a simple search interface for finding regulations based on
the title and version date.

6 Conclusion and Results

We ran the MetaLex conversion script on all regulations available through the
wetten.nl portal in May 2011, resulting in a total of 27.687 versions of regula-
tions being converted, roughly 1 GB in size for BWB XML, and 2.27 GB as
MetaLex.38 The size increase is primarily due to the length and number of iden-
tifiers in MetaLex, which aren’t present in BWB XML. The generated Turtle
files comprise 9.9 GB, and contain 87.9 million triples. At this moment, the MDS
runs on a 32GB Dell PowerEdge and a 4Store triple store.39 New and modified
regulations are published almost every other day, which means that the num-
ber of regulation versions accumulates with time: currently 28.752 versions and
100M triples (August 2011).

We evaluated the ability of MetaLex to map onto the BWB XML by running
the converter on 300 randomly selected BWB identifiers; results are presented in
Table 1. The artikel element accounts for 72% of all corrections, and corresponds
to 68% of all htitle substitutions (5 % of total). This means that only a very
small part of BWB XML does not directly fit onto the MetaLex schema. We
have conducted a similar exercise on a single example of a CHLexML document
and results were comparable; the main cause for incompatibility is the restriction
in MetaLex that hcontainer elements are not allowed to contain block elements.

6.1 Meeting Requirements

Publishing identifiers and metadata of regulations in RDF meets the minimal
requirements for facilitating regulatory compliance and annotation. Third parties
can freely and transparently annotate regulations with specialised vocabularies
and business rules. Our versioning scheme allows these annotations to be fine-
grained and stable through time. For instance, annotating an opaque expression
38 The actual number of regulations available at a single time is typically a bit lower.

The conversion was done in several batches, and several modified regulations were
published in the meantime.

39 See http://4store.org

http://4store.org
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URI ensures that the annotation remains valid until the text of the expression
changes, rather than when the official ‘version’ changes. Versioning and time
travel is possible through the combination of SEM and the MetaLex ontology on
the one hand, and opaque and transparent expression URIs on the other. Adop-
tion of the OPMV vocabulary for expressing provenance, allows the construction
of elaborate provenance trails, potentially referring even to pre-publication pro-
cesses in the legislative drafting workflow.

Together with the Dutch Finance Ministry we started a pilot, based on [12], to
detect both the definitions and scope of concepts as well as implicitly introduced
concepts (nouns and noun phrases) in the domain of inheritance tax. All concepts
are linked to both to the Cornetto Wordnet thesaurus in RDF and the relevant
elements in law.41 Although the scope of concepts can be made explicit by using
namespaces or suffixes, ensuring concept consistency by resolving the scope to a
set of elements internal and external to the law is an open issue. Furthermore,
the inheritance tax law alone contains 1255 concepts in 72k triples, which will
put a further strain on our hardware if concept extraction is let loose on other
regulations.

Although we have shown that ingestion of a large corpus of legacy XML is fea-
sible, other regulatory datasets need to be investigated to ensure the genericness
of the approach. In particular, the transformation of different types of regula-
tions, such as municipal regulations and EU directives, will contribute to the
integration of regulations about similar topics. Conceptual annotation of legal
sources will certainly improve the integration of these sources across the borders
of government organisations.

Social network analysis of reference structures in legal texts allows us to de-
termine certain properties of articles, such as the number of incoming citations
(in degree), and the role of an article in connecting other articles (betweenness
centrality). We conducted a small experiment at the immigration service (IND)
to determine whether these measures corresponded to their intuitions of which
articles are most important in immigration law: the in degree proved to be an al-
most perfect match to the most important articles, while betweenness centrality
corresponded to articles in regulations that translated legislation to guidelines
and procedures for civil servants at IND. Network analysis tools such as Gephi
also provide nice visualisations of these reference networks, where closely related
articles are grouped together, indicating themes in legislation. Gephi can even
simulate how citations change through time. Indeed, all this is not new technol-
ogy, but until now it has been beyond the grasp of civil servants in agencies such
as the IND.

The MetaLex Document Server is an important step in opening up Dutch
regulations for advanced analysis and semantic annotation. We described a pro-
cedure for incrementally rebuilding metadata and version information not made
available by publicly accessible regulatory content services. Although the MDS
and conversion script has not yet been used for converting other types of reg-
ulations, it was designed to be generically applicable to a wide range of legal

41 See http://ckan.net/package/cornetto

http://ckan.net/package/cornetto
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XML formats by adopting the CEN MetaLex standard. We have furthermore
gathered evidence that MetaLex is indeed able to represent and augment legal
resources expressed in legacy XML. Perhaps most importantly, we have made a
couple of people at the IND and the Dutch Ministry of Finance rather enthusias-
tic about the combination of legal information, network analysis, and Semantic
Web technology.
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Abstract. Watson, the winner of the Jeopardy! challenge, is a state-of-the-art 
open-domain Question Answering system that tackles the fundamental issue of 
answer typing by using a novel type coercion (TyCor) framework, where can-
didate answers are initially produced without considering type information, and 
subsequent stages check whether the candidate can be coerced into the expected 
answer type. In this paper, we provide a high-level overview of the TyCor 
framework and discuss how it is integrated in Watson, focusing on and evaluat-
ing three TyCor components that leverage the community built semi-structured 
and structured knowledge resources -- DBpedia (in conjunction with the YAGO 
ontology), Wikipedia Categories and Lists. These resources complement each 
other well in terms of precision and granularity of type information, and 
through links to Wikipedia, provide coverage for a large set of instances. 

Keywords: Question Answering, Type Checking, Ontologies, Linked Data. 

1   Introduction 

Typing, the task of recognizing whether a given entity is a member of a given class, is 
a fundamental problem in many AI areas. We focus on the typing problem where both 
the entity and type are expressed lexically (as strings), which is typically the case in 
open-domain Question Answering (QA), and present a solution that leverages com-
munity-built web knowledge resources. 

Many traditional QA systems have relied on a notion of Predictive Annotation [10] 
in which a fixed set of expected answer types are identified through manual analysis 
of a domain, and a background corpus is automatically annotated with possible men-
tions of these types before answering questions. These systems then analyze incoming 
questions for the expected answer type, mapping it into the fixed set used to annotate 
the corpus, and restrict candidate answers retrieved from the corpus to those that 
match this answer type using semantic search (IR search augmented with search for 
words tagged with some type).  

This approach suffers from several problems. First, restricting the answer types to a 
fixed and typically small set of concepts makes the QA system brittle and narrow in 
its applicability and scope. Such a closed-typing approach does not work well when 
answer types in questions span a broad range of topics, are expressed using a variety 
of lexical expressions. Second, the QA system performance is highly dependent on 
the precision and recall of the predictive annotation software used, which acts as a 
candidate selection filter. 
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In contrast to this type-and-generate approach, we consider a generate and type 
framework, in which candidate answers are initially produced without use of answer 
type information, and subsequent stages check whether the candidate answer’s type 
can be coerced into the Lexical Answer Type (LAT) of the question. The framework 
is based loosely on the notion of Type Coercion [11] (TyCor). The most notable as-
pects of the approach are: it does not rely on a fixed type system, however it does not 
discard one when available and useful; it is a multi-strategy and multi-source ap-
proach, gathering and evaluating evidence in a generative way rather than a predictive 
one; it is not part of candidate generation, rather it is simply another way of analyzing 
and scoring candidate answers; it is not a hard filter, producing for each candidate 
answer a probability that it is (or is not) of the right type.  

In this paper, we provide a high-level architecture of the TyCor framework and 
discuss how it is integrated into Watson. We present three TyCor components that 
leverage community built semi-structured and structured knowledge resources, in-
cluding DBpedia [2] (in conjunction with YAGO [13]), Wikipedia Categories and 
Lists. 

2   Background: Open Domain Question Answering  

Watson is a QA system capable of rivaling expert human performance on answering 
open-domain questions on the challenging TV quiz show Jeopardy!, whose questions 
cover a wide range of topics and are expressed using rich, complex natural language 
expressions. The typing problem for historical Jeopardy! questions is not trivial, as 
our analysis reveals that nearly any word in the English language can be used as an 
answer type in Jeopardy! questions, as shown in Table 1. 

Given this variability, one of the intuitive problems with predictive annotation is 
that we cannot reliably predict what types there are going to be and what their in-
stances are. We need to be open and flexible about types, treating them as a property of 
a question and answer combined.  In other words, instead of finding candidates of the 
right type, we want to find candidates (in some way) and judge whether each one is of 
the right type by examining it in context with the answer type from the question. Fur-
thermore, we need to accommodate as many sources as possible that reflect the same 
descriptive diversity as these questions. Furthermore, by not relying on a fixed type 
system, it is imperative to develop a system that has wide coverage for rare types.  

Table 1. Sample Jeopardy! Questions showing variability in answer types 

Jeopardy! Question Answer 
Invented in the 1500s to speed up the game, this maneuver involves 
2 pieces of the same color 

Castling 

The first known airmail service took place in Paris in 1870 by this 
conveyance 

Hot-air bal-
loon 

When hit by electrons, a phosphor gives off electromagnetic energy 
in this form 

Light 

A 1968 scarefest: The title character made it a family of 3 for the 
Woodhouses 

Rosemary’s 
Baby 
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2.1   DeepQA 

Underlying the Watson system is DeepQA, a massively parallel probabilistic evi-
dence-based architecture designed to answer open domain natural language questions. 
It consists of the following major stages (more details can be found in [4]): 

Question Analysis: The first stage of processing performs a detailed analysis to iden-
tify key characteristics of the question (such as focus, lexical answer type, question 
class, etc.) used by later stages.  The focus is the part of the question that refers to the 
answer, and typically encompasses the string representing the lexical answer type 
(LAT).  The system employs various lexico-syntactic rules for focus and LAT detec-
tion, and also uses a statistical machine-learning model to refine the LAT(s). Like all 
parts of our system, LAT detection includes a confidence, and all type scores are 
combined with LAT confidence. 

Hypothesis (Candidate) Generation: For the candidate generation step, the system 
issues queries derived from question analysis to search its background information 
(corpora, data- and knowledge-bases) for relevant content, and uses a variety of can-
didate generators to produce a list of potential answers.  

Hypothesis and Evidence Scoring: Answer scoring is the step in which all candi-
dates, regardless of how they were generated, are evaluated.  During this phase, many 
different algorithms and sources are use to collect and score evidence for each candi-
date answer.  Type information is just one kind of evidence that is used for scoring, 
other dimensions of evidence include temporal/spatial constraints, n-grams, populari-
ty, source-reliability, skip-bigrams, substitutability, etc. 

Candidate Ranking: Finally, machine-learning models are used to weigh the ana-
lyzed evidence and rank the answer candidates and produce a confidence. The models 
generate a confidence that each answer candidate is the correct answer to the given 
question, and the system answers with the top-ranked candidate. The system can also 
choose to refrain from answering if it has a low confidence in all of its candidates. 

2.2   Type Coercion (TyCor) 

The TyCor framework is part of Hypothesis and Evidence scoring, and consists of a 
suite of answer scoring components that each take a Lexical Answer Type (LAT) and 
a candidate answer, and return a probability that the candidate’s type is the LAT.  
Each TyCor component uses a source of typing information and performs four steps, 
each of which is capable of error that impacts its confidence: 

Entity Disambiguation and Matching (EDM): The most obvious, and most error-
prone, step in using an existing source of typing information is to find the entity in 
that source that corresponds to the candidate answer.  Since the candidate is just a 
string, this step must account for both polysemy (the same name may refer to many 
entities) and synonymy (the same entity may have multiple names).  Each source may 
require its own special EDM implementations that exploit properties of the source, for 
example DBpedia encodes useful naming information in the entity URI.  EDM im-
plementations typically try to use some context for the answer, but in purely struc-
tured sources this context may be difficult to exploit.  
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Predicate Disambiguation and Matching (PDM): Similar to EDM, the type in the 
source that corresponds to the LAT must be found.  In some sources this is the same 
algorithm as EDM, in others, type looking requires special treatment. In a few, espe-
cially those using unstructured information as a source, the PDM step just returns the 
LAT itself. In type-and-generate, this step corresponds to producing a semantic an-
swer type (SAT) from the question.  PDM corresponds strongly to notions of word 
sense disambiguation with respect to a specific source. 

Type Retrieval (TR): After EDM, the types of the retrieved entity must be them-
selves be retrieved.  For some TyCors, like those using structured sources, this step 
exercises the primary function of the source and is simple. In others, like unstructured 
sources, this may require parsing or other semantic processing of some small snippet 
of natural language. 

Type Alignment: The results of the PDM and TR steps must then be compared to 
determine the degree of match.  In sources containing e.g. a type taxonomy, this in-
cludes checking the taxonomy for subsumption, disjointness, etc.  For other sources, 
alignments utilize resources like WordNet for finding synonyms, hypernyms, etc. 
between the types.  

Each of the steps above generates a score reflecting the accuracy of its operation, 
taking into account the uncertainty of the entity mapping or information retrieval 
process. The final score produced by each TyCor component is a combination of the 
four step scores and the confidence in the LAT.  

3   Acquiring Community-Built Knowledge for TyCor 

We wanted to determine if community-built knowledge resources could be effectively 
(and cheaply) used to bootstrap a dynamic open-domain typing system, as well as 
deal with the very long tail of answer types. For this reason, we acquired a broad do-
main structured knowledge base (DBpedia) and ontology (YAGO), and semi-
structured folksonomies with wide topical coverage (Wikipedia Categories and Lists). 

3.1   DBpedia and YAGO 

The DBpedia knowledge base contains relational information found in the info-boxes 
of Wikipedia pages.  A one-to-one correspondence between all Wikipedia pages and 
DBpedia entries maps the two resource names (or URIs): e.g., the DBpedia page with 
URI http://dbpedia.org/resource/IBM corresponds to the Wikipedia 
page titled “IBM” with relational facts (triples) captured from the infobox.   

Additionally, DBpedia has type assertions for many instance objects.  The types 
are assigned from a collection of ontologies, including YAGO, a large taxonomy of 
more than 100K types.  Crucially, the YAGO ontology has mappings to WordNet [7]: 
every YAGO type corresponding to a WordNet concept has the associated 9-digit 
WordNet sense id appended to its name/id. Thus the YAGO type “Plant100017222” 
links to the WordNet concept plant (living organism), while the type 
“Plant103956922” corresponds to the concept of an industrial plant or factory.   
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YAGO types are arranged in a hierarchy, and DBpedia instances are often assigned 
several low-level types corresponding to Wikipedia categories (e.g. “CompaniesEs-
tablishedIn1896”).  For these, navigation up the YAGO type tree leads to more gener-
al and normalized (via sense-encoding) YAGO WN concepts. 

These design points of DBpedia and YAGO enable us to obtain precise type in-
formation for many instances, given Wikipedia domain coverage and YAGO-
WordNet type/sense coverage.   

One downside is that the YAGO ontology does not handle mutually exclusive (dis-
joint) types – ones that do not share instances.  For example, Country and Person 
types are logically disjoint: no given instance can be both a Country and a Person; on 
the other hand, Painter and Musician are not disjoint.  Type disjointness is useful for 
QA, to rule out candidate answers with types incompatible with the question LAT. 
For this reason, we decided to add disjointness relations between YAGO types.  Giv-
en the size of YAGO ontology (> 100K types), manually asserting such relations 
between all applicable type pairs is infeasible.  Instead, we only specify disjointness 
between prominent top-level types of the YAGO hierarchy, and use a logical reason-
ing mechanism to propagate the disjointness to lower subclasses.  For example, it 
follows logically that if the Person and GeoPoliticalEntity are disjoint, then every 
subclass of Person is disjoint with every subclass of GeoPoliticalEntity (e.g. Musician 
is disjoint with Country).  Our additions to the YAGO Type system comprise approx-
imately 200 explicit disjoint relations, which translate through inference to more than 
100K disjoint relations. 

3.2   Wikipedia-Based Folksonomies 

For the purposes of this paper, we consider Wikipedia Categories and Lists to be folk-
sonomies. Wikipedia categories are true tags that are applied to articles by Wikipedia 
users without very much centralized control, and new categories can be invented as 
desired. The categories have some explicit structure, in that category pages can them-
selves be put into categories.  

One may reasonably argue that Wikipedia lists are not true tags, as they are as-
signed in a more middle-out and sometimes top-down method than bottom up. Lists 
are generally created and then populated with articles, and frequently one cannot 
access the lists an article is in from the article. We ignore this difference and treat 
Wikipedia lists as the same kind of resource as categories. 

4   TyCor Algorithms 

In this section, we describe the algorithms underlying the three TyCor components 
that use YAGO (through DBpedia), Wikipedia Categories and Lists respectively as a 
source of type information.  

4.1   Shared EDM Algorithm 

The three TyCors described here share one EDM algorithm, that takes as input the 
candidate answer string and a corresponding context – the question text and (optional-
ly) a text passage containing the candidate – and returns a ranked list of Wikipedia 
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page URIs that match the candidate, with associated match scores. The match scores 
are computed based on five heuristics: 

• Direct Contextual Match. In some cases the Wikipedia URI of the candidate is 
known, and EDM is not performed. For example, if the candidate answer was 
generated from the title of a Wikipedia page, or if the candidate mention itself is 
hyper-linked to another Wikipedia page, we store that information in our candi-
date answer object and use it as the result of our EDM step with a score of 1.0. 

• Title Match. When there is an exact string match between the candidate string 
and the title of a Wikipedia page, the URI is returned with a score of 1.0. 

• Redirect Match. When the candidate string matches the name of a redirect page, 
the redirect destination URI is returned with a score of 1.0. There are some noisy 
redirects in Wikipedia, e.g. Eliza Doolittle (character) redirects to Pygmalion 
(play), but in general we have observed the redirects to be reliable. 

• Disambiguation Match. When the candidate string matches the title of a Wiki-
pedia disambiguation page all the disambiguation URIs are returned with a score 
of 1/(the number of disambiguations).  

• Anchor-Link Match. When a candidate string matches one or more anchor text 
strings in Wikipedia, all the URIs pointed to by those anchors are returned with a 
score for each based on the conditional probability of the link pointer given the 
anchor text (ie how often does the anchor text point to the URI). 

• DBpedia name properties. DBpedia includes over 100 name properties, proper-
ties whose objects are some form of name string (firstName, lastName, etc). 
When a candidate string matches one of these, the triple subject is returned with a 
score of 1/(number of URIs returned). 

The EDM algorithm also contains an optional parameter to rank the results based on 
the popularity of the corresponding Wikipedia page, overriding the confidence set by 
the heuristics. Popularity is computed using information such as page-rank and IDF of 
the title string.  

4.2   YAGO TyCor 

The YAGO TyCor uses the EDM step described above, and transforms the Wikipedia 
page URLs returned at the end of the step to corresponding DBpedia URIs. 

Type Retrieval Using DBpedia. The TR algorithm produces a set of URIs for the 
Yago types of the candidate entity (the result of the EDM step). DBpedia contains 
type information for a vast number of Wikipedia entities, represented by the rdf:type 
relation, that come from several ontologies; the largest is YAGO. In many cases, the 
explicitly assigned type for an entity is a low-level (and highly-specific) type in the 
YAGO ontology, such as yago:CompaniesEstablishedIn1898 (typically derived from 
Wikipedia Categories). We generalize this type by navigating up the hierarchy till we 
reach a Yago type that has a WordNet sense id associated with it (e.g. ya-
go:Company108058098). This generalization helps type alignment (when aligning 
with types derived from the LAT) and improves the coverage of the TyCor.  

PDM in YAGO. The PDM algorithm produces a set of URIs for the Yago types that 
match the LAT, by matching the LAT to the labels or IDs of Yago types. We then 
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score the matches based on a weighted combination of its WordNet sense rank, and 
the number of instances of the concept in DBpedia. The latter is an approximation of 
type popularity, and has performed well in our experiments.  

There are two additional features of our PDM algorithm that help improve its pre-
cision and recall respectively. The first is the notion of a domain-specific type-
mapping file that is optionally input to the algorithm. For example, based on analysis 
of Jeopardy! question data, we found the LAT “star” refers to the sense of star as a 
movie star roughly 75% of the time, with the remaining cases referring to the astro-
nomical object.  

The second heuristic we use in PDM helps improve its recall. We estimate a statis-
tical relatedness between two types by computing the conditional probability that an 
instance with type A also has type B, using the metric: NI (A and B) / NI (A), where 
NI is the number of instances of the concept in DBpedia (including instances of its 
subtypes). In PDM, if the lexical type matches some YAGO type, we expand it to 
include related types based on their conditional probabilities exceeding an empirically 
determined threshold (0.5). 

YAGO Type Alignment. The type alignment algorithm produces a single score 
based on the alignment of the instance types from the TR step, and the LAT types 
from the PDM step.  The algorithm uses these conditions: 

• Equivalent/Subclass match. When the instance type and the LAT type are 
equivalent (synonyms) in the YAGO ontology, or the instance type is a subclass 
(hyponym) of the LAT type, a score of 1.0 is returned. 

• Disjoint match. When the instance type and LAT type are found to be disjoint 
(based on axioms added to YAGO, see Section 3.1) a score of -1.0 is returned. 

• Sibling match. When the instance type and LAT type share the same parent con-
cept in the YAGO ontology, a score of 0.5 is returned. In this case, we exclude 
cases in which parent classes’ depth < 6, since these high level types (like “Phys-
ical Entity”) tend to be less useful. 

• Superclass match. When the instance type is a superclass (hypernym) of the 
LAT type a score of 0.3 is returned. This may seem counter-intuitive since the 
candidate answer is supposed to be an instance of the LAT and not vice versa, 
however, we have seen cases where checking the type alignment in the opposite 
direction helps, either due to inaccuracies in the EDM or PDM step, or due to 
source errors, or the question itself asks for the type of a particular named entity. 

• Statistical Relatedness. When the statistical type relatedness between the in-
stance type and LAT type, computed as described above, exceeds an empirically 
determined threshold of 0.5, a score of 0.25 is returned. 

• Lowest Common Ancestor (LCA).  When the LCA of the instance type and 
LAT type is deep in the taxonomy (we use a depth threshold of 6 in the Yago 
taxonomy), a score of 0.25 is returned. This is based on the intuition that the 
types are strongly related, even though they may not be a direct subclass or sibl-
ing relationship among them, if their LCA is not a very high level class. 

The thresholds used in the type matching conditions above and the weights of the 
respective rules are manually assigned based on an empirical evaluation, conducted 
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by running the algorithm on a large number of test cases. Since the TR phase may 
produce multiple types per candidate, the maximum type alignment score is returned. 

4.3   Wiki-Category and Wiki-List TyCors 

The Wiki-Category and Wiki-List TyCors are fundamentally different from YAGO 
TyCor because the types that they use are natural language strings and not types in a 
formal ontology. The Wikipedia list pages do not have any explicit structure among 
them. Wikipedia categories do have some hierarchical structure, but the Wiki-
Category TyCor does not use that structure as it is too unreliable. 

Both of these TyCors use the same Entity Disambiguation and Matching com-
ponent as YAGO TyCor. They also both use a simple lookup in an RDF store for 
Type Retrieval (we augmented DBpedia with list associations), that returns the cate-
gory (resp. list) names for the entity. 

Wiki-Category and Wiki-List both have a trivial Predicate Disambiguation and 
Matching step that simply returns the LAT itself.  

Type Alignment is the most complex portion of these TyCors.  It receives as input 
a natural language LAT and a natural language type (from Type Retrieval) and tries to 
determine if they are consistent.  In both cases, Type Alignment divides this task in to 
two distinct subtasks:  

(1) Is the head word of the LAT consistent with the head word of the category or list 
names,  
(2) Are the modifiers of head word of the LAT consistent with the modifiers of the 
category or list names.   

In both cases, terms are matched using a variety of resources such as WordNet. For 
example, given a list named “cities in Canada” and a question asking for a “Canadian 
metropolis” (i.e., with a LAT “metropolis” that has a modifier “Canadian”), Type 
Alignment will separately attempt to match “city” with “metropolis” and “Canada” 
with “Canadian.”  Type Alignment uses a variety of resources to do this matching; for 
example, in WordNet the primary sense of “city” is synonymous with the primary 
sense of “metropolis.”  Wiki-Category and Wiki-List provide separate match scores 
for the (head word) type match and the modifier match.  Those separate scores are 
used as features by the DeepQA Candidate Ranking mechanism. 

5   Experiments 

All experiments were done on the March, 2010 version of Wikipedia, and used 
DBpedia release 3.5. Wikipedia categories were obtained from DBpedia, Wiki lists 
were scraped from Wikipedia. 

5.1   Evaluating EDM on Wikipedia Link Anchors  

We evaluated the performance of the EDM component on a Wikipedia link anchor data 
set. This data set is comprised of 20,000 random pairs of Wikipedia anchor texts and 
their destination links. Note that the destination of an anchor text is a Wikipedia article 
whose title (string) may or may not explicitly match the anchor text. For example, the 
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article Gulf of Thailand contains the following passage: “The boundary of the gulf is 
defined by the line from Cape Bai Bung in southern Vietnam (just south of the mouth of 
the Mekong river) to the city Kota Baru on the Malayian coast”. While anchors Mekong 
and Kota Baru point to articles whose titles are exactly the same as the anchor text, 
Cape Bai Bung’s link points to the article titled “Ca Mau Province”.  

We use the anchor texts as inputs to EDM, and the destinations as ground truth for 
evaluation, similar to [4]. The performance of the EDM is shown in Table 4 with 
precision, recall (over all candidates returned) and the average number of candidates 
returned. We tested four versions of EDM, with and without popularity ranking and 
DBpedia name properties.  Note that DBpedia names increase the number of candi-
dates without impacting precision or recall.  This is partially a side-effect of the link-
anchor based evaluation, which skews the results to prefer alternate names that have 
been used as link anchor texts, and thus does not really reflect a test of the data the 
alternate names provide. However, from inspection we have seen the name properties 
to be extremely noisy, for example finding DBpedia entities named “China” using the 
name properties returns 1000 results. The TyCor experiments below, therefore, do not 
use DBpedia name properties in the EDM step. 

Table 4. EDM performance on 20,000 Wikipedia anchor texts 

Ranking Names Precision Recall Avg. # of candi-
dates 

No No 74.6% 94.3% 16.97 
No Yes 74.7% 94.3% 13.02 
Yes Yes 75.2% 94.3% 16.97 
Yes No 75.7% 94.3% 13.02 

5.2   Evaluating Typing on Ground Truth  

Although the TyCor components’ impact on end-to-end QA performance can be 
measured through ablation tests, they do not reflect how well the components do at 
the task of type checking because wrong answers may also be instances of the LAT. 
To measure the TyCor components performance on the task of entity-typing alone, we 
manually annotated the top 10 candidate answer strings produced by Watson from 
1,615 Jeopardy! questions, to see whether the candidate answer is of the same type as 
the lexical answer type. Because some questions contain multiple LATs, the resulting 
data set contains a total of 25,991 instances. Note that 17,384 (67%) of these are 
negative, i.e. the candidate answer does not match the LAT. 

Table 5. Evaluating TyCor Components on Entity-Type Ground Truth 

Tycor Component  Accuracy Precision Recall 
Yago Tycor 76.9% 64.5% 67.0% 
Wikipedia Category Tycor 76.1% 64.1% 62.9% 
List Tycor 73.3% 71.9% 31.6% 
All Three (Union) 73.5% 58.4% 69.5% 
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Table 5 shows the performance of the three TyCor components that use communi-
ty–built knowledge, by counting any candidate with a TyCor score > 0.0 to be a posi-
tive judgment; this is not the way the score is used in the end to end Watson system, 
but gives a sense for how the different components perform. The “All Three” experi-
ment counts any candidate with at least one score from the three TyCors that is > 0.0 
to be a positive judgment. The bump in recall shows that they can complement each 
other, and in the end to end system experiments below, this is validated. 

5.3   Impact on End-to-End Question Answering  

Table 6 shows the accuracy of the end-to-end DeepQA question answering system 
with different TyCor configurations.  

Table 6. Accuracy on end-to-end question answering with only the TyCors specified in each 
column 

 No 
TyCor 

YAGO 
TyCor 

Wiki-
Category 

TyCor 

Wiki-
List 

TyCor 

All 3 
TyCors 

Baseline 
Accuracy 

50.1% 54.4% 
(+4.3%) 

54.7% 
(+4.6%) 

53.8% 
(+3.7%) 

56.5% 
(+6.5%) 

Watson 
Accuracy 

65.6% 68.6% 
(+3.0%) 

67.1% 
(+1.5%) 

67.4% 
(+1.8%) 

69.0% 
(+3.4%) 

The “Baseline Accuracy” shows the performance of a simple baseline DeepQA 
configuration on a set of 3,508 previously unseen Jeopardy! questions. The baseline 
configuration includes all of the standard DeepQA candidate generation components, 
but no answer scoring components other than the TyCors listed in the column head-
ings. The baseline system with no TyCor components relies only on the candidate 
generation features (e.g., rank and score from a search engine) to rank answers. The 
subsequent columns show the performance of the system with only that component 
added (the difference from No Tycor is show in parens), and the final column shows 
the impact of combining these three TyCors. 

The “Watson Accuracy” shows the accuracy of the complete Watson question 
answering system except for the TyCor components.  Again, the first column shows 
the accuracy of the system with no TyCor components, and the next four columns 
show distinct (not cumulative) additions, and the last column shows the accuracy with 
all three combined.  Again, each TyCor alone is better than no TyCor, and effectively 
combining all three components is better than any one of them. 

All the column-wise gains (from Baseline to Watson), and all the differences from 
“No Tycor” shown in the table are statistically significant (significance assessed for p 
< .05 using McNemar’s test with Yates’ correction for continuity). The “All-3 Ty-
cors” improvement is significant over the individuals in all cases except the Watson 
Yago TyCor. 
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6   Related Work 

QUARTZ [12] is a QA System that uses a statistical mapping from LATs to WordNet 
for PDM, and collocation counts for the candidate answer with synonyms of the 
mapped type for Type Retrieval.  In [6] the approach has been taken a step further by 
combining correlation-based typing scores with type information from resources such 
as Wikipedia, using a machine-learning based scheme to compute type validity. Both 
[6] and [12] are similar to our TyCor approach in that they defer type-checking deci-
sions to later in the QA pipeline and use a collection of techniques and resources (in-
stead of relying on classical NERs) to check for a type match between the candidate 
and the expected answer type in the question. However, the fundamental difference 
with our approach is that the type match information is not used as a filter to throw 
out candidate answers, instead, the individual TyCor scores are combined with other 
answer scores using a weighted vector model. Also, our type-coercion is done within 
a much more elaborate framework that separates out the various steps of EDM, PDM, 
Type Retrieval and Alignment etc. 

A similar approach to our combination of NED and WikiCat is presented in [3]. 
The traditional type-and-generate approach is used when question analysis can recog-
nize a semantic answer type in the question, and falls back to Wikipedia categories for 
candidate generation, using it as a hard filter instead of predictive annotation. In our 
approach we assume any component can fail, and we allow other evidence, from other 
TyCor components or other answer scoring components, to override the failure of one 
particular component when there is sufficient evidence. 

An approach to overcoming problems of a-priori answer type systems in proposed 
in [9], based on discriminative preference ranking of answers given the question focus 
and other words from the question.  This approach is actually quite similar in spirit to 
other components of our TyCor suite that we did not discuss here.  In other work we 
have shown that techniques like this provide coverage for infrequent types that may 
not have been accounted for in some ontology or type system, such as “scarefest” to 
describe a horror movie, but do not perform nearly as well on the types known by the 
ontology.  Thus we found combining techniques like [9] with those that use structured 
information provides the best overall performance. 

A TyCor component that uses Linked Open Data (LoD), including DBpedia, geo-
Names, imdb, and MusicBrainz was presented in [8].  This TyCor component in-
cludes a special-purpose framework for scaling LoD type triple datasets combined 
with latent semantic indexing to improve the matching steps (EDM and PDM), and an 
intermediate ontology designed specifically for the Jeopardy! task. The approach is 
evaluated on the classification task alone, as our question answering performance was 
still confidential. The classification performance is considerably lower than shown 
here, roughly 62% accuracy, though we expect it to improve as more LoD sources are 
added. In internal experiments, it had no impact on Watson performance, and was not 
used in the final fielded Watson system. 

The idea of using Wikipedia link anchor text as a gold standard was presented in 
[4], along with a word-sense disambiguation algorithm for EDM using context vec-
tors and Wikipedia categories.  Our EDM results (see Table 4) are roughly the same, 
as the 86-88% accuracy numbers reported in [4] do not include cases where recall  
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fails completely. In our experiments, we found popularity ranking of the results from 
our heuristics performs just as well as the method in [4], and is significantly faster at 
run-time.  

7   Conclusion 

We have presented a novel open-domain type coercion framework for QA that over-
comes the brittleness and coverage issues associated with Predictive Annotation  
techniques. The TyCor framework consists of four key steps involving entity disam-
biguation and matching (EDM), predicate disambiguation and matching (PDM), type 
retrieval and type alignment. We have shown how community-built knowledge re-
sources can be effectively integrated into this TyCor framework and provided corres-
ponding algorithms for the four TyCor steps. The algorithms exploit the structure and 
semantics of the data, and in some cases, benefit from extensions made to existing 
knowledge to add value (e.g. addition of disjoints to YAGO). Our results show that 
the TyCors built using Web knowledge resources perform well on the EDM and enti-
ty typing tasks (both fundamental issues in NLP and Knowledge Acquisition), as well 
significantly improving the end-to-end QA performance of the Watson system (which 
uses machine learning to integrate TyCor) on rich and complex natural language 
questions taken from Jeopardy! 

References 

1. Aktolga, E., Allan, J., Smith, D.A.: Passage Reranking for Question Answering Using 
Syntactic Structures and Answer Types. In: Clough, P., Foley, C., Gurrin, C., Jones, 
G.J.F., Kraaij, W., Lee, H., Mudoch, V. (eds.) ECIR 2011. LNCS, vol. 6611, pp. 617–628. 
Springer, Heidelberg (2011) 

2. Auer, S., Bizer, C., Kobilarov, G., Lehmann, J., Cyganiak, R., Ives, Z.G.: DBpedia: A 
Nucleus for a Web of Open Data. In: Aberer, K., Choi, K.-S., Noy, N., Allemang, D., Lee, 
K.-I., Nixon, L.J.B., Golbeck, J., Mika, P., Maynard, D., Mizoguchi, R., Schreiber, G., 
Cudré-Mauroux, P. (eds.) ASWC 2007 and ISWC 2007. LNCS, vol. 4825, pp. 722–735. 
Springer, Heidelberg (2007) 

3. Buscaldi, D., Rosso, P.: Mining Knowledge from Wikipedia for the Question Answering 
task. In: Proceedings of the International Conference on Language Resources and Evalua-
tion (2006) 

4. Cucerzan, S.: Large-Scale Named Entity Disambiguation Based on Wikipedia Data. In: 
Proceedings of EMNLP 2007, Prague, pp. 708–716 (2007) 

5. Ferrucci, D., Brown, E., Chu-Carroll, J., Fan, J., Gondek, D., Kalyanpur, A.A., Lally, A., 
William Murdock, J., Nyberg, E., Prager, J., Schlaefer, N., Welty, C.: Building Watson: 
An Overview of the DeepQA Project. AI Magazine (2010) 

6. Grappy, A., Grau, B.: Answer type validation in question answering systems. In: Proceeding 
RIAO 2010 Adaptivity, Personalization and Fusion of Heterogeneous Information (2010) 

7. Miller, G.A.: WordNet: A Lexical Database for English. Communications of the 
ACM 38(11), 39–41 (1995) 

 
 



156 A. Kalyanpur et al. 

8. Ni, Y., Zhang, L., Qiu, Z., Wang, C.: Enhancing the Open-Domain Classification of 
Named Entity Using Linked Open Data. In: Patel-Schneider, P.F., Pan, Y., Hitzler, P., Mi-
ka, P., Zhang, L., Pan, J.Z., Horrocks, I., Glimm, B. (eds.) ISWC 2010, Part I. LNCS, 
vol. 6496, pp. 566–581. Springer, Heidelberg (2010) 

9. Pinchak, C., Lin, D., Rafiei, D.: Flexible Answer Typing with Discriminative Preference 
Ranking. In: Proceedings of EACL 2009, pp. 666–674 (2009) 

10. Prager, J.M., Brown, E.W., Coden, A., Radev, R.: Question-Answering by Predictive An-
notation. In: Proceedings of SIGIR 2000, Athens, Greece, pp. 184–191 (2000) 

11. Pustejovsky, J.: Type Coercion and Lexical Selection. In: Pustejovsky, J. (ed.) Semantics 
and the Lexicon. Kluwer Academic Publishers, Dordrecht (1993) 

12. Schlobach, S., Ahn, D., de Rijke, M., Jijkoun, V.: Data-driven type checking in open do-
main question answering. J. Applied Logic 5(1), 121–143 (2007) 

13. Suchanek, F.M., Kasneci, G., Weikum, G.: Yago: A Core of Semantic Knowledge-
Unifying WordNet and Wikipedia. In: Proceedings WWW (2007) 



Privacy-Aware and Scalable Content

Dissemination in Distributed Social Networks�

Pavan Kapanipathi1,2, Julia Anaya1, Amit Sheth2,
Brett Slatkin3, and Alexandre Passant1

1 Digital Enterprise Research Institute
National University of Ireland, Galway

{julia.anaya,alexandre.passant}@deri.org
2 Kno.e.sis Center, CSE Department

Wright State University, Dayton, OH - USA
{pavan,amit}@knoesis.org

3 Google, San Francisco, CA - USA
bslatkin@google.com

Abstract. Centralized social networking websites raise scalability issues
— due to the growing number of participants — and policy concerns —
such as control, privacy and ownership of users’ data. Distributed Social
Networks aim to solve those by enabling architectures where people own
their data and share it whenever and to whomever they wish. However,
the privacy and scalability challenges are still to be tackled. Here, we
present a privacy-aware extension to Google’s PubSubHubbub protocol,
using Semantic Web technologies, solving both the scalability and the
privacy issues in Distributed Social Networks. We enhanced the tradi-
tional features of PubSubHubbub in order to allow content publishers to
decide whom they want to share their information with, using semantic
and dynamic group-based definition. We also present the application of
this extension to SMOB (our Semantic Microblogging framework). Yet,
our proposal is application agnostic, and can be adopted by any system
requiring scalable and privacy-aware content broadcasting.

Keywords: Semantic Web, Distributed Social Networks, Social Web,
Privacy, FOAF, PubSubHubbub.

1 Introduction

Centralized social networking websites, such as Twitter or Facebook, have raised,
on the one hand, scalability issues [14] — due to the growing number of partici-
pants — and, on the other hand, policy concerns — such as control, privacy and
ownership over the user’s published data [2]. Distributed Social Networks, such

� This work is funded by Science Foundation Ireland — Grant No. SFI/08/CE/I1380
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as SMOB1, StatusNet2, Diaspora3 or OneSocialWeb4, aim to solve this issue by
enabling architectures where people own their data and share it intentionally.
While they use different stack, their goal is to allow users to setup their own
“Social Space” — as people can do now by setting up a weblog —. Synchroni-
sation between the different user spaces is performed with tools and protocols
ranging from XMPP5 to SPARQL 1.1 Update and its protocol6 to OStatus7 or
to Activity Streams8. Yet, scalability, and most importantly privacy are still on-
going challenges. New techniques are needed to deal with information overload
and to ensure content is directed only to intended recipient. This would enable,
for instance, to keep a large list of followers/friends9, and to limit the distribu-
tion of particular content to only a subset of people, on-demand (as opposed
to generic policies such as “friends” or “family”). For example, limiting content
about project X only to project members, this list being dynamically generated.

To achieve this goal, we have built an extension of Google’s PubSubHubbub
protocol [3] (aka PuSH, described in the next section), that improves both the
scalability and the privacy issues in Distributed Social Networks. We enhanced
its original broadcasting feature in order to allow publishers to decide whom
they want to share their information with, among the users in their social net-
work. Using our approach, content is delivered on-demand to a list of interested
parties, as defined by the publisher, but using dynamic preferences. We do this
by combining PuSH (including an RDF ontology to describe its core attributes),
SPARQL 1.1 Update and a the Privacy Preference Ontology [17] — a lightweight
vocabulary for modeling user privacy on the Social Web. Therefore, our approach
aims at combining “the best of both worlds”, re-using efficient and pragmatic
Web 2.0 approaches (PuSH and RSS) with outcomes from the Semantic Web
community (lightweight vocabularies and SPARQL). In the rest of this paper we
first discuss some background information used in our work (Section 2). We then
describe our motivation for, and how we extended the PuSH protocol (Section
3). Further we detail an implementation use-case (Section 4) and conclude with
the related work (Section 5).

2 Background

2.1 Distributed Social Networks and PubSubHubbub

Centralized Social Networks (CSN) such as Facebook, Myspace and Twitter
suffer drawbacks such as those mentioned in Section 1. For instance, the growing
1 http://smob.me
2 http://status.net
3 http://joindiaspora.com
4 http://onesocialweb.org
5 http://xmpp.org
6 http://www.w3.org/TR/sparql11-http-rdf-update/
7 http://ostatus.org
8 http://activitystrea.ms/
9 I.e. people allowed to see your content and information.

http://smob.me
http://status.net
http://joindiaspora.com
http://onesocialweb.org
http://xmpp.org
http://www.w3.org/TR/sparql11-http-rdf-update/
http://ostatus.org
http://activitystrea.ms/
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number of Twitter users has been a continuous concern for the performance of
the service10. Issues related to the sharing of personal information with third
party websites by Facebook11 or Twitter retweet issues [11] have defeated the
privacy mechanisms of these services. These lead to new approaches to engineer
Online Social Networks (OSN), termed as Distributed Social Networks (DSN)
[10]. While CSNs store users’ data in their own servers and owns user’s data
as per Terms of Service, DSNs distribute the data across users, emphasizing on
data portability and interoperability. In addition, they promote ownership of
users’ data, as data resides either on a trusted server or on a local computer.

Implementing DSN requires various layers, including one to transmit data
between users’ platform. A common way to do this is Google’s PubSubHubbub
(PuSH), a decentralized publish-subscribe protocol which extends Atom/RSS to
enable real-time streams. It allows one to get near-instant notifications of the
content (s)he is subscribed to, as PuSH immediately “pushes” new data from
publisher to subscriber(s) where RSS readers must periodically “pull” new data.
The PuSH ecosystem consist of a few hubs, many publishers, and a large number
of subscribers. Hubs enable (1) publishers to offload the task of broadcasting new
data to subscribers; and (2) subscribers to avoid constantly polling for new data,
as the hub pushes the data updates to the subscribers. In addition, the protocol
handles the communication process between publishers and subscribers:

1. A subscriber pulls a feed (Atom/RSS) from a publisher (a “topic” in the
PuSH terminology). In its header, the feed refers to a hub where the sub-
scriber must register to get future notifications about publisher’s updates;

2. The subscriber registers to the feed at the hub’s URL. This process is auto-
matically done by the subscriber the first time the feed is accessed;

3. The publisher notifies the hub whenever new content is published — also,
the hub can check for updated directly from the publisher by pulling its feed;

4. Finally, when new content is generated by the publisher, the hub sents up-
dates to all its subscribers for this feed.

PuSH is a scalable protocol, and Google provides a public hub that people can
use to broadcast their content12. This public hub delivers for approximately
40 million unique active feeds, with 117 million subscriptions. In two years,
approximately 5.5 billion unique feeds have been delivered, fetching 200 to 400
feeds and delivering 400 to 600 of them per second. Its largest subscribers get
between 20 and 120 updates per second from the hub.

2.2 Semantics in Distributed Social Networks

Within DSN, individuals mapped to each other with their social relationships
form what is generally termed as a “social graph”, that became popular with
10 http://mashable.com/2010/06/11/twitter-engineering-fail/
11 http://www.adweek.com/news/advertising-branding/

facebook-facing-more-privacy-issues-126296
12 http://pubsubhubbub.appspot.com/

http://mashable.com/2010/06/11/twitter-engineering-fail/
http://www.adweek.com/news/advertising-branding/facebook-facing-more-privacy-issues-126296
http://www.adweek.com/news/advertising-branding/facebook-facing-more-privacy-issues-126296
http://pubsubhubbub.appspot.com/
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OSNs such as Facebook. OSNs and other Social Web services take advantage of
the relationships between individuals to provide better and more personalized
online experience. In [8], Brad Fitzpatrick, founder of the LiveJournal blogging
community13, discussed his views on building a decentralized social graph and
the aggregation of individual’s friends across sites.

Lightweight semantics can play an important role in social graphs and DSN,
allowing to share content between users whether or not they are on the same
system. FOAF [5] — Friend of a Friend — is generally used to represent in-
formation about individuals (name, e-mail, interests, etc.) and their social rela-
tions in a machine readable format. Generally combined with FOAF, SIOC [4]
— Semantically-Interlinked Online Communities — is a lightweight vocabulary
used (in combination with several of its modules) to represent social data and
user activities (blog posts, wiki edits, etc.) in RDF. To a larger extent, vocabu-
laries such as the Open Graph Protocol14, or schema.org15 could be considered
to model the objects being manipulated and shared by users (movies, photos,
etc.) — especially as they may have a larger uptake than the previous ones at
Web-scale.

2.3 WebID

To enable users privacy and secure communications in a DSN, an authentication
protocol is required. WebID [19] is an decentralized authentication protocol that
allows users to manage their own identities and data privacy. It uses X.509
certificates and SSL certificate exchange mechanisms to provide an encrypted
communication channel and ensures that users are who they claim, represented
by a WebID URI — generally identifying a foaf:Person. Hence, FOAF relation
may be enhanced with trust descriptions so as to create a reputation network.
Moreover, this trust network can be backed by the use of cryptographic keys
and digital signatures, so as to form a secure Web of Trust16.

It can also be used for authorization purposes in conjunction with other vo-
cabularies and ontologies such as, Privacy Preference Ontology (PPO) [17] to
provide a fine grained access control. In a nutshell, the protocol works as follows:

1. A client sends its X509 certificate (including his WebID URI) to a server;
2. The server extracts the public key and the URI entries from certificate;
3. The server dereferences the URI and extracts a public FOAF profile;
4. The server attempts to verify the public key information. If the public key in

the certificate is part of the public keys associated with the URI, the server
assumes that the client uses this public key to verify their ownership of the
WebID URI;

5. The client is authenticated, authorization mechanism can be applied.

13 http://livejournal.com
14 http://ogp.me
15 http://schema.org
16 http://xmlns.com/wot/0.1/

http://livejournal.com
http://ogp.me
http://schema.org
http://xmlns.com/wot/0.1/
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2.4 PPO - The Privacy Preference Ontology

By itself, WebID does not determine what kind of access an authenticated user
has on a resources. Yet, it can be combined with authorization mechanisms
to provide such access control. The Privacy Preference Ontology [17] (PPO)
is a lightweight vocabulary built on Web Access Control ontology [13] to pro-
vide fine-grained restrictions to access RDF data. It consists of a main class
PrivacyPreference with properties defining (1) the resource to be restricted;
(2) the conditions to create the privacy preferences; (3) the access privileges and;
(4) the attribute patterns that must be satisfied by the requester — also known
as access space. Access Spaces are SPARQL queries, checking FOAF profiles
of the requesters to grant access (or not) to some data, so that FOAF plays a
central role in the authorization process.

For instance, in a scenario when Alice requests to access to Bob’s information
(e.g. a microblog post), Bob’s privacy preference for the corresponding resource
are checked. If the access spaces for this preference matches Alice’s description
(from her FOAF profile), she will gain access to the requested data. A resource
can have multiple access spaces, and access is granted if one’s profile matches at
least one of the access spaces.

3 Extending PubSubHubbub for Privacy-Aware Content
Dissemination

3.1 Motivations for Extending PuSH

PuSH provides a distributed architecture and hence more scalability compared to
a centralized architecture, but it still does not implement any privacy policies. In
CSN such as Twitter, minimal privacy settings are provided to users. Users can
either make their account public (by default, everyone can view their content)
or protected (only approved followers can view their content). Yet, the lack of
fine-grained privacy policies caused several incidents, such as people being fired
because some content reached undesired people in their network17.

Using PuSH in OSNs brings similar patterns where a publisher can either
broadcast his data to all the subscribers or not. Although it would be possible
to enable finer-grained access control in PuSH by creating one feed per sub-
scriber; this is considered to be difficult at significant scale. Therefore, we extend
PubSubHubbub to feature user-controlled data dissemination. This allows one
user to dynamically create groups of people who will receive a private post that
remains hidden to other users.

3.2 PuSH Extension

The Publisher and the Hub are extended with respect to their counter parts in
the original PubSubHubbub protocol, while the Subscriber functionality is kept
17 http://www.huffingtonpost.com/2010/07/15/

fired-over-twitter-tweets n 645884.html

http://www.huffingtonpost.com/2010/07/15/fired-over-twitter-tweets_n_645884.html
http://www.huffingtonpost.com/2010/07/15/fired-over-twitter-tweets_n_645884.html
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Fig. 1. Sequence of Interactions

intact. Semantic Web technologies such as RDF, SPARQL and tools such as
Triple-Stores are the primary modifications we brought. Following the original
design principles of PuSH, the Hub manages most of the complexity of user
content dissemination. Therefore, it is solely responsible for pushing feeds to the
subscribers explicitly targeted by the publisher. We term this a “Semantic Hub”
since it uses Semantic Web technologies and tools to perform this dynamic and
private dissemination feature. This is detailed in Sections 3.3 and 3.5.

Fig. 1 illustrates the sequence of interactions between the main participants of
the protocol. The ecosystem comprises of the Publisher, the Subscriber and the
Semantic Hub. The sequence is divided into three parts (1) Subscription process
by Subscriber-A (Sub-A) to the Publisher’s feeds; (2) Updates notifications by
the Publisher (Pub) to the Semantic Hub (SemHub); (3) Updates pushes to the
Subscribers by the Semantic Hub.

The Subscription Process is independent of the other two whereas the Up-
dates notifications and Updates pushes happens in sequence. The communication
steps in a subscription process begins with Sub-A requesting Pub for its feeds
(S-1)18. Pub answers with a feed that includes the Topic URL and SemHub
URL (S-2). Sub-A then requests the Semantic Hub to subscribe to Pub’s feeds
Topic URL (S-3). The first communication between Sub-A or any Subscriber
with the Semantic Hub leads to the access of Sub-A/Subscriber’s FOAF profile
by the Semantic Hub (S-4 to S-7). This is further explained in Section 3.3. The
interactions that take place only in the first communication are illustrated by
dashed lines in the Fig. 1.

18 S-X refers to Step X in Fig. 1.
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In the Updates Notification the flow starts with an item generated by Pub.
Once a new item is created, Pub embeds its privacy preference for the item in the
feed. We detail the generation of privacy preferences and how they are embed in
the feed in Section 3.4. The preference is a set of SPARQL queries (also known
as access space) and represents a subset of the semantic social graph hosted in
SemHub (Section 3.3). Once the privacy preferences are embed, Pub notifies
an update to SemHub (S-i). Similar to Sub-A’s first interaction with SemHub,
Pub must also provide its FOAF profile to the Hub in order to enable privacy-
aware dissemination (S-ii to S-v). This interaction happens only once between a
Publisher and a Semantic Hub and is illustrated in Fig. 1 using dotted lines. As
soon as the Semantic Hub is notified with the update, SemHub fetches the feed
from the Pub (S-vi). Each access space for an item is executed on the semantic
social graph (S-vii). Only the matched Subscribers are eligible to receive the
updated item from the Publisher.

Updates pushes sequence (Fig. 1) represents the privacy-aware dissemina-
tion of the updates only to Sub-A because of the privacy settings of the Pub
(S-viii). On the other hand, Sub-B does not receive the updates even though it
is subscribed to Pub’s topic.

3.3 Distributed Social Graph

FOAF profiles play a crucial role in our architecture. They provide a means
for authenticating (WebID) to a platform where users can dynamically create
groups for a privacy-aware microblogging. The latter requires a Semantic Social
Graph (SSG) where SPARQL queries represent a subset of the SSG — which in-
turn forms the dynamic group of people. Generation of the SSG in our protocol
consists of collecting and linking the FOAF profiles of people who communicate
via the Semantic Hub.

Although collecting the FOAF profiles can be done with secure connections
and authorizations, the linking of FOAF profiles in terms of PubSubHubbub
protocol required a vocabulary. Since SIOC does not consider communication
protocols to represent users’ social activities, it is not enough for linking the
FOAF profiles using PuSH protocols for further usage. Hence, we created a
lightweight vocabulary for PubSubHubbub on top of SIOC [12]. The description
of the vocabulary and its usage is explained in the use case (Section 4).

The Semantic Hub uses a triplestore with a SPARQL endpoint to store the
RDF data such as the FOAF profiles. The detailed process of collecting, storing
and linking the FOAF profiles to enable a Semantic Social Graph is as follows
As illustrated in Fig. 1, the Semantic Hub gathers user’s profiles during the
registration for publishing/subscribing in the following sequence.

1. The user sends a requests for publishing/subscribing at the Semantic Hub.
2. Before acknowledging for publishing/subscription, the Semantic Hub re-

quests the user’s FOAF profile.
3. The user authenticates to the Semantic Hub using WebID, further provid-

ing a secure connection to the user’s personal information stored in FOAF
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format. As it can be inferred from the sequence, the Semantic Hub has its
own WebId URI and certificate for the users to authenticate.

4. The Semantic Hub stores the FOAF profiles with added necessary informa-
tion about subscriber and publisher in the RDF store. The generation of
necessary information in case of SMOB is presented in Section 4.

3.4 Generating Privacy Preference

Creating SSG helps to dynamically extract groups of subscribers from the pub-
lisher’s social network who are eligible to receive the publisher’s post. To do so,
the publisher must create preferences to restrict which users can access the data.
These preferences are defined using PPO based on (i) SPARQL queries defining
access spaces to represent a subset of the SSG that can access the data (e.g.
people interested in “Semantic Web” among my friends) and (ii) conditions to
match items that must be delivered with their corresponding access space.

Our implementation provides a user-friendly interface to formulate SPARQL
queries where no knowledge about SPARQL or Semantic Web is required (Sec-
tion 4). Formulating access spaces for each item to be published is not practical.
The privacy settings for items can have conditions to categorize an item and
assign access space for the corresponding category. For example, the privacy
preference in Fig. 2 restricts any document tagged with Semantic Web (catego-
rizing by tags) from the publisher to only those users who share an interest in
Semantic Web. Since the Privacy Preferences are represented in RDF, a triple
store is necessary at the publisher to store and retrieve the privacy settings.

<http :// example . org / pr ivacy /3> a ppo : Pr ivacyPre f e r ence ;
ppo : app l iesToResource

<http :// xmlns . com/ f o a f /0.1/Document>;
ppo : hasCondit ion [

ppo : hasProperty tag : Tag ;
ppo : resourceAsObject

dbpedia : Semantic Web
] ;

ppo : as s i gnAcces s a c l : Read ;
ppo : hasAccessSpace [

ppo : hasAccessQuery ”SELECT ? user WHERE {
? user f o a f : t o p i c i n t e r e s t dbpedia : Semantic Web }”

] .

Fig. 2. Example SMOB Privacy Preference Filtering

Each access space is a subset of the SSG in the Semantic Hub, which in turn
is the list of subscribers who are eligible to receive the post. Our implementation
of privacy settings for a SMOB user embeds a default access space for the micro-
posts that do not have any predefined privacy settings. If there are more access
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spaces then all are embedded into the RSS. Embedding access spaces into RSS
will include another element <privacy> for each item/post in the RSS/Atom
feed. An example of RSS item including the privacy preferences is shown in Fig.
3. The <privacy> element comprises of each access space as a child element
<accessspace>. Also, it allows us to simply reuse and extend RSS / Atom to
pass the policies from the publisher to the Hub. The Semantic Hub then uses
the embedded access spaces to filter the list of subscribers to only those who can
receive the item.

<item>
< t i t l e >Only Friends</ t i t l e >
<de s c r i p t i on>

Send t h i s to only peop le I know and
i n t e r e s t e d in Semantic Web

</d e s c r i p t i on>
<l i nk>http :// example . org / r s s </l ink>
<guid >123123123123</ guid>
<pubDate>March 06 2001</pubDate>
<privacy>

<acce s s space>
SELECT ? user WHERE {
f o a f :me f o a f : knows ? user .
? user f o a f : t o p i c i n t e r e s t dbpedia : Semantic Web . }

</acce s s space>
. . .

</privacy>
</item>

Fig. 3. Access space embedded in an RSS feed

3.5 Semantic Dissemination of Content

The final step of the protocol is to disseminate the publisher’s content based on
the privacy settings for the content. Once the post and its privacy settings are
updated in the feed by the publisher, the publisher notifies the Semantic Hub
for updates. The Semantic Hub pulls the updated feed and parses it to fetch the
updates and the corresponding access spaces.

Every updated item in the feed has its own set of access spaces. The process
for multicasting each item is as follows:

1. Each access space for the item is queried on the SSG at the Semantic Hub’s
RDF store. The result is a subset of the SSG that matches the access space
executed.

2. Union of all the subsets of the SSG retrieved by executing the access spaces,
comprises of the subscribers who are eligible for receiving the item.
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Fig. 4. Sequence of Interactions SMOB

3. As illustrated in the Fig. 3 the RSS/Atom items in the feed also comprises of
its own access spaces in the <privacy> element. However, the item with the
access spaces, if broadcasted will let the subscribers be aware of the privacy
settings of the publishers. Therefore, to maintain the privacy of the publishers,
the <privacy> element is deleted from each item at the Semantic Hub.

4. The modified item is then sent to only the callback URLs of the filtered
subscribers list from step 2.

4 Implementation and Use Case in SMOB

SMOB - http://smob.me is a open and distributed semantic microblogging
application combining Semantic Web standards and Linked Data principles with
State-of-the-art social networking protocols. In the microblogging context, it is
common to use the follower and followee terms, where the follower is a user who
follows another user’s timeline (i.e. her/his microblog posts) and the followee is
the user generating content and being followed. A user can be both a follower and
a followee, and can have multiple followers and followees. Combining the PuSH
terminology with this one, we have: a follower is a PuSH Subcriber, a followee is
a PuSH Publisher, a PuSH feed/topic is the User’s Timeline and each micropost
is a PuSH item in the feed.

SMOB used the PuSH implementation (using Google’s public hub19) to broad-
cast feeds. But privacy was still a concern. We now present the step by step
implementation of our protocol in SMOB, enabling both privacy-awareness and
scalability when distributing microblog posts.

There is an screencast of the full process available at http://smob.me/video
19 http://pubsubhubbub.appspot.com/

http://smob.me
http://smob.me/video
http://pubsubhubbub.appspot.com/
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4.1 SMOB Hub-User Initial Interaction

The Semantic Hub creates a SSG of the users communicating via the Hub using
the same process than the one explained in Section 3.3. We had to distinguish
between the user’s social connections on FOAF and the ones in SMOB. For
example, in Fig. 4 the access query just mentions all users interested in Semantic
Web, whereas we need only (in this subset) those who are followers of SMOB-A.
Hence, we modeled the social activities over the Semantic Hub.

We created a lightweight vocabulary for PuSH and SMOB. Fig. 5 depicts our
vocabulary, where classes and properties are mapped to the terminology used
in core specification of PubSubHubbub [3]. The full specification is available at
http://vocab.deri.ie/push. As per specification, the PuSH Topic represents
the feed of the Publisher. In SMOB, there is a one to one relationship between
the Publisher and his Feed. We are thus using sioc:UserAccount to each user
communicating via the SemanticHub. Instances of sioc:UserAccount are linked
to PuSH Topics with appropriate properties. We introduced:

– push:has hub to express the relationship between the PuSH Topic and the
Semantic Hub. Semantic Hub is considered to be a FOAF Agent.

– push:has callback to express the relationship between Subscriber and its
callback URL which is of type rdfs:Resource.

Added relations stored with followee’s FOAF are
(1) newly created unique sioc:UserAccount; (2) relation to the PuSH Topic
(Followee’s Timeline) she/he is creating; and (3) PuSH Topic related to the
Semantic Hub. The follower also has similar properties, i.e. (1) newly created
unique sioc:UserAccount; (2) relation to the PuSH Topic (Follower’s timeline)
he/she is subscribing to; and (3) Callback URL of the Subscriber. When a fol-
lower wants to unfollow a followee, the follower’s relation with the PuSH Topic
(Followee’s timeline) is simply removed.

4.2 SMOB Followee - Publishing

Since SMOB is a semantic microblogging service, it already includes an Arc2
triple store during installation. Therefore the requirement for the Publishers to
include a triple store in our protocol was fulfilled. The same RDF store is used
to store and retrieve the privacy preferences of the corresponding user.

Further, we frequently refer to Fig. 4 to explain the use case. SMOB-A is the
Followee, SMOB-B SMOB-C and SMOB-D are followers of SMOB-A.

A SMOB user (SMOB-A) has to generate privacy preferences (Section 3.4) for
controlling his content distribution. In SMOB, the categorization of microposts
is done using “semantic hashtags” mentioned in the micropost (i.e. tags linked to
resources from the LOD cloud using models such as MOAT20 or CommonTag21).
Hence, we map these tags to the privacy preferences to enable the privacy in con-
tent distribution. As shown in the Fig. 6, we have build a simple user-interface
20 http://moat-project.org
21 http://commontag.org

http://vocab.deri.ie/push
http://moat-project.org
http://commontag.org
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Fig. 5. Vocabulary to represent PuSH information in RDF

to let users create such a setting without prior knowledge of SPARQL or the Se-
mantic Web. Both the hashtag and the interest are looked-up in DBPedia22 and
Sindice23 and the concepts are suggested to the user. Once the user selects the
intended concepts, the resulting Privacy Preference is stored in the local triple
store. For example, Fig. 6 shows the interface to create the privacy preferences
where the microposts tagged with #rdf, should be sent only to those followers
who are interested in Semantic Web. Also, we offer the ability to restrict based
on the relation that people share together, using the RELATIONSHIP vocabu-
lary. The main advantage compared to pre-defined groups is that the settings are
automatically updated based on the user’s attribute, in almost real-time since
the Semantic Hub stores users’ profiles24 Once again, these two use-cases are
just an example, and the privacy settings could be further enhanced.

When SMOB-A is creating a new micropost and tags it with the #rdf hashtag
(Step 1 of Fig. 4) , the SMOB interface suggests links to the resources with that
label from DBPedia and Sindice in a similar way as for the privacy settings.
Once the micropost is posted, SMOB-A queries the local triple store for access
spaces matching the URI representing the hashtag #rdf (Step 2, 3 of Fig. 4).
The access space is embeded into the RSS feed of SMOB-A.

The SMOB Followee then notifies the Semantic Hub about the update (Step
4 in Fig. 4).

22 http://dbpedia.org/
23 http://sindice.com/
24 As said earlier, so far, we assume that the information provided in FOAF profile is

correct, or at least should be trusted - which is legally the case with WebID as it
requires a certificate which implies some real trust settings.

http://dbpedia.org/
http://sindice.com/
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Fig. 6. Privacy Settings interface in SMOB

4.3 SMOB Semantic Hub - Distribution

Querying data to and from the Semantic Hub triple store is performed using the
Python SPARQLWrapper25. The wrapper is entirely HTTP-based, thus gives the
flexibility to deploy the RDF store in any environment and access it remotely.
To maintain privacy of the profiles, the SPARQL endpoint is accessible only by
the Semantic Hub.

After SMOB-A notifies the Semantic Hub about the update, the Semantic Hub
fetches the feed and, for the newly created microposts extracts the access space.
Before the access query is executed, more conditions are added based on the
corresponding relations added during FOAF profiles storage (Section 4.1). In this
use-case conditions are added to retrieve the callback URLs of the followers, who
holds a sioc account subscribed to SMOB-A’s topic. The access space is executed
against the SSG of SMOB-A in conjunction with the above conditions (Step 5
in Fig. 4) and the list of users (SMOB-B and SMOB-D) matching the SPARQL
query are returned (Step 6 in Fig. 4). SMOB-B and SMOB-D matched because
their interests are in the category of “Semantic Web” where as SMOB-C has
interest “Computer Networks” which does not fall into the category restricted
by SMOB-A.

25 http://sparql-wrapper.sourceforge.net/

http://sparql-wrapper.sourceforge.net/
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5 Related Work

Related work can be considered from two different perspectives (1) Distributed
Social Networks and Semantics, and (2) Privacy in Social Networks. This combi-
nation should lead to a distributed and privacy aware Social Web, as envisioned
in the final report of the W3C Social Web Incubator Group “Standards-based,
Open and Privacy-aware Social Web” [1].

Research on privacy in OSNs are prominently about misuse of private in-
formation and therefore providing more security [6] [9]. Very few have done
research where broadcasting of user content is taken into consideration. Work
by B. Meeder et al. [11] analyses the privacy breach for protected tweets by
retweets. Our work more or less falls in the category of awareness in distribution
of content. Next, gathering information about users from online social networks
to form social graphs [22] [16] has been really useful to leverage the powers
of social graphs. Work by Matthew Rowe shows the creation of Social Graphs
by exporting information from online social networks into semantic form using
FOAF vocabulary [16]. Further to this, few of the areas where the power of such
Semantic Social Graphs is leveraged are in finding friends in federated social
networks [7] and to disambiguate identity of users online [15].

Efforts such as P3P or more recently policy systems such as Protune also
enable rule-based access to content on the Web. However, they are not nec-
essary suited to Web-based environment. Cuckoo [21] is a decentralized P2P
socio-aware microblogging system. It focuses on providing a reliable and scal-
able system to increasing the performance with respect to traditional centralized
microblogging systems. Yet, they rely on a more complex architecture which is
not only HTTP based and makes it difficult to deploy in practical Web-based
environments. FETHR [18] is another open and distributed microblogging sys-
tem, that emphasizes about the scalability, privacy and security. While using
a publish-subscribe approach, information is sent from the provider to all its
subscriber (one of the reason while PuSH was build). More recently, [20] is at a
close proximity to our work but on mobile platforms. They provide a semantic
social network for mobile platforms, but do not tackle the privacy aspect. In
addition, larger open-source projects such as StatusNet or diaspora also enable
distributed Social Networks using similar stacks (notably including PuSH and
the Salmon protocol26 for pinging-back comments), but neither directly focus
on on-demand and dynamic privacy settings.

6 Conclusion

In this paper, we described how we extended Google’s PubSubHubbub protocol
to cope with privacy-by-design in Distributed Social Network. We showed how we
defined a way to broadcast content only to a subset of one’s social graph, without
having to hardcode user-group or specify static policies. Hence, our system can
cope with dynamic groups and organizations without putting any burden on the
26 http://www.salmon-protocol.org/

http://www.salmon-protocol.org/
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user. Moreover, we have shown how we implemented this into SMOB, a Semantic
and Distributed microblogging platform. Overall, our approach also shows how
to combine pragmatic Social Web protocols and formats (PuSH and RSS/ Atom)
with Semantic Web standards and vocabularies (SPARQL Update and PPO).

In the future, we will focus on enabling our architecture for mobile devices.
Here, challenges will be to send information from and to devices that can be
off-line from time to time, but still need to be notified. Also, we are considering
to apply this architecture to Sensor Data, in order to deal with the management
of sensitive information such as geolocation.
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Abstract. BookSampo is a semantic portal in use, covering metadata
about practically all Finnish fiction literature of Finnish public libraries
on a work level. The system introduces a variety of semantic web novel-
ties deployed into practise: The underlying data model is based on the
emerging functional, content-centered metadata indexing paradigm us-
ing RDF. Linked Data principles are used for mapping the metadata
with tens of interlinked ontologies in the national FinnONTO ontology
infrastructure. The contents are also linked with the large Linked Data
repository of related cultural heritage content of CultureSampo. Book-
Sampo is actually based on using CultureSampo as a semantic web ser-
vice, demonstrating the idea of re-using semantic content from multiple
perspectives without the need for modifications. Most of the content has
been transformed automatically from existing databases, with the help
of ontologies derived from thesauri in use in Finland, but in addition tens
of volunteered librarians have participated in a Web 2.0 fashion in anno-
tating and correcting the metadata, especially regarding older litarature.
For this purpose, semantic web editing tools and public ONKI ontology
services were created and used. The paper focuses on lessons learned in
the process of creating the semantic web basis of BookSampo.

1 Introduction

With the advent of the Internet, the role of libraries as primary sources of factual
knowledge has diminished, particularly among younger people. This is reflected
in many of the analyses published in a 2011 study of library use in Finland [13].
Even taken as a whole, 83% of the respondents of the study said they rather
sought factual knowledge from the Internet than from the other tallied channels
of public libraries, television, magazines or friends. Even for deeper learning on
a subject, 40% favored the Internet, as opposed to 38% who still preferred the
library. At the same time, the role of the library as a provider of fiction literature
has remained constant. While 34% of the respondents said they still benefited
from factual information stored in libraries, the corresponding percentage for
fiction was 45%.

L. Aroyo et al. (Eds.): ISWC 2011, Part II, LNCS 7032, pp. 173–188, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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These results encourage libraries to improve their services related to fiction
literature, such as the search and recommendation facilities available for such
content. However, the special nature of fiction necessitates a move from the
old library indexing traditions, i.e. mainly classifying books by genre and by
cataloguing their physical location, to describing their content. This is a very
recent development in the centuries long timescale of libraries,

In Finland, content keywords for fiction have been systematically entered only
since 1997, using the Finnish fiction content thesaurus Kaunokki1, developed
since 1993. The reason for this is twofold. First, there is a long running tradition
in libraries of favoring assigning a singular classification to each book. This is
simply due to the relatively recent advent of library computer systems, starting in
Finland in the 1980s. Before, when book information was stored on physical index
cards, any added keywords past the necessary single classification necessitated
also adding another physical card to the indexing cabinets. For fiction, this has
always been somewhat problematic, as it appeared quite impossible to arrive
at a single universal best classification system, even though various attempts at
such have been proposed from as early as the 1930s [11].

Even after the single classification issue was resolved, fiction content descrip-
tion was still considered almost impossible due to the interpretational ambiguity
of texts. It was also feared that content description with only a few words would
abridge the connotations of a work, and could actually do more harm than good
to literature and its multidimensionality. Experiments in indexing consistency
from 1999 however found that there was much uniformity in how individual
readers paid attention to certain fictional works, and that most fictional content
could be adequately described by about 10 to 15 indexing terms [11].

On the other hand, the study also concluded that customers descriptions of
the pertinent points of, and questions about fiction literature tended to combine
details related to for example the author, contents and publication history of
a given work. Based on this, the author of the study compiled a wide or ideal
model for describing fiction, which in his mind should include not only the factual
publication data on the book, but also descriptions of the content, information
on any intertextual references contained therein and data about the author,
as well as information about the reception of the book by readers at different
times, interpretations by researchers and other connections that help position
the publication in its cultural historical context.

In 1999, this model was considered an ideal, impossible to implement in real-
ity. However, times change, and when the Finnish public libraries in the summer
of 2008 started a joint venture to experiment with new ways of describing fic-
tion, the model was chosen as a concrete goal to strive for. At this point, based
on knowledge gained from prior collaboration, the libraries approached the Se-
mantic Computing Research Group at the Aalto University and University of
Helsinki, and the BookSampo project started as part of the national FinnONTO
initiative2. Because the model that was strived for placed much emphasis on the

1 http://kaunokki.kirjastot.fi/
2 http://www.seco.tkk.fi/projects/finnonto/
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interconnections between heterogeneous information items, it seemed a good fit
for semantic web technologies. For example, the cultural historical context of
fiction literature is not restricted to other literature, but spans the whole of cul-
ture and history from the time of their writing onwards. Books are nowadays
also often sources for movies etc., further demanding a broadening of horizons.

The research group had also much prior experience in publishing cultural
heritage content on the semantic web, having created the MuseumFinland por-
tal [6] in 2004 and the CultureSampo portal [5,8] in 2009. The BookSampo
project could make use of much of the infrastructure created for CultureSampo
in converting legacy data and thesauri to RDF and ontologies respectively, in
editing and annotating data semantically, and in providing intelligent end-user
services based on that data.

A beta-version of the end-user portal developed is currently available at
http://www.kirjasampo.fi/. Already, the portal contains information on vir-
tually all fiction literature published in Finland since the mid 19th century, a
total of some 70 000 works of fiction, 25 000 authors and 2 000 publishers.

In the following, lessons learned during the BookSampo project will be pre-
sented. First discussed are the many insights gained in modelling fiction, both
from an abstract viewpoint as well as how it relates to the semantic web. Af-
ter that, experiences gained while transforming Kaunokki into an ontology are
given. Then the paper presents a technical description of various parts of the
system, focusing on the challenges faced and benefits gained from applying se-
mantic web technologies. Finally, the paper discusses the further potential and
reception of the developed system in library circles.

2 The BookSampo Data Model

From the start, the BookSampo project was consciously geared towards an am-
bitious, disruptive experiment as opposed to an incremental improvement. Thus,
early on it was decided that the MARC format3 still currently used in most li-
braries in Finland would not be used in the project on account of its restrictions,
nor would the system be built on top of the current library indexing systems.
Instead, the data model of BookSampo was to be based purely on RDF and Se-
mantic Web principles, with both the indexing machinery as well as the public
end user interface operating directly on that data to best fulfil its potential.

One of the benefits of the RDF data model is its flexibility. This proved an
asset in the project. Because of the experimental nature of the project, there have
been multiple times when the model has needed amendment and modification.
In addition to simple addition of fields or object types, the schema has undergone
two larger alterations during the project.

First, the way the biographical information of the authors was encoded was
changed from events to attributes. Initially, details about, among others, the
times and places of authors’ births, deaths and studies were saved in BookSampo

3 http://www.loc.gov/marc/
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as events, in the spirit of the cultural heritage interchange model of CIDOC-
CRM [2] and the BIO-schema of biographical information [1].

User research, as well as interviewing library indexers revealed, however, that
events as primary content objects are not easily understood by those indexing
them or by end-users on a cognitive level. Bringing events to the fore, the ap-
proach fractured and distributed the metadata of the original primary objects.
For example, people wanted much more to see information on authors’ birth and
death dates and places as simply attribute-object values of the author, instead
of as events where the author was involved in.

Description thus adopted back the more traditional model, where data about
times and places of occurrences are directly saved as author attributes. In the
case of studies, this did lead to some loss of data specificity, as the original
information related for example the dates and places to each individual degree
attained. This information could not be maintained in a flat attribute value
description centered on the author. However, the indexers deemed the simplicity
to outweigh the costs in this situation.

An even larger change however was made to the book schema. It has been
a conscious policy that BookSampo should only concentrate on the description
and data concerning the contents of the work itself, irrespective of editions. But
right from the start, details about translators, publication years, publishers and
publishing series crept in. The guidelines at the time were to save only the details
of the first Finnish edition.

For a very long time, the model of a single object worked well, until it was de-
cided that the project should also extend to include Swedish literature4, as well
as maintain distinctions between different translations. It then became necessary
to reconsider how the different conceptual levels of a work could be separated
from each other. Advice was sought from the FRBRoo Model [10], which iden-
tifies four conceptual levels, among which the different properties of a work can
be divided:

1. Work. The abstract contents of the work—the platonic idea of the work
(primary creator, keywords).

2. Expression. The concrete contents of the work — original/translated text,
stage script and film script (author, translator and director).

3. Manifestation. The concrete work/product—book, compilation book, entire
concept of a stage performance and film DVD (publisher, issuer and ISBN).

4. Item. The physical copy—single book/compilation/performance/DVD.

The idea in the model is that a single abstract conceptual work may be written
down in different texts, which may then be published in multiple editions, each
comprised of a multitude of physical copies. Each type of item down the scale
inherits the properties given on the levels above it. Translated into actual index-
ing work, this means that for example the content of a work need be described
4 Finland is a bilingual country, the official languages being Finnish and Swedish. This
is why a web service maintained by the public libraries must be available in both
languages.
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only once, with each different language edition merely referring to the resource
describing the qualities of the abstract works printed therein.

After what had been learnt from the biography schema, it was not deemed
desirable to replace a simple model with the complexity of four entire levels.
Also, more generally, experience had proven that the BookSampo indexing model
focusing on the contents of the work was already quite a leap to librarians,
who were thus far mostly familiar with single level MARC indexing of mostly
manifestation level information.

Since data in BookSampo never reaches the level of a single item, it was easy
to simply drop the item level. On the other hand, the work level had to be kept
separate, so translations in different languages could refer to the same content
keywords. It was decided, however, to combine the expression and manifestation
levels, since, one translation has on the average one publisher and physical form,
and repetitive descriptions would hence not be needed on a large scale.

As a result, works are described at two levels in BookSampo: as an abstract
work, which refers to the contents of the work, which is the same in all transla-
tions and versions and as a physical work, which describes features inherent to
each translation or version.

The following fields are used to describe an abstract work:

– work titles in all the languages in which the physical work is stored
– author(s)
– type (novel, novella, poem, etc.)
– genre (fantasy literature, one-day novel, detective novel, etc.)
– subjects and themes addressed in the work
– actors (in general, children, doctors and middle-aged people)
– main characters (proper names, e.g. Adam Dalgliesh)
– time of events (in general, summer, middle ages or a specific dating)
– place of events (in general, libraries, countryside or a real-world place)
– textual summary or presentation
– language of the original work
– work adaptations (movies, operas, plays, etc.)
– related works (librarian recommendations)
– information related to the work on the web (critiques, descriptions, etc.)
– awards

The following fields are related to the description of a physical work:

– title and subtitle
– original title
– language of the work
– publisher
– date published
– number of pages
– translator
– illustrator
– editor or other contributor
– additional information on publication history (edition, illustrations, etc.)
– serial information

In addition, a book cover image can be included with a physical work, and it is
also possible to describe the cover with keywords, provide a brief description of
it and list the cover designer. It is also possible to associate review objects to
the abstract works, describing for example contemporary reader reactions.
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The physical works are linked with the abstract work and their data are
presented in the context of the abstract work. This way it is possible to demon-
strate, for example, that Hopealaiva and Nostromo are both Finnish translations
of Nostromo, a Tale of the Seaboard by Joseph Conrad.

While it can be argued that not using the whole FRBR model diminishes
the interoperability of the content in BookSampo with regard to other FRBR
collections, it turns out that also others have independently come to a similar
simplification of the model, particularly in systems where distributed editing
and understandability of content is important, as opposed to for example sys-
tems doing automatic conversion of MARC records to FRBR. For example, the
Open library5 recognizes work and edition levels, with the latter also combining
expression and manifestation. Exactly the same situation is present also in the
LibraryThing portal6, only naming the entities as “work” and “book”. On the
other hand, even systems that claim to support separate expression level items
on their data model level, such as The Australian Music Centre7, and the OCLC
WorldCat system8, do not allow these to be shown or searched for independently
of their linked work or manifestation entities in their actual user interfaces, thus
further corroborating that at least from an end-user perspective, the distinction
between an expression and a manifestation is not very important.

In any case, it has already been established by others that separation of ex-
pressions from even the original combined MARC fields is possible by mostly
automated processing along with manual correction [3,9], so should a need for
further separation arise, one could just repeat a similar split procedure as just
presented for the BookSampo data.

In BookSampo, the experience of moving from the solution of one conceptual
level to that of two was mainly simple and painless. A minor problem was, how-
ever, short stories and their relationship with short story collections. Originally,
two objects here were turned into four, and their internal relationships required
precise inspection. Finally, it was decided to choose a model where each short
story had an abstract work level, which was “embodied” as a “part of a physical
work”. This “part of a physical work” was then included in a physical work,
which in turn was the “embodiment” of the short story collection as an abstract
work. This set of relationships is depicted in a more visual form in figure 1.

This way both the individual short story and the short story collection overall
may separately have content keywords. Whereas most of the data at the mani-
festation level belongs to the physical work of the short story collection, the data
of an individual short story at the expression level, e.g. details of the translator,
the name in the collection or page numbers, belongs to the part of the physical
work. This same structure is also applied to other similar part-object instances,
for example single poems in poem collections.

5 http://www.openlibrary.org/
6 http://www.librarything.com/
7 http://www.australianmusiccentre.com.au/about/websitedevelopment
8 http://frbr.oclc.org/pages/



BookSampo—Lessons Learned in Creating a Semantic Portal 179

Fig. 1. Relationship between short story and short story collection in the BookSampo
data model

As a benefit of the flexibility of the RDF data model, all the transforma-
tions described here could be done by quite simple transformation scripts that
operated only on the data, without having to change editor or database code.

There is one area where the RDF data model caused problems. For the most
part, the model is simple. Each resource describes an independently existing
thing, such as a book, award, author or a place, that has relationships with
other things. Yet even this was sometimes hard for people who were used to
each annotation being completely separate. For example, at one point it was
discovered that two different URIs for the 1970s had crept into the database.
Upon closer inspection, it was discovered that one of them was actually the URI
for 1960s, only someone had changed the label when they were trying to correct
a particular book’s annotation as happening in the 1970s instead of the 1960s.

However, a much greater problem was the confusion arising from cases where
a particular resource actually didn’t note an independently existing, understand-
able thing. This has to do with cases where a relation has metadata of its own,
such as when one wants to record the year a book has been given an award or
the serial number of a book in a series. In RDF, these situations are usually re-
solved by creating the link through an anonymous node where this information
can be recorded. For example, a book can be related to the resource “Part 7 in
the Yellow Library”, which is in turn annotated as a part of the Yellow Library
series with a part number of 7.

In BookSampo, this caused problems because these auxiliary resources ap-
peared to the user exactly like resources describing something independently
extant, yet their function was different—i.e. it doesn’t really make sense to
think that “Part 7 of the Yellow Library series” exists in any sense separate
from the book that holds that place in the series. In BookSampo, there was no
way around using these auxiliary resources for certain things, but their use cer-
tainly did muddy the primary concept of the graph model. Luckily, in practice
the effects of this could be somewhat mitigated by training and annotation in-
structions. However, further developments in generalized visualization, browsing
and editor environments should do well to provide support for special handling
of such auxiliary resources, so that such inconsistencies arising from technical
limitations can be hidden behind better user interfaces.
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3 Ontology Creation and Participation in the FinnONTO
Infrastructure

To maximally leverage the possibilities of semantic web technologies in the
project, the Finnish and Swedish thesauri for fiction indexing (Kaunokki and
Bella) were converted into a bilingual ontology KAUNO [12]. This was done in
order to allow the use of inferencing in the recommendation and search func-
tionalities of the end-user portal.

This ontology was also linked with other available ontologies and vocabular-
ies used in CultureSampo, to improve the semantic linking of the content to
their cultural historical context. Here, the project leveraged and relied on the
work done in the wider FinnONTO project [4], which aims to make uptake of
the semantic web as cost-effective as possible in Finland by creating a national
infrastructure for it. At the core of the FinnONTO model is the creation of
a national ontology infrastructure termed KOKO, which aims to join and link
together under an upper ontology as many domain specific ontologies as possible.

The primary core of KOKO is currently comprised of 14 domain ontologies
joined under the the Finnish national upper ontology YSO9. Among these are for
example the museum domain ontology MAO, the applied arts ontology TAO,
the music ontology MUSO, the photography domain ontology VALO and the
ontology for literature research KITO. Thus, by linking the fiction literature
ontology KAUNO to KOKO, links would immediately be created bridging the
material to all this other cultural heritage.

Thus far, with the exception of MAO and TAO, these ontologies are each
joined only through common links to YSO. This has been possible because almost
all common concepts of the domain specific are also in YSO, and domain concepts
appear mostly only in that domain. This was the approach taken also with regard
to KAUNO. To create the links, automatic equivalency statements between the
concepts of the KAUNO and YSO ontologies were generated by tools created in
the FinnONTO project. After this, the combined ontology file was loaded into
the Protégé ontology editor10. All automatically created links were checked by
hand, as well as new links created.

The experience of the librarians who ontologized Kaunokki was that it brought
in a very welcome additional structuring to the vocabulary. For example, the
term “american dream”, in the thesaurus only contained information that it be-
longed to the theme facet. In the ontology however, it had to find a place in the
ontology’s class hierarchy: a lifestyle, which in turn is a social phenomena, which
at the root level is an enduring concept (as opposed to a perduring or abstract
concept). This forced additional work ensures that no keyword floats around in
isolation, but is always surrounded by co-ordinate, broader and narrower con-
cepts that help define it and relate it to other phenomena. This also beneficially
forces the vocabulary keeper to narrow down and elucidate their definition of the
keyword, which in turn helps in ensuring uniform use of keywords by indexers.

9 http://www.yso.fi/onki3/en/overview/yso
10 http://protege.stanford.edu/
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The linking to YSO was also deemed extremely beneficial, as before, even
all general keywords were maintained in each vocabulary separately. Now, their
management could be centralized, while having the work done still be usable as
part of systems utilizing the domain ontologies.

4 System Description

In this section, the paper presents the technical solutions created for the Book-
Sampo System, focusing on the challenges faced and benefits gained from ap-
plying semantic web technologies. First, the data import and integration func-
tionality used to both bootstrap as well as update the system is discussed. Then
presented is the primary editing environment created for the dozens of volun-
teers distributed in Finnish libraries who do content enrichment for the project.
Finally, the functionality used to built the end-user portal search and browsing
functionality is discussed.

4.1 Data Import and Integration

Contrary to existing library systems, the project was not to focus on the char-
acteristics of individual physical editions of books, but equally to the content as
well as the context of the different conceptual works themselves. However, it still
made sense to bootstrap the database from existing collections, where possible.

The BookSampo project needed first to do data importing, conversion and
integration. Data on books was to be sourced primarily from the HelMet cata-
loguing system11 used in the Helsinki metropolitan area libraries, which stored
its information in the ubiquitous MARC format. Also, from very early on, the
vision of the project included storing information not only of the books, but also
of the authors of those books. Data on these were to be sourced from three dif-
ferent databases maintained at various county libraries across Finland. Thus, at
the very beginning, the project already had at least two quite different content
types, and multiple data sources.

The data converters were created following principles established in the Cul-
tureSampo project [8], which focus on first converting a data set into RDF as
is in an isolated namespace, and then using common tools to map them to each
other, as well as to external ontologies and place and actor registries on a best-
effort basis. Doing the mapping at the end on the RDF data model and ontology
language level, such as using owl:sameAs mappings, brings multiple benefits.
First, it ensures that no primary information is lost in the conversion, what of-
ten happens when trying to map text-based keywords in the original data to
a curated ontology immediately in place. Second, it also allows any automatic
mappings to be later reversed if found problematic, as well as iteratively adding
more mappings as resources permit. This can be either done manually, or when
centrally developed automatic mapping tools improve.

11 http://www.helmet.fi/search∼S9/
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In the case of BookSampo, the format of the original author records quite
closely matched the end schema sought also in the BookSampo system. However,
the book records to be imported were in the edition-centric MARC format.
Here, each edition in the source data was simply converted into an abstract
work in the BookSampo schema. A large number of volunteers in libraries then
poured through the data, manually removing and joining duplicate works that
had resulted from multiple editions of a single work in the source.

The conversion of the records from MARC to linked RDF already bought an
instant benefit to the project: Before, the fiction content descriptions had been
stored in the HelMet library system only as text fields containing the Finnish
language versions of the keywords. Now, when they had been converted into URI
references in the bilingual ontology, they could instantly be searched using either
language. Also, because YSO was available also in English, much of the content
could additionally now also be searched in that language. In addition, the use
of the CultureSampo authority databases allowed the automatic unification of
different forms of author names found in the system, while the place registries of
CultureSampo instantly added geo-coordinate information to the place keywords
for later use in creating map-based user interfaces to the data.

Recently, the BookSampo project also bought rights to descriptions of newly
released books from BTJ Finland Ltd, a company that provides these descrip-
tions to Finnish library systems for a price. These descriptions are fetched from
the BTJ servers each night in the MarcXML format used also for HelMet, au-
tomatically converted to RDF using the CultureSampo tools, and added to the
RDF project with tags indicating they should be verified. The librarians then
regularly go through all such tagged resource in the editing environment, remov-
ing the “unverified” tags as they go along.

4.2 Collaborative Semantic Web Editing Environment

As BookSampo didn’t have a data store or editor environment of its own ready,
the project decided to adopt the SAHA RDF-based metadata editor [7] devel-
oped by the FinnONTO project as its primary editing environment.

SAHA is a general-purpose, adaptable editing environment for RDF data, ca-
pable of utilizing external ontology services. It centers on projects, which contain
the RDF data of a single endeavour. The main screen of SAHA provides a listing
of the class hierarchy defined in the project, from which new instances can be
created. Alternatively, existing instances of a particular type can be listed for
editing, or a particular instance sought through text search facilities. Navigation
from resource to resource is also supported in order to examine the context of a
particular resource, with pop-up preview presentations allowing for even quicker
inspection of the resources linked.

The editing view of the SAHA editor is depicted in figure 2. Each property
configured for the class the resource is an instance of is presented as an editor
field, taking in either literal values or object references. For object references,
SAHA utilizes semantic autocompletion. When the user tries to find a concept,
SAHA uses at the same time web services to fetch concepts from connected
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external ONKI ontology repositories [15], as well as the local project. Results
are shown in one autocompletion result list regardless of origin, and their prop-
erties can also be inspected using pop-up preview presentations. In the example
depicted in figure 2 for example, this is extremely useful when the user must
choose which of the many Luxors returned from both local and external sources
is the correct annotation for this book.

Fig. 2. The SAHA metadata editor, showing both semantic autocompletion as well as
a pop-up preview presentation of one of the autocompletion results

For the purposes of the BookSampo project, the SAHA editor was improved
with an inline editor feature. The idea is simple: a resource referenced through
an object property can be edited inline in a small version of the editor inside
the existing editor. Specifically, this functionality was developed to ease the use
of the necessary auxiliary resources discussed before. However, there seemed
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no reason to restrict the functionality to those alone, so this possibility is now
available for all linked object resources. In figure 2, this is shown for the property
‘time of events” whose value “ancient times” has been opened inline for editing.

From the library indexers point of view, a major source of excitement in the
RDF data model and the SAHA editor has been their support for collaborative
simultaneous editing of a rich, semantically linked network. Libraries in Finland
have shared MARC records between each other for a long time, but these go
from a silo to another, and always as whole records focused on individual book
editions. In SAHA by contrast, newly added authors or publishers for example,
along with all their detailed information are immediately available and usable for
all the dozens of voluntary BookSampo indexers across Finland. Once entered,
publisher information need also not be repeated again for all new books, which
adds an incentive to provide richer detail about also these secondary sources.
Similarly, adding a detail to any node in the graph immediately adds value also
to all items linked to that node, benefiting information seekers everywhere. In
the words of the indexers, this has been both a revelation and a revolution. To
further foster co-operation in the SAHA editor between peer indexers, a project-
wide chat facility is shown on the top right of each page, facilitating instant
discussions (not visible in figure 2 because of occlusion by the pop-up preview).

A similar source of acclaim has been the semantic autocompletion function-
ality of SAHA. While previously keywords had to be looked up in two different
applications separately and copied to the indexing software by hand, or entered
from memory leading to typing errors, now they are easily available in a joined
list, with the pop-up presentation view allowing for quickly evaluating possible
keywords in place. Also valued is the possibility in SAHA for creating new key-
words inside the project if no existing keyword suffices. Previously, this would
have gone completely against the thought benefits of having a controlled search
vocabulary in the first place. However, in SAHA and with ontologies creating
e.g. new concepts or locations is not detrimental, provided that the indexer then
uses the inline editing functionality of SAHA to link the newly created resource
to the existing ontology hierarchies.

All in all, the majority of indexers taking part in BookSampo indexing have
found the SAHA editor to be both intuitive, as well as even inspiring. In many
cases however, this happened only after an initial confusion caused by the system
having both a foreign data model as well as employing a new functional and
content indexing paradigm.

4.3 End-User Portal

The complexity of the BookSampo data model entailed problems for the search
service side of CultureSampo, which was to be used in the project as the un-
derlying content service. The user interface of BookSampo is being built on top
of the Drupal12 portal system. However, the intention of the project has always
been that all primary information be kept and served by CultureSampo, with the

12 http://drupal.org/
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Drupal layer only adding commenting and tagging functionality, forums, blogs
etc. on the client side.

The problem then became that the CultureSampo search interfaces at the
time could only efficiently deal with text queries targeting a single RDF resource,
while the BookSampo model required much more complex queries. Particularly,
the model required keyword queries to span multiple resources, and combine with
relation constraints in the style of [14]. This is because in BookSampo, besides
splitting each book into two objects, the model already contained many objects
related to the book that needed to be parsed in order produce a search result
as well as to render a complete visualization of the book in a user interface. For
example, the intent of the BookSampo search interface was that for example the
plain text query “Waltari Doctor Inscriptions” would match the abstract work
“Sinuhe the Egyptian”, because Waltari is the book’s author, because it has a
main character who is a doctor and because one of its editions has a cover that
contains hieroglyphs, which are a type of inscription.

However, inside the data model, this is quite a complex pattern, as visualized
in figure 3. First, each resource with a label matching any of the keywords must
be found. This results in a result set with (among others) Mika Waltari the
author and the keywords doctor and inscriptions. Then, all resources relating
to these or their subconcepts must be added to the result set. This results in
(among others) the abstract work Sinuhe the Egyptian (whose author is Mika
Waltari), the fictional character Sinuhe (who is a doctor), and a particular cover
for Sinuhe the Egyptian, which has the keyword hieroglyphs.

Fig. 3. Mapping to a final search result after text matching in BookSampo. Dark grey
resources are those returned from label text matching, while the light grey resource is
the final search result.

Finally, all resources that are not already abstract works must be mapped
to any that they refer to, and finally an intersection taken between all abstract
works found to reveal the final result. Here, the character Sinuhe relates directly
to the abstract work, but the cover is still two steps away. One must follow the
link from the cover to the particular physical edition that it is the cover for, and
from there finally to the abstract work.
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To resolve this, the search functionality of CultureSampo was split into mul-
tiple stages, each taking in SPARQL queries. First, multiple “select” queries are
run, one for each incoming keyword, acting on a dedicated CultureSampo index.
Using this index, it is easy to efficiently return any resource that is related in any
way to a literal or another resource with a label matching a particular text query.
In addition, this index also performs subclass inference. Thus, from this stage,
in the case of the example queries one would already get Sinuhe the Egyptian
the book, Sinuhe and the cover, in addition to the more direct resource hits.

Then, a “mapping” query is run separately for each select query result set.
In BookSampo, these map for example any returned covers, reviews, physical
works, fictional characters and so on to the abstract works to which they refer.
After this, the system automatically takes an intersection of the mapped results
returned from each select query. A further “filter” query is also run. In Book-
Sampo, this makes sure that only abstract books and authors ever make it to
the final result set returned.

After the result set is finally obtained, it is paged and returned. This can
still be manipulated by a “grouping” query. This can be used to ensure that
for example a set amount of both authors and books matching a particular
query are returned. To make sure all information to be shown in the search
listing for each matched resource is included (such as cover images, years of first
publication, etc.), the system still runs any given “describe” queries for each
returned resource, before finally returning answers.

Because of the efficient indexes of CultureSampo as well as caching of e.g.
the mapping query results, the average processing time for even these complex
queries is still 100-400 milliseconds on a modern desktop server.

5 Discussion

Libraries have centuries of history in describing books as physical objects, par-
ticularly as pertains their physical location in the library. This leads to a large
amount of institutional friction in applying new forms of indexing. For example,
while libraries have talked of functional indexing (FRBR) from the early 1990s,
actual systems have started to appear only concurrently with BookSampo.

Yet, before publishing the end-user portal, the benefits of using semantic web
technologies in BookSampo have remained in part elusive to the library profes-
sionals. Particularly, there has been a noted scepticism with regard to the added
value of ontologies versus the added cost of their maintenance. However, after
the end-user portal was published, the search and recommendation functionali-
ties afforded by the CultureSampo engine and the network model of information
have been lauded as revolutionary, fulfilling the ideal model of fiction. For ex-
ample, for a query of “Crime and Punishment”, the system not only returns a
single work, but actually places it in its literary historical context, also listing
all authors that say they have been influenced or touched by the work, all other
works that are compared to Crime and Punishment in their reviews, all kindred
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works and so on. Similarly, each work on its own page is automatically linked to
other relevant works and the work’s context by recommendation algorithms.

As far as the books and authors in BookSampo are concerned, they are also au-
tomatically integrated into the CultureSampo system with some 550,000 cultural
objects in it. This makes it possible for the user of CultureSampo to approach
the entire Finnish culture from a thematic starting point instead of starting
with data type or a data producing organisation. For example, on can retrieve
instantly data of museum objects, photographs, paintings, contemporary news-
paper articles as well as literature dealing with, for example, agriculture in Fin-
land in the nineteenth century. This way it is also possible, for example, to
demonstrate the influences between different arts.

The present wish is to combine the BookSampo database semi-automatically
with the Elonet database13 of the Finnish National Audiovisual Archive, which
would offer enormous amounts of additional data to both those in BookSampo
who are interested in the film versions of books and those in Elonet who would
like to know more about the source work of their favourite film.

Since the contents of BookSampo adhere to the principles of linked open data,
they also automatically combine in a wider context with all other such material.
For example, further information on both authors and books could be sourced
from DBPedia. This way, BookSampo gradually approaches the entire context
space of literature described in the ideal model for fiction, where “linking carries
on ad infinitum”.

There has also already been an example where the linked data of BookSampo
could be used in a context outside the original environment it was designed for.
On 23 May 2011, the major Finnish newspaper Helsingin Sanomat organized
an open data hacking event, which utilized the BookSampo database through
an inferring SPARQL endpoint. The analyses and visualization of the materials
revealed, for example, that international detective stories have become longer
since the beginning of the 1980s—from an average of 200 pages to 370 pages—
but Finnish detective stories did not become longer until the 2000s. Other results
combined BookSampo data with external grant data, showing for example what
types of topics most likely receive grant funding or awards. Even new interactive
applications were created, allowing users to discover which years were statisti-
cally similar from a publishing viewpoint, or locating all the places associated
with Finnish fiction on a map.
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13 http://www.elonet.fi/
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Abstract. The migration to the Semantic Web requires from CMS that
they integrate human- and machine-readable data to support their seam-
less integration into the Semantic Web. Yet, there is still a blatant need
for frameworks that can be easily integrated into CMS and allow to trans-
form their content into machine-readable knowledge with high accuracy.
In this paper, we describe the SCMS (Semantic Content Management
Systems) framework, whose main goals are the extraction of knowledge
from unstructured data in any CMS and the integration of the extracted
knowledge into the same CMS. Our framework integrates a highly accu-
rate knowledge extraction pipeline. In addition, it relies on the RDF and
HTTP standards for communication and can thus be integrated in virtu-
ally any CMS. We present how our framework is being used in the energy
sector. We also evaluate our approach and show that our framework out-
performs even commercial software by reaching up to 96% F-score.

1 Introduction

Content Management Systems (CMS) encompass most of the information avail-
able on the document-oriented Web (also referred to as Human Web). Therewith,
they constitute the interface between humans and the data on the Web. Conse-
quently, one of the main tasks of CMS has always been to make their content
as easily processable for humans as possible. Still, with the migration from the
document-oriented to the Semantic Web, there is an increasing need to insert
machine-readable data into the content of CMS so as to enable the seamless
integration of their content into the Semantic Web. Given the sheer volume of
data available on the document-oriented Web, the insertion of machine-readable
data must be carried out (semi-) automatically. The frameworks developed for
the purpose of automatic knowledge extraction must therefore be accurate (i. e.,
display high F-scores) so as to ensure that humans need to curate a minimal
amount of the knowledge extracted automatically. This criterion is central for
the use of automatic knowledge extraction, as approaches with a low recall lead
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to humans having to find the false negatives1 by hand, while a low precision
forces the same humans to have to continually check the output of the knowl-
edge extraction framework. A further criterion that determines the usability of a
knowledge extraction framework is its flexibility, i. e., how easy it is to integrate
this framework in CMS. This criterion is of high importance as the current CMS
landscape consists of hundreds of very heterogeneous frameworks implemented
in dozens of different languages2.

In this paper, we describe the SCMS framework3. The main goal of our frame-
work is to allow the extraction of structured data (i. e., RDF) out of the unstruc-
tured content of CMS, the linking of this content with the Web of Data and the
integration of this wealth of knowledge back into the CMS. SCMS relies exclu-
sively on RDF messages and simple Web protocols for its integration into existing
CMS and the processing of their content. Thus, it is highly flexible and can be
used with virtually any CMS. In addition, the underlying approach implements
a highly accurate knowledge extraction pipeline that can be configured easily
for the user’s purposes. This pipeline allows to merge and improve the results
of state-of-the-art tools for information extraction, to manually post-process the
results at will and to integrate the extracted knowledge into CMS, for example
as RDFa. The main contributions of this paper are the following:

1. We present the architecture of our approach and show that it can be inte-
grated easily in virtually any CMS, provided it offers sufficient hooks into
the life-cycle of its managed content items.

2. We give an overview of the vocabularies we use to represent the knowledge
extracted from CMS.

3. We present how our approach is being used in a use case centered around
renewable energy.

4. We evaluate our approach against a state-of-the-art commercial system for
knowledge extraction in two practical use cases and show that we outperform
the commercial system with respect to F-score while reaching up to 96% F-
score on the extraction of locations.

The rest of this paper is structured as follows: We start by giving an overview
of related work from the NLP and the Semantic Web community in Section 2.
Thereafter, we present the SCMS framework (Section 3) and its main compo-
nents (Section 4) as well as the vocabularies they use. Subsequently, we epitomize
the renewable energy use case within which our framework is being deployed in
Section 5. Section 6 then presents the results of an evaluation of our framework
in two use cases against an enterprise commercial system (CS) whose name can-
not be revealed for legal reasons. Finally, we give an overview of our future work
and conclude.

1 i. e., The entities and relations that were not found by the software
2 A list of CMS on the market can be found at
http://en.wikipedia.org/wiki/List_of_content_management_systems

3 http://www.scms.eu

http://en.wikipedia.org/wiki/List_of_content_management_systems
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2 Related Work

Information Extraction is the backbone of knowledge extraction and is one of the
core tasks of NLP. Three main categories of NLP tools play a central role dur-
ing the extraction of knowledge from text: Keyphrase Extraction (KE), Named
Entity Recognition (NER) and relation extraction (RE). The automatic detec-
tion of keyphrases (i. e., multi-word units or text fragments that capture the
essence of a document) has been an important task of NLP for decades. Still,
due to the very ambiguous definition of what an appropriate keyphrase is, cur-
rent approaches to the extraction of keyphrases still display low F-scores [16].
According to [15], the majority of the approaches to KE implement combinations
of statistical, rule-based or heuristic methods [11,21] on mostly document [17],
keyphrase [28] or term cohesion features [23].

NER aims to discover instances of predefined classes of entities (e. g., persons,
locations, organizations or products) in text. Most NER tools implement one of
three main categories of approaches: dictionary-based [29,3], rule-based [6,26]
and machine-learning approaches [18]. Nowadays, the methods of choice are
borrowed from supervised machine learning when training examples are avail-
able [32,7,10]. Yet, due to scarcity of large domain-specific training corpora, semi-
supervised [24,18] and unsupervised machine learning approaches [19,9] have also
been used for extracting named entities from text.

The extraction of relations from unstructured data builds upon work for NER
and KE to determine the entities between which relations might exist. Some
early work on pattern extraction relied on supervised machine learning [12].
Yet, such approaches demanded large amount of training data. The subsequent
generation of approaches to RE aimed at bootstrapping patterns based on a small
number of input patterns and instances [5,2]. Newer approaches aim to either
collect redundancy information from the whole Web [22] or Wikipedia [30,31] in
an unsupervised manner or to use linguistic analysis [13,20] to harvest generic
patterns for relations.

In addition to the work done by the NLP community, several tools and frame-
works have been developed explicitly for extracting RDF and RDFa out of NL [1].
For example, the Firefox extension Piggy Bank [14] allows to extract RDF from
web pages by using screen scrapers. The RDF extracted from these webpages
is then stored locally in a Sesame store. The data being stored locally allows
the user to merge the data extracted from different websites to perform seman-
tic operations. More recently, the Drupal extension OpenPublish4 was released.
The aim of this extension is to support content publishers with the automatic
annotation of their data. For this purpose, OpenPublish utilizes the services
provided by OpenCalais5 to annotate the content of news entries. Epiphany [1]
implements a service that annotates web pages automatically with entities found
in the Linked Data Cloud. Apache Stanbol6 implements similar functionality on

4 http://www.openpublish.com
5 http://www.opencalais.org
6 http://incubator.apache.org/stanbol

http://www.openpublish.com
http://www.opencalais.org
http://incubator.apache.org/stanbol
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a larger scale by providing synchronous RESTful interfaces that allow Content
Management Systems to extract annotations from text.

The main drawback of current frameworks is that they either focus on one par-
ticular task (e. g., finding named entities in text) or make use of NLP algorithms
without improving upon them. Consequently, they have the same limitations as
the NLP approaches discussed above. To the best of our knowledge, our frame-
work is the first framework designed explicitly for the purposes of the Semantic
Web that combines flexibility with accuracy. The flexibility of the SCMS has
been shown by its deployment on Drupal7, Typo38 and conX9. In addition, our
framework is able to extract RDF from NL with an accuracy superior to that of
commercial systems as shown by our evaluation. Our framework also provides
a machine-learning module that allows to tailor it to new domains and classes
of named entities. Moreover, SCMS provides dedicated interfaces for interacting
(e. g., editing, querying, merging) with the triples extracted, making it usable in
a large number of domains and use cases.

3 The SCMS Framework

An overview of the architecture behind SCMS is given in Figure 1. The frame-
work consists of two layers: an orchestration and curation layer and an extraction
and storage layer. The CMS that is to be extended with semantic capabilities
resides upon our framework and must be extended minimally via a CMS wrap-
per. This extension implements the in- and output behavior of the CMS and
communicates exclusively with the first layer of our framework, thus making
the components of the extraction and storage layer of our framework swappable
without any drawback for the users.

The overall goal of the first layer of the SCMS framework is to coordinate the
access to the data. It consists of two tools: the orchestration service and the data
wiki OntoWiki. The orchestration service is the input gate of SCMS. It receives
the data that is to be annotated as a RDF message that abides by the vocabulary
presented in Section 4.2 and returns the results of the framework to the endpoint
specified in the RDF message it receives. OntoWiki provides functionality for the
manual curation of the results of the knowledge extraction process and manages
the data flow to the triple store Virtuoso10, the first component of the extraction
and storage layer. In addition to a triple store, the second layer contains the
Federated knOwledge eXtraction Framework FOX11, that uses machine learning
to combine and improve upon the results of NLP tools as well as converts these
results into RDF by using the vocabularies displayed in Section 4.3. Virtuoso
also contains a crawler that allows to retrieve supplementary knowledge from the
Web and link it to the information already available in the CMS by integrating it
7 http://drupal.org
8 http://typo3.org
9 http://conx.at

10 http://virtuoso.openlinksw.com
11 http://fox.aksw.org

http://drupal.org
http://typo3.org
http://conx.at
http://virtuoso.openlinksw.com
http://fox.aksw.org
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Fig. 1. Architecture and paths of communication of components in the SCMS content
semantification system

into the CMS. In the following, we present the central components of the SCMS
stack in more detail.

4 Tools and Vocabularies

In this section we describe the main components of the SCMS stack and how they
fit together. As running example, we use a hypothetical content item contained
in a Drupal CMS. This node (in Drupal terminology) that consists of two parts:

– The title “Prometeus” and
– a body that contains the sentence “The company Prometeus is an energy

provider located in the capital of Hungary, i. e., Budapest.”.

Only the body to the content item is to be annotated by the SCMS stack. Note
that for reasons of brevity, we will only show the results of the extraction of
named entities. Yet, SCMS can also extract keywords, keyphrases and relations.

4.1 Wrapper

A CMS wrapper (short wrapper) is a component that is tightly integrated into
a CMS (see Figure 2) and whose role is to ensure the communication between the
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Fig. 2. Architecture of communication between wrapper, CMS and orchestration
service

CMS and the orchestration module of our framework. In this respect, a wrapper
has to fulfill three main tasks:

1. Request generation: Wrappers usually register for change events to the CMS
editing system. Whenever a document has been edited, they generate an
annotation request that abides by the vocabulary depicted in Figure 3. This
request is then sent to the orchestration service.

2. Response receipt : Once the annotation has been carried out, the annotation
results are sent back to the wrapper. The second of the wrapper’s main
tasks is consequently to react to those annotation responses and to store the
annotations to the document appropriately (e. g., in a triple store). Since the
annotation results are sent back asynchronously (i. e., in a separate request),
the wrapper must provide a callback URL for this purpose.

3. Data processing: Once the data have been received and stored, wrappers
usually integrate the annotations into the content items that were processed
by the CMS. The integration of annotations is most commonly carried out by
“injecting” the annotations as RDFa into the document’s HTML rendering.
The data injection is mostly realized by registering to document viewing
events in the respective CMS and writing the RDFa from the wrapper’s
local triple store into the content items that are being viewed.

An example of a wrapper request for our example is shown in Listing 1. The
content:encoded of the Drupal node http://example.com/drupal/node/10 is
to be annotated by FOX. In addition, the whole node is to be stored in the triple
store for the purpose of manual processing. Note that the wrapper can choose not
to send portions of the content item that are not to be stored in the triple store,
e. g., private data. In addition, note that the description of a document is not
limited to certain properties or to a certain number thereof, which ensures the
high level of flexibility of the SCMS stack. Moreover, the RDF data extracted by
SCMS can be easily merged with any structured information provided natively
by the CMS (i.e., metadata such as author information). Consequently, SCMS
enables CMS that already provide metadata as RDF to answer complex ques-
tions that combine data and metadata, e.g., Which authors wrote documents
that are related to Budapest?
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Fig. 3. Vocabulary used by the wrapper requests

1 @prefix content : <http://purl.org/rss/1.0/ modules /content /> .
2 @prefix dc: <http://purl.org/dc/elements /1.1/> .
3 @prefix sioc: <http://rdfs.org/sioc/ns#> .
4 @base <http://ns.aksw.org/scms/> .
5

6 <http://example .com/wrapperRequest/1> a <Request > ;
7 <document > <http://example .com/drupal/node/10> ;
8 <callbackEndpoint > <http://example .com/wrapper > ;
9 <annotate > content :encoded .

10

11 <http://example .com/drupal/node/10> a sioc:Item ;
12 dc:title " Prometeus" ;
13 content :encoded "The company Prometeus is an energy provider located

in the capital of Hungary , i.e., Budapest ." .

Listing 1. Example annotation request as sent by the Drupal wrapper

4.2 Orchestration Service

The main tasks of the orchestration service are to capture state information and
to distribute the data across SCMS’ layers. The first of the tasks is due to the
FOX framework having been designed to be stateless. The orchestration service
captures state information by splitting up each document-based annotation re-
quests by a wrapper into several property-based annotation requests that are
sent to FOX. In our example, the orchestration service detects that solely the
content:encoded property is to be annotated. Then, it reads the content of
that property from the wrapper request and generates the annotation request
“The company Prometeus is an energy provider located in the capital of Hun-
gary, i. e., Budapest.” for FOX. Note that while this property-based annotation
request consists exclusively of text or HTML and does not contain any RDF, the
response returned by FOX is a RDF document serialized in Turtle or RDF/XML.

The annotation results returned by FOX are combined by the orchestra-
tion service into the annotation response. Therewith, the relation between the
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input document and the annotations extracted by FOX is re-established. When
all annotations for a particular request have been received and combined, the
annotation response is sent back to the wrapper via the provided callback URL.
In addition, the results sent back to the wrapper are stored in OntoWiki to
facilitate the curation of annotations extracted automatically. The annotation
response generated by the orchestration service for our example is shown in
Listing 2. It relies upon the output sent by FOX. The exact meaning of the
predicates used by FOX and forwarded by the orchestration service are explained
in Section 4.3

1 @prefix scmsann : <http://ns.aksw.org/scms/annotations/> .
2 @prefix ctag: <http:// commontag.org/ns#> .
3 @prefix xsd: <http://www.w3.org/2001/ XMLSchema#> .
4 @prefix rdf: <http://www.w3.org/1999/02/22 -rdf-syntax -ns#> .
5 @prefix ann: <http://www.w3.org /2000/10/annotation -ns#> .
6 @prefix scms: <http://ns.aksw.org/scms/> .
7

8 [] a ann:Annotation , scmsann :LOCATION ;
9 scms:annotates <http://example .com/drupal/node/10> ;

10 scms:property <http://purl.org/rss/1.0/ modules /content /encoded > ;
11 scms:beginIndex "70"^^ xsd:int ;
12 scms:endIndex "77"^^ xsd:int ;
13 scms:means <http://dbpedia .org/resource /Hungary > ;
14 scms:source <http://ns.aksw.org/scms/tools/FOX> ;
15 ann:body "Hungary "^^xsd:string .
16

17 [] a ann:Annotation , scmsann :ORGANIZATION ;
18 scms:annotates <http://example .com/drupal/node/10> ;
19 scms:property <http://purl.org/rss/1.0/ modules /content /encoded > ;
20 scms:beginIndex "12"^^ xsd:int ;
21 scms:endIndex "21"^^ xsd:int ;
22 scms:means <http://scms.eu/Prometeus > ;
23 scms:source <http://ns.aksw.org/scms/tools/FOX> ;
24 ann:body " Prometeus"^^xsd:string .
25

26 [] a ann:Annotation , scmsann :LOCATION ;
27 scms:annotates <http://example .com/drupal/node/10> ;
28 scms:property <http://purl.org/rss/1.0/ modules /content /encoded > ;
29 scms:beginIndex "85"^^ xsd:int ;
30 scms:endIndex "93"^^ xsd:int ;
31 scms:means <http://dbpedia .org/resource /Budapest > ;
32 scms:source <http://ns.aksw.org/scms/tools/FOX> ;
33 ann:body "Budapest "^^xsd:string .

Listing 2. Example annotation response as sent by the orchestration service

4.3 FOX

The FOX framework is a stateless and extensible framework that encompasses
all the NLP functionality necessary to extract knowledge from the content of
CMS. Its architecture consists of three layers as shown in Figure 4.

FOX takes text or HTML as input. This data is sent to the controller layer,
which implements the functionality necessary to clean the data, i.e., remove
HTML and XML tags as well as further noise. Once the data has been cleaned,
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Fig. 4. Architecture of the FOX framework

the controller layer begins with the orchestration of the tools in the tool layer.
Each of the tools is assigned a thread from a thread pool, so as to maximize us-
age of multi-core CPUs. Every thread runs its tool and generates an event once
it has completed its computation. In the event that a tool does not complete
after a set time, the corresponding thread is terminated. So far, FOX integrates
tools for KE, NER and RE. The KE is realized by PoolParty12 for extracting
keywords from a controlled vocabulary, KEA13 and the Yahoo Term Extraction
service14 for statistical extraction and several other tools. In addition, FOX inte-
grates the Stanford Named Entity Recognizer15 [10], the Illinois Named Entity
Tagger16 [25] and commercial software for NER. The RE is carried out by using
the CARE platform17.

The results from the tool layer are forwarded to the prediction module of the
machine-learning layer. The role of the prediction module is to generate FOX’s
output based on the output the tools in FOX’s backend. For this purpose, it
implements several ensemble learning techniques [8] with which it can combine
the output of several tools. Currently, the prediction module carries out this
combination by using a feed-forward neural network. The neural network inserted
in FOX was trained by using 117 news articles. It reached 89.21% F-Score in an
evaluation based on a ten-fold-cross-validation on NER, therewith outperforming
even commercial systems18.

Once the neural network has combined the output of the tool and generated
a better prediction of the named entities, the output of FOX is generated by

12 http://poolparty.biz
13 http://www.nzdl.org/Kea/
14 http://developer.yahoo.com/search/content/V1/termExtraction.html
15 http://nlp.stanford.edu/software/CRF-NER.shtml
16 http://cogcomp.cs.illinois.edu/page/software_view/4
17 http://www.digitaltrowel.com/Technology/
18 More details on the evaluation are provided at http://fox.aksw.org

http://poolparty.biz
http://www.nzdl.org/Kea/
http://developer.yahoo.com/search/content/V1/termExtraction.html
http://nlp.stanford.edu/software/CRF-NER.shtml
http://cogcomp.cs.illinois.edu/page/software_view/4
http://www.digitaltrowel.com/Technology/
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using the vocabularies shown in Figure 5. These vocabularies extend the two
broadly used vocabularies Annotea19 and Autotag 20. In particular, we added
the constructs explicated in the following:

– scms:beginIndex denotes the index in a literal value string at which a par-
ticular annotation or keyphrase begins;

– scms:endIndex stands for the index in a literal value string at which a
particular annotation or keyphrase ends;

– scms:means marks the URI assigned to a named entity identified for an
annotation;

– scms:source denotes the provenance of the annotation, i. e., the URI of the
tool which computed the annotation or even the system ID of the person
who curated or created the annotation and

– scmsann is the namespace for the annotation classes, i.e, location, person,
organization and miscellaneous.

Given that the overhead due to the merging of the results via the neural network
is of only a few milliseconds and thank to the multi-core architecture of current
servers, FOX is almost as time-efficient as state-of-the-art tools. Still, as our
evaluation shows, these few milliseconds overhead can lead to an increase of
more than 13% F-Score (see Section 6). The output of FOX for our example
is shown in Listing 3. This is the output that is forwarded to the orchestration
service, which adds provenance information to the RDF before sending an answer
to the callback URI provided by the wrapper. By these means, we ensure that
the wrapper can write the RDFa in the write segment of the item content.

4.4 OntoWiki

OntoWiki is a semantic data wiki [4] that was designed to facilitate the browsing
and editing RDF knowledge bases. Its browsing features range from arbitrary
concept hierarchies to facet-based search and query building interfaces. Semantic
content can be created and edited by using the RDFauthor system which has
been integrated in OntoWiki [27].

OntoWiki plays two key roles within the SCMS stack. First, it serves as entry
point for the triple store. This allows for the triple store to be exchanged with-
out any drawback for the user, leading to an easy customization of our stack.
In addition, OntoWiki plays the role of an annotation consolidation and cura-
tion tool and is consequently the center of the curation pipeline. To ensure that
OntoWiki is always up-to-date, the orchestration service sends its annotation
responses to both OntoWiki and the wrapper’s callback URI. Thus, OntoWiki
is also aware of the wrapper (i. e., its callback URI) and can send the results
of any manual curation process back to wrapper. Note that manually curated
annotations are saved with a different (if manually created) or supplementary (if
manually curated) value in their scms:source property. This gives consuming
19 http://www.w3.org/2000/10/annotation-ns#
20 http://commontag.org/ns#

http://www.w3.org/2000/10/annotation-ns#
http://commontag.org/ns#
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Fig. 5. Vocabularies used by FOX for representing named entities (a) and keywords
(b)

tools (e. g., wrappers) a chance to assign higher trust values to those annota-
tions. In addition, if a new extraction run is performed on the same document,
manually created and curated annotations can be kept for further use. Note
that the crawler in Virtuoso can be used to fetch even more data pertaining to
the annotations computed by FOX. This data can be sent directly to FOX and
inserted in Virtuoso so as to extend the knowledge base for the CMS.

5 Use Case

The SCMS framework is being deployed in the renewable energy sector. The
renewable energy and energy efficiency sector requires a large amount of up-to-
date and high-quality information and data so as to develop and push the area
of clean energy systems worldwide. This information, data and knowledge about
clean energy technologies, developments, projects and laws per country world-
wide helps policy and decision makers, project developers and financing agencies
to make better decisions on investments as well as clean energy projects to set
up. The REEEP – the Renewable Energy and Energy Efficiency Partnership21 is
a non-governmental organization that provides the aforementioned information
to the respective target groups around the globe. For this purpose, REEEP has
developed the reegle.info Information Gateway on Renewable Energy and En-
ergy Efficiency 22 that offers country profiles on clean energy, an Actors Catalog
that contains the relevant stakeholders in the field per country. Furthermore, it
supplies energy statistics and potentials as well as news on clean energy.

21 http://www.reeep.org
22 http://www.reegle.info

reegle.info
http://www.reeep.org
http://www.reegle.info
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1 @prefix scmsann : <http://ns.aksw.org/scms/annotations/> .
2 @prefix ctag: <http:// commontag.org/ns#> .
3 @prefix xsd: <http://www.w3.org/2001/ XMLSchema#> .
4 @prefix rdf: <http://www.w3.org/1999/02/22 -rdf-syntax -ns#> .
5 @prefix ann: <http://www.w3.org /2000/10/annotation -ns#> .
6 @prefix scms: <http://ns.aksw.org/scms/> .
7

8 [] a ann:Annotation , scmsann :LOCATION ;
9 scms:beginIndex "70"^^ xsd:int ;

10 scms:endIndex "77"^^ xsd:int ;
11 scms:means <http://dbpedia .org/resource /Hungary > ;
12 scms:source <http://ns.aksw.org/scms/tools/FOX> ;
13 ann:body "Hungary "^^xsd:string .
14

15 [] a ann:Annotation , scmsann :ORGANIZATION ;
16 scms:beginIndex "12"^^ xsd:int ;
17 scms:endIndex "21"^^ xsd:int ;
18 scms:means <http://scms.eu/Prometeus > ;
19 scms:source <http://ns.aksw.org/scms/tools/FOX> ;
20 ann:body " Prometeus"^^xsd:string .
21

22 [] a ann:Annotation , scmsann :LOCATION ;
23 scms:beginIndex "85"^^ xsd:int ;
24 scms:endIndex "93"^^ xsd:int ;
25 scms:means <http://dbpedia .org/resource /Budapest > ;
26 scms:source <http://ns.aksw.org/scms/tools/FOX> ;
27 ann:body "Budapest "^^xsd:string .

Listing 3. Annotations as returned by FOX in Turtle format

The motivation behind applying SCMS to the REEEP data was to facilitate
the integration of this data in semantic applications to support efficient decision
making. To achieve this goal, we aimed to expand the reegle.info information
gateway by adding RDFa to the unstructured information available on the web-
site and by making the same triples available via a SPARQL endpoint. For our
current prototype, we implemented a CMS wrapper for the Drupal CMS and
imported the actors catalog of reegle within in (see Figure 6). This data was
then processed by the SCMS stack as follows: All actors and country descrip-
tions were sent to the orchestration service, which forwarded them to FOX. The
RDF data extracted by FOX were sent back to the Drupal Wrapper and written
via OntoWiki into Virtuoso. The Drupal wrapper then used the keyphrases to
extend the set of tags assigned to the corresponding profile in the CMS. The
named entities were integrated in the page by using the positional information
returned by FOX. By these means, we made the REEEP data accessible for
humans (via the Web page) but also for machines (via OntoWiki’s integrated
SPARQL endpoint and via the RDFa written in the Web pages).

Our approach also makes the automated integration of novel knowledge sources
in REEEP possible. To achieve this goal, several selected sources (web sources,
blogs and news feeds) are currently being crawled and then analyzed by FOX to
extract structured information out of the masses of unstructured text from the
Internet.
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Fig. 6. Screenshots of SCMS-enhanced Drupal

6 Evaluation

The usability of our approach depends heavily on the quality of the knowl-
edge returned via automated means. Consequently, we evaluated the quality of
the RDFa injected into the REEEP data by measuring the precision and recall
of SCMS and compared it with that of a state-of-the-art commercial system
(CS) whose name cannot be revealed for legal reasons. We chose CS because
it outperformed freely available NER tools such as the Stanford Named Entity
Recognizer23 [10] and the Illinois Named Entity Tagger24 [25] in a prior eval-
uation on a newspaper corpus. Within that evaluation, FOX reached 89.21%
F-score and was 14% better than CS w.r.t. F-score25. As it can happen that
only segments of multi-word units are recognized as being named entities, we
followed a token-wise evaluation of the SCMS system. Thus, if our system rec-
ognized United Kingdom of Great Britain as a LOCATION when presented with
United Kingdom of Great Britain and Northern Ireland, it was scored with 5
true positives and 3 false negatives.

Our evaluation was carried out with two different data sets. In our first evalu-
ation, we measured the performance of both systems on country profiles crawled
from the Web, i. e., on information that is to be added automatically to the
REEEP knowledge bases. For this purpose, we selected 9 country descriptions
randomly and annotated 34 sentences manually. These sentences contained 119
named entities tokens, of which 104 were locations and 15 organizations. In our
23 http://nlp.stanford.edu/software/CRF-NER.shtml
24 http://cogcomp.cs.illinois.edu/page/software_view/4
25 More details at http://fox.aksw.org

http://nlp.stanford.edu/software/CRF-NER.shtml
http://cogcomp.cs.illinois.edu/page/software_view/4
http://fox.aksw.org
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second evaluation, we aimed at measuring how well SCMS performs on the data
that can be found currently in the REEEP catalogue. For this purpose, we anno-
tated 23 actors profiles which consisted of 68 sentences manually. The resulting
reference data contained 20 location, 78 organization and 11 person tokens. Note
that both data sets are of very different nature as the first contains a large num-
ber of organizations and a relatively small number of locations while the second
consists mainly of locations.

The results of our evaluation are shown in Table 1. CS follows a very con-
servative strategy, which leads to it having very high precision scores of up to
100% in some experiments. Yet, its conservative strategy leads to a recall which
is mostly significantly inferior to that of SCMS. The only category within which
CS outperforms SCMS is the detection of persons in the actors profile data.
This is due to it detecting 6 out of the 11 person tokens in the data set, while
SCMS only detects 5. In all other cases, SCMS outperforms CS by up to 13%
F-score (detection of organizations in the country profiles data set). Overall,
SCMS outperform CS by 7% F-score on country profiles and almost 8% F-score
on actors.

Table 1. Evaluation results on country and actors profiles. The superior F-score for
each category is in bold font.

Country Profiles Actors Profiles

Entity Type Measure FOX CS FOX CS

Location Precision 98% 100% 83.33% 100%
Recall 94.23% 78.85% 90% 70%
F-Score 96.08% 88.17% 86.54% 82.35%

Organization Precision 73.33% 100% 57.14% 90.91%
Recall 68.75% 40% 69.23% 47.44%
F-Score 70.97% 57.14% 62.72% 62.35%

Person Precision – – 100% 100%
Recall – – 45.45% 54.55%
F-Score – – 62.5% 70.59%

Overall Precision 93.97% 100% 85.16% 98.2%
Recall 91.60% 74.79% 70.64% 52.29%
F-Score 92.77% 85.58% 77.22% 68.24%

7 Conclusion

In this paper, we presented the SCMS framework for extracting structured data
from CMS content. We presented the architecture of our approach and explained
how each of its components works. In addition, we explained the vocabularies
utilized by the components of our framework. We presented one use case for the
SCMS system, i. e., how SCMS is used in the renewable energy sector.

The SCMS stack abides by the criteria of accuracy and flexibility. The flexi-
bility of our approach is ensured by the combination of RDF messages that can



SCMS – Semantifying Content Management Systems 203

be easily extended and of standard Web communication protocols. The accu-
racy of SCMS was demonstrated in an evaluation on actor and country profiles,
within which SCMS outperformed even commercial software. Our approach can
be extended by adding support for negative statements, i. e., statements that
are not correct but can be found in different knowledge sources across the data
landscape analyzed by our framework. In addition, the feedback generated by
users will be integrated in the training of the framework to make it even more
accurate over time.
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Abstract. Linking Open Data (LOD) has become one of the most im-
portant community efforts to publish high-quality interconnected seman-
tic data. Such data has been widely used in many applications to provide
intelligent services like entity search, personalized recommendation and
so on. While DBpedia, one of the LOD core data sources, contains re-
sources described in multilingual versions and semantic data in English
is proliferating, there is very few work on publishing Chinese semantic
data. In this paper, we present Zhishi.me, the first effort to publish large
scale Chinese semantic data and link them together as a Chinese LOD
(CLOD). More precisely, we identify important structural features in
three largest Chinese encyclopedia sites (i.e., Baidu Baike, Hudong Baike,
and Chinese Wikipedia) for extraction and propose several data-level
mapping strategies for automatic link discovery. As a result, the CLOD
has more than 5 million distinct entities and we simply link CLOD with
the existing LOD based on the multilingual characteristic of Wikipedia.
Finally, we also introduce three Web access entries namely SPARQL
endpoint, lookup interface and detailed data view, which conform to the
principles of publishing data sources to LOD.

1 Introduction

With the development of Semantic Web, a growing amount of open structured
(RDF) data has been published on the Web. Linked Data[3] initiates the effort
to connect the distributed data across the Web and there have been over 200
datasets within Linking Open Data (LOD) community project1. But LOD con-
tains very sparse Chinese knowledge at the present time. To our knowledge, only
Zhao[20] published some Chinese medicine knowledge as Linked Data. However,
all data is represented in English thus Chinese language users can hardly use
it directly. Some multilingual datasets exist in LOD. Freebase2, a collection of
structured data, contains a certain number of lemmas with Chinese labels. DB-
pedia only extracts labels and short abstract in Chinese[4]. UWN[11] is another
effort in constructing multilingual lexical knowledge base, which maps Chinese

1 http://www.w3.org/wiki/SweoIG/TaskForces/

CommunityProjects/LinkingOpenData
2 http://www.freebase.com/
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words to corresponding vocabulary entries in WordNet. In other words, all of
these datasets attach English descriptions to Chinese lemmas. Lack of real-world
useful Chinese semantic data cramps the development of semantic applications
as well as the Semantic Web itself in the Chinese language community.

When building Chinese Linking Open Data, we have to face some challenging
problems that exist in building LOD. In our work, we focus on dealing with two of
these challenging problems, that is, managing the heterogeneity of knowledge in
different data sources and efficiently discovering <owl:sameAs> relations between
millions of instances.

It is worthwhile to note that many knowledge bases are not original data
providers but extracted from textual articles of other independent data sources.
DBpedia[1], which structures Wikipedia knowledge, is a representative one. For-
tunately, Chinese textual knowledge is abundant. Chinese Web-based collabora-
tive encyclopedias together contain even more articles than the largest English
one: Wikipedia. Besides Wikipedia Chinese version, two Web-based local en-
cyclopedias, Baidu Baike3 and Hudong Baike4 has about 3.2 million and 2.8
million5 articles respectively.

While there is plenty of Chinese textual knowledge, there is very few Chinese
semantic data extracted from these sources of knowledge. We are making efforts
to build the first Chinese LOD. A fusion of three largest Chinese encyclopedias
is our initial achievement which has practical significances: we wish it can help in
attracting more efforts to publish Chinese semantic data linked to Zhishi.me. The
potential applications of this effort include Chinese natural language processing
(entity recognition, word disambiguation, relation extraction), Chinese semantic
search, etc.

The work we present in this paper includes:

– We take the three largest Chinese encyclopedias mentioned above as our
original data and extract structured information from them. In total, about
6.6 million lemmas as well as corresponding detailed descriptions such as
abstracts, infoboxes, page links, categories, etc. are parsed and presented as
RDF triples. Procedure of structured data extraction will be introduced in
Section 2.

– Since these three encyclopedias are operated independently and have over-
laps, we integrate them as a whole by constructing <owl:sameAs> relations
between every two encyclopedias. Some parallel instance-level matching tech-
niques are employed to achieve this goal. Detailed methods’ descriptions can
be found in Section 3.1.

– In order to make connections with existing linked data and build a bridge
between the English knowledge base and the Chinese knowledge base, we
also use <owl:sameAs> to link resources in CLOD to the ones in DBpedia,
a central hub in LOD. We will discuss it in Section 3.2.

3 http://baike.baidu.com/
4 http://www.hudong.com/
5 Statistics collected in March, 2011.

http://baike.baidu.com/
http://www.hudong.com/
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– The first Chinese Linking Open Data around the world has been published
as RDF triples on the Web via Zhishi.me. Access mechanisms are presented
in Section 4. Finally, we will make some conclusion and outline future work
in Section 5.

2 Semantic Data Extraction

We do not generate knowledge data from scratch, but structure existing Web-
based encyclopedia information. In this section, we will first introduce the strate-
gies we used to extract semantic data in the form of RDF triples and then give
a general view of our knowledge base.

2.1 Extraction Approach

We have three original data sources: Wikipedia Chinese version, Baidu Baike,
and Hudong Baike. They provide different ways to edit articles and publish them.
Thus there is no one-plan-fits-all extraction strategies.

Wikipedia provides database backup dumps6, which embed all wiki articles in
the form of wikitext source and meta data in XML. The techniques for extract-
ing information from Wikipedia dumps are rather mature. DBpedia Extraction
Framework[4] is the most typical efforts. We employ a similar extraction al-
gorithm to reveal structured content from infobox templates as well as their
instances.

Wikipedia uses the wikitext language, a lightweight markup language, while
both Baidu Baike and Hudong Baike provide the WYSIWYG (what you see is
what you get) HTML editors. So all information should be extracted from HTML
file archives. Article pages come from these three encyclopedias are alike with
minor differences in layout as shown in Figure 1. Currently, we extract 12 types
of article content: abstracts, aliases, categories, disambiguation, external links,
images, infobox properties, internal links (pagelinks), labels, redirects, related
pages and resource ids. They will be explained in detail as follows:

Abstracts. All of these three encyclopedias have separate abstract or summary
sections and they are used as values of zhishi:abstract property.

Aliases. In Wikipedia, editors can customize the title of an internal link. For
example, [[People’s Republic of China|China]] will produce a link to
“People’s Republic of China” while the displayed anchor is “China”. We call
the displayed anchors as the aliases of the virtual article and represent them
using zhishi:alias. Users cannot rename internal links in Hudong Baike
and Baidu Baike, so aliases are not included in these two sources.

Categories. Categories describe the subjects of a givenarticle,dcterms:subject
is used to present them for the corresponding resources in Zhishi.me. Cate-
gories have hyponymy relations between themselves which are represented us-
ing skos:broader.

6 Dumps of zhWiki: http://dumps.wikimedia.org/zhwiki/

http://dumps.wikimedia.org/zhwiki/
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Labels Redirects 
Abstracts 

Infobox Properties 

Internal Links 

External Links 

Categories 

Related Pages 

Fig. 1. Sample Encyclopedia Article Pages from Baidu Baike, Hudong Baike, Chinese
Wikipedia Respectively

Disambiguation. We say a single term is ambiguous when it refers to more
than one topic.
– Hudong Baike and Wikipedia (mostly) use disambiguation pages to re-

solve the conflicts. However, disambiguation pages are written by natural
language, it is not convenient to identify every meaning of homonyms
accurately. Thus we only consider a topic, that linked from one disam-
biguation page and which label shares the same primary term, as a valid
meaning. For example, “Jupiter (mythology)” and “Jupiter Island” share
the same primary term: “Jupiter”.

– Baidu Baike puts all meanings as well as their descriptions of a homonym
in a single page. We put every meaning in a pair of square brackets and
add it to the primary term as the final Zhishi.me resource name, such as
“Term[meaning-1]”.

All disambiguation links are described using zhishi:pageDisambiguates.
External Links. Encyclopedia articles may include links to web pages outside

the original website, these links are represented using zhishi:externalLink.
Images. All thumbnails’ information includes image URLs and their labels are

extracted and represented using zhishi:thumbnail.
Infobox Properties. An infobox is a table and presents some featured prop-

erties of the given article. These property names are assigned IRIs as the
form http://zhishi.me/[sourceName]/property/[propertyName].
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Internal Links. An internal link is a hyperlink that is a reference in an encyclo-
pedia page to another encyclopedia page in the same website. We represent
these links using predicate zhishi:internalLink.

Labels. We use Hudong Baike and Wikipedia article’s titles as labels for the
corresponding Zhishi.me resources directly. Most Baidu Baike articles adopt
this rule, but as explained above, meanings of homonyms are renamed. La-
bels are represented by rdfs:label.

Redirects. All of these three encyclopedias use redirects to solve the synony-
mous problem. Since Wikipedia is a global encyclopedia while the other
two are encyclopedias from Mainland China, Wikipedia contains redirects
between Simplified and Traditional Chinese articles. There are rules of word-
to-word correspondence between Simplified and Traditional Chinese, so we
just convert all Traditional Chinese into Simplified Chinese by these rules
and omit redirects of this kind. Redirect relations are described by
zhishi:pageRedirects to connect two Zhishi.me resources.

Related pages. “Related pages” sections in Baidu Baike and Hudong Baike
articles are similar to “see also” section of an article in Wikipedia but they
always have fixed positions and belong to fixed HTML classes. Predicate
zhishi:relatedPage is used to represent this kind of relation between two
related resources.

Resource IDs. Resource IDs for Wikipedia articles and most Baidu Baike ar-
ticles are just the page IDs. Due to the reason that every Zhishi.me resource
of homonyms in Baidu Baike is newly generated, they are assigned to special
values (negative integers). Articles from Hudong Baike have no page IDs, so
we assign them to private numbers. zhishi:resourceID is used here.

2.2 Extraction Results and Discussions

Encyclopedia articles from Baidu Baike and Hudong Baike are crawled in March,
2011 and Wikipedia Dump version is 20110412. From the original encyclope-
dia articles ( approximately 15 GB compressed raw data), we totally extracted
124,573,857 RDF triples. Table 1 shows statistics on every extracted content in
detail.

Baidu Baike accounts for the most resources, the most categories, as well
as the most resources that have categories. It indicates that this data source
has a wide coverage of Chinese subjects. The other two data sources, Hudong
Baike and Chinese Wikipedia, are superior in relative number of infobox and
abstract information respectively. In Table 1, the decimals follows the absolute
number is the fractions that divided by the total resources number in each data
source.

Comparing other types of content extraction results, each data source has
it’s own advantage. Baidu Baike has 0.80 images per resource, which means
0.80 picture resources are used on average in one article. Analogously, Hudong
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Table 1. Overall Statistics on Extraction Results

Items Baidu Baike Hudong Baike Chinese Wikipedia

Resources 3,234,950 2,765,833 559,402
∼ that have abstracts 393,094 12.2% 469,009 17.0% 324,627 58.0%
∼ that have categories 2,396,570 74.1% 912,627 33.0% 314,354 56.2%
∼ that have infoboxes 56,762 1.8% 197,224 7.1% 24,398 4.4%
Categories 516,309 38,446 93,191
Properties 13,226 474 2,304

per res. per res. per res.
Article Categories 6,774,442 2.09 2,067,349 0.75 796,679 1.42
External Links 2,529,364 0.78 827,145 0.30 573,066 1.02
Images 2,593,856 0.80 1,765,592 0.64 221,171 0.40
Infobox Properties 477,957 0.14 1,908,368 0.69 120,509 0.22
Internal Links 15,462,699 4.78 19,141,664 6.92 9,359,108 16.73
Related Pages 2,397,416 0.74 17,986,888 6.50 — —

Aliases — — 362,495
Disambiguation Links 28,937 13,733 40,015
Redirects 97,680 37,040 190,714

Table 2. Most Used Properties in Each Data Source

Baidu Baike Hudong Baike Chinese Wikipedia

Chinese Name 37,445 Chinese Name 152,447 Full Name 3,659
Nationality 22,709 Sex 74,374 Population 3,500
Date of Birth 21,833 Occupation 71,647 Area 3,272
Birthplace 19,086 Nationality 70,260 Website 3,061
Occupation 18,596 Era 61,610 Language 2,875
Foreign Name 16,824 Date of Birth 57,850 Height 2,710
Alma Mater 10,709 Home Town 52,518 Kana 2,577
Representative Works 9,751 English Name 52,504 Hiragana 2,203
Nationality1 9,621 Kingdom2 41,126 Director 2,116
Achievements 7,791 Scientific Name 41,039 Romanization 2,100
Kingdom2 7,749 Achievements 40,751 Prefectures 2,099
Category 7,732 Category 40,709 Japanese Name 2,096
Alias 7,725 Family2 39,858 Starring 2,015
Family2 7,715 Phylum 39,637 Scenarist 1,949
Scientific Name 7,355 Class2 39,412 Address 1,949

1 An ethnic group.
2 A category in the biological taxonomy.
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Baike has relative more infobox properties and related pages than others. While
Wikipedia Chinese version articles contain more external and internal links.

Alias, disambiguation links and redirects constitute a valuable thesaurus that
can help people to search out most relevant knowledge. Wikipedia Chinese ver-
sion performs better in this aspect, for the overwhelming superiority it achieves
in number of these attributes, even if it has a narrower resource coverage.

Infobox information is the most worthy knowledge in encyclopedias, so we
carry out further discussions on this issue here. In Table 2, we list some most
frequently used infobox properties. The original properties are written in Chinese
but we translated them into English.

The types of resources that are more likely to use infobox can be easily in-
ferred from these frequently used properties. Hudong Baike, which has abundant
infobox information, has a large quantity of persons and organisms described in
minute detail. Similarly, most listed Baidu Baike properties manifest different
facets of somebodies or living things. Chinese Wikipedia also describes lots of
people, but in a little different perspective. In addition, featured properties for
geographical regions (population, area, etc.) and films (director, starring, etc.)
can be seen.

All data sources have their own characteristics, nevertheless they represent
subjects in a similar manner, which makes it possible to integrate these at-
tributes. We will give specific examples in Section 4.

Resources that have infobox information are much less than ones with cate-
gories. Unfortunately, the quality of these categories are not very high due to
the reason that encyclopedia editors usually choose category names casually and
many of them are not used frequently. Thus we adopt some Chinese words seg-
mentation techniques to refine these categories, and then choose some common
categories to map them to YAGO categories[18] manually.

Top 5 categories in each data source are listed in Table 3. Total number of
instances of these categories accounts for over one third resources that have
category information. Also notice the top categoires have many overlaps in the
three data sources. This suggests the integration of these knowledge bases that
we will discuss in the next section is based on good sense.

Table 3. Top 5 Categories with the Number of Their Instances in Each Data Source

Baidu Baike Hudong Baike Chinese Wikipedia

Persons 376,509 Persons 93,258 Persons 50,250
Works 266,687 Works 81,609 Places 28,432
Places 109,044 Words and Expressions 70,101 Organisms 15,317
Words and Expressions 69,814 Places 40,664 Organizations 12,285
Organisms 55,831 Pharmaceuticals 22,723 Works 8,572

Subtotal 877,885 Subtotal 308,355 Subtotal 114,856
Account for 36.6% Account for 33.8% Account for 36.5%
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3 Data-Level Mapping among Different Datasets

Baidu Baike, Hudong Baike and Wikipedia have their own adherents. Most of
the time, users edit a certain article by their personal knowledge and that lead
to heterogeneous descriptions. Mapping these articles with various description
styles can help to integrate these separated data sources as a whole. At the
same time, we try to bridge the gap between our Chinese knowledge base and
English one (the Linking Open Data). Descriptions in different languages of a
same subject can supplement each other. We will introduce the methods we use
to achieve these goals in next two sub-sections.

3.1 Mappings within CLOD

Finding mappings between datasets in Linking Open Data is usually done in
two levels. One is the practice of schema-level ontology matching, as Jain et
al.[9] and Raimond et al.[14] did. The other one aims at matching instances and
we mainly focus on this kind of mapping discovery. Not all existing instance
matching algorithms are suitable for finding <owl:sameAs> links between large-
scale and heterogeneous encyclopedias. For example, KnoFuss[13] need instance
data represented as consistent OWL ontologies, however, our extracted semantic
data does not meet this requirement. Raimond et al.[17] proposed an interlinking
algorithm which took into account both the similarities of web resources and of
their neighbors but had been proved to be operative in a really small test set.

Silk[19] is a well-known link discovery framework, which indexes resources
before detailed comparisons are performed. Pre-matching by indexes can dra-
matically reduce the time complexity on large datasets, thus we also match our
encyclopedia articles based on this principle.

Simply indexing resources by their labels has some potential problems. One
is that the same labels may not represent the same subject: different subjects
having the same label is quite common. The other one is opposite: same subject
may have different labels in some cases. These two possible situation would affect
the precision and recall in matching respectively.

We will introduce how we deal with this problem in practice by proposing
three reasonable but not complex strategies to generate the index.

Using Original Labels. The first index generation strategy is just using orig-
inal labels. This strategy normally has a high precision except it comes with the
problem of homonyms. Fortunately, we extract different meanings of homonyms
as different resources, which has been introduced in Section 2.1. In other words,
it is impossible to find two resources that have different meanings with the same
label if all homonyms are recognized. This fact ensures the correctness of this
strategy.

There is no denying that the performance of this method depends on the
quality of existing encyclopedia articles: whether the titles are ambiguous.
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Punctuation Cleaning. When it comes to the second problem: discovering
mappings between resources with different labels, one of the most efficient meth-
ods we used is punctuation cleaning. Figure 2 shows some examples of same
entity having different labels due to the different usage of Chinese punctuation
marks. These cases can be handled by the punctuation cleaning method.

(1)  =  
(2)  = ·  = -  
(3)  =  

Fig. 2. Examples of Same Entity Has Different Labels

1. Some Chinese encyclopedias encourage editors to use guillemets (�	) to
indicate the title of a book, film or album etc. However, guillemets are not
imperative to be part of titles. Example (1) in Figure 2 illustrates a same
film with/without guillemets.

2. In Chinese, we often insert an interpunct (·) between two personal name
components. In some certain cases, people may insert a hyphen instead or
just adjoin these components. Example (2) in Figure 2 shows three different
labels to indicate a comet named after two persons.

3. According to the usage of Chinese punctuation marks, it is a good practice
to quote a cited name by double styling quotation marks (“”). However, it
is not a mandatory requirement. Example (3) in the figure indicates a space
shuttle with its name Endeavour quoted and not quoted.

Punctuation marks may have special meanings when they constitute a high
proportion of the whole label string. So we calculate the similarity between two
labels using Levenshtein distance[10] and attach penalty if strings are too short.

Extending Synonyms. The third strategy we use in index generation also
deals with the problem of linking resources with different labels. This one is
making use of high quality synonym relations obtained from redirects informa-
tion (A redirects to B means A and B are synonyms). We can treat redirects
relations as approximate <owl:sameAs> relations temporarily and thereupon
find more links based on the transitive properties of <owl:sameAs>.

Usually, the title of a redirected page is the standard name. So we just link
two resources with standard names to avoid redundancy. Resources with aliases
can still connect to other data source via pageRedirects.

Since our dataset is very large, it still has a great time and space complex-
ity even we adopt the pre-matching by index method. We utilize distributed
MapReduce[5] framework to accomplish this work. All resources are sorted by
their index term in a map procedure, and naturally, similar resources will gather
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together and wait for detailed comparisons. In practice, totally approximately 24
million index terms are generated from our data sources. This distributed algo-
rithm makes it easier to discovering links within more datasets because pairwise
comparisons between every two datasets are avoided.

We say two resources are integrated if they are linked by <owl:sameAs> prop-
erty. Thus two data sources have intersections when they provide descriptions for
mutual things. The number of links found by our mapping strategies is reflected
in Figure 3. It confirms the nature of heterogeneity in these three data sources.
Original 6.6 million resources are merged into nearly 5 million distinct resources,
while only a small proportion (168,481, 3.4%) of them are shared by all.

168,481 

Wikipedia Chinese Version 

Baidu Baike Hudong Baike 
1,150,425 

65,983 25,683 

1,850,061 1,421,244 

299,255 

Fig. 3. Intersections of Our Three Data Sources Shown in Venn Diagram

3.2 Linking CLOD with LOD

DBpedia, a structured Wikipedia, is now one of the central data sources in Linking
Open Data. Mapping resources between Zhishi.me and DBpedia is a cross-lingual
instance matching problem, which is remaining to be solved. Ngai et al.[12] tried
to use a bilingual corpus to align WordNet7 and HowNet8. However, their exper-
imental results showed that the mapping accuracy, 66.3%, is still not satisfiable.

Fu et al.[7] emphasized that translations played a critical role in discovering
cross-lingual ontology mapping. Therefore, we make use of the high-quality
Chinese-Englishmapping table at hand: Wikipedia interlanguage links.Wikipedia
interlanguage links are used to link the same concepts between two Wikipedia lan-
guage editions and this information can be extracted directly from wikitext.

DBpedia’s resource names are just taken from the URLs of Wikipedia articles,
linking DBpedia and wikipedia dataset in Zhishi.me is straightforward. Likewise,
resources in DBpedia and the whole Zhishi.me can be connected based on the
transitive properties of <owl:sameAs>. In total, 192,840 links are found between
CLOD and LOD.
7 A large lexical database of English. http://wordnet.princeton.edu/
8 A Chinese common-sense knowledge base. http://www.keenage.com/

http://wordnet.princeton.edu/
http://www.keenage.com/
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4 Web Access to Zhishi.me

Since Zhishi.me is an open knowledge base, we provide several mechanisms for
Web accessing. Not only client applications can access it freely, but also human
users can lookup and get the integrated knowledge conveniently.

4.1 Linked Data

According to the Linked Data principles9, Zhishi.me create URIs for all resources
and provide sufficient information when someone looks up a URI by the HTTP
protocol. We have to mention that in practice, we use IRIs (Internationalized
Resource Identifiers) instead of URIs. This will be discussed in detail next.

Since Zhishi.me contains three different data sources, we design three IRI pat-
terns to indicate where a resource comes from (Table 4). The Chinese characters
are non-ASCII, so we choose IRIs, the complement to the URIs[6], for Web ac-
cess. But IRIs are incompatible with HTML 4[16], we have to encode non-ASCII
characters with the URI escaping mechanism to generate legal URIs as “href”
values for common Web browsing.

Table 4. IRI Patterns

Sources IRI Patterns

Baidu Baike http://zhishi.me/baidubaike/resource/[Label]

Hudong Baike http://zhishi.me/hudongbaike/resource/[Label]

Wikipedia Chinese version http://zhishi.me/zhwiki/resource/[Label]

Data is published according to the best practice recipes for publishing RDF
vocabularies [2]. When Semantic Web agents that accept “application/rdf+xml”
content type access our server, resource descriptions in RDF format will be
returned. We try our best to avoid common errors in RDF publishing to improve
the quality of the open data published on the Web. This issue has been discussed
in [8].

In order to encourage non Semantic Web community users to browse our
integrated data, we merge descriptions of the same instance and design an easy-
to-read layout template to provide all corresponding contents. Figure 4 shows a
sample page that displays the integrated data.

There are two ways to browse the integrated resources: via the lookup service,
which will be introduced in the next section, or via “<owl:sameAs> box” at the
upper right corner of a resource displaying page. In “<owl:sameAs> box”, all
resources have <owl:sameAs> relation with currently displaying resources are
listed and users can tick resources they want to merge.

Detailed descriptions listed in the view page are all statements with subjects
being currently displaying resources, so all distinct subjects are assigned different
colors which can help users to recognize where a description comes from.
9 http://www.w3.org/DesignIssues/LinkedData.html

http://www.w3.org/DesignIssues/LinkedData.html
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<owl:sameAs> check box 

resources 

a merged statement 

all other statements 

Fig. 4. An Example of Integrated Resources Page

Triples extracted from infoboxes are still presented together. If some state-
ments are sharing the same predicate (property), we will merge the objects
(values) but remain the identity colors. The comprehensive property-value pairs
rely upon linking heterogeneous data sources.

Other statements grouped by their predicates, such as subjects, thumbnails,
relatedPages, etc. are listed subsequently. Users may click on “SHOW MORE”
if they want to know more information.



Zhishi.me - Weaving Chinese Linking Open Data 217

4.2 Lookup Service

For users who do not know the exact IRI of a given resource name, we provide
a lookup service to help them. This service is available at http://zhishi.me/
lookup/. Our index is constructed using four matching strategies presently:

– Returning all resources whose labels exactly match the user’s query.
– Using <owl:sameAs> links to provide the co-references.
– Some known synonymous are used to provide as many as possible similar

resources.
– If a given name has several different meanings (which reflected in a disam-

biguation page), all corresponding resources of these meanings will also be
returned.

Figure 5 gives a sample query. If we search for “Pacific Ocean”, it returns not
only resources whose labels are exactly “Pacific Ocean” but also a TV miniseries
named “The Pacific” (quoted by guillemets) and two disambiguation resources.

As mentioned above, the lookup service is also an entrance to integrate inter-
relate resources.

Fig. 5. A Sample Query to Lookup Service

4.3 SPARQL Endpoint

We also provide a simple SPARQL Endpoint for professional users to customize
queries at http://zhishi.me/sparql/. We use AllegroGraph RDFStore10 to
store the extracted triples and provide querying capabilities.

5 Conclusions and Future Work

Zhishi.me, the first effort to build Chinese Linking Open Data, currently covers
three largest Chinese encyclopedias: Baidu Baike, Hudong Baike and Chinese
Wikipedia. We extracted semantic data from these Web-based free-editable en-
cyclopedias and integrate them as a whole so that Zhishi.me has a quite wide
coverage of many domains. Observations on these independent data sources re-
veal their heterogeneity and their preferences for describing entities. Then, three
10 http://www.franz.com/agraph/allegrograph/

http://zhishi.me/lookup/
http://zhishi.me/sparql/
http://www.franz.com/agraph/allegrograph/
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heuristic strategies were adopted to discover <owl:sameAs> links between equiv-
alent resources. The equivalence relation leads to about 1.6 million original re-
sources being merged finally.

We provided Web access entries to our knowledge base for both professional
and non Semantic Web community users. For people who are familiar with
Linked Data, Zhishi.me supports standard URIs (IRIs) de-referencing and pro-
vides useful information written in RDF/XML format. Advanced users can also
build customized queries by SPARQL endpoint. Casual users are recommended
to get well-designed views on the data when they use Web browsers. Both lookup
service and data integration operations are visualized.

It is the first crack at building pure Chinese LOD and several specific dif-
ficulties (Chinese characters comparing and Web accessing for example) have
been bridged over. Furthermore, we have a long-term plan on improving and
expanding present CLOD:

– Firstly, several Chinese non-encyclopedia data sources will be accommodated
in our knowledge. Wide domain coverage is the advantage of encyclopedia,
but some domain-specific knowledge base, such as 360buy11, Taobao12 and
Douban13, can supplement more accurate descriptions. A blueprint of Chi-
nese Linking Open Data is illustrated in Figure 614.

– The second direction we are considering is improving instance matching
strategies. Not only boosting precision and recall of mapping discovering
within CLOD, but also augmenting the high-quality entity dictionary to
link more Chinese resources to the English ones within Linking Open Data.
Meanwhile, necessary evaluations of matching quality will be provided. When
matching quality is satisfactory enough, we will use a single constant iden-
tifier scheme instead of current source-oriented ones.

Linking Open Data 

Chinese Linking Open Data 

Fig. 6. A Blueprint for Chinese Linking Open Data

11 A Chinese language B2C e-Business site, http://www.360buy.com/
12 A Chinese language C2C e-Business site, http://www.taobao.com/
13 The largest Chinese online movie and book database, http://www.douban.com/
14 All sites mentioned in this figure have rights and marks held by their respective

owners.
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– Another challenge is refining extracted properties and building a general
but consistent ontology automatically. This is an iterative process: initial
refined properties are used for ontology learning, and the learned preliminary
ontology can help abandon inaccurate properties in return. This iteration will
reach the termination condition if results are convergent.
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Abstract. Creation of virtual machine laboratories – simulated planning and 
learning environments demonstrating function and structure of working 
machines – often involve a lot of manual labor. A notable source of the labor is 
the programming required due to changes in structural and functional models of 
a system. As a result, rapid prototyping of a virtual machine laboratory  
becomes difficult, if not impossible. We argue that by using a combination of 
semantic modeling and prototyping with a web-based system, more rapid 
development of virtual machine laboratories can be achieved. In this paper, we 
present the design and implementation of a semantic, web-based  virtual 
machine laboratory prototyping environment. Application of the environment to 
a case example is also described and discussed. 

Keywords: Semantic Web, Resource Description Framework, Web Ontology 
Language, Prototyping, Virtual Laboratory. 

1   Introduction 

Virtual machine laboratories (compare [1]) are simulated planning and learning 
environments demonstrating function and structure of working machines. The 
creation of such environments has traditionally involved a lot of manual labor. In 
essence, a developer needs to understand how the machine has been designed and 
what kinds of planning information and formats are used. In this task, information 
from various design documents such as CAD drawings and models need to be 
obtained and integrated. Especially in the context of working machines, it is often 
desirable to use mathematical modeling based real-time simulations for added 
interactivity and realistic behavior of the machine, adding a next level of challenge to 
the creation process. 

Since these design documents are primarily created for purposes of the machine's 
implementation, they often provide less semantic information than what is required to 
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create functional prototypes in the form of virtual machine laboratories. Especially 
semantic information connecting various design domains – such hydraulic and 
mechanical designs – is often informally or implicitly documented, since such pieces 
of information are more rarely needed for purposes of manufacturing. 

Another aspect of this problem is that many perspectives of the data required for 
this task are largely missing in the designs. For instance, detailed system parameters 
required for simulation model generation are often missing. Similarly, while the 
functional model of the system is often implicitly understood by its designers, it may 
not be explicitly documented. As a consequence, the information required for the 
virtual prototypes, may need to be manually re-written by a virtual machine 
laboratory developer. In the worst case, the developer may need to re-engineer or re-
design some parts of the system. As such, this process is potentially laborious, 
lengthy, rigid as well as prone to errors.  

In Semogen research project (Phase I during 2010-2011), we have taken an 
alternative approach to the virtual machine laboratory generation in seek of a more 
rapid development model. Since most of the problems could be avoided by making 
sure the design data produced by the primary design activities is complete, we have 
defined a semantic process for tracking data requirements and the related information 
objects [2]. Instead of re-engineering and re-designing, we have focused on improving 
the machine-readability, i.e. the semantic quality of the primary design documents, by 
using semantic web technologies. 

On a general level, this approach is not itself a novel idea; semantic web 
technologies have readily been applied to other and related domains. For instance in 
neuromedicine, an ontology for semantic web applications has been readily defined 
[3]. Benefits for applying various knowledge representation languages to systems and 
software engineering practices has also been outlined [4]. Very related to our work is 
a recent effort of product modeling using semantic web technologies [5], as well as a 
work towards describing linked datasets with an RDF Schema based vocabulary [6]. 

Also within our domain of application, the need for rapid prototyping and more 
semantic design data has been also recognized in other ventures. In Simantics project, 
an open cross-domain modeling and simulation platform was implemented [7]. With 
an Eclipse Platform -based infrastructure, various simulation and visualization plug-
ins were integrated together, resulting in a toolkit for ontology based modeling and 
simulation. In an another project, TIKOSU, a data model, workflow and a prototype 
of database-based system was designed [8]. 

As according to the current machine and virtual laboratory design process, various 
aspects of the system are designed with a multitude of modeling applications and 
formats, both of which are often proprietary. Instead of changing these applications, 
our semantic process provides a model according to which information objects  
encoded to design documents can be tracked [2]. 

Our approach to extracting information from the design documents is based on the 
concept of adapters. For each individual modeling format and/or tool, a specific 
adapter software is written. This adapter accesses the raw design data and outputs a 
machine-readable presentation of this information. The information is then integrated 
together into a semantic model that comprehensively defines the modeled machine. 
Based on this integrated semantic model, various aspects of the virtual machine 
laboratory can then be generated. 
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Generating a virtual machine laboratory with our reference technology required us 
to generate application-specific configuration documents from the semantic model 
[9]. In an ideal case, a virtual machine laboratory generation could be approached as a 
configuration management problem. However, in practice creating a functioning 
prototype has previously required us to make changes to the underlying software 
itself. For instance, introducing a new attribute type to a component requires 
programming. As a result, even with perfected source data, the automated virtual 
machine laboratory generation could not be realized in many cases. 

In order to support more rapid prototyping, a new environment was designed. The 
fundamental idea was to allow a developer to generate a more light-weight virtual 
machine laboratory, directly from a semantic model. Technologies were chosen so 
that they would support easily adding new features to the system with no 
programming labor whenever possible. 

In this article, we present the design and implementation of this light-weight, 
virtual machine laboratory prototyping environment. The article is organized as 
follows: In chapter 2, use cases and user requirements for the environment are 
presented. Additionally a case example used during prototype creation is presented. In 
chapter 3 the design and the implementation of our prototyping environment is 
presented. In chapter 4 we present and discuss the results of applying our prototyping 
environment to the case example. Finally, in chapter 5, we conclude our work. 

2   Use Cases, User Requirements and a Case Example 

2.1   Use Cases and User Requirements 

By definition, we consider virtual machine laboratory (VML) to be any environment  
that can be used to demonstrate a function and structure of a working machine. 
Different kinds of VMLs may be built for different purposes. Especially three use 
cases have been identified: 

• Design support. VMLs to support designers (hydraulics, mechanics, etc.) 
and collaboration between design areas of the system, by providing a real-
time simulation based functional prototype. 

• Educational use. VMLs for educational purposes are used for providing 
understanding of the phenomena and function chains of mechatronic 
machine systems. In additional, educational VMLs may need to consider 
integration to virtual learning environments as well as assignment of various 
learning tasks. 

• User guide. VMLs that provide interactive maintenance and spare parts 
guides 

While details of the systems may change depending on its use case, they come to 
share many features. Several of our latest VMLs, including a harvester simulator for 
educational purposes have been developed using our M1 technology [9]. As such, we 
consider these prototypes and this technology as our reference and as a source for our 
user requirements. However, regardless of the use case in question, similar features 
are often requested. 
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Support for Rapid Prototyping. The ability to make changes to the underlying 
design and quickly apply these changes to the related virtual environment. 

Dynamic Real-Time Simulation. Running real-time simulation of the system (or 
specific part of the system)  in action, including interacting with the model (using 
controls). 

Web Browser Based User Interface. Using the system running either locally or 
remotely with a web browser (device independence, effortless launch and use with 
software as a service). 

Semantic Search. Locating resources, especially components based on given search 
criteria (for instance: “find components with a specific material” or “find all 
components of a given size range”). 

Ability to Use Data with Potentially Complex and Evolving Schemata. Since data 
from multiple design domains needs to be integrated, the underlying schema for a 
VML is potentially very complex. Additionally, since new design domains may be 
introduced, we should be able to handle some schema evolution with minimal 
additional work. 

Support for Dynamic 2D and 3D Visualizations. The laboratory should be able to 
represent designs as 2- and 3-dimensional visualizations. In addition, dynamic 
simulation data is often desired for visualizing function in the designs. 

Functional and Integrated Views. Views that representing how various design 
domains integrate together, for instance to form a chain of actions, are often 
requested. As machine designs are potentially very complex, provide functional 
representations a valuable abstraction. 

Measurements. Ability to measure and analyze both static (size, width, height, 
diameter) and dynamic (position, velocity, pressure) properties of a system and its 
components. Especially for measuring dynamic properties, measurement tools 
recording history of changes is potentially very useful. 

Support for Controllers and Hardware-in-the-Loop. In order to interact with the 
dynamic system model, at least some controller support is required. Minimally 
controller devices can be simulated with a graphical interface. Optionally various 
peripheral devices such as joysticks can be used to emulate controllers. For the 
scenarios requiring genuine hardware, the system should be able to provide support 
for hardware-in-the-loop (with other parts of the system being simulated).  

Simulation Controls. While continuously playing real-time simulation is sufficient 
for many uses, it may be useful to be able to control the simulations. For this task, 
simulation controls including changing simulation speed as well as recording and 
playing back are potentially useful features. 

Our reference technology, M1, already provides many of these features. However, 
it notably meets only partially the following requirements: 1) support for rapid 
prototyping, 2) semantic search, 3) web browser based user interface (currently only 
partial), 4) ability to use data with potentially complex and evolving schemata, 5) 
support functional and integrated views. Since developing a full-scale alternative to 
our current technology would require a lot work, it would make sense to  aiming at 
creating a prototype specifically addressing these lacking features. 
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2.2   Case Example 

In order to create a case example, we received real design information and expertise 
from the industry partners of the Semogen project. 

In an attempt to understand and formalize how working machines are designed, we 
have analyzed the design process. As a result of this work, we have defined a model 
and methods for analyzing and designing semantic processes and manipulating design 
information through validation, transformations, and generation applications [10]. 

As according to this semantic process model, we have identified individual design 
activities and information requirements as dependencies between given activities. 
Each of the design activities may produce design data using a designing application 
often specific for the given design activity. Design applications may use any data 
formats as containers for the design information. 

In an optimal solution, these data formats are based on open and standard 
specifications for which processing tools are readily available. Especially extensible 
markup language (XML) based formats are therefore favorable. As a second to best 
option, the designing application's export capabilities can be used to export the design 
data. As a last resort, the designing application's application programming interface 
(API) capabilities can be utilized in order to create an export format to capture design 
information. 

A subset of the design data and process was chosen as a case example. As a scope 
of the example, we chose to study a single functionality (“boom lift”) within the 
studied machine. By doing so enabled us to include a heterogeneous and a covering 
sample of various design activities and materials that potentially are linked by the 
case functionality in the level of design information. A listing of design activities, 
their outputs and designing applications used in the case example are provided in 
table 1. 

Table 1. Design activities in the case example 

Activity Output(s) Designing application(s) 
Conceptual design Conceptual and requirements design 

documentation.
PDF and Word documents 

Hydraulic design Hydraulic circuit diagrams (2D) Vertex HD
Mechanical design Mechanical models (3D) Vertex G4, SolidWorks 
Controller area network (CAN) design Network and object models Vector ProCANopen 
Simulation design Simulation models Simulink

Also within the scope of the case example is some supplementary material. This 
includes some spare parts documentation and component information data sheets in 
Portable Document Format (PDF). It must be also noted that simulation models were 
not directly received from industrial partners, but instead were designed in-house. 

3   Environment Design and Implementation 

In this section, we will describe the design and implementation of our prototyping 
environment.  Firstly, the semantic process and model are described. Secondly, we 
will describe details of implementation of the associated semantic viewer application. 
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3.1   Semantic Process 

As described, our approach is based on empowering designers to use the tools they 
are familiar with. In order to support generation of machine-readable, semantic data, 
we formalize design activities into a semantic process that produces a semantic model 
that captures created design information. 

In a high level overview, the design activities are formalized into a process. The 
design activities in our case example includes: concept design, hydraulic design, 
mechanical design, CANopen design, simulation design and system design. As an 
example of this process, let us consider the hydraulic design activity from our case 
example (Fig. 1).  

 

Fig. 1. Semantic process implementation example 

Hydraulic diagrams were designed using a domain-specific application, Vertex 
HD. Following the design similar to data processing and visualization pipelines [11], 
we can now process the design data in various ways. In the first step (A1), the 
diagrams are then exported to an easily accessible format (SVG; Scalable Vector 
Graphics). Use of SVG enables us to further process the data with standard XML 
tools. 

In the second step (B1), semantic data from the hydraulics SVG can then be 
extracted. In our case example we realized this by creating a custom XSL 
transformation. With the transformation, the semantic data encoded into the SVG file 
was captured and modeled in RDF [12] with a canonical XML serialization [13]. Use 
of a canonical serialization enabled us to process and validate the data with standard 
XML tools. For instance, rudimentary input data validators could be written with 
Schematron (http://www.schematron.com/). Note that as an input to this step, any 
SVG file containing required information may be used. Thus, other design 
applications producing conforming SVG can used in the making of  hydraulics 
designs as well. 

Similar to hydraulic design, other design activities may also produce input data 
(steps B2, …, Bn). The semantic model of a target system can then be simply formed 
by collecting together the RDF documents generated by the pipeline. RDF data model 
enables us to trivially aggregate these documents together to form a cross design-
domain semantic model of the target system. By convention, we have chosen to store 
this aggregated instance data in a single document (system.rdf). For convenience, 
the definition of a related, domain ontology is passed along as well (schema.rdf). 

Once the semantic model is generated as a result from running the data processing 
pipeline, it can be used to generate various portions of a VML. One important use 
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case for the semantic model is generation of simulation models and their templates 
(step C1). Simulation models are required in order to provide VMLs with real-time 
simulations that enable various dynamic visualizations. While details of simulation 
model generation are outside the scope of this paper, they are discussed in our other 
works ([10], [2]). 

3.2   Semantic Model and Ontology 

The semantic model forms the core of our prototyping environment. The semantic 
model integrates together design information from various activities. Very 
importantly, it provides us a standardized mechanism for not only creating machine-
readable representations of design data inside the design domains, but also to connect 
these domains together. We strive at creating a comprehensive semantic model that 
could be used to generate any aspects of a VML as well as provide basis of 
integrating design data from many of the disciplines participant machine design. With 
a schema, we can also provide validation and integrity checks to the data. 

Initially, the semantic model was created as an ad hoc aggregation of various RDF 
files from design data adapters. A semi-formal schema was written with SKOS 
(Simple Knowledge Organization System; [14]). This approach was sufficient for 
environment bootstrapping as well as for some rudimentary use cases such as using 
SKOS broader concept to interconnect design domains. 

In order to effectively manage instance data, features of RDF Schema [15] were 
used. We added rdfs:Class, rdfs:subClassOf, rdf:Property, rdfs:domain 
and rdfs:range assertions to create classes and their hierarchies as well as 
properties associated to classes. Adding these assertions was important to provide the 
semantic model with rudimentary schema-based validation capabilities, including 
checking for valid properties and valid property values. 

Our desire was to provide engineers with a graphical user interface for schema 
development. While modeling-wise RDFS would have provided us with most of the 
features required for schema writing, we could not find suitable tools for easily 
managing an RDFS-based schema. The most suitable software for this purpose was 
Protégé-OWL ontology editor (http://protege.stanford.edu/). Thus for mostly practical 
reasons, the original schema file was maintained in Web Ontology Language (OWL) 
format [16]. 

3.3   Environment 

In terms of a practical implementation, we used a set of tools on Eclipse Platform [17] 
along with some specific conventions. 

In order to simulate a “real-world” engineering process, our multidisciplinary team 
of researchers used the platform for collaboration through Subversion (http:// 
subversion.tigris.org/). Since we run our environment as “stand-alone”, a version 
control system was necessary to simulate rudimentary product data management 
(PDM) system functionality (See e.g. [18]). 

A new Eclipse project was used to represent an individual VML prototype. 
Individual design activities were modeled as folders. For each of the activities we 
further defined (information) requirements, and resources. The resources managed 
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outside the prototyping environment (original CAD drawings) were labeled as 
external, while resources generated due to data processing were separated under  a 
folder labeled as generated. 

We implemented data processing pipelines using Apache Ant (http://ant.apache. 
org/). Each individual processing step was designed as a new target in Ant. By 
specifying dependencies between these targets, a pipeline of activities could then be 
executed in the environment. In addition to XSL transformations that Eclipse supports 
out-of-the-box, we also configured the environment to enable adapter development 
with Python (http://www.python.org/). 

The rest of the project was organized to following subsections (folders): 1) various 
tools and adapters required by the pipeline, 2) design application-specific libraries, 3) 
schema specification. We separated these items from the design activities since they 
all can be potentially shared between multiple projects. 

3.4   Semantic Viewer Application 

As a core component of the prototyping environment we implemented a semantic 
viewer application (“Semogen Player”). Key idea in the viewer application was to 
make it possible to directly use the semantic model, with no further data processing 
required for viewing and running a specified machine model. 

After reviewing some suitable technologies, a stack consisting of open source 
components written in Python was chosen. The application architecture was based on 
the common Model-view-Controller pattern. 

Web server was implemented with Tornado (http://www.tornadoweb.org/). A key 
requirement that lead us to choose Tornado was the need for real-time simulation 
support. Sufficiently low-latency (10-100 ms) for the simulation interface could be 
achieved with WebSocket protocol [19], a technology which Tornado was found to 
readily support. 

As for model, we decided to use RDFLib 3 (http://code.google.com/p/rdflib/) along 
with SuRF (http://code.google.com/p/surfrdf/). With SuRF, RDF triples can be 
accessed as resources representing classes, properties and their instances. The library 
also provides various methods for locating and accessing these resources, including a 
SPARQL [20] interface. SuRF also enables us to support several different RDF 
triplestores including Sesame 2 (http://www.openrdf.org/) which may need to be used 
in larger data models. Thus, while we now chose to use RDFLib for practical reasons, 
other more efficient datastores could be used as well. 

New functionality of the system was encapsulated in several Python modules. 
Framework-like features of the system were placed as part of Semolab model. These 
features included semantic model bindings, real-time simulation interface as well as 
application model and various utilities. The main module (semoplayer) was used for 
providing controllers to various views of the system. For view generation, we used 
Tornado's built-in template engines (HTML with embedded Python code blocks). 

User interface components were designed with JavaScript. For interactivity and 
Ajax handling, jQuery (http://jquery.com/) was used. In order to create a more 
desktop-like user interface, we used jQuery UI (http://jqueryui.com/) and jQuery 
UI.Layout Plug-in (http://layout.jquery-dev.net/) as well as several other jQuery 
plugins. For 2D diagrams, SVG was used. 3D views were implemented using 
X3DOM (http://www.x3dom.org/). 
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4   Virtual Machine Laboratory Prototype 

Based on the source design materials we received, the defined prototyping 
environment was used for adapting the source materials to the semantic model. As a 
result, various virtual machine laboratory views were generated from the design data. 
In this section we will describe how the semantic modeling and data processing was 
performed for various design materials, as well as how these materials were 
connected together. As examples of the design domains, we have included hydraulics 
and CANopen network designs.  The described approach is similarly applied to other 
design domains such as mechanics, but for brevity are not covered in this paper. 

4.1   Hydraulics 

For the case example, a simplified hydraulic diagram of the boom lift functionality 
was drawn with Vertex HD. The diagram was carefully designed for machine-
readability (Fig. 2) as follow: 1) for each hydraulic component, a title as well as 
model name was specified, 2) hydraulic ports were associated with individual 
components, 3) hydraulic pipes were connected semantically into various ports in the 
components. 

Unique identifiers for hydraulic resources (components, ports and hydraulic pipes) 
were readily available in the exported design data. Only local uniqueness (per 
diagram) of the identifiers was guaranteed. In order to generate globally unique 
identifiers, a document specific prefix (X) was generated by combining a predefined 
project URI with the filename. Thus, for instance the full URI of the cylinder 
presented in figure 2, would resolve to http://project-url/file/#comp-3_21. 
In addition to URIs, the resources were identified with Dublin Core identifiers [21] 
containing local ID in textual format. 

 

Fig. 2. Excerpt from hydraulic diagram and extracted RDF content 
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In terms of references, we also encoded model names of various hydraulic 
components into the design data. Any URI can be specified as a reference to a model 
name. The component model identifier specified in the source data resolves to two 
assertions in RDF 1) as an rdf:type assertion as well 2) as a semogen:model 
assertion. While model properties could be obtained via the type assertion, the latter 
was found more practical, since – due to type inference – a component may contain 
multiple type definitions, from which usually only one refers to a component's 
model. 

 

Fig. 3. Semogen Player user interface for hydraulic diagram with semantic search 

Based on the exported SVG diagram and extracted RDF data, the data could be 
then viewed in our viewer application (Fig. 3). The viewer readily detects hydraulic 
diagrams from the input data (top-right corner). A semantic view (left side) can be 
used to list all components and pipes as well as their properties. Finally an interactive 
hydraulic diagram can be presented (right side). A component can be selected by 
hovering over it with a mouse providing visual linking between the search and the 
diagram visualization. In addition, any component can be clicked to display all the 
available RDF data for it. 

4.2   CANopen Design 

CAN design for the boom (lift) functionality consists of three different CAN buses. 
These buses were planned using ProCANopen software [22]. Each bus design 
includes all CAN nodes and their signal routing [23, 24]. This information was then 
converted from software's native output format (DCF) to an RDF model (Fig. 4). The 
designed RDF model includes buses, nodes, object and signals.  
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Fig. 4. A network in ProCANopen user interface annotated with related RDF data 

In terms of identifiers, original design readily had unique identifiers for CAN 
buses. Further, each CAN node could be identified by its NodeID 
(semogen:nodeid) similarly made available in the original design. As a NodeID was 
only locally unique, a project specific prefix (X) was combined with busID and 
nodeID to create globally unique node identifier.As of nodes, each of them included 
object dictionaries, storing related data objects [23]. These objects are identified by a 
hexadecimal index number. CAN signals carries these object values to other nodes 
[23, 24]. So we generated these signals to RDF model and linked them to 
corresponding CAN objects.  

The resulting RDF model was used to generate an SVG-based view of the CAN 
bus design (Fig. 5). Each component (node and bus) in the SVG contained an element 
which refers to the RDF model, so the user interface can be used to fetch more 
information and link to an RDF model on any component in the SVG diagram. 

 

Fig. 5. CAN network visualization with component (node) selection 
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The RDF data was also used in generation of simulation model. Generator creates 
Simulink model with CAN nodes and buses. In the future, objects and signals can be 
used to parametrize these simulated nodes as well.  

4.3   Connecting the Design Domains 

While designs with various domains are typically created as “self-contained”, there 
are several reasons why cross-references connecting the design domains may be 
needed. Firstly, an individual physical component such as cylinder may appear in 
multiple designs, potentially in different roles. Secondly, we may need to describe 
function chains – processes that describe how the various parts of the design work 
together to implement a functional – for which connections between various designs 
need to be provided. Finally, even additional cross-references may need to be 
provided especially for the generation of an integration simulation model. 

In some of the current industry practices, engineers use arbitrary mapping tables, 
for instance implemented as Excel tables (or lists) of references. In the simplest case, 
these tables contain rows that provide mappings between domain-local identifiers as 
well as optionally define a global identifier. Additionally the mapping table may  
encode design information that either is not defined elsewhere or is scattered or 
otherwise hard to locate from the other design materials. 

In order to provide similar mappings within our semantic model, a more 
formalized approach was needed: the cross-references need to be defined by using full 
identifiers (URIs). For a rudimentary approach to this mapping, we added an RDF file 
containing  mapping assertions (mappings.rdf).  

As an example, let us consider mapping various roles of a physical component, a 
hydraulic cylinder present in examples of sections 4.1 and 4.2. The cylinder appears 
both in hydraulic design diagram (&X;comp-3_21) as well as in CANopen design 
(&X;node-1-in-bus-1) resulting in two different URIs describing the same 
component. If a mapping assertion between these identifiers is to be defined as an 
RDF triple, its predicate depends on which relationship it describes. For instance,  
mapping from hydraulic component (role) into a CAN component (role), can be 
defined with specific predicate (semogen:hasACANRole). 

Functions, abbreviations and other meta data that may be embedded into mapping 
tables can instead be described as new resources inside the mappings file. For 
instance, each new functionality of the machine can be created as an instance of 
semogen:function for which additional attributes can be defined. For each 
function, references to various components depending on their roles (for example 
semogen:isControlledBy) can be added as well. 

4.4   Discussion 

Rather than creating the data model by firstly designing a normalized schema, we 
created the environment from features rising from actual design documents and 
processes. In this design, an interactive process model was employed. During this 
process, various adapters, semantic models as well as features of the viewer 
application were iteratively developed. 
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In terms of VML features, our environment is already able to provide the 
rudimentary aspects of the required features. Firstly, it has proven to support rapid 
prototyping with the ability to use data with potentially complex and evolving 
schemata as somewhat demonstrated with the implementation examples. Secondly, 
the environment provides limited support for semantic search, as well as functional 
and integrated views to the data (mapping table view). Thirdly, while not 
demonstrated in this paper, rudimentary support for real-time simulations as well as 
measurement views have been implemented in the viewer, covering all of the most 
requested features for a virtual machine laboratory. 

In terms of scaling our approach to full machine models and genuine engineering 
environments, some further work needs to be done. Especially data integration 
between various domains is seen as a challenge. In principle use of globally unique 
identifiers allows us to create cross-references between any designs. In practice, 
manual creation of cross-references is potentially cumbersome and thus impractical, 
requiring us to look into more automated solutions for scalability. For instance by 
providing a graphical user interface for the mapping generation, technical details of 
the RDF data model could be hidden from the system's designer. In addition, to 
reduce the manual work required for the mappings, the designer could be allowed to 
provide some general purpose rules for the mappings (for instance: “map together all 
hydraulic and CAN components that have identical titles”). 

Another problem with our approach is that in order to integrate new design 
domains, new adapter needs to be written per new input data format. However, since 
our data model is based on use of standard RDF, a sophisticated designing application 
could overcome this problem by readily providing RDF export capabilities, thus 
leaving only the challenge integrating of the various data models. 

Some important lessons were learned during the implementation process. Firstly, it 
seems that technically semantic web modeling and implementation tools are readily 
usable and mostly mature. What came as a partial surprise is the lack of well-defined, 
open vocabularies, schemata and ontologies for the modeling domains in question. 
For a wider application of semantic modeling, these definitions would be clearly 
needed. Finally, while some best practices and design patterns for semantic modeling 
especially in the domain of product modeling, have been defined [5], they are needed 
in a more wider deployment.  

We applied our semantic modeling and process approach to the domain of virtual 
machine laboratory. As a direction of extension, we see that this process and the tools 
could be well generalized for other design and engineering practices as well. 
Especially a similar approach could be applied to other production modeling and 
engineering domains. 

5   Conclusions 

In this article, we presented a design and implementation of a virtual machine 
laboratory prototyping environment. The key approach in the presented environment 
was the use of understanding machine's and its virtual laboratory's design as a 
semantic process with defined information objects providing semantic links between 
various design activities. In the core of our approach was a semantic model 
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implemented in RDF, RDFS and OWL as well as a viewer application for a using 
conforming data. 

In terms of our case example, the given technologies were found as a feasible way 
to model the underlying data. We see that this semantic modeling approach provided 
us with some fundamental benefits. Firstly, by using a design of adapters and 
integrating model, we were able to manage the design data in various domain-specific 
designing applications. Secondly, it enabled us to create a global, comprehensive 
representation of the all design data with references between various resources 
regardless of their design domain. By doing so, we were – in overall – able to 
understand and build formalized models of how various engineers understand the 
designs. Thirdly, we recognized that by using an RDFS/OWL based data model, we 
can fairly easily and quickly adapt the prototype to changes in a data schema. For 
instance, introducing new properties or classes can be done trivially, with no 
additional programming work required. Finally, we see that the use general-purpose 
semantic modeling maximizes data re-usability. For instance, simulation models as 
well as various aspects of a virtual machine laboratory, can both be generated from 
the same model. 

A notable challenge in our approach is the management of the complexity arising 
from the heterogeneous process and modeling environment. As virtually any design 
tools or activities can be introduced to the semantic process, it can potentially become 
very complex. For instance, while implementation and use of various adapters for 
integrating data from the tools is often required, can exhaustive use of them result in 
unmanageable complexity in software design and maintenance. Similarly the design 
process may become overly complex, resulting in inefficiency in form of poorly 
manageable structures. 

We see that the key in successfully applying this semantic process approach to 
machine design, requires identification and understanding of the concerns that cross-
cut through various design activities. These concerns include, but are not limited to  
management of global identifiers as well as representation of functional, machine-
level models. Without a systematic, process-oriented approach, the risk is that instead 
of integrating design information, we fall back to ad hoc methods of encoding the 
design data resulting in scattered, unconnected blocks of design data that hinders the 
re-usability of the data and scalability of the methods. 

A lesson learned in the context of semantic web technology application is that 
while the technologies themselves can be considered mature, some known methods 
for efficient semantic modeling would have potentially proven to be valuable. We see 
further room for improvement for instance in introducing an efficient method for 
managing and integrating local and global identifiers. For industrial deployment of 
the approach, having more standard, domain vocabularies would be crucially 
important. Also even though best practices and patterns have already been somewhat 
extensively recognized and described, we see a room for further studies. Especially 
since several parts of the modeling technologies (update language, rule languages) are 
still under standardization and development, a potential of benefit exists from having 
definitions of more general purpose design patterns. 

Individual engineering organizations may not find the motivation for developing 
domain vocabularies and ontologies. As such, the whole industry would likely benefit 
from utilizing a more open, collaborative process in the development of these artifacts 
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that are often a requirement for semantic model utilization. In our visions this work 
could lead to development of an open entity graph within the industry, similar to 
collaborative databases like Freebase (http://www.freebase.com/). 

Within the working machine industry, we see that successfully applying integrated  
semantic modeling would open up entirely new possibilities for organizing design 
work. By introducing a semantic modeling-based generation of virtual machine 
laboratories for design, more agile research and development could be potentially 
realized. Especially a simulation-driven virtual prototyping process could lead to a 
new level of efficiency in machine design processes. 
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Abstract. Ontologies have been used for formal representation of knowledge
for many years now. One possible knowledge representation language for on-
tologies is the OWL 2 Web Ontology Language, informally OWL 2. The OWL
specification includes the definition of variants of OWL, with different levels of
expressiveness. OWL DL and OWL Lite are based on Description Logics, for
which sound and complete reasoners exits. Unfortunately, all these reasoners are
too complex for embedded systems. But since evaluation of ontologies on these
resource constrained devices becomes more and more necessary (e.g. for diag-
nostics) we developed an OWL reasoner for embedded devices. We use the OWL
2 sub language OWL 2 RL, which can be implemented using rule-based reason-
ing engines. In this paper we present our used embedded hardware, the imple-
mented reasoning component, and results regarding performance and memory
consumption.

1 Introduction

Ontologies have been used for formal representation of knowledge for many years now.
An ontology is an engineering artifact consisting of a vocabulary used to describe some
domain. Additional constraints capture additional knowledge about the domain. One
possible knowledge representation language for ontologies is the OWL 2 Web Ontol-
ogy Language, informally OWL 2. The OWL specification includes the definition of
variants of OWL, with different levels of expressiveness. To answer queries over ontol-
ogy classes and instances some reasoning mechanism is needed. OWL DL and OWL
Lite are based on Description Logics, for which sound and complete reasoners exits.
Unfortunately, all these reasoners are too complex for embedded systems. But since
evaluation of ontologies on these resource constrained devices becomes more and more
necessary (e.g. for diagnostics) we developed an OWL reasoner for embedded devices.

A possible use case for embedded reasoning is industrial diagnosis, for example
in a car. A car has several system elements like the engine and tires. These elements
have physical characteristics, e.g. a tire has a pressure and the engine has a temperature
and specific fuel efficiency. Sensor nodes can measure these physical characteristics
and deliver the measurement values to a control unit. An ontology specifies all known
problems and how to detect them. To create such an ontology, a predefined language is
used. With the help of the ontology and the measured data, the software can find the root
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cause of the error and may give suggestions how to fix it. To realize these possibilities,
in many cases it is important that the software is executable on limited hardware like an
embedded system. This work answers the questions of whether reasoning on embedded
hardware is possible and how it can be implemented.

The paper is organized as follows. The next section presents already existing ap-
proaches for embedded reasoning. This is followed by a detailed explanation of our
activities to use an existing DL reasoner on embedded hardware. After this, our rule-
based approach is introduced. We present an architecture and the reasoning process in
the next section. In the evaluation section, we show the results of the evaluation process.
The paper concludes with a summary and a future outlook.

2 Related Work

Various implementations of OWL reasoners exist, e.g. Pellet, FaCT++ and RacerPro.
But the memory requirements for installation and at runtime are quite high. Some of
them are limited to use on desktop systems or servers only. In the following, we present
some approaches that focus on embedded hardware.

SweetRules [5] pioneered rule-based implementation of DL with rule engines. Sweet-
Rules does not implement OWL 2, but it supports inferencing in Description Logic
Programs subset of DL via translation of first DAML, then OWL 1, into rule engines
(Jess/CLIPS).

Bossam[15] is a RETE-based example of a DL reasoner. Bossam is based on a for-
ward chaining production rule engine, which only needs 750Kb runtime memory. In
2007 Bossam has been performance-tuned and released in a new version. The meta-
reasoning approach of Bossam was to be changed to a translation-based approach. The
results of this work were never released.

One further embedded reasoner is Pocket KRHyper[9]. The core of the system is a
first order theorem prover and model generator based on the hyper tableaux calculus.
But the development of Pocket KRHyper stopped years ago. This reasoner is not up to
date and no support is provided. Documentation on how exactly KRHyper was designed
and implemented is also not available.

Another embedded reasoner is μOR[1]. It is a lightweight OWL description logic
reasoner for Biomedical Engineering. It was developed for resource-constrained de-
vices in order to enrich them with knowledge processing and reasoning capabilities. To
express semantic queries efficiently, the team of μOR has developed SCENT, which is a
Semantic Device Language for N-Triples. This approach is similar to but different from
ours. μOR is more complex and comes with more overhead. Also it is only designed
for OWL Lite and not for OWL 2. For this reason, only a few parts are further pursued
in this work.

The first popular approach to emulate a reasoner using CLIPS is described in [13].
Here the object oriented extension of CLIPS, called COOL, was used to build a reasoner
for the OWL1 Lite[23] sub-language. This reasoner, called O-DEVICE, is a knowledge
base system for reasoning and querying OWL ontologies by implementing RDF/OWL
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entailments in the form of production rules in order to apply the formal semantics of
the language. O-Device is an OWL 1 reasoner which is very powerful and has a lot of
features. Its complexity makes it hard to optimize this reasoner for the use on embedded
hardware.

The authors in [14] describe an OWL 2 RL reasoner based on Jena and Pellet, both
of which are based on Java.

As described in [12], another approach exists to dynamically perform reasoning de-
pending on the specified query. The authors create rules dynamically for the given on-
tology. In the case of the deterministic end state of OWL 2 RL reasoning, the complexity
of this approach resembles our approach. Therefore, the worst-case memory usage is
equal to the first approach because in a specially designed case it can be possible to
draw every possible conclusion of the ontology.

3 Reasoning on an Embedded Device with Standard DL Reasoners

There are already a lot of implemented DL reasoners. In this section, we analyze whether
the most used reasoners can be executed on embedded hardware. As an embedded sys-
tem, we use a Gumstix Verdex Pro [6], as shown in Figure 1. We opt for the Gumstix
because of its modular hardware architecture and its compact size and weight. Addi-
tionally, it is best suited for industrial applications because of its supported operating
temperature up to 85 ◦C. The Gumstix can also be used in vibrating environments which
often occurs if the embedded device is e.g. attached to motors or moving machines. The
key features of this stick are: Marvell PXA270 CPU with XScale @ 400 MHz, 64 MB
RAM, and 16 MB Flash. The Gumstix was designed to run with a stand alone Linux
root image. Additional software can be downloaded or compiled using the OpenEm-
bedded framework.

Fig. 1. Gumstix Verdex Pro

In the following, the compatibility of the DL reasoners Pellet, Fact++, and CEL with
the Gumstix is analyzed.

3.1 Pellet

Pellet is an open source OWL 2 reasoner for Java. Pellet supports OWL 2 profiles
including OWL 2 EL. It incorporates optimizations for nominals, conjunctive query
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answering, and incremental reasoning [16]. For these tests, Pellet 2.0.2 was used. Pellet
is a very powerfully reasoner which uses the tableau reasoning algorithm[7], supports
consistency checking, SWRL[17], and DL Safe Rules.

Because of its complexity, Pellet is rather resource intensive. It needs at least 512
MB of RAM at startup plus memory for the Java environment. Anyhow we tried to
adapt Pellet to our embedded system. The startup was modified so that Pellet only may
use 40 MB of RAM at startup. Unfortunately, the Java virtual machine on the Gumstix
is not fully compatible with current Sun Java and Pellet also needs these unsupported
functions. Thus, at the moment there is no possibility to reason with the Pellet reasoner
on the Gumstix Verdex Pro.

There are other Java DL reasoner, like HOOLET, which cannot be executed on our
hardware for the same reasons like Pellet.

3.2 FaCT++

FaCT++ is an open source OWL-DL reasoner written in C++ [20]. For this evaluation
the FaCT++ version 1.3.0 is used. After compiling FaCT++ on the embedded hardware
three possibilities exist to interact with FaCT++: (i) FaCT++ as an HTTP DIG reasoner,
(ii) FaCT++ as an OWL reasoner with HTTP interface, (iii) Standalone FaCT++ with a
Lisp-like interface.

First we describe the connection via DIG interface [3], which is a standardized XML
interface to Description Logic systems. The DIG language is an XML based representa-
tion of ontological entities such as classes, properties, and individuals, and also axioms
such as subclass axioms, disjoint axioms, and equivalent class axioms. Unfortunately,
there is no useful tool for creating these files for the embedded hardware platform. For
that reason the DIG Interface is not considered for our approach.

The next possibility to connect with FaCT++ is the OWL API[8]. The OWL API is
a Java API for creating, manipulating and serializing OWL ontologies. Since the OWL
API is implemented in Java, the Java native interface (JNI) is necessary. But Java is not
completely supported, and the OWL API is not applicable.

The third way to use FaCT++ is as a stand-alone version. For this, an ontology in
a special format has to be created, which can be done by an online OWL Ontology
converter, e.g. [22]. This procedure works well on a normal x86 computer, on the em-
bedded hardware there are I/O problems while reading the input data. The problem is
caused by the ARM architecture.

Since none of the three approaches work, FaCT++ cannot be used for reasoning on
embedded systems.

3.3 CEL

CEL [2] is a polynomial-time classifier written in Allegro Common Lisp, which is a
closed source, commercial Common Lisp development system and not available for
the ARM architecture. On that account CEL unfortunately cannot run on the Gumstix
hardware until a version for a free common lisp implementation is published.
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4 Rule-Based OWL Reasoning

In the last section we analyzed various reasoners. Unfortunately, non of the above men-
tioned reasoner can currently be executed on the chosen embedded hardware. One rea-
son is the complexity of the underlying description logic. Therefore, we decided to
concentrate on an OWL DL subset to make it tractable.

Fortunately, with the advent of OWL 2 new profiles were introduced by the W3C.
Currently the following profiles are defined: OWL 2 EL, OWL 2 QL and OWL 2 RL.
OWL 2 EL serves polynomial time algorithms for standard reasoning tasks especially
for applications which need very large ontologies. It is based on the description logic
EL++. All known approaches for EL reasoning are O(n4)[11]. OWL 2 QL handles
conjunctive queries to be answered in LogSpace. It is designed for lightweight ontolo-
gies with a large number of individuals. OWL 2 RL is the profile which is used for
the reasoner in this paper. It enables polynomial time reasoning using rule engines and
operating directly on RDF triples[24]. The complexity of the RL sub language is O(n2)
for standard reasoning. The mathematical proof for that can be done similar to [10].
Therefore OWL 2 RL is the best documented profile. Since it is processable with a
standard rule engine, we decided to implement this subset for embedded reasoning.

4.1 CLIPS

In this paper a rule-based system for inferencing and querying OWL ontologies is con-
sidered. For this, CLIPS [19] the well-known production rule engine is used because of
the small size of CLIPS and its programming language which makes it possible to port
it to almost any embedded system. Additionally, it is fast, efficient, and open source.

CLIPS is based on a fact database and production rules. When the conditions of a
rule match the existing facts, the rule is placed in the conflict set. A conflict resolution
mechanism selects a rule for firing its action which may alter the fact database. Rule
condition matching is performed incrementally using the RETE[4] algorithm.

4.2 Rule-Based Reasoning

The concept of our rule-based reasoner is based on a concept-ontology and an instance-
ontology which should be reasoned with and a query which should be answered. The
rules for the reasoning process can be found in [24]. They are subdivided into 6 parts:
i the Semantics of Equality, ii the Semantics of Axioms about Properties, iii the Se-
mantics of Classes, iv the Semantics of Class Axioms, v the Semantics of Data types,
and vi the Semantics of Schema Vocabulary. The rules are described by the W3C in the
following style:

Name If Then

eq-sym T (?x, owl : sameAs, ?y) T (?y, owl : sameAs, ?x)

Every rule has a name, some if-conditions, and some then-parts. It is also possible to
have no if-conditions. This means that the rule should be executed at program start. For
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the embedded reasoning process, we transformed all of the 80 rules of the W3C to the
CLIPS syntax. In CLIPS the rule from above is expressed with the following syntax:

( d e f r u l e eq−sym
( . ?x owl : sameAs ? y )

=>
( a s s e r t ( . ? y owl : sameAs ? x ) )

)

4.3 Reasoning Component

We use CLIPS as a key element for our embedded reasoning component. Nevertheless,
additional modules are necessary. The complete architecture of the reasoning compo-
nent is shown in Figure 2. The reasoning component is written in C++ which uses
CLIPS functions internally. In order to get the OWL 2 RL functions into our system,
the rules defined in [24] by the W3C were converted into CLIPS rules and are stored in
the file Rules.clp.

Fig. 2. System architecture
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Another important element which must be processed is the ontology. We assume the
OWL ontology is available in an XML based format. This OWL file is inserted in the
tool Raptor[18]. In this step the ontology is checked for correctness and converted into
a format called ntriples[26]. In this format facts are saved as collections of triples with
subject, predicate, and object. Together with the rules and the facts CLIPS performs the
reasoning. This means that the facts are input data for the OWL RL rules. When all
possible facts are added, the reasoning process is finished and a complete materialized
knowledge base is created. This means that no new information can be drawn of the
existing information and the reasoning process is finished. This knowledge base is based
on OWL 2 RL which is included in the rules. The only exception is the semantics
of data types. This information causes massive performance problems, because these
rules generate too many facts, which finally overflows the memory. Therefore, we only
specify which literal is of which data type. This is done by a separate rule.

The test whether a literal is defined from a type which is not contained in the value
space is also performed during parsing the OWL RDF file to an ntriples file using the
tool Raptor. If there is any syntactical data type error in the ontology, raptor will find it
at parsing time. To interact with this knowledge base an interface is necessary to enable
the insertion of queries. Executing queries is only possible using a further rule. This
rule must be manually created and contains CLIPS code. The syntax of the query is not
conform to other knowledge based query languages like SPARQL[25]. Furthermore the
rule which contains the query must exist before the reasoning begins.

4.4 Queries

To send a query to the system the simplest way is to create a new rule in CLIPS which
fires if the query conditions are passed. For example to identify which student takes the
math course the query rule looks like:

( d e f r u l e a b f r a g e
( . ?x r d f : type S t u d e n t )
( . ?x t a k e s C o u r s e math )

=>
( p r i n t o u t t " Query 1 : " ? x c r l f )

)

That prints out appropriate facts that pass the conditions. We are currently working on
a SPARQL - CLIPS transformation that allows specifying standard SPARQL queries to
our system.

4.5 Formal Analysis

When reasoning is performed it is important to observe the worst-case memory usage.
Embedded systems do not have something like swap space. Therefore the complete
calculation has to fit in the RAM. For example the reasoner needs 80 MB of mem-
ory for a full materialization and only 30 MB for a dynamical result calculation, for an
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example query. In this case it is possible to run this calculation dynamically on a system
with only 60 MB of free memory. But if the calculated results are cached the size of
memory will raise up the 80 MB because the possible answers are the same as in a fully
materialized knowledge base and it cannot be assumed that some requests will never be
part of the knowledge base. Therefore an approach with caching the data comes with
no benefit, although it can save memory. But this memory cannot be used for anything
because it might be needed for further requests. The situation is different if the results
are not cached after calculating. Here only the worst case memory usage in a single
query is important.

To compare the first approach in which all calculations are performed a priori and the
second approach which calculates the results only when they are requested, a theoretical
analysis is necessary.

When looking at the first approach, the worst case memory usage depends on the
given ontology. Since the ontology is completely materialized the memory consump-
tion is constantly maximal. There are no relevant differences in memory consumption
depending on the requests. In the second approach the worst-case memory usage after
the reasoning process is the same as in the first approach. This means that there is no
difference for memory usage if the reasoning is performed a priori or dynamically after
a request.

To prove this hypothesis we apply graph theory and use a strongly connected graph.
A directed graph is called strongly connected if there is a path from each vertex in
the graph to every other vertex. We create the graph from the rules provided by the
W3C [24]. The vertices of the graph are OWL 2 RL statements like subClassOf,
sameAs, or range. The edges are defined by the rules. If a rule transforms an OWL
statement in another an edge in the graph is drawn. To keep the graph as simple as
possible only statements are considered which are in the If and Else part of rules.
If a statement appears only in one side it cannot trigger other statements and it is not
added by other statements and can be ignored. Statements with the same expression in
the If and Else condition in one rule, are also ignored because this does not affect
the connectivity of the graph. For illustration, a sample part of the graph, defined by the
rule prp − rng:

Name If Then

prp-rng
T (?p, rdfs : range, ?c)

T (?y, rdf : type, ?c)
T (?x, ?p, ?y)

This rule defines the following node relationship in a graph:

Fig. 3. Representation of the OWL 2 RL rules in a graph
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For all OWL rules, the graph is successively built. The resulting graph is strongly
connected, which means no information is insignificant for answering a query. There-
fore for answering a request nearly all rules and facts are needed. Exceptions are rules
which check the consistency of the ontology. The else statement of these rules contains
only false. To get a correct answer these rules can be ignored theoretically but it is
not recommended because they ensure that the ontology is correct. This shows that the
second approach needs in the long run generally the same memory amount as the first
approach.

There is only a theoretical case in which the worst-case memory usage of the sec-
ond approach is smaller. When it occurs that the graph is subdivided into two or more
subgraphs the worst case memory usage for a given request is the fully materialized
subgraph. In this case it can be assured that in no case more memory than the largest
fully materialized subgraph is needed and the remaining memory could be used. It is a
very unlikely case in which the efficiency of the reasoning could be increased.

5 Evaluation

In this section the evaluation of our rule-based reasoning approach is presented. At first
the evaluation environment is introduced. After this, the evaluation results are shown.
Generally, we focused on performance and memory usage of the embedded system in
contrast to implementing the solution on a system without hardware restrictions.

5.1 Evaluation Environment

The performance of our system has been tested with the Lehigh University Benchmark
(LUBM). We use LUBM, because the results can be compared to the results of other
reasoners. It is a benchmark developed to evaluate the performance of several Semantic
Web repositories in a standardized way. LUBM contains a university domain ontology
(Univ-Bench), customizable synthetic data, and a set of test queries. This ontology con-
tains 309 triples and an additional data generator called UBA exists. This tool generates
syntactic OWL data based on the Univ-Bench ontology. We only consider the OWL 2
RL part of the ontology for our evaluation purposes.

For our use cases we identified a number of data sets from a few hundred up to a
maximum of 25.000 and we started tests with three different benchmark files. Every
benchmark contains 309 concept triples. After the reasoning step, some queries from
[21] are tested on the data set to determine if the reasoning was correct.

During the tests, the performance of the systems, the memory from the CLIPS rea-
soner is observed. The unit for the CPU time is mT [million Ticks]. One million ticks
are equal to one second calculation time in the cpu and only the time when the CPU
works on this process is measured. The time information in the diagrams in the follow-
ing section is specified in CPU-seconds.

The situation for the memory measurement is similar. Analyzing the memory usage
of a reasoning process with and without calculating the CLIPS memory usage shows
that the measurement itself needs less than 10KB of memory.
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As primary benchmark setup the University0_0 is taken. This is called "bench1" and
contains 1657 class instances and 6896 property instances. Together with University0_1
there are 2984 class instances and 12260 property instances, which is called "bench2".
This and University1_1 have 4430 class instances and 18246 property instances and
called "bench3".

After the reasoning step, the queries 1, 2 and 5 from [21] tested on the data set.
For comparing our results with PC based reasoning, we use an Intel Pentium 4 @

3200 Mhz and hyper threading, 1 GB of RAM, 4 GB of swap space and Linux (Ubuntu
9.10).

5.2 Evaluation Results

In the following, the performance and memory analysis is presented.

Performance Analysis. Figure 4 shows the complete runtime of the reasoner at the
workstation (tW ) and the Gumstix (tG). The graphs are nearly linear. In fact the runtime
can be approximated on the workstation by

tW (x) = 1.9 · 10−6x2 − 0.016x + 100,

in which tW is the runtime and x the number of triples. On the Gumstix the runtime tG
can be approximated by

tG(x) = 3.4 · 10−5x2 − 0.4x + 2279.

The complexity of the reasoner is polynomial. Therefore the approximated runtime on
the Gumstix can be calculated from the time on the workstation by

tG(tW ) = 2.8 · 10−3 · t2W + 13 · tW − 9.8.

Fig. 4. CPU Time of the rule-based reasoning approach
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An execution on the workstation is therefore approximately 12 to 14 times faster
than on the Gumstix. This is acceptable considering that the workstation has an eight
times higher clock frequency.

For the further evaluation five different measuring points are defined: (1) after all
facts are loaded, (2) after the processing, (3) after the first query, (4) after the second
query, and (5) after the third query. These points are depicted in the Figures. Most time
is needed for the processing, see Figure 5. Here all facts are calculated and all rules have
fired. The executions of the queries normally does not need much time, the first query
nevertheless needs still a long time. The explanation for this is that CLIPS internally
builds some kind of trees or hash tables to find the facts quicker.

Fig. 5. CPU-Time on Gumstix

Memory Analysis. More important than the performance evaluation is the memory
consumption of our approach. The amount of time, the reasoning process takes plays
often only a minor role, because it can be done in the background and real time process-
ing is currently not our focus. The memory consumption is therefore more important
because it is a criterion for exclusion. If the ontology is too large, it cannot be processed
at all. Therefore we need to know how our approach behaves.

In order to reduce the memory usage of CLIPS its memory allocation system was
inspected. CLIPS has an integrated garbage collection. This allocates and de-allocates
numerous types of data structures during runtime and only reserves new memory if it is
actually needed.

Additionally, CLIPS has a special function which tries explicitly to release all mem-
ory which is currently not needed. When this function is called after the reasoning
process, it can release some memory.

Therefore CLIPS can be forced to use memory economically. This is activated by a
flag. If it is enabled, CLIPS will not save information about the pretty printing of facts.
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This disables only formatting and can be deactivated without problems. Activating the
memory release function saves about 5.8% of memory for all facts and improves our
system additionally.

Fig. 6. Memory of rule-based reasoning approach

In Figure 6 the memory usage of the Gumstix can be seen. To calculate the approxi-
mate memory usage the formula

mempoly(x) = 4.2 · 10−5x2 + 0.69x + 3459,

or for only a few data sets:

memlin(x) = 2x − 5565,

in which mem is the size of needed memory in kilo bytes and x the number of triples.
It is possible to calculate how many triples can be reasoned with a specified memory
size. For this approximation the following formula holds:

triples(x) = −5.3 · 10−6x2 + 0.79x− 357.

This is very important for us, since we plan to implement various industrial applications
and with this information we can tailor our needed hardware accordingly.

5.3 Evaluation Summary

In the end of this section we provide some detailed facts of our evaluation. This is
summarized in Table 1.
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Table 1. Detailed evaluation results

Number of facts CPU time System II Mem System II CPU time System I Mem System I

8864 8.5 mT 7470 kb 80.24 mT 11194 kb
15557 27.54 mT 12686 kb 214.46 mT 18932 kb
22991 59.24 mT 18463 kb 437.89 mT 27482 kb

On the right hand side the data for our System I is shown. We made some additional
performance tuning, e.g. compiler options, rule rewriting. This data is shown on the
left side, entitled with System II. The performance gain is considerable. The calculation
time has been reduced to about 12% from the original calculation time, the memory
usage is reduced to about 67%.

Finally, we compared the embedded with a desktop approach. A test ontology took
us 8.5 seconds on the embedded hardware. If we use Fact++, the ontology takes about
6 seconds to process the ontology. Thus, the implementation is only a bit slower on the
embedded hardware, which is a really good result.

6 Embedded Reasoning Applications

We apply the above presented reasoning approach in some sample applications. Key
concept is a digital product memory, which stores product relevant data of the complete
product life cycle. With the reasoning approach we work with the stored data, analyze
them, infer new date and perform appropriate actions.

6.1 Predictive Maintenance

A possible benefit of a product memory is the detection of technical issues when the
product is already deployed in the field. Since the product memory contains a lot of
sensor data, an analysis is useful for diagnostics and predictive maintenance.

An example is an industrial robot that moves a work piece from one machine to an-
other. The robot is equipped with an acceleration sensor. While the robot moves the
work pieces, the sensor values are continuously (every 20 ms) recorded in the digital
product memory of the robot. On basis of this data, an evaluation of the robots product
memory can detect, if the robot still works properly or whether an execution has oc-
curred. A more sophisticated method is not only to detect errors if they have occurred,
but to detect slight changes in the normal behavior. An anomaly detector should report
if new measured data of certain sensors have a different pattern or are beyond the nor-
mal sensor values. The basis for an abnormality detector are sensor values and a domain
ontology which specifies normal behavior. With the embedded reasoner we try to per-
form a mapping of sensor value to machine states. On this basis it can be decided, if the
current state is an allowed one or whether an alarm must be triggered.

6.2 Decentralized Manufacturing Control

The need of products which are tailored to customers’ needs, results in a reduction
of the lot size and implies a more flexible production and the associated processes. In
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the course of an increased diversification the changeover time will be a critical cost
factor. This essentially needed flexibility is hard to realize with traditional central con-
trol architectures that can be found in nowadays automation systems. One solution is
a decentralized production control, done by the product itself. The goal is to operate
autonomous working stations and all data that is needed to assemble the product is kept
on the product in the digital product memory. If a product enters the vicinity of a work-
ing station the necessary machine configuration information is sent from the product
memory to the machine and the station accomplishes the necessary tasks.

Thus, if a product is assembled in multiple steps, the necessary data is written to the
product memory when the order is entered into the order system. The data contains the
description of the single production steps with all its parameters, e.g. the position of
bore holes or welds, the used materials, the size or the color. The memory is read by
the machine (e. g. via RFID) and the machine is parameterized and set up accordingly.
If a production step is finished, the product itself is responsible for the routing to the
next station. Depending on its weight and shape either an automated guided vehicle or
a conveyer belt can be used. This inference step is done by our embedded reasoning
component and is therefore an essential step for next generation automation systems.

6.3 Situation Recognition in Assisted Living

Due to the dramatic growth of elderly population, we additionally aim at research of
near-future systems providing elderly people a safe and comfort life during daily liv-
ing. The people have the possibility to stay either at home or still being mobile and
could be relatively healthy or having some physical disabilities or medical liabilities.
The diversity and breadth of these scenarios and realistic approaches make this target
challenging, assuming the use of various medical devices, different home and mobile
systems, heterogeneous and data-rich environments.

A core functionality of such assisted living systems is the conclusion of knowledge
about the activities of the user and the current situation in the environment from low-
level sensor data and to plan the appropriate short-term and long-term reaction. This
reaction on the situations and activities to be recognized are based on situational models
that have to keep reasoning system safe for people using it and preserve the relevancy
of reactions to the situations respectively. Typical reaction aims at recognizing and/or
preventing an urgency situation, defined in form of situation rules within ontology-
based situation understanding system.

A small embedded device which can be easily worn on the wrist was chosen. Sensors
are needed that monitor the health state of a person. Thus, the product memory becomes
a patient memory. It records the vital signs and activities of the senior, does some basic
evaluation and executes finally necessary tasks, e.g. informing the patient or sending
text messages to doctors.

Additional rules specify the interaction with the environment, because other objects
in the smart home environment may be equipped with a product memory as well. This
eases the detection of certain situations, e.g. when the temperature of a kettle changes,
maybe tea is prepared. Such activities and interdependencies can be optimally expressed
with rules.



Rule-Based OWL Reasoning for Specific Embedded Devices 251

7 Conclusion

This paper shows that it is currently not possible to use a standard OWL reasoner on
the specified embedded system, because existing OWL reasoner are too resource inten-
sive and difficult to port to embedded and source restricted architectures. Therefore, we
use a rule-based approach to achieve OWL reasoning on embedded devices. We apply
OWL 2 RL rules to the rule engine CLIPS to accomplish the OWL behavior. We inte-
grate the rule engine in an embedded architecture to enable ontology processing in an
comfortable and easy way. Several methods for reducing calculation time and memory
consumption were reviewed and selected methods were implemented. The created rea-
soner is compatible with OWL 2 RL with the exception of the semantics of data types
which are deleted due to performance reasons. Performance evaluations and the results
of our approach are very satisfying. Additionally, we are able to calculate the necessary
amount of memory for a given number of facts.

In the future, we will extend our embedded reasoning system. To improve the ex-
pressive power of the reasoner, it can be extended for reasoning with OWL 2 EL using
the work from [11]. Although this will increase the calculation time and the complexity
of reasoning, more complex problems can be addressed.
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Abstract. We present a semantic technology-based approach to emerging 
monitoring systems based on our linked data approach in the Tetherless World 
Constellation Semantic Ecology and Environment Portal (SemantEco). Our 
integration scheme uses an upper level monitoring ontology and mid-level 
monitoring-relevant domain ontologies. The initial domain ontologies focus on 
water and air quality. We then integrate domain data from different 
authoritative sources and multiple regulation ontologies (capturing federal as 
well as state guidelines) to enable pollution detection and monitoring. An 
OWL-based reasoning scheme identifies pollution events relative to user chosen 
regulations. Our approach captures and leverages provenance to enable 
transparency. In addition, SemantEco features provenance-based facet 
generation, query answering, and validation over the integrated data via 
SPARQL. We introduce the general SemantEco approach, describe the 
implementation which has been built out substantially in the water domain 
creating the SemantAqua portal, and highlight some of the potential impacts for 
the future of semantically-enabled monitoring systems.  

Keywords: Environmental Portal, Provenance-Aware Search, Water Quality 
Monitoring, Pragmatic Considerations for Semantic Environmental Monitoring. 

1   Introduction 

Concerns over ecological and environmental issues such as biodiversity loss [1], 
water problems [14], atmospheric pollution [8], and sustainable development [10] 
have highlighted the need for reliable information systems to support monitoring of 
ecological and environmental trends, support scientific research and inform citizens. 
In particular, semantic technologies have been used in environmental monitoring 
information systems to facilitate domain knowledge integration across multiple 
sources and support collaborative scientific workflows [17]. Meanwhile, demand has 
increased for direct and transparent access to ecological and environmental 
information. For example, after a recent water quality episode in Bristol County, 
Rhode Island where E. coli was reported in the water, residents requested information 
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concerning when the contamination began, how it happened, and what measures were 
being taken to monitor and prevent future occurrences.1  

In this paper, we describe a semantic technology-based approach to ecological and 
environmental monitoring. We deployed the approach in the Tetherless World 
Constellation’s Semantic Ecology and Environment Portal (SemantEco). SemantEco 
is an exemplar next generation monitoring portal that provides investigation support 
for lay people as well as experts while also providing a real world ecological and 
environmental evaluation testbed for our linked data approach. The portal integrates 
environmental monitoring and regulation data from multiple sources following 
Linked Data principles, captures the semantics of domain knowledge using a family 
of modular simple OWL2 [7] ontologies, preserves provenance metadata using the 
Proof Markup Language (PML) [11], and infers environment pollution events using 
OWL2 inference. The web portal delivers environmental information and reasoning 
results to citizens via a faceted browsing map interface2.  

The contributions of this work are multi-faceted. The overall design provides an 
operational specification model that may be used for creating ecological and 
environmental monitoring portals. It includes a simple upper ontology and initial 
domain ontologies for water and air. We have used this design to develop a water 
quality portal (SemantAqua) that allows anyone, including those lacking in-depth 
knowledge of water pollution regulations or water data sources, to explore and 
monitor water quality in the United States. It is being tested by being used to do a 
redesign of our air quality portal3. It also exposes potential directions for monitoring 
systems as they may empower citizen scientists and enable dialogue between 
concerned citizens and professionals. These systems, for example, may be used to 
integrate data generated by citizen scientists as potential indicators that professional 
collection and evaluation may be needed in particular areas. Additionally subject 
matter professionals can use this system to conduct provenance-aware analysis, such 
as explaining the cause of a water problem and cross-validating water quality data 
from different data sources with similar contextual provenance parameters (e.g. time 
and location). 

In this paper, section 2 reviews selected challenges in the implementation of the 
SemantEco design in the SemantAqua portal on real-world data. Section 3 elaborates 
how semantic web technologies have been used in the portal, including ontology-
based domain knowledge modeling, real-world water quality data integration, and 
provenance-aware computing. Section 4 describes implementation details and section 
5 discusses impacts and several highlights. Related work is reviewed in section 6 and 
section 7 describes future directions.  

2   Ecological and Environmental Information Systems Challenges 

SemantEco provides an extensible upper ontology for monitoring with an initial focus 
on supporting environmental pollution monitoring with connections to health impacts. 
                                                           
1  Morgan, T. J. 2009. “Bristol, Warren, Barrington residents told to boil water” Providence 

Journal, September 8, 2009. http://newsblog.projo.com/2009/09/residents-of-3.html 
2  http://was.tw.rpi.edu/swqp/map.html 
3  http://logd.tw.rpi.edu/demo/clean_air_status_and_trends_-_ozone 
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Our initial domain area for an in depth dive was water quality. The resulting portal is 
a publicly accessible semantically-enabled water information system that facilitates 
discovery of polluted water, polluting facilities, specific contaminants, and health 
impacts. We are in the process of extending it to include air quality data as well as 
industrial connections to the operating entities of polluting facilities. We faced a 
number of challenges during implementation, which we will now discuss. 

2.1   Modeling Domain Knowledge for Environmental Monitoring 

Environmental monitoring systems must model at least three types of domain 
knowledge: background environmental knowledge (e.g., water-relevant contaminants, 
bodies of water), observational data items (e.g., the amount of arsenic in water) 
collected by sensors and humans, and (preferably authoritative) environmental 
regulations (e.g., safe drinking water levels for known contaminants). An 
interoperable model is needed to represent the diverse collection of regulations, 
observational data, and environmental knowledge from various sources. 

Observational data include measurements of environmental characteristics together 
with corresponding metadata, e.g. the type and unit of the data item, as well as 
provenance metadata such as sensor locations, observation times, and optionally test 
methods and devices used to generate the observation. A light-weight extensible 
domain ontology is ideal to enable reasoning on observational data while limiting 
ontology development and understanding costs.  

A number of ontologies have been developed for modeling environmental 
domains. Raskin et al. [13] propose the SWEET ontology family for Earth system 
science. Chen et al. [5] models relationships among water quality datasets. Chau et al. 
[4] models a specific aspect of water quality. While these ontologies provide support 
to encode the first two types of domain knowledge, they do not support modeling 
environmental regulations. 

Environmental regulations describe contaminants and their allowable thresholds, 
e.g. “the Maximum Contaminant Level (MCL) for Arsenic is 0.01 mg/L” according to 
the National Primary Drinking Water Regulations (NPDWRs)4 stipulated by the US 
Environmental Protection Agency (EPA). Water regulations are established both at 
the federal level and by different state agencies. For instance, the threshold for 
Antimony is 0.0056 mg/L according to the Rhode Island Department of 
Environmental Management’s Water Quality Regulations5 while the threshold for 
Antimony is 0.006 mg/L according to the Drinking Water Protection Program6 from 
the New York Department of Health. To capture the diversity of the water 
regulations, we generated a comparison table7 (including provenance) of different 
contaminant thresholds at federal and state levels.  

                                                           
4 http://water.epa.gov/drink/contaminants/index.cfm 
5 http://www.dem.ri.gov/pubs/regs/regs/water/h20q09.pdf 
6 http://www.health.ny.gov/environmental/water/drinking/part5/tables.htm 
7 http://tw.rpi.edu/web/project/TWC-SWQP/compare_five_regulation 
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2.2   Collecting Environmental Data 

Environmental information systems need to integrate data from distributed data 
sources to enrich the source data and provide data validation. For water quality 
monitoring, two major U.S. government agencies publish water quality data: the 
Environmental Protection Agency (EPA) and US Geological Survey (USGS). Both 
release observational data based on their own independent water quality monitoring 
systems. Permit compliance and enforcement status of facilities is regulated by the 
National Pollutant Discharge Elimination System (NPDES8) under the Clean Water 
Act (CWA). The NPDES datasets contain descriptions of the facilities (e.g. name, 
permit number, and location) and measurements of water contaminants discharged by 
the facilities for up to five test types per contaminant. USGS publishes data about 
water monitoring sites and measurements from water samples through the National 
Water Information System (NWIS)9.  

Although environmental datasets are often organized as data tables, it is not easy to 
integrate them due to syntactic and semantic differences. In particular, we observe 
multiple needs for linking data: (i) the same concept may be named differently, e.g., 
the notion “name of contaminant” is represented by “CharacteristicName” in USGS 
datasets and “Name” in EPA datasets, (ii) some popular concepts, e.g. name of 
chemical, may be used in domains other than water quality monitoring, so it would be 
useful to link to other accepted models, e.g. the ChemML chemical element 
descriptions and (iii) most observational data are complex data objects. For example, 
Table 1 shows a fragment from EPA’s measurement dataset, where four table cells in 
the first two columns together yield a complex data object: “C1” refers to one type of 
water contamination test, “C1_VALUE” and “C1_UNIT” indicate two different 
attributes for interpreting the cells under them respectively, and the data object reads 
“the measured concentration of fecal coliform is 34.07 MPN/100mL under test option 
C1”. Effective mechanisms are needed to allow connection of relevant data objects 
(e.g., the density observations of fecal coliform observed in EPA and USGS datasets) 
to enable cross-dataset comparisons.  

Table 1. For the facility with permit RI0100005, the 469th row for Coliform_fecal_general 
measurements on 09/30/2010 contains 2 tests 

C1_VALUE C1_UNIT C2_VALUE C2_UNIT 
34.07 MPN/100ML 53.83 MPN/100ML 

2.3   Provenance Tracking and Provenance-Aware Computing 

In order to enable transparency and encourage community participation, a public 
information system should track provenance metadata during data processing and 
leverage provenance metadata in its computational services. Similarly, an 

                                                           
8 http://www.epa-echo.gov/echo/compliance_report_water_icp.htm 
9 http://waterdata.usgs.gov/nwis 
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environmental monitoring system that combines data from different sources should 
maintain and expose data sources on demand. This enables data curators to get credit 
for their contributions and also allows users to choose data from trusted sources. The 
data sources are automatically refreshed from the corresponding provenance metadata 
when the system ingests new data. 

Provenance metadata can maintain context information (e.g. when and where an 
observation was collected), which can be used to determine whether two data objects 
are comparable. For example, when pH measurements from EPA and USGS are 
validated, the measurement provenance should be checked: the latitude and longitude 
of the EPA and USGS sites where the pH values are measured should be very close, 
the measurement time should be in the same year and month, etc. 

3   Semantic Web Approach 

We believe that a semantic web approach is well suited to the general problem of 
monitoring, and explore this approach with a water quality monitoring portal at scale.  

3.1   Domain Knowledge Modeling and Reasoning 

We use an ontology-based approach to model domain knowledge in environmental 
information systems. An upper ontology10 defines the basic terms for environmental 
monitoring. Domain ontologies extend the upper ontology to model domain specific 
terms. We also develop regulation ontologies 11  that include terms required for 
describing compliance and pollution levels. These ontologies leverage OWL 
inference to reason about the compliance of observations with regulations. 

Upper Ontology Design 
Existing ontologies do not completely cover all the necessary domain concepts as 
mentioned in section 2.1. We provide an upper ontology that reuses and is 
complementary to existing ontologies (e.g. SWEET, FOAF). The ontology models 
domain objects (e.g. polluted sites) as classes and their relationships (e.g. has 
Measurement, hasCharacteristic12) as properties. A subset of the ontology is illustrated in 
Figure 1. A polluted site is modeled as something that is both a measurement site and 
polluted thing, which is something that has at least one measurement that violates a 
regulation.  

This ontology can be extended to different domains by adding domain-specific 
classes. For example, water measurement is a subclass of measurement, and water site 
is the intersection of body of water, measurement site and something that has at least 
one water measurement13. Our water quality extension is also shown in Figure 1. 

                                                           
10  http://escience.rpi.edu/ontology/semanteco/2/0/pollution.owl# 
11  e.g., http://purl.org/twc/ontology/swqp/region/ny; others are listed at 

http://purl.org/twc/ontology/swqp/region/ 
12  Our ontology uses characteristic instead of contaminant based on the consideration that some 

characteristics measured like pH and temperature are not contaminants. 
13  http://escience.rpi.edu/ontology/2/0/water.owl# 
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Fig. 1. Portion of the TWC Environment Monitoring Ontology 

 

Fig. 2. Portion of the EPA Regulation Ontology 

Regulation Ontology Design 
Each domain must define its own regulation ontology that maps the rules in 
regulations to OWL classes. For water quality monitoring, we developed a regulation 
ontology in which the allowable ranges of regulated characteristics are encoded via 
numeric range restrictions on datatype properties. The rule-compliance results are 
reflected by whether an observational data item is a member of the class mapped from 
the rule. Figure 2 illustrates the OWL representation of one rule from EPA’s 
NPDWRs, i.e. drinking water is polluted if the concentration of Arsenic is more than 
0.01 mg/L. In the regulation ontology, ArsenicDrinkingWaterRegulationViolation is a 
water measurement with value greater than or equal to 0.01 mg/L of the Arsenic 
characteristic. Regulations in other environment domains can be similarly mapped to 
OWL2 restrictions if they represent violations as ranges of measured characteristics. 

Reasoning Domain Data with Regulations 
Combining observational data items collected at water-monitoring sites and the 
domain and regulation ontologies, an OWL2 reasoner can decide if any sites are 
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polluted. This design provides several benefits. First, the upper ontology is small and 
easy to maintain; it consists of only 7 classes, 4 object properties, and 10 data 
properties. Secondly, the ontology design is extensible. The upper ontology can be 
extended to other domains, e.g. air quality monitoring14. Regulation ontologies can be 
extended to incorporate more regulations as needed. We wrote converters to extract 
federal and four states’ regulation data from web pages and translated them into 
OWL2 [7] constraints that align with the upper ontology. The same workflow can be 
used to obtain the remaining state regulations using either our existing converters or 
potentially new converters if the data are in different forms. The design leads to 
flexible querying and reasoning: the user can select the regulations to apply to the 
data and the reasoner will classify using only the ontology for the selected 
regulations. For example, when Rhode Island regulations are applied to water quality 
data for zip code 02888 (Warwick, RI), the portal detects 2 polluted water sites and 7 
polluting facilities. If the user chooses to apply California regulations to the same 
region, the portal identifies 15 polluted water sites, including the 2 detected with 
Rhode Island regulations, and the same 7 polluting facilities. One conclusion is that 
California regulations are stricter than Rhode Island’s (and many other states), and the 
difference could be of interest to environmental researchers and local residents. 

3.2   Data Integration 

When integrating real world data from multiple sources, monitoring systems can 
benefit from adopting the data conversion and organization capabilities enabled by the 
TWC-LOGD portal [6]. The open source tool csv2rdf4lod15 can be used to convert 
datasets from heterogeneous sources into Linked Data [9].  

Linking to ontological terms: Datasets from different sources can be linked if they 
reuse common ontological terms, i.e. classes and properties. For instance, we map the 
property “CharacteristicName” in the USGS dataset and the property “Name” in the 
EPA dataset to a common property water:hasCharacteristic. Similarly, we map spatial 
location to an external ontology, i.e. wgs8416:lat and wgs84:long.  

Aligning instance references: We promote references to characteristic names from 
literal to URI, e.g. “Arsenic” is promoted to “water:Arsenic”, which then can be 
linked to external resources like “dbpedia:Arsenic” using owl:sameAs. This design is 
based on the observation that not all instance names can be directly mapped to 
DBpedia URIs (e.g., “Nitrate/Nitrite” from the Massachusetts water regulations17 
maps two DBpedia URIs), and some instances may not be defined in DBpedia (e.g., 
“C5-C8” from the Massachusetts water regulations). By linking to DBpedia URIs, we 
reserve the opportunity to connect to other knowledge base, e.g. disease database.  

                                                           
14 http://escience.rpi.edu/ontology/2/0/air.owl# 
15 http://purl.org/twc/id/software/csv2rdf4lod 
16 http://www.w3.org/2003/01/geo/wgs84_pos 
17 The “2011 Standards & Guidelines for Contaminants in Massachusetts Drinking Water” at  

 http://www.mass.gov/dep/water/drinking/standards/dwstand.htm 
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Converting complex objects: As discussed in section 2.2, we often need to compose a 
complex data object from multiple cells in a table. We use the cell-based conversion 
capability provided by csv2rdf4lod to enhance EPA data by marking each cell value 
as a subject in a triple and bundling the related cell values with the marked subject. 
The details can be found in [18].  

3.3   Provenance Tracking and Provenance-Aware Computing 

SemantEco provenance data come from two sources: (i) provenance metadata 
embedded in the original datasets, e.g. measurement location and time; (ii) metadata 
that describe the derivation history of the data. We automatically capture provenance 
data during the data integration stages and encode them in PML 2 [11] due to the 
provenance support from csv2rdf4lod. At the retrieval stage, we capture provenance, 
e.g. data source URL, time, method, and protocol used in data retrieval. We maintain 
provenance at the conversion stage, e.g. engine performing the conversion, antecedent 
data, and roles played by those data. At the publication stage, we capture provenance, 
e.g. agent, time, and context for triple store loads and updates. When we convert the 
regulations, we capture their provenance programmatically. We reveal these 
provenance data via pop up dialogs when the user selects a measurement site or 
facility, and utilize them to enable new applications like dynamic data source (DS) 
listings and provenance-aware cross validation. 

Data Source as Provenance 
We utilize data source provenance to support dynamic data source listing as follows: 

1. Newly gathered water quality data are loaded into the system as RDF graphs. 
2. When new graphs come, the system generates an RDF graph, namely the DS 

graph, to record the metadata of all the RDF graphs in the system. The DS graph 
contains information such as the URI, classification and ranking of each RDF 
graph. 

3. The system tells the user what data sources are currently available by executing a 
SPARQL query on the DS graph to select distinct data source URIs. 

4. With the presentation of the data sources on the interface, the user is allowed to 
select the data sources he/she trusts (see Figure 4). The system would then only 
return results within the selected sources.  

Provenance information can allow the user to customize his/her data retrieval request, 
e.g. some users may be only interested in data published within a particular time 
period. The SPARQL queries used in each step are available at [18]. 

Provenance-Aware Cross-Validation over EPA and USGS Data 
Provenance enables our system to compare and cross-validate water quality data 
originating from different source agencies. Figure 3 shows pH measurements 
collected at an EPA facility (at 41:59:37N, 71:34:27W) and a USGS site (at 
41:59:47N, 71:33:45W) that are less than 1km apart. Note that the pH values 
measured by USGS fell below the minimum value from EPA often and went above 
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the maximum value from EPA once. We found two nearby locations using a 
SPARQL filter:  

FILTER ( ?facLat < (?siteLat+"+delta+")  
&& ?facLat > (?siteLat-"+delta+")  
&& ?facLong < (?siteLong+"+delta+")  
&& ?facLong > (?siteLong-"+delta+")) 

 

Fig. 3. Data Validation Example 

4   SemantAqua: Semantic Water Quality Portal  

4.1   System Implementation 

Figure 4 shows one example where the semantic water quality portal supports water 
pollution identification. The user specifies a geographic region of interest by entering 
a zip code (mark 1). Users can customize queries from multiple facets: data source 
(mark 3), water regulations (mark 4), water characteristic (mark 6) and health concern 
(mark 7). After the portal generates the results, it visualizes the results on a Google 
map using different icons to distinguish between clean and polluted water sources and 
facilities (mark 5). The user can access more details about a site by clicking on its 
icon. The information provided in the pop up window (mark 2) include: names of 
contaminants, measured values, limit values, and time of measurement. The window 
also provides a link that displays the water quality data as a time series. 

The portal retrieves water quality datasets from EPA and USGS and converts the 
heterogeneous datasets into RDF using csv2rdf4lod. The converted water quality data 
are loaded into OpenLink Virtuoso 6 open-source edition 18  and retrieved via 
SPARQL queries. The portal utilizes the Pellet OWL Reasoner [16] together with the 
Jena Semantic Web Framework [2] to reason over the water quality data and water 
ontologies in order to identify water pollution events.  

The portal models the effective dates of the regulations, but only at the granularity 
of a set of regulations rather than per contaminant. We use provenance data to 
generate and maintain the data source facet (mark 3), enabling the user to choose data 
sources he/she trusts.  

                                                           
18 http://virtuoso.openlinksw.com/dataspace/dav/wiki/Main/ 
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Fig. 4. Water Quality Portal In Action 

 

Fig. 5. Triple numbers for our initial four states with average computation 

4.2   Scaling Issues 

We wanted to test our approach in a realistic setting so we gathered data for an initial 
set of states to determine scaling issues. We have generated 89.58 million triples for 
the USGS datasets and 105.99 million triples for the EPA datasets for 4 states, which 
implies that water data for all 50 states would generate at least a few billion triples. 
The sizes of the available datasets are summarized in Figure 5. Such size suggests that 
a triple store cluster should be deployed to host the water data.19  

Table 2 includes class counts for our initial four state regulations. Our programmed 
conversion provides a quick and low cost approach for encoding regulations. It took 
us about 2 person-days to encode hundreds of rules. 

                                                           
19 We have recently obtained the data for the remaining 46 states and are working on the  

 completed US portal. 
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Table 2. Number of classes converted from regulations 

EPA CA MA NY RI 
83 104 139 74 100 

5   Discussion 

5.1   Linking to a Health Domain  

Polluted drinking water can cause acute diseases, such as diarrhea, and chronic health 
effects such as cancer, liver and kidney damage. For example, water pollution co-
occurring with new types of natural gas extraction in Bradford County, Pennsylvania 
has been reported to generate numerous problems20, 21. People reported symptoms 
ranging from rashes to numbness, tingling, and chemical burn sensations, escalating 
to more severe symptoms including racing heart and muscle tremors.  

In order to help citizens investigate health impacts of water pollution, we are 
extending our ontologies to include potential health impacts of overexposure to 
contaminants. These relationships are quite diverse since potential health impacts vary 
widely. For example, according to NPDWRs, excessive exposure to lead may cause 
kidney problems and high blood pressure in adults whereas infants and children may 
experience delays in physical or mental development.  

Similar to modeling water regulations, we programmatically extracted the 
relationships between contaminants and health impacts from a web page 22  and 
encoded them into OWL classes. We used the object property “hasSymptom” to 
connect the classes with their symptoms, e.g. health:high_blood_pressure. The classes 
of health effects are related to the classes of violations, e.g. LeadDrinkingWater 
RegulationViolation, with the object property hasCause. We can query symptom-
based measurements using this SPARQL query fragment: 
 

?healthEffect water:hasSymptom health:high_blood_pressure. 
?healthEffect rdf:type water:HealthEffect.  
?healthEffect water:hasCause ?cause.  
?cause owl:intersectionOf ?restrictions. 
?restrictions list:member ?restriction.  
?restriction owl:onProperty water:hasCharacteristic. 
?restriction owl:hasValue ?characteristic. 
?measurement water:hasCharacteristic ?characteristic. 
 

Based on this modeling, the portal has been extended to begin to address health 
concerns: (1) the user can specify his/her health concern and the portal will detect 
only the water pollution that has been correlated the particular health concern; (2) the 
user can query the possible health effects of each contaminant detected at a polluted 

                                                           
20 http://protectingourwaters.wordpress.com/2011/06/16/black-water-and-brazenness-gas-

drilling-disrupts-lives-endangers-health-in-bradford-county-pa/ 
21 http://switchboard.nrdc.org/blogs/amall/one_familys_life_in_the_gas_pa.html 
22 As obtained from the NPDWRs at http://water.epa.gov/drink/contaminants/index.cfm   
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site, which is useful for identifying potential effects of water pollution and for 
identifying appropriate responses (e.g., boiling water to kill germs, using water only 
for bathing but not for drinking, etc.) 

5.2   Time as Provenance 

Temporal considerations were non-trivial in regulation modeling. The thresholds 
defined in both the NPDWRs’ MCLs and state water quality regulations became 
effective nationally at different times for different contaminants23. For example, in the 
“2011 Standards & Guidelines for Contaminants in Massachusetts Drinking Water”, 
the date that the threshold of each contaminant was developed or last updated can be 
accessed by clicking on the contaminant’s name on the list. The effective time of the 
regulations has semantic implications: if the collection time of the water measurement 
is not in the effective time range of the constraint, then the constraint should not be 
applied to the measurement. In principle, we can use OWL2 RangeRestriction to 
model time interval constraints as we did on threshold.  

5.3   Regulation Mapping and Comparison 

The majority of the portal domain knowledge stems from water regulations that 
stipulate contaminants, pollution thresholds, and contaminant test options. Besides 
using semantics to clarify the meaning of water regulations and support regulation 
reasoning, we can also perform analysis on regulations. For example, we compared 
regulations from five different sources and shows substantial variation.  

By modeling regulations as OWL classes, we may also leverage OWL subsumption 
inference to detect the correlations between thresholds across different regulatory 
bodies and this knowledge could be further used to speed up reasoning. For example, 
the California regulations are stricter than the EPA regulations concerning 
Methoxychlor so we can derive two rules: 1) with respect to Methoxychlor, if a water 
site is identified as polluted according to the EPA regulations, it is polluted according 
to the California regulations; and 2) with respect to Methoxychlor, if the available 
data supports no threshold violation according to the California regulations, it will not 
exceed thresholds according to the EPA regulations. Since regulations such as these 
can be subclassed, reasoning efficiencies may be realized when multiple regulations 
are used to evaluate pollution.  

5.4   Scalability  

The large number of triples generated during the conversion phase prohibits 
classifying the entire dataset in real time. We have tried several approaches to 
improve reasoning speed: organize observation data by state, filter relevant data by 
zip code (we can derive county using zip code), and reasoning over the relevant data 
on one (or a small number of) selected regulation(s).  

The portal assigns one graph per state to store the integrated data. The triple count 
at the state level is still quite large: we currently host 29.45 million triples from EPA 
                                                           
23  Personal communication with the  Office of Research and Standards, Massachusetts 

Department of Environmental Protection. 
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and 68.03 million triples from USGS for California water quality data. Therefore, we 
refine the granularity to county level using a CONSTRUCT query (see below). This 
operation reduces the number of relevant triples to a manageable 10K to 100K size. 
 

CONSTRUCT {  
  ?s rdf:type water:MeasurementSite.  
  ?s water:hasMeasurement ?measurement.   
  ?s water:hasStateCode ?state.  
  ?s wgs84:lat ?lat.      ?s wgs84:long ?long.  
  ?measurement water:hasCharacteristic ?characteristic.  
  ?measurement water:hasValue ?value.  
  ?measurement water:hasUnit ?unit.  
  ?measurement time:inXSDDateTime ?time.  
  ?s water:hasCountyCode 085. } 
WHERE { GRAPH <http://sparql.tw.rpi.edu/source/usgs-
gov/dataset/national-water-information-system-nwis-
measurements/06> 
{ ?s rdf:type water:MeasurementSite.  
  ?s water:hasUSGSSiteId ?id.  
  ?s water:hasStateCode ?state.      
  ?s wgs84:lat ?lat.      ?s wgs84:long ?long. 
  ?measurement water:hasUSGSSiteId ?id. 
  ?measurement water:hasCharacteristic ?characteristic. 
  ?measurement water:hasValue ?value.  
  ?measurement water:hasUnit ?unit.  
  ?measurement time:inXSDDateTime ?time.  
  ?s water:hasCountyCode 085. }}  

5.5   Maintenance Costs for Data Service Provider 

Although government agencies typically publish environmental data on the web and 
allow citizens to browse and download the data, not all of their information systems 
are designed to support bulk data queries. In our case, our programmatic queries of 
the EPA dataset were blocked. From a personal communication with the EPA, we 
were surprised to find that our previous continuous data queries were impacting their 
operations budget since they are charged for queries. Consequently, we filed an online 
form requesting a bulk data transfer from the EPA which has recently been processed. 
In contrast, the USGS provides web services to facilitate periodic acquisition and 
processing of their water data via automated means. 

5.6   System Evaluation 

We provide an online questionnaire 24  to collect feedback from users. In the 
questionnaire, we ask the users to identify themselves as experts or lay users, then ask 
them to rate the data quality, responsiveness, and user interface of the portal. The 
questionnaire also solicits free text comments from users. We will report preliminary 
results of this ongoing user study at the conference. 
                                                           
24 http://was.tw.rpi.edu/swqp/questionnaire/portal_questionnaire.php 
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6   Related Work 

Three areas of work are considered most relevant to this work, namely knowledge 
modeling, data integration, and provenance tracking of environmental data. 

Knowledge-based approaches have begun in environmental informatics. Chen et al. 
[5] proposed a prototype system that integrates water quality data from multiple 
sources and retrieves data using semantic relationships among data. Chau [4] presented 
an ontology-based knowledge management system (KMS) to enable novice users to 
find numerical flow and water quality models given a set of constraints. OntoWEDSS 
[3] is an environmental decision-support system for wastewater management that 
combines classic rule-based and case-based reasoning with a domain ontology. 
Scholten et al. [14] developed the MoST system to facilitate the modeling process in 
the domain of water management. The Registry of EPA Applications, Models and 
Databases (READ)25 supports management of information resources. It collects life 
cycle phase information, how the resource supports environmental statutes, and 
whether the resource interfaces with other EPA information resources. A 
comprehensive review of environmental modeling approaches can be found in [17]. 
SemantEco and SemantAqua differ from these projects since they support provenance-
based query and data visualization. Moreover, SemantAqua is built upon standard 
semantic technologies (e.g. OWL, SPARQL, Pellet, Virtuoso) and thus can be easily 
replicated or expanded.  

Data integration across providers has been studied for decades by database 
researchers. In the area of ecological and environmental research, shallow integration 
approaches are taken to store and index metadata of data sources in a centralized 
database to aid search and discoverability. This approach is applied in systems such as 
KNB26 and SEEK27. Our integration scheme combines a limited, albeit extensible, set 
of data sources under a common ontology family. This supports reasoning over the 
integrated data set and allows for ingest of future data sources. 

There also has been a considerable amount of research efforts in semantic 
provenance, especially in the field of eScience. myGrid [19] proposes the COHSE 
open hypermedia system that generates, annotates and links provenance data in order 
to build a web of provenance documents, data, services, and workflows for 
experiments in biology. The Multi-Scale Chemical Science [12] (CMCS) project 
develops a general-purpose infrastructure for collaboration across many disciplines. It 
also contains a provenance subsystem for tracking, viewing and using data 
provenance. A review of provenance techniques used in eScience projects is 
presented in [15]. While these eScience projects design their own schemes for 
modeling provenance, the SemantAqua portal encodes provenance with PML 2, 
which is a general purpose interlingua for sharing explanations generated by various 
automated systems. These eScience projects keep provenance for uses like improving 
data quality, facilitating audits, and data replicability. Our portal demonstrates that 
provenance also can be used for developing and customizing web applications (e.g. 
generating the data source facet). 
                                                           
25 http://iaspub.epa.gov/sor_internet/registry/systmreg/home/overview/home.do 
26 Knowledge Network for Biocomplexity Project. http://knb.ecoinformatics.org/index.jsp 
27 The Science Environment for Ecological Knowledge. http://seek.ecoinformatics.org 
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7   Conclusions and Future Work 

We presented a semantic technology-based approach to ecological and environmental 
monitoring and described our work using this approach in the Tetherless World 
Constellation SemantEco approach and the SemantAqua Portal. SemantAqua supports 
both non-expert and expert users in water quality monitoring. We described the 
overall design and highlighted some benefits from utilizing semantic technologies, 
including: the design of the ontologies, the methodology used to perform data 
integration, and the encoding and usage of provenance information generated during 
data aggregation. The SemantAqua portal demonstrates some benefits and potential of 
applying semantic web technologies to environmental information systems. 

A number of extensions to this portal are in process. First, only four states' 
regulations have been encoded. We intend to encode the regulations for the remaining 
states whose regulations differ from the federal regulations. Second, data from other 
sources, e.g. weather, may yield new ways of identifying pollution events. For 
example, a contaminant control strategy may fail if heavy rainfall causes flooding, 
carrying contaminants outside of a prescribed area. It would be possible with real-
time sensor data to observe how these weather events impact the portability of water 
sources in the immediate area. We are also applying this approach to other monitoring 
topics, e.g. air quality, food safety, and health impacts.  
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Abstract. The Mobile Web is evolving fast and mobile access to the
Web of Data is gaining momentum. Interlinked RDF resources consumed
from portable devices need proper adaptation to the context in which
the action is performed. This paper introduces PRISSMA (Presentation
of Resources for Interoperable Semantic and Shareable Mobile Adapt-
ability), a domain-independent vocabulary for displaying Web of Data
resources in mobile environments. The vocabulary is the first step to-
wards a declarative framework aimed at sharing and re-using presenta-
tion information for context-adaptable user interfaces over RDF data.

Keywords: Mobile Web of Data, RDF Presentation, Adaptive UI.

1 Introduction

The Mobile Web and the Web of Data are strong trends for the next evolution of
the web. Ubiquitous access is growing fast, as a result of heterogeneous factors
such as new generation access networks, increasing device capabilities, novel
interaction paradigms and enhanced user interfaces1. At the same time, the
Linked Data Initiative2 contributes to the growing popularity of the world of
interlinked, structured and open data on the web. Soon mobile applications will
offer novel ways of consuming and contributing to the Web of Data, both with the
adoption of novel interaction modalities (e.g. enhanced Mobile Web applications,
voice interaction with the web, augmented reality, etc.) and, on the other hand,
with a deeper awareness of the surrounding physical environment.

Mobile Web of Data consumption faces the same general issues of classic Web-
of-Data-savvy applications, such as access strategy choice, vocabulary mapping,
identity resolution, provenance and data quality assessment [10]. Another well-
known problem affecting Web of Data applications consists in delivering effective
user interfaces for RDF resources. When dealing with mobile devices, the issue
of adaptation arises: classic Mobile Web experience suggests that the same infor-
mation is not meant to be represented in the same way on all devices. Moreover,
context-awareness research underlines the influence of the surrounding environ-
ment on data representation [4,8,12,13]. The same principles and best practices

1 http://pewinternet.org/Reports/2011/Smartphones.aspx
2 http://linkeddata.org/

L. Aroyo et al. (Eds.): ISWC 2011, Part II, LNCS 7032, pp. 269–276, 2011.
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apply to RDF resource representation in mobile environments, as shown in the
following foaf:Person-related scenario.

Alice loves shopping. Today is at the shopping mall, looking for a birthday
present for Bob. She needs an idea, so she opens Bob’s FOAF profile looking
for inspiration. Alice’s smartphone is aware of being at the mall, and therefore
displays Bob’s interests while hiding other properties such as his email or geo-
graphical position. As she exits the mall and walks down the street, her smart-
phone visualizes Bob’s profile as a foaf:Depiction on a map. In the meanwhile,
Bob is jogging. The mobile in his pocket updates him on the status of his FOAF
contacts using speech synthesis. Each contact’s latest social status update is read
out loud. Bob listens the audio reproduction of Alice’s last tweet, and decides to
reply. As he stops running and takes the device into hands, the smartphone de-
activates the audio representation and adopts a visual paradigm listing Alice’s
phone number, email and social network accounts.

RDF consumption in mobile environments needs contextual resource adapta-
tion and heterogeneous dimensions must be involved (e.g. the mobile user
profile, the device features and the surrounding physical environment). Represen-
tation paradigm independence has to be provided, thus supporting multi-modality.
Moreover, tools designed for RDF resource adaptation on mobile devices must not
rely on ad-hoc solutions. Re-use must be favoured and encouraged, thus enabling
the exchange of context-based knowledge across heterogeneous applications. This
paper sets the basis for a Web of Data mobile presentation framework, and it fo-
cuses on the PRISSMA lightweight vocabulary3, an early stage contribution pro-
viding classes and properties to model core mobile context concepts useful for
dynamic adaptation of user interfaces for RDF data.

The remainder of the paper is organized as follows: Section 2 provides a state
of the art overview. Section 3 describes with further details the issue of mobile
adaptive RDF representation and presents the research plan. Section 4 describes
the PRISSMA vocabulary, an early contribution. In Section 5 a discussion of the
approach is provided, along with the most relevant perspectives.

2 Related Work

Related work includes proposals from heterogeneous research domains, such as
RDF presentation, content adaptation in mobile classic web and context-aware
data representation.

Fresnel [14] is a vocabulary modelling core presentation-level concepts for
RDF visualization. The assumption is that data and its related schema do not
carry sufficient information for representation: further presentation knowledge
has to be provided. This information is expressed in RDF as well, in order to
ensure homogeneity and favour presentation knowledge sharing among different
applications. In Fresnel, Lens components select and filter information while
Formats define how to present data. Designed for static environments, Fresnel
leaves contextual adaptation of RDF data to the application logic. Sharing and
3 http://ns.inria.fr/prissma

http://ns.inria.fr/prissma
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re-using contextual conditions for RDF presentation is therefore not possible.
More recent proposals targeting RDF user interfaces have been provided, both
of them being RDF template systems [1,2]. In LESS, the authors propose an end-
to-end approach to consume linked data based on the Smarty template engine
[1]. Dadzie et al. suggest a template-based RDF visualization approach aimed at
facilitating Web of Data consumption [2]. Although they move in the direction
of easing the development of Web of Data applications, these approaches do not
address the specific needs of mobile environments, e.g. context adaptability.

Initiatives such as the now discontinued W3C Model-Based User Interface
Incubator Group deal with classic Mobile Web content adaptation (i.e. RDF
consumption-related presentations issues are not considered) [6]. The declared
goal is to ‘evaluate research on model-based user interface design’ for the author-
ing of web applications. The authors propose the Delivery Context Ontology, a
modular, fine-grained vocabulary to model mobile platforms [7].

CAMB is a mobile context-aware HTML browser that adapts web pages ac-
cording to a predetermined set of environmental situations [8]. Other proposals
have been made in this direction, e.g. [4,12,13]. None of these address a Web-of-
Data-specific scenario.

The approach proposed in the remainder of the paper adapts and extends
to the mobile world (static) Web of Data representation best practices, such as
those described in Fresnel [14].

3 Towards Mobile Adaptive RDF Representation

Classic web content needs ad-hoc adaptation when displayed on portable devices
and its visualization is influenced by the surrounding mobile context as well [8].
Web of Data access is no exception: whenever an RDF-fuelled mobile application
needs to display some resources, adaptation (e.g., to the surrounding context)
must be performed to deliver better user experience.

A widely-accepted formalization of context can be found in [3] and inspires
the proposal in [6]. The authors of the latter describe the mobile context as an
encompassing term, an information space defined as the sum of three different
dimensions: the mobile User model, the Device features and the Environment in
which the action is performed. This proposal is adopted as operative definition
by the present work.

Dealing with Web of Data resources adaptation inside the application logic
prevents the sharing of context-related presentation knowledge and intrinsically
ties to a fixed representation paradigm. A common and shareable presentation-
level solution provides common ground for building mobile adaptive user inter-
faces, avoids re-inventing the wheel and favours the exchange of context-related
presentation knowledge between mobile applications. The need for sharing and
reuse contextual presentation is not compatible with hardwired, programmatic
approaches: a declarative proposition must be adopted to favour presentation
data reuse (the latter point being the main Fresnel objective [14]).

As mentioned in Section 1, mobile devices provide heterogeneous representa-
tion paradigms (not necessarily visual, e.g. voice). A presentation-level approach
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is independent from the representation paradigm chosen by the application, and
it is therefore suitable for mobile applications that need to change their RDF
representation paradigm dynamically (e.g. contextually switching from a nested
boxes layout à la HTML to a timeline or voice output).

In terms of research plan, achieving contextual content adaptation on mobile
devices includes the following steps:

Contextual Presentation-Level Model Definition. The overall approach
relies on the PRISSMA vocabulary, used to specify in which context a given
representation must be activated. PRISSMA is designed as an extension of Fres-
nel [14] and it is described as an early contribution in Section 4.

Comparison between Declared and Real Context. Every time a Web
of Data resource is requested, PRISSMA-based applications need to compare
declared activation contexts and real situations to select the proper visualiza-
tion. Implementing a rendering solution based on PRISSMA introduces there-
fore a graph matching problem. On the front-end, this issue can be modeled
as a SPARQL ASK query performed against a set of PRISSMA declarations,
having the goal of looking for a match between the real, detected context and
a declared item in the set (both real context and the declared ones included
in the set are modelled with PRISSMA). The intrinsic nature of contextual
data and PRISSMA lightweight approach determine the need for an approxi-
mate matching solution. In other words, the comparison must take into account
the discrepancies between the declared context and the actual situation. The
proposed strategy must rely on a compound notion of distance: heterogeneous
dimensions need to be considered (e.g. location, time, terminological heterogene-
ity), therefore different metrics must be chosen, along with a proper composition
function. The algorithm needs to be unsupervised and one-pass, in order to en-
able responsive mobile applications.

Specificity Computation Rules. Conflicts might occur in case more than
one representation is suitable for the current situation: a specificity computation
mechanism has to be provided. This could be implemented giving higher priority
to the most detailed and specific PRISSMA declarations.

Presentation Knowledge Distribution. PRISSMA declarations can be pub-
lished as linked data. A discovery mechanism is needed to enable mobile appli-
cations that rely on PRISSMA to potentially adopt representations shared on
the web.

4 PRISSMA Vocabulary Overview

The PRISSMA vocabulary provides classes and properties to model core mo-
bile context concepts useful for dynamic adaptation of user interfaces for RDF
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Fig. 1. The PRISSMA vocabulary at a glance. Grey boxes represent core classes.

data. Designed to work in conjunction with the Fresnel presentation vocabu-
lary, PRISSMA4 specifies when (i.e. in which context) Fresnel Lenses and For-
mats must be activated. The original Fresnel core vocabulary includes the class
fresnel:Purpose and the property fresnel:purpose, used to choose between
lenses in conflicting situations, i.e. when more than one lens applies. Prede-
fined instances of fresnel:Purpose are provided, e.g. defaultLens, labelLens.
The extended Fresnel vocabulary provides instances such as screen, print and
projection, in order to support a basic media-based presentation. PRISSMA
re-uses fresnel:Purpose to model a contextual situation in which an associated
Fresnel lens and format must be activated.

PRISSMA is based on the definition of context provided in Section 3: it is
not meant to provide yet another mobile contextual model, therefore well-known
vocabularies are reused. Moreover, it does not provide an exhaustive set of prop-
erties for resource adaptation: (extensions are free to add further functionalities).
Fresnel Lenses and Formats are showed according to the following dimensions:

4 From latin prisma. In optics, a Fresnel lens can be considered as a series of prisms.
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:personInterestLens rdf:type fresnel:Lens;

���������	��
�� ����������
�����	��
���

fresnel:classLensDomain foaf:Person;

fresnel:showProperties (foaf:name

foaf:depiction

foaf:interest).

���
�����	��
�� a fresnel:Purpose;

��������	��� ��
��	������	����

�������������
����� ���
��������

��
��	������	��� a prissma:User;

foaf:interest <http://dbpedia.org/resource/Compulsive_shopping>.

���
������� a prissma:Environment;

prissma:currentPOI [

prissma:poiCategory <http://dbpedia.org/resource/Shopping_mall>;

];

ao:activity <http://dbpedia.org/resource/Shopping>.

Fig. 2. A Fresnel Lens associated to a mobile context using PRISSMA

User. Represents the target mobile user associated to a fresnel:Purpose and
consists in a foaf:Person sub-class. To provide more flexibility, the class can
be used to model both user stereotypes and specific users.

Device. Represents the mobile device on which Web of Data resource consump-
tion takes place, enabling device-specific data representation. The class inherits
from W3C Delivery Context Ontology [7] dcn:Device that provides an extensi-
ble and fine-grained model for mobile device features.

Environment. Models the physical context in which the Web of Data resource
consumption takes place, therefore enabling customized resource representation
according to specific situations. Different dimensions are involved in modelling
the surrounding environment. As anticipated in Section 3, PRISSMA does not
provide a comprehensive, fine grained model. The approach is to delegate refine-
ments and extensions to domain specialists.

Location is modelled with the notion of Point of Interest (POI). The prissma:
POI class consists in a simplified, RDFized version of W3C Point of Interest
Core specifications [15]. POIs are defined as entities that “describe information
about locations such as name, category, unique identifier, or civic address”. Each
prissma:POI consists in a geo:SpatialThing and can be associated to a given
geo:Point coupled with a physical radius via the prissma:extension property.
The properties prissma:poiCategory and prissma:poiLabelare used to assign
a category (e.g. http://dbpedia.org/resource/Shopping_mall) and a label
(e.g. http://dbpedia.org/page/Harrods). Address details can be provided as
well, using the vCard ontology class v:Address [9].

http://dbpedia.org/resource/Shopping_mall
http://dbpedia.org/page/Harrods
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Temporal dimension is modelled extending the time:TemporalEntity class
[11]. The prissma:descriptivePeriodproperty associates a description to each
Time entity (e.g. http://dbpedia.org/resource/Afternoon).

Other dimensions are considered: the motion property associates any given
high-level representation of motion to an Environment. The environmental prox-
imity of a generic object can trigger different resource representations: nearby ob-
jects are associated to the Environment with the prissma:nearbyEntity prop-
erty. The prissma:Activity class consists in a placemark aimed at connecting
third-party solutions focused on inferring high-level representations of user actions
(e.g.‘running’, ‘driving’, ‘working’, ‘shopping’, etc.). The Association Ontology’s
ao:activity [5] is used to associate this class to the rest of the model.

Figure 2 provides an example related to the scenario presented in Section 1:
personInterestLens is a Fresnel lens that shows the interests of a foaf:Person.
The lens is activated by the purpose shoppingPurpose, which is defined by the
prissma:User “compulsive buyer” and by the prissma:Environment “shopping
in a mall”.

The original Fresnel proposition does not specify the representation paradigm
that the user agent should adopt (e.g. web page-based box model, voice output,
etc). Fresnel implementations output a paradigm-independent abstract box model
that is rendered appropriately by the application. Being able to address this as-
pect in a declarative way is important in a context-aware environment, where the
representation paradigm might vary dynamically. The class prissma:Paradigm
models therefore a Fresnel box model customized for a given representation
paradigm. The property prissma:usedParadigm allows the association to a
fresnel:Purpose.

5 Discussion and Perspectives

This paper presents an approach towards contextual adaptation of Web of Data
resources on mobile devices and describes the PRISSMA vocabulary used as
foundation.

Relying on a presentation-level approach guarantees independence from the
chosen Web of Data access strategy: PRISSMA operates after this step, and is
therefore compatible with the follow-your-nose approach, SPARQL endpoints
querying and indexing services APIs. PRISSMA relies on Fresnel, and com-
plies therefore to the well-known presentation vocabulary, thus adding context
adaptability as a new scenario of use. A Fresnel-based approach favours the
sharing and reuse of contextual presentation knowledge across mobile applica-
tions consuming the Web of Data. The adoption of RDF formalism guarantees
homogeneity within presentation knowledge, i.e. context-related information are
expressed in RDF and no other formalism is needed. An extensible vocabulary
provides support to further contextual information.

On the other hand, it must not be underestimated that a context-savvy mobile
presentation layer based on an RDF vocabulary introduces intrinsic complexity
that has to be taken into account while developing context-adapting, RDF-based
applications.

http://dbpedia.org/resource/Afternoon
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The PRISSMA vocabulary and the algorithms solving the research steps de-
scribed in Section 3 need to undergo a proper evaluation. A mobile Web of Data
browser implementing the proposal described in this paper is to be provided as
a test bench. The prototype is meant to contextually adapt the representation
of requested instances, enabling therefore a testing campaign to compare the
resulting adaptation of Web of Data resources to user expectations.

References

1. Auer, S., Doehring, R., Dietzold, S.: LESS - Template-Based Syndication and Pre-
sentation of Linked Data. In: Aroyo, L., Antoniou, G., Hyvönen, E., ten Teije, A.,
Stuckenschmidt, H., Cabral, L., Tudorache, T. (eds.) ESWC 2010. LNCS, vol. 6089,
pp. 211–224. Springer, Heidelberg (2010)

2. Dadzie, A.-S., Rowe, M., Petrelli, D.: Hide the Stack: Toward Usable Linked Data.
In: Antoniou, G., Grobelnik, M., Simperl, E., Parsia, B., Plexousakis, D., De Leen-
heer, P., Pan, J. (eds.) ESWC 2011, Part I. LNCS, vol. 6643, pp. 93–107. Springer,
Heidelberg (2011)

3. Dey, A.K.: Understanding and using context. Personal Ubiquitous Computing 5,
4–7 (2001)

4. Eissele, M., Weiskopf, D., Ertl, T.: Interactive context-aware visualization for mo-
bile devices. In: Butz, A., Fisher, B., Christie, M., Krüger, A., Olivier, P., Therón,
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Abstract. The study of ontology design patterns (ODPs) is a fairly re-
cent development. Such patterns simplify ontology development by codi-
fying and reusing known best practices, thus lowering the barrier to entry
of ontology engineering. However, while ODPs appear to be a promising
addition to research and while such patterns are being presented and
used, work on patterns as artifacts of their own, i.e. methods of develop-
ing, identifying and evaluating them, is still uncommon. Consequently,
little is known about what ODP features or characteristics are beneficial
or harmful in different ontology engineering situations. The presented
PhD project aims to remedy this by studying ODP quality characteris-
tics and what impact these characteristics have on the usability of ODPs
themselves and on the suitability of the resulting ontologies.

1 Research Problem

In spite of the development of several well-defined ontology construction meth-
ods, efficient ontology development continues to be a challenge. One reason for
this is that such work requires both extensive knowledge of the domain being
modeled, and a sufficient understanding of ontology languages and logical the-
ory. Ontology Design Patterns (ODPs) are considered a promising contribution
to this challenge [2]. Such patterns encode best practices, which helps reduce
the need for extensive experience when developing ontologies. Additionally, by
promoting a limited set of best practice outlooks on common problems, patterns
help harmonize how these problems are viewed, supporting interoperability of
ontologies developed using them.

Previous study into the state of ODP research indicates that while patterns
are being used as tools in the ontology research community, and while there are
patterns being developed and presented, patterns are rarely studied as artifacts
of their own. The amount of work done on evaluation of patterns and pattern de-
velopment and usage methods is limited [10]. There exists no established theory
or model of ODP quality, and consequently there is no way of telling with cer-
tainty what is a good pattern for solving a particular type of problem based on
pattern features. We will within the presented PhD project attempt to remedy
this situation, by studying what quality characteristics or features of Ontology
Design Patterns that are beneficial in different types of ontology engineering
situations, and inversely, what such features or characteristics that could be
considered harmful.
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To this end, three research questions have been established:

1. Which quality characteristics of ODPs can be differentiated, and how can
these be measured?

2. Which quality characteristics of ODPs affect the suitability of the resulting
ontologies for different uses?

3. How do the quality characteristics of ODPs affect one another?

The remainder of this paper is structured as follows: Section 2 covers some other
work that has been published on the topic of ontology evaluation, conceptual
model quality, and design patterns. Section 3 presents what we hope this PhD
project will contribute to the research community. The state of the work so far
is presented in Sect. 4, hypotheses based on this tentative research is presented
in Sect. 5, and the road ahead is mapped out in Sect. 6.

2 Related Work

2.1 Ontology Design Patterns

The use and understanding of ontology design patterns has been heavily influ-
enced by the work taking place in the FP6 NeOn Project, the results of which
include a pattern typology [14] and the eXtreme Design collaborative ontology
development methods, based on pattern use [3]. While this view is influential
and the NeOn typology is referenced frequently, it is not the only perspective
on patterns - for instance, Blomqvist [1] presents a different typology based on
the level of abstraction and granularity of the reusable solution.

eXtreme Design (XD) is defined as ”a family of methods and associated tools,
based on the application, exploitation, and definition of ontology design patterns
(ODPs) for solving ontology development issues” [13]. The XD approach to se-
lecting patterns is based on the pattern containing a written description of the
type of problem for which the original pattern developer considers it appropriate
(the Generic Use Case), that the ontology developer can match against his/her
modelling problem (in XD parlance the Local Use Case). Additionally, to find
candidate patterns for a given problem, search against pattern keywords can be
performed.

2.2 Ontology Evaluation

While the amount of work on ODP evaluation is limited, there are quite a few
methods and frameworks proposed for the evaluation of ontologies that may
be relevant for ODPs also. The semiotic metaontology O2 is used as a basis
for instantiating oQual, a proposed ontology for the evaluation and selection
of ontologies for a given task [6]. These two ontologies are complemented by
and used in the QoodGrid methodology of ontology selection [7]. The QoodGrid
framework is detailed and proposes some useful measures and formalizations of
properties, but it has not been tested extensively. Also, it is unknown how well
suited this complex framework would be for small reusable solutions.
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One of the most cited works in ontology evaluation is [9], introducing Onto-
Clean. This method tests whether an ontology is consistent with the real world
it is supposed to model by applying a number of formal metaproperties (essence,
identity, unity, etc.) to the concepts in the ontology and then checking for any
inconsistencies in how these metaproperties are instantiated.

2.3 Conceptual Model Quality

It seems reasonable that we in this PhD project also consider established knowl-
edge regarding the quality of other types of conceptual models, such as UML or
ER models. While the such models may differ from ODPs in terms of computa-
tional functionality and logic formalisms used, research performed on them may
still give guidance on how humans interpret and understand graphical and text
representation of ODPs, i.e. the semiotics of conceptual computer models.

Genero et al. [8] present a simple experiment on the effect of structural com-
plexity in ER models to the understandability and modifiability of such models.
While the complexity measures used are not directly transferrable, the experi-
mental method and test measures used are very applicable to our case. The dif-
ference between objective/quantitative metrics and subjective/qualitative ones
are emphasized by Moody & Shanks [12], who also work with ER models. In [12]
we also find an important discussion of the effects of various metrics/qualities
on one another (for instance, the negative correlation between completeness of
a model and implementability of that same model).

Lindblad et al. [11] present a discussion on the quality of more logically ab-
stract models. They emphasize that models should be minimal in order not to
overconstrain systems and users, while at the same time being feasible complete,
i.e. that they should contain all the statements describing the domain such that
the cost of adding the statement does not outweigh the benefit it brings to the
model (a kind of scoping of the problem). It should be interesting to consider how
this view of appropriate model size is impacted by the open world assumption of
the semantic web. Lindblad et al. also stress the importance of comprehensibility
of models requiring support for visualization and filtering.

3 Contribution

The ODP selection method proposed in XD [13] is appropriate for finding pat-
terns that has been described as satisfactorily solving a particular problem from
a larger set of patterns. It may also be possible to automate, provided that an
appropriate logical vocabulary for describing Local Use Cases and Global Use
Cases is developed. It does however not guide the user in selecting, from a given
set of functionally appropriate patterns, the one that is best suited for use in their
situation. The right choice then could depend on non-functional requirements on
the ontology as a whole (expandability, performance, testability, etc), or it could
depend on quality attributes of the pattern itself (how easy is it to apply, how
it is documented, is there an example ontology using it, etc). An ODP quality
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model should in this scenario guide the developer in selecting patterns to use
that, apart from solving the functional requirements of their modeling problem,
also has features and qualities that are appropriate and helpful to them.

We also anticipate that the quality model resulting from this PhD work will be
helpful in creating or extracting new high quality ODPs for a variety of purposes.
While there exists already some work on these topics (primarily in [14]), this work
is described in terms of specific technical issues, dealing with how to go about
specializing patterns, generalizing existing models, and reengineering from other
types of logic models. The evaluation which features that ought to be present in
an ODP for a particular purpose is left with the ontology engineer. Providing
this ontology engineer with a defined quality model may help them in developing
better ODPs.

It can be argued that ontologies are similar enough to OOP inheritance hierar-
chies that an understanding of object-oriented design pattern quality should be
sufficient also when constructing ontologies, and that the specific study of ODPs
is therefore not required. We find this comparison and argument to be flawed, for
two reasons. To begin with, OOP design patterns are used in the modeling and
production of information systems only, whereas ontologies have a much wider
applicability as shared conceptualizations for various purposes, and therefore are
often more general in nature. Secondly, OOP languages/designs are not based
in description logic and do not not make use of classification and inferencing
as ontologies do. It is our opinion that such capability is of key importance in
many ontology usage scenarios, such as document classification, situation recog-
nition, constraint modeling, etc. Consequently, ontologies are different enough
from object-oriented designs that developing an understanding of quality as it
applies to ontology design patterns specifically is a worthy contribution.

4 Current State

At the time of writing, the PhD project is just over one year into its four year
runtime. The time elapsed so far has been spent on familiarizing the author with
semantic technologies and their applications, establishing that there is a need
for this research (see [10]), initiating some small-scale initial experiments, and
developing a metamodel for representing ODP qualities.

4.1 Quality Metamodel

The ODP quality metamodel is illustrated in Fig. 1. The purpose of this meta-
model is to systematize how we discuss and think about ODP quality, to estab-
lish a vocabulary and theory that experiments can build upon and observations
relate to. It is obviously subject to change as the PhD project proceeds.

The topmost half of the figure displays the relation R(D,ODPU,OU) where D
denotes a domain, ODPU denotes an ODP Use (ontology engineering, ontology
matching, transformation, etc), and OU denotes a use to which the deliverable
result of the ODP usage is put.
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Fig. 1. Proposed Quality Metamodel

An instantiation of this relation R could be said to form a usage example of
ODPs. For each such instantiation R a number of quality characteristics affect
the result, for better or for worse. Some quality characteristics are abstract,
consisting of compositions of other quality characteristics. Quality characteristics
are mapped to concrete indicators that are measurable using some metric.

4.2 Initial Data Gathering

For the purpose of eliciting hypotheses, some small scale experiments have been
performed. The XD methodology has been used in the scope of an internal
project dealing with expert finding in the academic domain. The problem was
decomposed according to XD methodology and a number of patterns from the
ontologydesignpatterns.org repository were used to iteratively develop solutions
for the problems, integrating the solutions at the end of each iteration. The end
result was a rather complex ontology, highly heterogeneous in terms of annota-
tion quality and density.

Several interviews have been staged with master student groups using ODPs
in the development of ontologies used within master thesis projects. From these
interviews it was learned that when selecting patterns students prioritized high
quality documentation, both in terms of annotations on the example pattern
instantiation (if one is provided), and in terms of written usage examples and
instructions. They also preferred smaller patterns as they were easier to ”wrap
one’s head around”, however, the patterns should not be as small as to be trivial.
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5 Hypotheses

Based on the initial data gathering efforts discussed in Sect. 4.2, a number of
hypotheses regarding the influence of certain ODP characteristics on a resulting
ontology have been developed, as detailed in Table 1. For formal definitions of
the structural quality characteristics mentioned, see [5]. These attributes are
not yet aligned to the previously presented quality metamodel. The belief is
that it would be wiser to collect data proving or disproving their usability before
instantiating a quality model based on them, since this data collection process
may result in a changed understanding of ODP quality that necessitates changing
the underlying metamodel also.

Table 1. ODP quality characteristics influences on resulting ontology

ODP quality characteristic Resulting ontology feature/characteristic

Small size Low average depth, high breadth
Small size High MO count & high cycle count
Small size Variable density
Small size Varying annotation quality
Small size Complex result
Small size Poor computational performance

All of these first hypotheses deal with the issue of size, i.e. the number of
classes and properties in an ODP. Essentially, the intuition and experience from
the initial small experiments is that if one uses smaller patterns, one has to use
more of them to cover a particular problem or domain. By using more patterns,
the total complexity of the end result will increase, as each pattern-based module
will be integrated via subsumption links to many of the other small pattern-based
modules that make up the ontology. If one instead used larger patterns, each
such module would in itself hold a certain set of functionality, and fewer links
would need be added to integrate the modules. This complexity in integration
is also believed to lead to a higher subsumption hierarchy cycle count, which is
detrimental to computational performance.

Some further hypotheses presented in Table 2 deal with the impact of particu-
lar features on the comprehensibility and reusability of the ODPs themselves. As
indicated by the performed interviews with students, smaller patterns are easier
to understand. We also believe that using a simpler logical language with less
advanced constructs (i.e. RDFS rather than OWL) will help in understanding
the ODP. Further, we say that a highly abstract pattern likely will be more gen-
eral in nature and thus more reusable in many different scenarios. At the same
time, it will be more difficult to understand and apply than a more concrete and
well defined pattern. Finally, minimalism (defined as fulfilling the requirements
of one problem and containing no extraneous statements) is believed to make a
pattern easier to understand and applicable in a greater set of scenarios.



DC Proposal: Towards an ODP Quality Model 283

Table 2. ODP quality characteristics impact on ODP comprehensibility/reusability

ODP quality characteristic Impact on ODP

Small size High comprehensibility
Simple language High comprehensibility
High abstraction level High reusability
High abstraction level Low comprehensibility
Minimalism High comprehensibility
Minimalism High reusability

6 The Road Ahead

Two more experiments using bachelor and master students have been initiated
and will be completed during the fall. In each of these experiments, two groups
of students have been provided with two sets of patterns, with which to solve a
set of ontology engineering tasks. The first set of patterns are representative of
the patterns available in the ontologydesignpatterns.org repository. The second
set have been constructed based on solutions in [4]. The latter are generally
larger and more complex, but also more thoroughly described. An analysis of
the resultant ontologies will be performed to study the consequences of these
differences. Also, interviews with the student groups will be performed to gauge
the perceived comprehensibility of the two sets of patterns.

Later in the fall we will work on a project that deals with situation recognition
using input from a number of sensor subsystems. We have been granted access to
a reference implementation of a particular system for this purpose (not using on-
tologies), as well as the design documentation and specifications for the system.
The goal is build an ontology-based equivalent using ODPs in the construction
of the system ontology. Key considerations in the ontology development process
are computational performance of the system, high documentation quality, and
the ability to reconfigure the ontology depending on available sensor subsystems
or situation recognition contexts.

Testing how well OntoClean works on ODPs looks to be an interesting experi-
ment - on the one hand, ODPs are intended to be general solutions, and as such,
OntoClean metaproperties might not apply cleanly to the more general concepts
they contain. On the other hand, ODPs are small enough that it in terms of ef-
fort expended would be quite simple to apply the OntoClean metaproperties
to them (applying OntoClean to a full ontology is generally considered to be a
rather time-consuming process). We hope to be able to test such use of Onto-
Clean on ODPs during the spring and if the results of this work are positive, will
attempt to integrate OntoClean metaproperties and constraints into our quality
model.

Finally, discussions are underway with an industry partner where we hope to
be able to test the usability of ODPs in an information logistics context. The
scenario involves a large set of heterogeneous production data that needs to be
integrated and made easily searchable. This is a type of scenario where it is



284 K. Hammar

common to see ontologies used as shared vocabularies. Such ontologies need not
be very complex, as they are not subject of much reasoning and classification.
However, they need to be flexible and general, in order to accommodate the rapid
growth of input data. For these reasons, this project should be an interesting
contrast to the previously mentioned situation recognition project.
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Abstract. Managing virtualized services efficiently over the cloud is an open 
challenge. We propose a semantically rich, policy-based framework to automate 
the lifecycle of cloud services. We have divided the IT service lifecycle into the 
five phases of requirements, discovery, negotiation, composition, and consump-
tion. We detail each phase and describe the high level ontologies that we have 
developed to describe them. Our research complements previous work on ontol-
ogies for service descriptions in that it goes beyond simple matchmaking and is 
focused on supporting negotiation for the particulars of IT services.  

Keywords: Cloud Computing, services lifecycle, automation. 

1   Research Motivation 

Information Technology (IT) products and services which were previously either in-
house or outsourced are now being replaced by a new delivery model where business-
es purchase IT components like software, hardware or network bandwidth or human 
agents as services from providers who can be based anywhere in the world. Such ser-
vices will increasingly be acquired “on demand”, and composed on the fly by com-
bining pre-existing components. In such scenario, multiple providers will collaborate 
to create a single service and each component service will be virtualized and might 
participate in many composite service orchestrations. The service, in effect, will be 
virtualized on the cloud. In any organization service acquisition will be driven by en-
terprise specific processes and policies that will constraint this acquisition.  

The academic community has recently become interested in automating steps 
needed to acquire services from the cloud. However, researchers have concentrated on 
issues like service discovery or service composition. For our research, we have 
worked on automating the entire lifecycle of services on the cloud from discovery, 
negotiation to composition and performance monitoring.  We outline our proposed 
methodology in section 3. 
Motivation: Currently, providers decide how the services are bundled together and 
delivered to the consumers on the cloud. This is typically done statically and as a ma-
nual process. There is a need to develop reusable, user-centric mechanisms that will 
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allow the service consumer to specify their desired quality constraints, and have au-
tomatic systems at the providers end control the selection, configuration and composi-
tion of services. This should be without requiring the consumer to understand the 
technical aspects of services and service composition. The U.S. National Institute of 
Standards and Technology (NIST) has identified [18] on-demand self-service as an 
essential characteristic of the cloud model where a consumer can unilaterally provi-
sion computing capabilities as needed automatically, without requiring human inte-
raction with each service’s provider. 
 
Our Approach: We believe that a semantically rich, policy-based framework will 
facilitate the automation of the lifecycle of virtualized services. We have developed 
an integrated methodology that encompasses the entire data and process flow of ser-
vices on the cloud from inception, creation/composition to consumption/ monitoring 
and termination. We have identified processes and policies to automate this lifecycle. 
We have used semantically rich descriptions of the requirements, constraints, and 
capabilities that are needed by each phase of the lifecycle. This methodology is com-
plementary to, and leverages, previous work on ontologies, like OWL-S [14], for ser-
vice descriptions in that it is focused on automating processes needed to procure ser-
vices on the cloud. We have concentrated on enabling multiple iterations of service 
negotiation with constraints being relaxed during each iteration till a service match is 
obtained. Using Semantic web technologies like OWL [8] and Jena[15], we have also 
created high level ontologies for the various phases. These can be reasoned over to 
automate the phases guided by high level policy constraints provided by consumers, 
service customers, or service providers. Semantic web technologies also address the 
interoperability and portability issue of cloud computing.  

 
Evaluation: As this is a new line of research, there is currently no success criteria 
based on comparisons with previous work. We are developing a system as a proof of 
concept and will validate it against example enterprise policies obtained from various 
organizations. Towards that we are collaborating with NIST, a federal government 
organization. In collaboration with NIST, we are designing a prototype of our pro-
posed methodology which will work as a “pilot” to demonstrate automatic acquisition 
of services on the cloud. This pilot is being developed by using Semantic Web tech-
nologies like OWL [8], RDF [10], and SPARQL [11].  We are also collaborating with 
an international financial organization and the UMBC IT department to understand 
the complete process and policies that are applied towards procuring IT services. We 
will calibrate our system to demonstrate how distinct processes of service acquisition 
can be captured and how enterprise policies can be expressed using our ontology and 
other policy languages to show that the service acquisition process can be automated. 

One of our research goals is to develop appropriate ways to evaluate our system. 
One measure is existential -- can we create a system that will automate the service 
acquisition process via our lifecycle's realization.  As that our approach relies on se-
mantically rich policies, another measure is how well our ontologies and policy me-
chanisms handle a given real-world policy. Given the large and diverse organization 
from which we are seeking policies, we hope to get a good representative sample to 
determine which enterprise policies can be automated for service acquisition and 
which cannot be. So our evaluation might also enable us to determine how useful such 
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an automated service procurement system will be in the real world. These are our pre-
liminary ideas on evaluating our research which we plan to refine further. 

2   Related Work 

Most approaches to automating the acquisition or use of online services have been 
limited to exploring a single aspect of the lifecycle like service discovery, service 
composition or service quality. There is no integrated methodology for the entire ser-
vice lifecycle covering service planning, development and deployment in the cloud. In 
addition, most of the work is limited to the software component of the service and 
does not cover the service processes or human agents which are a critical component 
of IT Services. 

Papazoglou and Heuvel [1] have proposed a methodology for developing and dep-
loying web services using service oriented architectures. Their approach, however, is 
limited to the creation and deployment of web services and does not account for virtua-
lized environment where services are composed on demand. Providers may need to 
combine their services with other resources or providers’ services to meet consumer 
needs. Other methodologies, like that proposed by Bianchini et al. [2], do not provide 
this flexibility and are limited to cases where a single service provider provides one ser-
vice. Zeng et al. [3] address the quality based selection of composite services via a glob-
al planning approach but do not cover the human factors in quality metrics used for se-
lecting the components. Maximilien and Singh [4] propose an ontology to capture quali-
ty of a web service so that quality attributes can be used while selecting a service. While 
their ontology can serve as a key building block in our system, it is limited by the fact 
that it considers single web services, rather than service compositions. 

Black et al. [5] proposed an integrated model for IT service management, but it is 
limited to managing the service from only the service provider’s perspective. Pauro-
bally et al. [12] have described a framework for web service negotiation using the 
iterated Contract Net Protocol [13]. However their implementation is limited to pre-
existing web services and does not extend to virtualized services that are composed on 
demand. Our negotiation protocol, as detailed in [21], accounts for the fact that the 
service will be composed only after the contract/SLA listing the constraints is fina-
lized. GoodRelations [17] is an ontology developed for E-commerce to describe 
products. While this ontology is useful for describing service components that already 
exist on the cloud, it is difficult to describe composite virtualized services being pro-
vided by multiple vendors using this ontology. Researchers like Sbodio et. al [16] 
have proposed algorithms for service discovery using SPARQL language. We are 
using SPARQL and other associated Semantic Web technologies to allow complex 
negotiation process between service providers and service consumers. 

The Information Technology Infrastructure Library (ITIL) is a set of concepts and 
policies for managing IT infrastructure, development and operations that has wide 
acceptance in the industry. The latest version of ITIL lists policies for managing IT 
services [7] that cover aspects of service strategy, service design, service transition, 
service operation and continual service improvement. However, it is limited to inter-
preting “IT services” as products and applications that are offered by in-house IT de-
partment or IT consulting companies to an organization. This framework in its present 
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form does not extend to the service cloud or a virtualized environment that consists of 
one or more composite services generated on demand.  

3   Research Contribution: Service Lifecycle Ontology 

We have developed a new methodology which integrates all the processes and data 
flows that are needed to automatically acquire, consume and manage services on the 
cloud. We divide this IT service lifecycle on a cloud into five phases. In sequential 
order of execution, they are requirements, discovery, negotiation, composition, and 
consumption. We have described these phases in detail along with the associated me-
trics in [19]. Figure 1 is a pictorial representation detailing the processes and data 
flow of the five phases. We have developed the ontology for the entire lifecycle in 
OWL 2 DL profile, available at [22]. 

 

  

Fig. 1. The IT service lifecycle on a virtualized cloud comprises five main phases: require-
ments, discovery, negotiation, composition and consumption 

3.1   Service Requirements Phase  

In this phase, the consumer details the technical and functional specifications that a 
service needs to fulfill and also non-functional attributes such as characteristics of the 
providing agent, constraints and preferences on data quality and required security 
policies for the service. Service compliance details like required certifications, stan-
dards to be adhered to etc. are also identified. Depending on the service cost and 
availability, a consumer may be amenable to compromise on the service quality. 
Functional specification describe in detail what functions/tasks should a service help 
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automate The technical specifications lay down the hardware, software, application 
standards and language support policies to which a service should adhere.  Once the 
consumers have identified and classified their service needs, they issue a Request for 
Service (RFS). This request could be made by directly contacting a few service pro-
viders for their quotes. Alternatively, consumers can use a service discovery engine or 
service broker on the cloud to procure the service.  

The two top classes of this phase are the Specification class and the “Request For 
Service” class. The Specification class consists of six main classes that define the 
functional specifications, technical specifications, Human agent specifications, securi-
ty policies, service compliance policies and data quality policies. The technical specs 
contain information about the Hardware, Operating System and other compatible ser-
vices/applications that the desired service should conform to. Human Agent specifica-
tions also list the technical and domain expertise that the service providing agent 
should have. Part of our ongoing work is to use existing ontologies that have been 
developed for classes like standard hardware, operating systems and computer appli-
cations. Semantic Web policy languages can be used to describe service specifications 
and constraints in machine-processable format. For instance, a consumer may opt for 
a service with poor data quality to take advantage of low cost of the service.  

3.2   Service Discovery Phase  

Service providers are discovered by comparing the specifications listed in the RFS. 
The discovery is constrained by functional and technical attributes defined, and also 
by the budgetary, security, compliance, data quality and agent policies of the consum-
er. While searching the cloud, service search engines or service brokers can be em-
ployed. This engine runs a query against the services registered with a central registry 
or governing body and matches the domain, data type, compliance needs, functional 
and technical specifications and returns the result with the service providers matching 
the maximum number of requirements listed at the top.  

One critical part of this phase is service certification, in which the consumers will 
contact a central registry, like UDDI [6], to get references for providers that they nar-
row down to.  

This phase uses the RFS class from the requirements phase to search for service 
providers and generate a list of providers with which to begin negotiations. The class 
Service certification validates the provider’s credentials. 

If the consumers find the exact service within their budgets, they can begin con-
suming the service immediately upon payment. However, often the consumers will 
get a list of providers who will need to compose a service to meet the consumer’s 
specifications. The consumer will then have to begin negotiations with the service 
providers which is the next phase of the lifecycle. Each search result will return the 
primary provider who will be negotiating with the consumer.  

3.3   Service Negotiation Phase 

The service negotiation phase covers the discussion and agreement that the service 
provider and consumer have regarding the service delivered and its acceptance crite-
ria. The service delivered is determined by the specifications laid down in the RFS. 
Service acceptance is usually guided by the Service Level Agreements (SLA) [9] that 
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the service provider and consumer agree upon. SLAs define the service data, delivery 
mode, agent details, quality metrics and cost of the service. While negotiating the 
service levels with potential service providers, consumers can explicitly specify ser-
vice quality constraints (data quality, cost, security, response time, etc.) that they re-
quire.  

At times, the service provider will need to combine a set of services or compose a 
service from various components delivered by distinct service providers in order to 
meet the consumer’s requirements. The negotiation phase also includes the discus-
sions that the main service provider has with the other component providers. When 
the services are provided by multiple providers (composite service), the primary pro-
vider interfacing with the consumer is responsible for composition of the service. The 
primary provider will also have to negotiate the Quality of Service (QoS) with the 
secondary service providers to ensure that SLA metrics are met. The negotiation steps 
are detailed in [21].  

This phase uses the RFS class from the requirements phase and the provider’s list 
class from the discovery phase to negotiate the contracts between consumer and pri-
mary provider and between the various component providers themselves. The key 
deliverable of this phase is the service contract between the service consumer and 
service provider. The SLA is a key part of this service contract and will be used in the 
subsequent phases to compose and monitor the service. Another deliverable of this 
phase are the service sub contracts between the service provider and component (or 
dependent services) providers. The QoS are the essential part of the service sub-
contracts and are used in the consumption phase to monitor service performance. 

3.4   Service Composition Phase 

In this phase one or more services provided by one or more providers are combined 
and delivered as a single service. Service orchestration determines the sequence of the 
service components. 

The main class of this phase is the Service class that combines the various compo-
nents into a single service. We include the OWL-S [14] Composite Process class on-
tology. The Service class takes inputs from the Specification, Service Contracts and 
Service Level Agreement classes defined in the earlier phases to help determine the 
orchestration of the various components.  

3.5   Service Consumption/Monitoring Phase 

The service is delivered to the consumer based on the delivery mode (synchron-
ous/asynchronous, real-time, batch mode etc.) agreed upon in the negotiation phase. 
After the service is delivered to the consumer, payment is made for the same. The 
consumer then begins consuming the service. In a cloud environment, the service 
usually resides on remote machines managed by the service providers. Hence the onus 
for administrating, managing and monitoring the service lies with the provider. In this 
phase, consumer will require tools that enable service quality monitoring and service 
termination if needed. This will involve alerts to humans or automatic termination 
based on policies defined using the quality related ontologies. The Service Monitor 
measures the service quality and compares it with the quality levels defined in the 
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SLA. This phase spans both the consumer and cloud areas as performance monitoring 
is a joint responsibility. If the consumer is not satisfied with the service quality, s/he 
should have the option to terminate the service and stop service payment.   

The composite service is composed of human agents providing the service, the ser-
vice software and dependent service components. All the three elements, agents, 
software and dependent services, must be monitored to manage the overall service 
quality. For the service software providers have to track its performance, reliability, 
assurance and presentation as they will influence customer’s satisfaction rating 
(CSATs). Since the dependent services/components will be at the backend and will 
not interface directly with the consumers, the service provider only needs to monitor 
their performance. We have proposed a framework to manage quality based on fuzzy-
logic for such composed services delivered on the cloud in [20].  

4   Summary 

In this paper we have defined the integrated lifecycle for IT services on the cloud. To 
the best of our knowledge, this is the first such effort, and it is critical as it provides a 
“big” picture of what steps are involved in deploying IT services. This methodology 
can be referenced by organizations to determine what key deliverables they can ex-
pect at any stage of the process.   

We are currently refining the ontology described in [21] to capture the steps and 
metrics we have identified in the lifecycle using semantic web languages. We are also 
developing a prototype in collaboration with NIST to demonstrate the service life-
cycle for a storage service on the cloud. We are creating the prototype by using Se-
mantic web technologies like SPARQL, OWL and RDF. 
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Abstract. The explosion of digital content and the heterogeneity of
enterprise content sources have resulted in a pressing need for advanced
tools and technologies, to support enterprise content search and analysis.
Semantic technology and linked data may be the long term solution to
this growing problem. Our research explores the application of access
control to a knowledge discovery platform. In order to ensure integrated
information is only accessible to authorised individuals, existing access
control policies need to be associated with the data. Through in-depth
analysis we aim to propose an access control model and enforcement
framework which can be used to represent and enforce various access
models both inside and outside the enterprise. Furthermore, through
experimentation we plan to develop a methodology which can be used as
a guideline for the lifting of distributed access control policies from the
individual data sources to a linked data network.

Keywords: Policy, Access Control, Reasoning, Information Analysis,
Knowledge Discovery, Linked Data.

1 Introduction

The Internet is growing exponentially, fuelling research into the next genera-
tion of Internet technologies. Over the past two decades much research has gone
into the use of semantic technology and linked data for data integration, search
and information analysis. This exponential expansion of data and many of the
challenges that come with it are mirrored within the enterprise. Our use case
examines how such techniques can be used to build an integrated data network
for enterprise content analysis and knowledge discovery. Furthermore, we inves-
tigate how subsets of interconnected enterprise data can be shared with partner
companies or exposed on the Internet.

When we integrate data from multiple line of business (LOB) applications and
document repositories and share a subset of this information externally we need
to ensure that we don’t expose sensitive data to unauthorised individuals. For
example, an application could be developed to extract and link data from both
a document management system (DMS) and a human resource (HR) applica-
tion. If several documents were written by the management team over the past
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month, discussing future plans for the company, terms such as ”takeover”, ”ac-
quisition”, ”redundancy”, ”office closure”, ”pay cuts” and ”lay-offs” may feature
prominently in a list of last month’s frequent phrases. Worse still, by integrating
the data from both systems it might be possible to determine the offices that
are scheduled to be closed and the individual employees that will be laid off.
Much of the information within the enterprise is highly sensitive and as such the
access policies of the underlying data source applications need to be extracted,
represented and enforced in the linked data network.

In recent years, there has been a great deal of research into the use of policies
for access control [1], [2] and [3]. The term ”policy”, in this context, is used
to refer to the access control model which describes the blueprint, the policy
language which defines both the syntax and the semantics of the rules and the
framework which is a combination of the access control model, the language and
the enforcement mechanism. Natural language, programming languages, XML
based languages and ontologies can all be used to express policies. XML and on-
tologies are two popular choices for representing policy languages as they benefit
from flexibility, extensibility and runtime adaptability. However, ontologies are
better suited to modelling the semantic relationship between entities. In ad-
dition, the common framework and vocabulary used by ontologies, to represent
data structures and schemas, provides greater interpretability and interoperabil-
ity. Regardless of the language chosen, a logic based underlying formalisation is
crucial for automatic reasoning in a linked data network. To date, very little
research has been done on the elevation and the representation of policies in the
linked data network. Many of the proposed access control models lack a formal
enforcement framework.

In this paper, we identify the need for a policy language which can represent
multiple access control models and a framework which will allow enterprises
to abstract information from existing content sources and publish subsets of
this data to the linked open data (LOD) cloud. With a view to addressing the
aforementioned issues our research focuses on the:

– Examination of existing enterprise content and access control models, with
a view to proposing an integrated model

– Analysis of the expressivity of existing policy languages and their ability to
represent multiple access control models

– Identification of a reasoning and enforcement framework taking into consid-
eration flexibility, interoperability, scalability and usability

– Development of a methodology for the automatic lifting of policies from the
individual data source to the linked data network

– Implementation of a prototype in order to evaluate the overall effectiveness
of the access control framework

The remainder of the paper is structured as follows: In section 2, we detail
our approach, the chosen research methodology and our evaluation strategy. In
section 3, we describe the shape of the literature with respect to related access
control models, languages and enforcement frameworks. Finally, we conclude and
give the direction of our future work in section 4.
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2 Research Objectives and Plan

2.1 Approach

In this section we detail our strategy for the conceptualisation and realisation of
a linked data access control model, policy language and enforcement framework.

Access Control Model. Our initial objective is to examine existing access con-
trol models and to generate an integrated model which can be used to represent
the access control policies of a linked data network either inside or outside the
enterprise. Our analysis will consider heterogeneous access policies from existing
enterprise content sources. It will be designed to be flexible enough to cater for
both authenticated and non authenticated users. In addition, the model will take
into account existing standards such as the initiative by the OASIS Integrated
Collaboration Object Model (ICOM)1 and the Distributed Management Task
Force (DMTF) Common Information Model (CIM)2.

Policy Language. Once we have produced the integrated access control model
we will analyse existing policy languages to determine their suitability for rep-
resenting the authorisations, obligations and rules in a linked data network and
their degree of support for our integrated access control features. In order to
facilitate reasoning over policies in the linked data network, the policy language
will need to have underlying formal semantics. The language must also provide
support for propagation based on the semantic relationship between all enti-
ties and both positive and negative authorisations and obligations. Our analysis
will also take into account non functional requirements such as flexibility, exten-
sibility, runtime adaptability and interoperability. We will examine the level of
support without need for change, the adaptability of the policy language and the
scope of the changes required. Depending on the results of our analysis we will
choose the policy language that most closely meets our needs or, if appropriate,
we will integrate and extend components from one or more languages.

Enforcement Framework. We will examine each of the reasoning and enforce-
ment frameworks based on functional requirements identified in the literature
as important for the representation and enforcement of access control policies.
These are namely: propagation and inference [1] [2] [3] [4], conflict management
[1] [2] [3] [4], distributivity [2] [3], exception handling [1] [2] and support for
standards [5]. Given our use case investigates the lifting and representation of
data from existing distributed content sources we will add provenance, policy
lifting and policy merging to the list of criteria. In addition, we will consider
non functional requirements such as flexibility, interoperability, scalability and
usability. Our objective is to propose a new framework which builds on existing
work and addresses any shortcomings.

1 http://www.oasis-open.org/committees/icom/
2 http://www.dmtf.org/standards/cim

http://www.oasis-open.org/committees/icom/
http://www.dmtf.org/standards/cim
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In order to examine the effectiveness of the model, language, lifting method-
ology and framework we plan to implement a prototype. Figure 1, provides a
high level overview of the components that make up the proposed information
analysis and knowledge discovery platform. Domain data and relationships will
be modelled as ontologies in the abstraction layer. The LOD cloud will be used
to enrich the semantics of both the enterprise and access control models. In-
stance data will be abstracted from enterprise content repositories and LOB
applications, stored in the enterprise data integration layer and appropriate in-
dexes will be generated. The enforcement framework in turn will be composed
of several interfaces, a rules engine, a query engine and local storage for both
ontologies and access control rules. The policy integration interface will facilitate
the retrieval of existing data access policies. Data from existing content sources
will be obtained through the data integration interface. The policy specification
interface will provide authenticated access to the policies and the data governed
by the relevant policies. All data access queries will be intercepted by the query
reasoning engine which will grant or deny access to data based on a combination
of rules and inference.

Fig. 1. Information analysis and knowledge discovery platform

We will investigate the applicability of existing standard technologies for con-
ceptualization as they offer many well known benefits such as interoperability,
extensibility, scalability and re-usability. We will utilise a number of methods
in order to determine the best way to extract access constraints from the LOB
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applications. Through experimentation we aim to development a methodology
which can be used to as a guideline for the lifting of access control policies from
the individual data sources to the abstraction layer. Many researchers are cur-
rently investigating the representation and enforcement of privacy on the web
in general and in semantically aware environments in particular. Although we
do not plan to specifically address this problem our prototype will take into
consideration current work in this area.

2.2 Methodology

We have chosen two complimentary methodologies, the Design Science Research
(DSR) methodology proposed by Peffers et al [6] and Action Research (AR) as
defined in [7], to guide our research. DSR involves the identification of the re-
search problem and the motivation behind the research, the specification of the
objectives and the development of a research artefact to meet these objectives.
The artefact is subsequently evaluated and the problem, process, outcomes etc
are communicated to academics and practitioners alike. AR is an iterative pro-
cess which involves the identification of a problem, the taking of action and the
examination of the outcomes of the action. If the examination determines that
the problem has not been solved, the researcher takes what they have learned and
further refines the problem and takes further action in an attempt to resolve the
problem. This process continues until the researcher is satisfied that they have
solved the problem or concludes that the problem can’t be solved. The relation-
ship between AR and DSR is multifaceted e.g. AR can be wrapped around DSR,
DSR can be wrapped around AR or a number of AR iterations could form part
of one or more individual DSR steps. In our research project we have adopted
the DSR methodology to guide the overall research from conception through to
conclusion. The AR methodology will in turn be used in the design and develop-
ment step of the DSR methodology to enable the refinement of both the access
control framework and the lifting methodology through iterative reflection.

2.3 Evaluation

A number of evaluation methods will be used throughout the research project,
both artificial and naturalistic. The access control model, language, enforcement
framework and the lifting methodology will be constructed and evaluated in an
iterative manner as part of the AR methodology. The model and the policy
language will be evaluated using qualitative means, such as interviews and desk
studies, to confirm that they are flexible enough to support both authenticated
and non authenticated users and a variety of access control models. The lifting
methodology will be evaluated using precision and recall metrics to determine
the effectiveness of the methodology. Finally the enforcement framework will
be evaluated in our real world use case scenario through the implementation of
a prototype to ensure that it addresses both the functional and non functional
requirements highlighted in our approach as important for a knowledge discovery
platform. A combination of experiments and interviews will be used to evaluate
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the expressivity of the policy language and scalability, performance and usability
of our prototype.

3 Related Work

Access Control Models. Role-based access control (RBAC), task-based au-
thorisation control (TBAC) and attribute-based access control (ABAC) are three
of the most common approaches proposed for restricting access to information
systems. In RBAC a number of roles are defined, users are assigned to appropri-
ate roles and access to resources is granted to one or more roles [8]. RBAC policies
have been the de facto authorisation mechanism used in enterprises for many
years. The TBAC model proposed by [9] facilitates task oriented access controls
required for workflow and agent based distributed systems. Essentially, TBAC
models access controls from a task-oriented as opposed to a subject-orientated
perspective. ABAC [10], which was also designed for distributed systems, pro-
vides an alternative means of access control where the requester is unknown
prior to the submission of the request. ABAC grants or denies access to re-
sources, based on attributes of the requester and/or the resource. Early work
on semantic access control policies by [11] was based on RBAC. However, most
of the recent work in this area is based on ABAC [4], [1], [2]. We propose an
integrated approach which will include a number of access control models and
will be flexible enough to represent access control both inside the enterprise and
on the web.

Policy Language. Policy languages can be categorised as general or specific. In
the former the syntax caters for a diverse range of functional requirements (e.g.
access control, query answering, service discovery, negotiation etc...), whereas
in contrast the latter focuses on just one functional requirement. Two of the
most well-known access control languages, KAos [12] and Rei [13], are in fact
general policy languages. A major drawback of both KAos [12] and Rei [13]
is they have little or no support for policy propagation. Although Kolovski et
al [14] propose a description logics formalisation for XACML it also does not
consider policy propagation based on the semantic relationship between entities.
Concept-level access control (CLAC) [4], semantic-based access control (SBAC)
[1] and the semantic network access control model proposed by [2] all focus on
the policy specification and reasoning in the conceptual layer of the semantic
aware environment. Qin et al [4] allow propagation of access controls based on
the semantic relationships among concepts. [1], [2] and [3] enhance the semantic
relations by allowing propagation based on the semantic relationships between
the subjects, objects, and permissions. The framework proposed in Amini et al
[3] enables the specification of policy rules in both conceptual and ground levels.
However [3] specifically states that access controls should be based on attributes
as opposed to identity. In open distributed environments such as the web ABAC
is the ideal choice however, in an enterprise setting we can’t ignore the RBAC
that already exist in the underlying data sources. None of the authors consider
either TBAC or a combination of access control models.
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Enforcement Framework. A framework is made up of the syntax of the pol-
icy language, the semantics of the language and the execution model. In addition
to providing a mechanism to represent and enforce the criteria specified by the
policy constructs, features such as distributivity, propagation and inference, pol-
icy merging, conflict management, exception handling and provenance need to
be catered for by the framework. At first glance it may appear as if well known
access control frameworks such as KAos [12], Rein [13] and PROTUNE [5] sup-
port many of the aforementioned features. However, as their underlying policy
languages do not consider semantic relations between all of the policy entities the
frameworks themselves can not fully exploit propagation and inference based on
subject, objects and actions. The primary issues with (CLAC) [4] are the lack
of both an underlying formalism and an enforcement mechanism. The policy
language proposed by [1] is not based on well defined semantics and their solu-
tion does not scale well due to their centralised approach. Although [3] caters
for many of the features listed above it does not support exception policies and
more importantly their policy language is not based on standards and as such
raises questions with respect to usability and interoperability. The framework
detailed in [2] is the closest match for our requirements. However, they do not
take existing policy representation and provenance into consideration and it is
not clear the extent of their use of existing standard based technologies. [1] and
[3] propose access control models and enforcement frameworks for linked data
networks. However they both dismissed RBAC stating that is it not suitable
for semantically aware environments. We argue that linked data network access
control framework must cater for various access models e.g. RBAC, TBAC and
ABAC. In addition, in an enterprise setting it makes sense to populate the linked
data network based on data stored in content repositories and LOB applications.
None of the authors have provided any guidance with respect to the automatic
population of the linked data network in general and the access controls in par-
ticular, both of which we plan to address in our research.

4 Conclusions and Future Work

Our research explores the application of access control to a linked data network.
We identify the need for a policy language which can represent multiple ac-
cess control models and highlight the importance of representing existing access
control policies in the linked data network. The research problem, motivation,
objectives and the approach have been described in this paper. The next step
is to analyse existing access control models, languages, frameworks and stan-
dards in detail and to generate a detailed design based on both the requirements
and the results of our in depth analysis. The prototype will subsequently be
developed based on the design. Once we have completed the development of the
prototype we will investigate if the artefact meets the objectives or if further
iterations of design, development and reflection are required.
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Abstract. The amount of Linked Data containing statistics is increas-
ing; and so is the need for concepts of analysing these statistics. Yet,
there are challenges, e.g., discovering datasets, integrating data of differ-
ent granularities, or selecting mathematical functions. To automatically,
flexibly, and scalable integrate statistical Linked Data for expressive and
reliable analysis, we propose to use expressive Semantic Web ontologies
to build and evolve a well-interlinked conceptual model of statistical data
for Online Analytical Processing.

1 Introduction

An important part of the Semantic Web comprises statistical Linked Data (SLD).
Typically, SLD contain dimensions of metadata some of which hold temporal
properties, e.g., for time-series. Also, most SLD contain numerical values that
may represent aggregations from raw operational data and that often are further
aggregated for analysis. According to the Linked Data principles1 SLD should
use unambiguous URIs for all relevant entities, e.g., datasets; entity URIs should
be resolvable using the HTTP protocol to offer useful metadata, e.g., the location
where data points of a dataset can be found; metadata should use Semantic Web
standards such as RDF and SPARQL to be understandable to machines; and
data should be reusing URIs from other datasources, e.g., so that relationships
between datasets can be discovered.

Using Linked Data principles for publishing and consuming statistical data
for decision support bears advantages such as easier integration and enrichment
with other datasources. Efforts such as the Linking Open Data project, data.gov,
and data.gov.uk have resulted in the release of useful SLD. Such open data
is not restricted to any specific usage, its full values can be unlocked, driving
innovation. First projects have demonstrated useful consumption of SLD, e.g.
the Open Data Challenge.

Thus, we assume that the amount of Linked Data containing statistical infor-
mation will be increasing; and so will the need for concepts of consuming SLD.
There are still open questions of how to publish SLD. For instance, the W3C
Working Group on Government Linked Data2 is working on best practices and
1 http://www.w3.org/DesignIssues/LinkedData
2 http://www.w3.org/2011/gld/charter.html
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standard vocabularies to publish SLD from governmental institutions. Although
publication issues will be inherently important for our work, we want to focus
on concepts of consumption, namely the analysis of SLD.

Consider the task of comparing metrics that quantify a country’s well-being
with numbers that describe employees’ perceived satisfaction at work. Here, we
want to integrate, for instance, the European Commission’s publication of the
Gross Domestic Product growth of all European countries per year as provided
by Eurostat, and a dataset with survey data about employees’ fear of unemploy-
ment in the last few years, also published as Linked Data.

Research Question. When we try to fulfil similar scenarios of analysing SLD,
we encounter specific challenges:

Distributed Datasources. Single information pieces about datasets may be
distributed over servers and files and published by different parties and in
different formats. Permanent availability and performance is not guaranteed.

Heterogeneous Datasets. Several heterogeneous ontologies for describing SLD
are in use. There is no common agreement on how to make important as-
pects of statistical data self-descriptive, e.g., hierarchies of categorisations
and conversion or aggregation functions.

Varying Data Quality. SLD may be incomplete, inaccurate, sparse, imprecise
and uncertain; best-effort answers may be required. Generally, data may not
be self-descriptive enough to aid machines in interpretation and analysis.
Again, there is no common agreement on how to attach sufficient prove-
nance information to data. Aggregating data with varying quality should be
transparent for users. Also, data may imply access restrictions that need to
be considered.

Scale of Linked Data. Datasets may be large and need to be explored iter-
atively and interactively; direct querying and analysis of SLD using ad-hoc
queries on the SLD will not scale. Data warehouses are needed to (temporar-
ily) store, pre-process, and analyse the data. Also, values may need to be
pre-computed for fast look-ups of calculations. However, SLD are dynamic
and may be updated or refined continuously; this requires an automatic ap-
proach to building and evolving data warehouses.

Based on these challenges, we want to approach the following research question:
How to automatically (with few manual effort), flexibly (integrating many het-
erogeneous datasources), and fast (in comparison to other integration systems)
integrate distributed SLD to one conceptual model for expressive (e.g., aggrega-
tions by hierarchies, conversions of metrics, complex calculations) and reliable
(e.g., transparent best-effort answers) analysis.

Approach. To sufficiently fulfil our research question, we propose to exploit ex-
pressive Semantic Web ontologies to automatically map SLD to a well-interlinked
conceptual model, so that the data can be analysed using Online Analytical Pro-
cessing (OLAP).
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OLAP is a commonly used decision support analysis method characterized by
a multidimensional view of data and interactive exploration of data using simple
to understand but data-complex queries, e.g., selection, drill-down/roll-up, and
slice/dice[17]. The necessary Multidimensional Model (MDM) describes statis-
tical data by data points, Facts, in a coordination system forming a Hypercube
(Cube) of n axes, or Dimensions. Dimension Values can be grouped along Hier-
archies of one or more Levels. Dimensions also can be Measures. If subsuming
sets of Facts, Measures are aggregated using aggregation functions, e.g. sum.
Cubes that share Dimensions and Values are put together into Multicubes.

Figure 1 shows an MDM that fulfils our scenario. Here, the average GDP
and the cumulated number of answers given in the employment survey are made
comparable in a Multicube with shared geographic and temporal Dimensions.

Fig. 1. Example of a Multicube

For OLAP, typically, data is extracted from heterogeneous data sources, trans-
formed into a well-interlinked MDM, and more or less temporarily loaded into
a data warehouse. Common problems[14] include: Manual effort needed for de-
veloping and maintaining such ETL pipelines; semantic gap between conceptual
model and logical implementation; and inflexibility to change. Semantic Web
ontologies allow to make data self-descriptive; to represent consensus about the
meaning of data; to find implicit knowledge and inconsistencies; and to ease the
integration effort. Although usage of Semantic Web ontologies is not explicitly
required by the Linked Data principles, we assume that expressive ontological
structures will make it possible to overcome the challenges of SLD analysis[10].

2 Related Work

Our research question has been addressed by roughly two kinds of work: ap-
proaches to integrate and analyse statistical data from the Web; and approaches
to apply Semantic Web concepts to data warehousing and OLAP.

Publishing and consuming statistical data over the Web often is based on
XML[12]. There are XML standards to transfer statistical information, e.g.,
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XBRL, SDMX, and DDI. However, these approaches have problems with
integrating heterogeneous datasources. They lack the concept of semantically
describing statistical data. Efforts to apply Semantic Web concepts to such stan-
dards are at an early stage (e.g., SDMX[1]). Other related approaches retrieve
statistical information from the Web, automatically integrate the data and let
the user analyse it: Google Squared, Google Refine, and Needlebase use key-
word searches and structured background information to structure data from
the Web in tables. They rely more on concepts and techniques from Information
Retrieval, Machine Learning, NLP and Pattern Matching, and less on ontolo-
gies and Linked Data. Google Public Data Explorer allows expressive analyses.
There is work on analysing Linked Data about sensors, however, it does not
allow expressive queries[13].

Niinimäki and Niemi[9] describe an ETL approach to first transform data
into an ontology for multidimensional models and then serialise the ontology for
use with an Online Analytical Processing server for expressive analysis. They
put much focus on their specific ontology, which directly models a multidimen-
sional model and which needs to be deployed manually for the statistical data
at hand. With SLD, manually mapping the data to a conceptual model is not
an option. We intend to use SLD that is sufficiently semantically described to be
automatically mapped to a meaningful conceptual model. There is recent work
on creating data warehouses using general ontologies[15,7]; however, they do not
deal with the problem of integrating datasets described by heterogeneous ontolo-
gies. Nebot et al.[6] do so, however, they limit their work to static datasources,
which is not realistic with Linked Data. Also, they require the user to manually
control the building of a conceptual model; our work focuses on automatically
retrieving a valid conceptual model from SLD. Much work regarding consump-
tion of SLD has been done for Semantic Sensor data. There is work on OLAP
for Semantic Web ontologies describing sensor data, however, it is not dealing
with challenges of Linked Data[16].

3 Research Plan

In this section, we describe in more detail our approach of analysing SLD, and
also, how we intend to measure our success. There are several Multidimensional
Models (MDM)[11] with different expressivity and focus. So far, no MDM has
been adopted as a standard[14]. Similarly, there are several ontologies but no
commonly agreed standard to describe SLD[18].

In previous work[2], we have developed a proof-of-concept mapping between
a basic MDM and the RDF Data Cube vocabulary, an ontology that is already
used by some publishers of SLD. We have implemented this mapping and used
the prototype in experiments with real world data for a preliminary evaluation.
This approach, however, does not cope with our mentioned challenges of SLD. In
the following, we describe our plan to extend our approach towards this. Mostly,
this will require to automatically build and evolve more expressive MDMs from
SLD.
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Distributed Datasources. require us to find, select and retrieve datasets. In
our current system, an analysis is started from URIs of datasets to be integrated
and analysed. An analysis could also start from a business question, e.g., a
multidimensional query. The system then would automatically look for suitable
datasets that can answer the query. Datasets and ontologies can be found in
repositories and catalogs such as CKAN, or by Semantic Search engines such as
Sindice and be automacally matched to users’ information needs.

For instance, if we want to compare the GDP with survey results measuring
the people’s fear of becoming unemployed, datasets containing such metrics could
be automatically added to the MDM. Also, if one dataset only contains the
relevant measures for one country, additional datasets covering other countries
could be recommended.

URIs of datasets are resolved to retrieve information about the datasets. This
may provide new URIs, which are resolved, iteratively. At the moment, URIs
are not distinguished; if once collected, they are every time used for querying
the datasets, resulting in longer query times as actually needed. Also, at the
moment, we do not consider data that is available in a form other than plain
RDF.

Heterogeneous Datasets. require us to integrate SLD using various ontolo-
gies. At the moment, our mapping only supports a certain ontology. Datasets
may even be described without any specific ontology for statistical data but still
bear interesting statistics. For instance, datasets describing large numbers of peo-
ple or institutions – such as the Billion Triple Challenge dataset – contain useful
statistics, e.g., for each pair of institutions the number of people that know each
other. Similarly of interest may be Linked Data and ontologies for geo-spatial,
sensor and social-network data. In order to integrate information from differ-
ent datasources a more complex MDM may be needed. E.g., many MDMs only
support many-to-one relationships between Facts and Values of one specific Di-
mension. In real world scenarios, many-to-many relationships are possible, e.g.,
a patient having several diagnoses at the same time.

There are many possible heterogeneity issues when integrating SLD, e.g., how
to handle time aspects such as the notion of “now”. Or how to handle special-
purpose values such as “unknown”, “explicitly not inserted”, and “not applica-
ble”. Also, different levels of granularity regarding hierarchies and calculations
may need to be aligned for integration:

Hierarchies aid the user to retrieve correct and useful information. At the
moment, most Dimensions only have one Hierarchy and Level, represented by
rdfs:label from the Dimension Value. Only for time dimensions, we consider the
natural time hierarchy of year, month and day. More complex Hierarchies may
be useful[4]. For instance a Cube of people having their Hierarchy of supervisors
as one Dimension. The supervisor Dimension is asymmetric as it may contain
varying numbers of Levels, depending on the person. Linked Data provides on-
tologies to explicitly describe hierarchies, however, current datasets do not make
use of this. Hierarchies may be contained implicitly and retrieved and enriched
automatically using other sources[5].
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Calculations are implicitly contained in Measures queried from an MDM. It is
still an open problem how to automatically retrieve useful aggregation functions.
At the moment, we use a simple heuristic to determine aggregation functions
for a Measure: For each possible aggregation function we create a Measure;
e.g., sum, avg, min, max, count, count, and distinct count for numerical values.
However, not all aggregation functions make sense, e.g., to use as aggregation
function the sum operator for a Measure giving the current stock of a product in
a certain period of time. This is known as summarizability problem. Ontological
structures can be of use, here[7]. Similarly, there is no common agreement on how
to represent and convert between heterogeneous representations of mathematical
information[18]. For instance, this would require to state how Measures were
created and to uniquely represent Measure attributes such as units. Another open
issue is to represent and share complex Measures over heterogeneous datasets,
e.g., precision and recall in one dataset to analyse another.

Varying Data Quality. requires us to integrate incomplete, inaccurate, sparse,
imprecise and uncertain information and to give best-effort answers to business
questions. For instance, missing values could be filled with most probable val-
ues or values from another, less trusted source. Yet, the process of automatically
selecting values to be integrated and aggregated should be transparent and com-
prehensible. Also, data may imply access restrictions that need to be considered.
For that, the MDM could be enriched with information describing users, priv-
ileges and policies that serve to articulate an access control and audit (ACA)
policy[10].

Scale of Linked Data. requires us to incrementally build and update data
warehouses. In our current system no versioning of the MDM is done. How-
ever, SLD and ontologies may be continuously changing, e.g., new Facts added,
Measures corrected, and Dimensions modified. Queries over such changes may
be interesting, e.g., whether a Fact Dimension Value has been modified several
times (known as “slowly changing dimensions”[11]). User queries may allow to
restrict the search space of possibly useful MDMs[8].

For evaluation, we will implement an information system and analyse its capa-
bility to automatically, flexibly, and scalable allow expressive and reliable anal-
ysis of SLD. See Figure 2 for our planned integration system architecture which
we have generalized from an early prototype[2].

The user queries for answers from SLD using an OLAP client (1). To answer
this query, an RDF/SPARQL engine finds, selects, and retrieves SLD (2). In an
integration engine an MDM is built or updated as a common conceptual model
for the retrieved data (3). Our work will be centered around this integration
engine. The MDM may be serialized in an OLAP server (4.1). Then, either this
OLAP server (4.2) or the MDM directly gives the answer (5).

To overcome the challenges in analysing SLD, we intend to represent the
MDM as an expressive Semantic Web ontology and to make use of concepts and
techniques from fields such as Ontology Engineering and Matching, as well as
Reasoning.
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Fig. 2. Integration System Architecture

We do not intend to evaluate our concepts using qualitative usage analyses.
Still, we plan to use the system in real-world use cases and compare its suitability
with other systems. More concretely, for an analysis task, we plan to compare
the amount of manual effort, the amount of data available, the expressivity of
possible business questions, the performance of the system, and the quality of
given answers. Also, we consider benchmarks such as the Business Intelligence
Use Case from the Berlin SPARQL Benchmark and general quality criteria for
MDMs [3].

4 Conclusion

We have proposed to exploit expressive Semantic Web ontologies to automati-
cally create a well-interlinked conceptual model from various sources of statistical
Linked Data that can be interactively and reliably analysed using Online Analyt-
ical Processing (OLAP). We have described challenges that we plan to work on,
e.g., discovering datasets, integrating data of different granularities, or selecting
mathematical functions. For evaluation, we intend to implement an information
system suitable for real-world scenarios.
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Vrandečić for guidance and insights.

References

1. Cyganiak, R., Field, S., Gregory, A., Halb, W., Tennison, J.: Semantic Statistics:
Bringing Together SDMX and SCOVO. In: Proceedings of the WWW 2010 Work-
shop on Linked Data on the Web, pp. 2–6 (2010)



308 B. Kämpgen
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Warehouses. In: Spaccapietra, S., Zimányi, E., Song, I.-Y. (eds.) Journal on Data
Semantics XIII. LNCS, vol. 5530, pp. 1–36. Springer, Heidelberg (2009)
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Abstract. In this paper we introduce the project of our PhD thesis. The
subject is a model for news articles filtering. We propose a framework
combining information about named entities extracted from news articles
with article texts. Named entities are enriched with additional attributes
crawled from semantic web resources. These properties are then used to
enhance the filtering results. We described various ways of a user profile
creation, using our model. This should enable news filtering covering
any specific user needs. We report on some preliminary experiments and
propose a complex experimental environment and different measures.
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1 Introduction

We are flooded with information nowadays. No one is able to keep track of all
news articles in the world. Tools enabling us to filter the every day information
stream are required.

This paper addresses the problem of news information filtering. We propose a
framework, which maintains a complex user profile in order to perform content
based news filtering. The user profile is put together not only based on tradi-
tional information retrieval techniques. We count also with semantic information
hidden behind named entities that can be extracted from the article text. The
additional semantic information and traditional information retrieval techniques
are put together to form a unified news filtering framework.

2 Main Contributions

– More detailed articles filtering, not only based on predefined categories. The
categorization is determined based on a concrete user feedback.

– Model combining textual (unstructured) and semantic information. Rather
than representing an article as a bag of words, we represent it as a bag of
contained named entities and their properties.

– We implemented a prototype of the framework for news filtering based on
extracted named entities.

– We propose evaluation methods to test our model and scenarios for user
experiments.

L. Aroyo et al. (Eds.): ISWC 2011, Part II, LNCS 7032, pp. 309–316, 2011.
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3 Related Work

There are two main approaches to news information filtering. To some extent
domain independent collaborative filtering was used in [2] and earlier in [3].
However in the case of news filtering, the collaborative filtering has significant
drawbacks as described in [1]. This approach tends to recommend generally
popular topics at the expense of the more specific ones. Also, it takes some time,
before the system learns the preferences on a new article.

Contrary, the other approach - content based filtering - is able to recommend a
new article practically immediately. Good comparison of content based filtering
approaches is given in [4]. Inspirational examples of news filtering using Bayesian
classifier are described in [5,6,7]. In [6] and [7], authors distinguish long-term and
short-term interest. To learn the long-term interest a Bayesian classifier is used.
For the short-term, the nearest neighbour algorithm is used. The articles are
transformed to tf-idf vectors and then compared based on a cosine similarity
measure.

Another related problem is a recommendation of related articles mentioned
in [18]. Articles are recommended not only based on their similarity, but also
according to their novelty and coherence. A comparison of various information
retrieval techniques for such recommendation is provided in [8]. Used metrics
for modelling the relatedness of articles include apart from traditional cosine
similarity of term vectors also BM25 [19] and Language Modelling [20]. Here,
often one document is used as a query to find related documents. We use different
approach in this sense. In our case, the user profile serves as a query to filter
relevant incoming articles.

An interesting example of exploitation of semantic information in connection
with unstructured text is presented by BBC [9]. In this case, semantic data
obtained from DBpedia serve to interlink related articles, through identifying
similar topics. The topics are determined based on extracted named entities,
mapped to DBpedia ontology. We extend this idea and build a user profile,
using the data obtained from semantic web resources.

4 Proposed Methodology

4.1 Articles Processing Pipeline

The articles processing pipeline is shown in Fig. 1. First, we collect news articles
using RSS1 feeds. Sometimes RSS feeds contain only a fragment of the whole
article. In this case, the rest of the article is automatically downloaded from
its original web page. We analyse the DOM tree of the web page and locate
non-repeating blocks, containing bigger amount of text. We build on heuristics
introduced in the work of our colleagues [10].

1 Really Simple Syndication - a family of web feed formats used to publish frequently
updated works.



DC Proposal: Model for News Filtering with Named Entities 311

Fig. 1. The articles processing pipeline

In downloaded articles, named entities are identified. A ready made tool is
used. Currently, we delegate this task to OpenCalais2. Apart from named entities
themselves, OpenCalais provides often their basic attributes and links to other
Linked Data3 resources containing additional information too.

Currently, we evaluate the tool made by our colleagues for annotation of
named entities in news articles [22]. Thus users get the possibility to mark ad-
ditional entities, the system was not able to identify. The annotation tool is
currently implemented as a plug-in to a web browser.

Extracted entities and their properties (if available) are used to query ad-
ditional Linked Data resources (e.g. DBpedia or Freebase). If there are some
relevant resources, additional information about extracted entities is crawled.

Articles modelling and user profile creation is cowered in detail in the following
Section 5.

4.2 User Feedback Collection

In order to build a user profile, we need to collect the user feedback about filtered
articles. In the initial learning phase, the user may provide general information
about her interests. This is done by providing RSS feeds of news portals, he
usually reads. As if she was using an ordinary RSS reader.

This initial setup partially overcomes the cold start problem.
When we talk about user feedback, we mean user rating of the article at the

scale from 1 to 5, assuming an explicit user feedback.

5 Modelling News Articles

To model the content of an article, we distinguish three types of features: Subject-
Verb-Object triples (SVO), terms (like in the information retrieval vector model)
and named entities together with their properties.

For weighting of terms, we use ordinary tf-idf metric [12]. The results are
normalized to range from 0 to 1. In case of SVO triples, we use only the binary
measure. Either the triple is present in an article (1) or it is not (0).

In our previous work, we used an adaptation of tf-idf for entities too. Entity
identifiers were used instead of terms. The entity frequency (we denote it as ef )
was then counted based on the number of occurrences of the entity in the article.
However, during the course of our experiments, we observed that the idf part dis-
qualifies some popular entities, because they are often mentioned. But the fact,
that an entity is often mentioned does not mean it is less important for the user.
2 OpenCalais. http://www.opencalais.com/
3 Linked Data. http://linkeddata.org/

http://www.opencalais.com/
http://linkeddata.org/
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Often the opposite is true. This problem is the subject of our future experiments.
Currently, we tend to omit the idf part and count only with entity frequencies as
the weight. The frequency of an entity i in an article j is counted as follows:

efi,j =
ei,j∑
k ek,j

(1)

In equation 1 ei,j is the number of occurrences of the considered entity in a
particular article and the denominator is the sum of the number of occurrences
of all entities identified in the document.

We use entities identified during the named entity extraction phase. Addition-
ally, we gather their properties in the crawling phase. The properties of an entity
are presented in the form of a predicate object pair. Each such a pair has its
own identifier. Weights of properties correspond to frequencies of entities. The
weight of property k in the context of an article j is computed as follows:

pfj,k =
∑

efi,j∈Ej,k

α × efi,j (2)

Where Ej,k is the set of entities contained in an article j, having property k.
And α is the proportion of the importance of entity properties to the importance
of the entity. In following examples, we count with α = 1. Thus properties are
equally important as entities.

Additionally, an important feature of an article is its rating, given by each user.
Consider for example following two sentences representing two articles:
A1: Google launches a new social site.
A2: Microsoft recommends reinstalling Windows.
A possible representation of these two articles is denoted in Table 1, 2 and 3.

Table 1. Normalized term weights in an article

Article google launch new social site microsoft recommend reinstall windows

A1 0.8 0.8 0.8 0.8 0.8 0 0 0 0

A2 0 0 0 0 0 1 1 1 1

Table 2. Subject-Verb-Object representation of an article

Article Google-to-launch-site Microsoft-to-recommend-reinstalling

A1 1 0

A2 0 1

Table 3. Entities and their properties representing an article

Google, Microsoft Windows

Article Google Microsoft Windows type:Company locatedIn:USA type:Product

A1 ef1,1 = 1 ef2,1 = 0 ef3,1 = 0 pf1,1 = 1 pf1,2 = 1 pf1,3 = 0

A2 ef1,2 = 0 ef2,2 = 0.5 ef3,2 = 0.5 pf2,1 = 0.5 pf2,2 = 0.5 pf2,3 = 0.5
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6 User Profile Creation

With this representation of articles, we may use various machine learning ap-
proaches to identify user needs. For some of the algorithms, the described rep-
resentation using numeric feature weights is fine. Some of the algorithms (e.g.
apriori) require features (or attributes) to be nominal.

To transform the model to suitable representation, we can use binary repre-
sentation - simply register the presence or absence of a given feature. The other
option preserving the semantic of various weights is to discretize weights, using
predefined bins (e.g. low, medium, high).

Naive Approach. First approach, we were evaluating in our previous work [13],
counted with only two types of user feedback (positive and negative). The user
profile was composed of features extracted from articles rated by the user and is
divided in two parts: P+ (set of features extracted from positively rated articles)
and P− (set of features extracted from negatively rated articles).

So far, we counted only with entities and omitted SVO triples and terms. The
rank of a new article j is then computed as follows:

rankj =
∑

entityi∈P+

efi,j −
∑

entityi∈P−
efi,j (3)

If the rank is higher than a certain threshold, the article is considered as in-
teresting for the user. This approach worked good for simple profiles. But with
more complex user needs, only summing the weights is not flexible.

Apriori Algorithm. Apriori algorithm [14] may be applied to articles rated
by a user. Having the representation described in Section 5, we can try to find
association rules having the user rating of an article on its right side. A user
profile is then composed of these rules. Sample rules may look like this:

type:Company ^ locatedIn:USA => rating4 (confidence 0.20)
subject:Google ^ Google type:Company => rating4 (confidence 0.80)

The first rule gives us the information that an article containing information
about entity of type Company with the property locatedIn set to USA would the
user rate with rating 4 with the confidence of 20%. The second rule reflects SVO
triples.

Clustering. Interesting results achieved by using centroid based approach to
document classification [15] inspired us to consider clustering as another method
of creation of a user profile. Clustering may help to identify rather abstract con-
cepts than concrete entities, the user is interested in. Given the model intro-
duced in Section 5, clustering of articles rated by a particular user is performed.
K-Means algorithm [16] is used for clustering. The cosine function is used to
measure the similarity of vectors (SVO, terms and entities vectors) representing
a particular articles.
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For each cluster the average rating of articles contained in this cluster is
computed. Any new article gets the average rating of the cluster it belongs to.
We assign a new article to appropriate cluster separately for each type of features
and then combine computed ratings:

ratingj = α ∗ ratingSV O
j + β ∗ ratingentities

j + γ ∗ ratingterms
j (4)

The coefficients α, β and γ sum to one.

Formal Concept Analysis. Application of formal concept analysis [17] to
articles rated by a particular user to a common grade may bring interesting
results. We propose to analyse properties of named entities contained in articles
in order to identify common concepts. The user profile creation and evaluation
composes of following steps:

– Collect articles rated by the user as interesting.
– Identify properties and entities contained in all the collected articles.
– Use the identified concepts to identify new articles, that would be rated on

the same grade.

An opened question remains, if the formal concept analysis is not too restrictive
in this scenario. In this context application of fuzzy concept lattices [21] may
bring interesting results.

7 Test Data Collection

We intend to test the whole system in three different ways:

– Golden standard - We collect data that represent our golden standard using
web browser plug-in to save user ratings of arbitrary articles. Precision and
recall metrics as well as F-measure metric and Kendall’s tau coefficient are
used to evaluate results.

– Explicit feedback collection - While using the system and rating recom-
mended articles, users provide an important feedback. It can be used to
evaluate results of the system. Same metrics as for golden standard apply.

– Implicit feedback collection - Finally, the system may collect the implicit
feedback too. One of possible metrics is the really opened (user have clicked
on them) to total recommended articles ratio:

succ =
#opened articles

#recommended articles
(5)

8 Research Progress

We developed and tested a simple form of the proposed model consisting of
named entities [13]. The user profile was constructed using the naive approach
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described in Section 6. Each entity was represented by its ef-idef (entity fre-
quency - inverse document entity frequency) weights. We evaluated its ability to
recommend one particular topic. The results were promising. However, the use
case was constrained to one particular topic. We used only the extracted entities,
without employing their properties. Such a system filters the news accurately,
but it is too constrained. We believe, the use of entity properties may add the
necessary generalization of extracted concepts. We implemented a framework to
collect news articles, to identify named entities using OpenCalais and to crawl
additional information about identified entities from semantic web resources. For
crawling of semantic web resources, we use LDSpider [11].

9 Conclusion

In this paper, we introduced the idea of news information filtering, using not
only the text of news articles, but also information hidden behind named enti-
ties. We introduced the unified model of articles for news filtering. We believe,
our approach can be combined with current information retrieval methods and
improve their results. In Section 6 we described our plan of future work and
named various approaches to user profile creation, using the proposed model.
Several evaluation methods were described.

Acknowledgements. This work has been partially supported by the grant of
The Czech Science Foundation (GAČR) P202/10/0761 and by the grant of Czech
Technical University in Prague registration number SGS11/085/OHK3/1T/18.
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8. Bogers, T., Bosch, A.: Comparing and evaluating information retrieval algorithms
for news recommendation. In: Proceedings of the ACM Conference on Recom-
mender Systems (2007), pp. 141–144 (2007)

9. Kobilarov, G., Scott, T., Raimond, Y., Oliver, S., Sizemore, C., Smethurst, M.,
Bizer, C., Lee, R.: Media Meets Semantic Web – How The BBC Uses DBpedia
and Linked Data to Make Connections. In: Aroyo, L., Traverso, P., Ciravegna, F.,
Cimiano, P., Heath, T., Hyvönen, E., Mizoguchi, R., Oren, E., Sabou, M., Simperl,
E. (eds.) ESWC 2009. LNCS, vol. 5554, pp. 723–737. Springer, Heidelberg (2009)
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Abstract. Vast amounts of information is encoded in tables found in
documents, on the Web, and in spreadsheets or databases. Integrating or
searching over this information benefits from understanding its intended
meaning and making it explicit in a semantic representation language
like RDF. Most current approaches to generating Semantic Web rep-
resentations from tables requires human input to create schemas and
often results in graphs that do not follow best practices for linked data.
Evidence for a table’s meaning can be found in its column headers, cell
values, implicit relations between columns, caption and surrounding text
but also requires general and domain-specific background knowledge. We
describe techniques grounded in graphical models and probabilistic rea-
soning to infer meaning associated with a table. Using background knowl-
edge from the Linked Open Data cloud, we jointly infer the semantics
of column headers, table cell values (e.g., strings and numbers) and re-
lations between columns and represent the inferred meaning as graph of
RDF triples. A table’s meaning is thus captured by mapping columns to
classes in an appropriate ontology, linking cell values to literal constants,
implied measurements, or entities in the linked data cloud (existing or
new) and discovering or and identifying relations between columns.

Keywords: Linked Data, Tables, Entity Linking, Machine Learning,
Graphical Models.

1 Introduction

Most of the information found on the Web consists of text written in a con-
ventional style, e.g., as news stories, blogs, reports, letters, advertisements, etc.
There is also a significant amount of information encoded in structured forms
like tables and spreadsheets, including stand-alone spreadsheets or table as well
as tables embedded Web pages or other documents. Cafarella et al. [2] estimated
that the Web contains over 150 million high quality relational tables. In some
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ways, this information is easier to understand because of its structure but in
other ways it is more difficult because it lacks the normal organization and con-
text of narrative text. Both integrating or searching over this information will
benefit from a better understanding of its intended meaning.

A wide variety of domains that are interesting both technically and from
a business perspective have tabular data. These include medicine, healthcare,
finance, e-science (e.g., biotechnology), and public policy. Key information in
the literature of these domains, which can be very useful for informing public
policy, is often encoded in tables. As a part of Open Data and transparency
initiative, fourteen nations including the United States of America share data
and information on websites like www.data.gov in structured format like CSV,
XML. As of May 2011, there are nearly 390,000 raw datasets available. This
represents a large source of knowledge, yet we do not have systems that can
understand and exploit this knowledge.

In this research, we will present techniques to evaluate our claim that “It
is possible to generate high quality linked data from tables by jointly inferring
the semantics of column headers, values (string and literal) in table cells, rela-
tions between columns, augmented with background knowledge from open data
sources such as the Linked Open Data cloud.”

2 Motivation

Ever since its inception in 2001, the Semantic Web has laid strong foundations
for representing and storing knowledge in machine understandable formats such
as RDF and OWL. The principles of Linked Data further strengthens the move
from a web of documents to a web of data.

While the Semantic Web was able to lay strong foundations, its growth re-
mains slow because of the lack of quality of data available on the Semantic Web.
Even though data.gov has more than 390,000 datasets, only 0.071% of those
are available as RDF datasets. Existing technology on the Semantic Web either
rely on user’s knowledge or generate “low quality” data which in some cases is
as useless as raw data. Our proposed framework can easily be used to convert
legacy datasets stored in tabular formats to RDF and publish it on the Semantic
Web and the Linked Data Cloud. Not only does our framework generate RDF
from tables, but it also produces high quality linked RDF.

Many real world problems and applications can benefit from exploiting in-
formation stored in tables including evidence based medical research [14]. Its
goal is to judge the efficacy of drug dosages and treatments by performing meta-
analyses (i.e systematic reviews) over published literature and clinical trials. The
process involves finding appropriate studies, extracting useful data from them
and performing statistical analysis over the data to produce a evidence report.

Key information required to produce evidence reports include data such as
patient demographics, drug dosage information, different types of drugs used,
brands of the drugs used, number of patients cured with a particular dosage.
Most of this information is encoded in tables, which are currently beyond the
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scope of regular text processing systems and search engines. By adding semantics
to such tables, we can develop systems that can easily correlate, integrate and
search over different tables from different studies to be combined for a single
meta-analysis.

3 Related Work

Several systems have been implemented to generate Semantic Web data from
databases [15,19,12], spreadsheets [5,7] and csv [3] . Virtually all are manual or
semi-automated and none have focused on automatically generating linked RDF
data. Current systems on the Semantic Web either require users to specify the
mapping to translate relational data to RDF or systems that do it automatically
focus only on a part of the table (like column header strings). These systems
have mainly focused on relational databases or simple spreadsheets.

The key shortcoming in such systems is that they rely heavily on users and
their knowledge of the Semantic Web. Most systems on the Semantic Web also
do not automatically link classes and entities generated from their mapping to
existing resources on the Semantic Web. The output of such systems turns out to
be just “raw string data” represented as RDF, instead of generating high quality
linked RDF.

In the web tables domain, Wang et al. [21] present a table understanding
system which identifies a concept to be associated with the table based on the
evidence provided by the column header and strings in the “entity column” of
the table. The concepts come from their knowledge base Probase created from
the text on the World Wide Web which can be noisy and “semantically poor”
as compared to concepts from the Linked Open Data cloud.

Ventis et al. [20] identify concepts to be associated with the column headers
in a table based on the evidence provided by strings in a given column. They
also identify relations between the “subject column” and other columns in the
table. However they also rely on a isA database they create from the text on the
Web which can be noisy as well as “semantically poor”.

Limaye et al. [8] present a probabilistic graphical model based framework
that identifies concepts to be associated with the column headers, links table
cell values to entities and identifies relations between columns with Yago as a
background knowledge base.

None of the current table understanding systems propose or generate any form
of linked data from the inferred meaning. A key missing component in current
systems is tackling literal constants. The work mentioned above will work well
with string based tables. To the best of our knowledge, no work has tackled the
problem on interpreting literals in tables and using them as evidence in the table
interpretation framework. The framework we present is complete automated
interpretation of a table that focuses on all aspects of a table - column headers,
row values, relations between columns. Our framework will tackle strings as well
as literals.
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City State Mayor Population
Baltimore MD S.Rawlings 640,000

Philadelphia PA M.Nutter 1,500,000
New York NY M.Bloomberg 8,400,000
Boston MA T.Menino 610,000

(a)

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>.
@prefix dbpedia: <http://dbpedia.org/resource/>.
@prefix dbpedia-owl: <http://dbpedia.org/ontology/>.
@prefix dbpprop: <http://dbpedia.org/property/>.

“City”@en is rdfs:label of dbpedia-owl:City.
“State”@en is rdfs:label of dbpedia-owl:AdminstrativeRegion.
“Baltimore”@en is rdfs:label of dbpedia:Baltimore.
dbpedia:Baltimore a dbpedia-owl:City.
“MD”@en is rdfs:label of dbpedia:Maryland.
dbpedia:Maryland a dbpedia-owl:AdministrativeRegion.

(b)

Fig. 1. This example shows a simple table about cities in the United States and some
output of the prototype system that represents the extracted information as linked
data annotated with additional metadata

4 Interpreting a Table

Generating high quality linked data from a table requires understanding its
intended meaning. The meaning of a table is often encoded in column headers,
table cells and implicitly conveyed via structure and relations between columns
in a table.

Consider the table shown in Figure 1(a). The column headers suggest the type
of information in the columns: city and state might match classes in a target
ontology such as DBpedia [1]; mayor and population could match properties in
the same or related ontologies. Examining the data values, which are initially
just strings, provides additional information that can confirm some possibili-
ties and disambiguate between possibilities for others. For example, the strings
in column one can be recognized as entity mentions that are instances of the
dbpedia-owl:Place class. Additional analysis can automatically generate a nar-
rower description such as major cities located in the United States.

Consider the strings in column three. The string by themselves suggest that
they are politicians. The column header provides additional evidence and better
interpretation that the strings in column three are actually mayors.
Discovering relations between columns is important as well. By identifying re-
lation between column one and column three, we can infer that the strings
in column three are mayors of cities presented in column one. Linking the ta-
ble cell values to known entities enriches the table further. Linking S.Rawlings
to dbpedia:Stephanie C. Rawlings-Blake, T.Menino to dbpedia:Thomas Menino,
M.Nutter to dbpedia:Michael Nutter we can automatically infer additional infor-
mation that all three belong to the Democratic party, since the information will
be associated with the linked entities.

Column four in this table presents literal values. The numbers in the column
are values of the property dbpedia-owl:populationTotal and this property can be
associated with the cities in column one. All the values in the column are in the
range of 100,000. They provide evidence that the column may be representing the
property population. Once relation between column one and column four is dis-
covered, we can also look up on DBpedia, where the linked cities in column one
will further confirm that the numbers represent population of the respective cities.
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Producing an overall interpretation of a table is a complex task that requires
developing an overall understanding of the intended meaning of the table as
well as attention to the details of choosing the right URIs to represent both the
schema as well as instances. We break down the process into following tasks:
(a) assign every column (or row header) a class label from an appropriate ontol-
ogy; (b) link table cell values to appropriate linked data entities, if possible; (c)
discover relationships between the table columns and link them to linked data
properties; and (d) generate a linked data representation of the inferred data.

5 Approach

We first developed a baseline system to evaluate the feasibility of tackling the
problem. The baseline system is a sequential multi-step framework which first
maps every column header to a class from an appropriate ontology. Using the
predicted class as additional evidence, the frameworks then links table cell values
to entities from the Linked Data Cloud. The final step in the framework is
discovering relations between table columns. Once this information is inferred,
the framework generates a linked data representation of the interpretation (see
figure 1(b)). The details of the baseline system and its evaluation is described
in [11]. Based on the evaluation of our baseline system, we present a framework
grounded in the principles of graphical models and probabilistic reasoning.

The baseline system makes local decision at each step of the framework. The
disadvantage of such a system is that error can percolate from the previous phase
to the next phase in the system thus leading to an overall poor interpretation
of a table. To overcome this problem, we need to develop a framework that per-
forms joint inference over the evidence available in the table and jointly assign
values to the column headers, table cells and relations between columns. Prob-
abilistic graphical models [6] provide a convenient framework for expressing a
joint probability over a set of variables and perform inferencing over them.

Constructing a graphical model involves the following steps: a) Identifying
variables in the system b) Identifying interactions between variables and repre-
senting it as a graph c) Parametrizing the graphical structure d) Selecting an
appropriate algorithm for inferencing. In the following sections we first present
our work on the first three tasks in constructing a graphical model.

Variables in the System. The column headers, the table cells and the relation
between columns in a table represent the set of variables in an interpretation
framework.

Graphical Representation. We choose a Markov network based graphical
representation,since the interaction between the column headers, table cell values
and relation between table columns are symmetrical. The interaction between
a column header and cell values in the column is captured by inserting an edge
between the column header and each of the values in the column in the graph.
To correctly disambiguate what a table cell value is, evidence from the rest of the
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values in the same row can be used. This is captured by inserting edges between
every pair of cell values in a given row. Similar interaction exists between the
column headers and is captured by the edges between every pair of table column
headers.

Parametrizing the Network. To represent the distribution associated with
the graph structure, we need to parametrize the structure. One way to parametrize
a Markov network is representing the graph as a factor graph. A factor graph is
an undirected graph containing two types of nodes : variable nodes and factor
nodes. A factor node captures and computes the afinity between the variables
interacting at that factor node. Variable nodes can also have associated “node
potentials”. Our parametrized model has two node potentials - ψ1 and ψ2 and
three factor nodes - ψ3, ψ4 and ψ5.

The node potential ψ1 captures the affinity between the column header string
in the table and the class to which the column header is being mapped, i.e.,
the affinity between State and dbpedia:AdminstrativeRegion. We define ψ1 as the
exponential of the product of a weight vector and a feature vector computed for
column header. Thus, ψ1 = exp(wT

1 .f1(Ci, LCi)), where w1 is the weight vector,
LCi is the class label associated with column header Ci. The feature vector f1

is composed of the following features : the Levenshtein distance, Dice score [16],
semantic similarity between the column header string and the class label and the
information content of the class label. We use the semantic similarity measure
defined in [4].

We also compute the Information content for a given class in an ontology.
Based on the semantic similarity and information content measures defined in
[13], the information content for a class in given ontology is defined as follows:
I.C(LC) = −log2[p(LC)] where p(LC) is the probability of the class LC . We
compute the probability by counting the number of instances that belong to the
class LC and divide it by the total number of instances. More specific classes
in an ontology present more information as compared to more general classes.
For example it is better to infer that a column header is of type of dbpedia-
owl:City as compared to inferring that as dbpedia-owl:Place or owl:Thing. The
information content measure precisely captures that.

ψ2 is the node potential that captures affinity between the string in the ta-
ble cell and the entity that the cell is being mapped to, for example, affinity
between Baltimore and dbpedia:Baltimore Maryland. We define ψ2 as the expo-
nential of the product of a weight vector and a feature vector computed for a
cell value. Thus, ψ2 = exp(wT

2 .f2(Ri,j , Ei,j)), where w2 is the weight vector, Ei,j

is the entity associated with the value in table cell Ri,j . The feature vector f2

is composed of the following features : Levenshtein distance, Dice score, Page
Rank, Page Length and Wikitology[17] index score. Along with a set of similarity
metrics, we choose a set of popularity metrics, since when it is difficult to disam-
biguate the more popular entity is more likely the correct answer. Presently, the
popularity metrics are Wikipedia based metrics, but these can be easily changed
and adapted to a more general sense of popularity. The weight vectors w1, w2

can be learned using standard machine learning procedures.
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ψ3 is a factor node that captures the affinity between the class label assigned
to a column header and the entities linked to the cell values in the same column.
The behavior (function) of the factor node is still to be defined. ψ4 is a factor node
that captures the affinity between the entities linked to the values in the table cells
in a given row in the table, i.e., the affinity betweendbpedia:Baltimore Maryland,
dbpedia:Maryland dbpedia:Stephanie Rawlings-Blake. We define ψ4 as the prod-
uct of Point wise mutual information between each pair of entities in the given
row. Thus, ψ4 = Πi,k,i�=kPMI(Ei,j , Ek,j), where PMI(Ei,j , Ek,j) computes the
point wise mutual information between the entity Ei,j in column i, row j and Ek,j

in column k, row j. Point wise mutual information between any two entities will
provide us the association between the two – in some sense it is the probability
of their co-occurrence. If the entities are associated (which will be the case in the
context of table rows), PMI will be high. If the entities are not associated, PMI
will be low.

ψ5 is a factor node that captures the affinity between classes that have been
assigned to all the column headers in the table, i.e., the affinity between dbpedia-
owl:City, dbpedia-owl:AdministrativeRegion dbpedia-owl:Mayor. We again rely
on point wise mutual information to capture the association between the class
labels assigned to column headers. We define ψ5 as the product of Point wise
mutual information between each pair of column headers in the table.

6 Evaluation Plan

We will use two different types of evaluation to measure the effectiveness of
our proposed techniques. In the first evaluation, we will compute accuracy for
correctly predicted class labels for column headers, entities linked to table cells
and relation between columns using the ground truth from the dataset of over
6000 web tables from [8]. While we have proposed a automatic framework for
interpreting and representing tabular data as linked data, it may be helpful to
develop a framework with human in the loop to make the linked data more
useful and customized for certain applications. For such cases, our algorithms
can generate a ranked list of candidates for each of the column headers, table
cells and relation between columns. We will use Mean Average Precision [9]
to compare the ranked list generated by our algorithms against a ranked list
produced by human evaluators.
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Abstract. Trust plays an important part in people’s decision processes
for using information. This is especially true on the Web, which has
less quality control for publishing information. Untrustworthy data may
lead users to make wrong decisions or result in the misunderstanding
of concepts. Therefore, it is important for users to have a mechanism
for assessing the trustworthiness of the information they consume. Prior
research focuses on policy-based and reputation-based trust. It does not
take the information itself into account. In this PhD research, we focus
on evaluating the trustworthiness of Web content based on available and
inferred metadata that can be obtained using Semantic Web technolo-
gies. This paper discusses the vision of our PhD work and presents an
approach to solve that problem.

1 Introduction

Trust plays an important role in the process of consuming data in many dif-
ferent circumstances such as communication between humans or data exchange
between a human and a computer. Untrustworthy data may lead to wrong deci-
sions or may make users misunderstand the concept or story, especially on the
Web which has an abundance of information, but there is a lack of any control
over the quality of its publications. With the incredible increase in the amount
of Web content, it is becoming more necessary for users to be able to evaluate
the trustworthiness of the information they use in order to judge whether to
trust and use it or not. Therefore, having a trust mechanism for users to assess
whether information is trustworthy is important and useful for the proper con-
sumption of such information. However, trust is a subjective issue and dealing
with it is a complicated task because it depends on the context in which the
information is being considered. For example, people would trust a doctor to
provide complete, accurate, and correct information about their health, but not
about their finances.

The Semantic Web [1] is a technology that has been designed to make comput-
ers more intelligent by allowing them to understand the semantics of information
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and process it properly. RDF (Resource Description Framework) is used to de-
scribe things in a way that computers can understand and also to portray the
relationships between those things. Therefore, RDF can be used to represent
metadata about Web resources. It also is used by machines to process this meta-
data in order to provide trust information to users. With this feature, less effort
is needed on the side of humans than if they were to manually assess the trust-
worthiness of the information themselves [12,4]. RDF provides an opportunity
to produce an effective trust model which uses metadata that is available in the
Semantic Web for evaluating the trustworthiness or credibility of Web content.
It also helps the Semantic Web at its current stage to be more successful because
end users can have greater confidence in it.

Recent work on trust has focused on authentication-, reputation-, and policy-
based trust [6,8,2], but it does not consider the content itself. The concept of
content trust was first proposed by Gil and Artz [4]. They defined content trust as
“a trust judgement on a particular piece of information or some specific content
provided by an entity in a given context”. They also described the factors which
influence a user’s decision on whether to trust content on the Web. Moreover,
they introduced the content trust model, which solves the problem of assessing
the reliability of Web resources, by inferring the trustworthiness of the content
of these Web resources [4]. Their work proposed the preliminary concept of con-
tent trust which can be explored more to produce a reasonable model. Similarly,
our work considers the trustworthiness of the information on the Web based on
the sources of that information. Credibility is another concept which is simi-
lar to evaluating the trustworthiness of the information on the Web. It focuses
on studying and analysing factors that influence a user’s decision on whether
to trust the information on the Web. Several works have studied and proposed
criteria for use in evaluating the credibility of Web sites or Web information.
For example, the authority of the source that creates the information, the accu-
racy of the information, the appearance/presentation (such as the user interface,
graphic design, and navigation) and the speed of loading the document [3,11,15].
However, each unique set of criteria presented in the different pieces of research
has its limitations (e.g. it is hard to collect the information based on that cri-
terion directly from the Web or it only slightly reflects the credibility of the
information content itself). Therefore, we have to select the criteria that can
be used in practice and that have a significant impact on the evaluation of the
trustworthiness of Web content.

In this paper, we propose a model to evaluate the trustworthiness of informa-
tion on the Web. This model uses Semantic Web technologies to gather metadata,
which is collected based on our credibility evaluation criteria. The main contri-
bution of our work is integrating metadata to build a data model that can be
used to evaluate the trustworthiness of the information on the Web. We present
these integrated metadata in an easily understandable form to the users who
will, in turn, use this information to support their decisions of whether or not to
trust the information provided on this Web. The rest of this paper is structured
as follows. We review related work in Section 2. In Section 3, we introduce our
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proposed trust model, describe the concept of the model, and discuss the criteria
that we use in our work. In Section 4, we propose our methodology to address the
problem of evaluating the trustworthiness of content and present future work.
Finally, in Section 5, we conclude our work.

2 Related Work

In the early stages of trust research, researchers focused on policy-based and
reputation-based methods. The policy-based method assesses trust based on a
set of rules. Bizer and Cyganiak [2] proposed a framework called WIQA (Infor-
mation Quality Assessment Framework), which is a set of software components
that can be employed by applications in order to filter information based on
quality policies. The reputation-based methods estimate trustworthiness by us-
ing other users’ opinions or recommendations. Several trust metrics have been
studied, and algorithms to compute trust across trust networks or social networks
which have been presented [7,9,14]. The work presented so far focuses on evaluat-
ing the trustworthiness of the entities, which are judged based on their identities
and their behaviours; for example using digital signatures or rating from recom-
mendation system. However, this work did not take the information provided by
such entities into account. More recent research has proposed evaluating trust
based on content. Content trust is a concept which judges the trustworthiness of
data based on features of that content or information resources. Some research
uses RDF or annotations to present information about the source and content
of desired information, which can then be used to determine that information’s
trustworthiness [5]. Other approaches discuss the factors which influence users’
decisions on whether to trust the content and use these factors as criteria to
evaluate the trustworthiness or credibility of information [4,13,3,15,11]. Instead
of considering only the content, the entity that publishes that content should
also be considered– we should assess whether or not authors who provide the
information can be considered trustworthy. Therefore, we should consider both
dimensions (entity and content), and this will help produce a more reasonable
approach to evaluating the trustworthiness of information, and to provide sup-
port for making decisions.

3 The Proposed Model

3.1 Basic Concept

The Semantic Web is an extension of the existing Web, designed with the goal
of letting computers deal with data rather than just documents. It describes
facts about things and how they are related using RDF (Resource Description
Framework) in the form of subject-predicate-object expressions called triples.
RDF allows both structured and semi-structured data on the Web to be com-
bined, exposed and shared across different sources or applications. In addition,
it allows both users and software to follow links to discover more information
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related to these data [10]. Accordingly, the Semantic Web provides a way to
gather metadata that is useful for evaluating the trustworthiness of information
and also provides an opportunity to adopt trust into the Semantic Web itself.

In our work, we define an entity as a source which provides or publishes in-
formation. Therefore, we will evaluate an entity based on its credentials or its
identity. In addition, we also analyse the available metadata to estimate the
trustworthiness of the information on the Web. Therefore, in this paper, we con-
sider the trustworthiness of the information on the Web as an evaluation of the
metadata based on a set of trustworthiness criteria. Our proposed model deals
with integrated metadata which is provided alongside the content of the Web
(explicit metadata) and metadata inferred from a Semantic Web data resource
(implicit metadata). The following sections describe the criteria that we use in
our model and the architecture of the model.

3.2 Evaluation Criteria

Previous research proposed several factors that affect users’ decisions on trusting
content provided by an information resource on the Web [4,13,3,15,11]. These
factors range from the source of that information to the information which is
provided. An example of these factors are the author or the organization which
publishes the information, the graphic design of the Web page, bias, and like-
lihood (the probability of the content being correct). We investigated the cri-
teria from those pieces of research. We found that some of these criteria can
be adopted for implementation in practice, such as the currency criterion that
can be assessed based on the time stamp from the system and the authority of
the information. However, some of these proposed criteria required data that is
difficult to gather or do not have significant impact. For example, the time a
document needs to be loaded may indicate the performance of the system and
may influence trust but it does not reflect the information on the Web itself and
thus it has less impact on the trustworthiness of information.

Figure 1 shows the criteria for evaluating the credibility or the trustworthiness
of the information on the Web which is defined in studies that were discussed
above. It shows that a number of characteristics, such as authority (source), ac-
curacy, currency, and relevance, appear three times across the four studies which
studied different domains and participants. This indicates that these criteria are
the common criteria which can be used across the different circumstances to
evaluate the trustworthiness of the information on the Web and therefore, we
also use them in our approach. In more detail, we consider the following factors:

In conclusion, we selected the following four factors to use in our model since
they have been common factors in several domains and can be adopted for
automatic analysis:

– Authority: The reputation of the source that produced the content. We con-
sider this criterion on two levels, the institutional and the individual level.

– Currency: Whether the content of the document is up-to-date or is regularly
updated.
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Fig. 1. Comparison of Credibility/Trustworthiness Influence Factors in Four Studies

– Accuracy: Whether the information in a document is accurately expressed
i.e. it is grammatically correct and lacks spelling mistakes.

– Relevance: Whether the content meets the users’ needs, which means it is
useful for them.

We use these criteria to evaluate the trustworthiness of content. Our assessment
approach is inspired by Wang et al. [13]. We use a range of metadata, in order
to evaluate the trustworthiness of the information based on each criterion as
follows:

– Authority is determined by the expertise of the author, the author’s creden-
tials and their institutional affiliations (the name of a public organization).

– Currency is calculated as the difference between the time stamp of the cre-
ation of the document or the time stamp of submission of the document and
the current time. In the case that the system provides the time stamp of
the last modification of the document, we will consider this metadata in our
model.

– Accuracy is estimated according to the number of errors that appear in the
document. Specifically, we measure the percentage of words which are spelled
incorrectly or are part of a grammatically incorrect statement.

– Relevance is determined by the proportion of the users’ search terms which
are present in the key areas namely the title and the abstract of the publica-
tion. In addition, we will adopt the ontology concept for finding related terms
and then use these terms to match in the key area in the future work. This
allows the model to match the relevant data more efficiently than matching
only exact keywords in the key areas of the document.

3.3 Architecture

The content trust model consists of three main modules. Specifically, the input,
trustworthiness criteria and metacollection, and output modules, as shown in
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Figure 2. Firstly, the input module gathers information from the Web page
according to the user’s keywords. In addition, our model considers the context
and time frame as input from the environment to the model because evaluating
trustworthiness according to a specific context. Also, the time frame has an
affect on the judgement of whether or not to trust information (information
that was trusted in the past is not guaranteed to be trusted in the future). Our
model takes the time frame into account, since it evaluates the trustworthiness
of the information every time the user interacts with the system. This means the
system obtains the most recent information at the time at which the evaluation
is performed. In other words, the time frame is automatically supplied to system.
Then, the metacollection function will extract metadata provided alongside the
content and aggregate the relevant information of this metadata from Semantic
Web data sources based on the factors in each criterion from the trustworthiness
criteria and the context from the input module. The trustworthiness criteria
define the metadata that the system should collect for each criterion. Finally,
the output module displays the result by presenting those collected metadata in
simple sentences. The aim of this module is to provide the needed information to
support users’ judgement of the trustworthiness of the information on the Web.
As trust is a very subjective notion, it is important to present information about
trustworthiness in meaningful ways to the user. This is a complex problem which
will be an important part of our future work.

Fig. 2. The Content Trust Model Architecture

4 Methodology

Our methodology for evaluating the trustworthiness/credibility of Web content
using Semantic Web technologies has three main phases.

In the first phase, we will build our data model to be used in the system.
We will use an RDF graph to represent the data model, called a metadata
graph. This metadata is gathered from information provided alongside the con-
tent (explicit metadata) along with information from a Semantic Web data store



DC Proposal: Evaluating Trustworthiness of Web Content 331

(implicit metadata). In more detail, the explicit metadata is the data that is
published as RDF, alongside the Web page itself. It can be parsed to obtain
metadata about the information on the page. In contrast, the implicit metadata
is obtained by a query to the Semantic Web data store. We submit a query to
the data store to search for more information based on the explicit metadata.

In the second phase, based on the metadata graph, we provide an explana-
tion of this metadata, in order to present it in an easily understandable format.
We give the information corresponding to each criterion we presented in Sec-
tion 3.2. The explanation process will query the data from the metadata graph
based on the criteria. Then, the system will interpret these metadata as simple
sentences which are then presented to the users as an explanation. As a result,
each criterion produces an explanation which is combined with the explanations
from other criteria. In the initial implementation, we limit the Web content and
Web information to academic publications from the University of Southampton
to show that we can collect explicit and implicit data to evaluate the trust-
worthiness of Web content. We will develop a browser plug-in to present the
explanation to users when they browse the Web. We also consider the case in
which metadata required for a criterion is not available, in which case we will
use other data in the content to help in assessing trustworthiness.

In the third phase, we will evaluate our approach by conducting user based
test cases to test our model and conduct a survey to evaluate our system. We
will use the publications of the Web Science Conference to be a test case because
it is a new conference which has only been established in recent years. Therefore,
there might be less information for evaluating the trustworthiness of the publi-
cations since we have little background knowledge of the authors who are new
researchers in this research area. In addition, the Web Science Conference is a
conference for a new, challenging research area which integrates several domains.
For this reason, it covers a wide area of research which provides a large range of
information. We will evaluate our model by using the questionnaire methodology
from the expertise and the general user. For the expert evaluation, we will set
up the experiment by choosing the information resources to be evaluated. We
will ask the experts to evaluate the trustworthiness of the information. Then,
we will compare the result from the experts and the result from our system. For
a general user, we will build a questionnaire system to ask the user about their
satisfaction with the system when taking part in the group of experiments.

5 Conclusion

In this paper, we proposed a trust model to solve the problem of evaluating the
trustworthiness of the information on the Web from available metadata using
Semantic Web technologies. We proposed a method to collect the explicit and
implicit metadata to build a metadata graph and present this metadata, which
will enable the users to judge whether this information is trustworthy. The results
that have been obtained so far show that, by using Semantic Web technologies,
we can retrieve relevant data and evaluate the trustworthiness of information
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based on its information credibility. For the first phase of the PhD work, we
can build a metadata graph focusing on the authority and currency criteria and
present these metadata to users. In the next step, we will work on dealing with
the missing metadata and evaluating our approach.
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Abstract. Skeletal dysplasias comprise a group of genetic diseases characterized 
by highly complex, heterogeneous and sparse data. Performing efficient and 
automated knowledge discovery in this domain poses serious challenges, one of 
the main issues being the lack of a proper formalization. Semantic Web 
technologies can, however, provide the appropriate means for encoding the 
knowledge and hence enabling complex forms of reasoning. We aim to develop 
decision support methods in the skeletal dysplasia domain by applying 
uncertainty reasoning over Semantic Web data. More specifically, we devise 
techniques for semi-automated diagnosis and key disease feature inferencing 
from an existing pool of patient cases – that are shared and discussed in the 
SKELETOME community-driven knowledge curation platform. The outcome of 
our research will enable clinicians and researchers to acquire a critical mass of 
structured knowledge that will sustain a better understanding of these genetic 
diseases and foster advances in the field. 

Keywords: Decision Support Methods, Semantic Web, Skeletal Dysplasias. 

1   Background and Problem Statement 

Skeletal dysplasias are a heterogeneous group of genetic disorders affecting skeletal 
development. Currently, there are over 450 recognized bone dysplasias, structured in 
40 groups. Patients with skeletal dysplasias have complex medical issues including 
short stature, bowed legs, a larger than average head and neurological complications. 
However, since most skeletal dysplasias are very rare (<1:10,000 births), data on 
clinical presentation, natural history and best management practices is sparse. Another 
reason for data sparseness is the small number of phenotypic characteristics typically 
exhibited by patients from the large range of possible phenotypic and radiographic 
characteristics usually associated with these diseases. Due to the rarity of these 
conditions and the lack of mature domain knowledge, correct diagnosis is often very 
difficult. In addition, only a few centers worldwide have expertise in the diagnosis 
and management of these disorders. As there are no defined guidelines, the diagnosis 
of new cases relies strictly on parallels to past case studies.  

Medical decision support systems can assist clinicians and researchers both in the 
research of skeletal dysplasias, as well as in the decision making process. However, 
the absence of mature domain knowledge and a lack of well documented, well 
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structured past cases has hindered the development of decision support methods. 
Additionally, the general sparseness and disperse nature of skeletal dysplasia data has 
limited the development and availability of authoritative databases via the leading 
clinical and research centres. To make diagnoses, improve understanding and identify 
best treatments, clinicians need to analyze historical dysplasia patient data, verify 
known facts and relationships and discover new and previously unknown facts and 
relationships among the phenotypic, radiographic and genetic attributes associated 
with existing and new cases. In order to do this, they currently need to query many 
heterogeneous data sources and to effectively aggregate diverse types of data relating 
to phenotypic, radiographic and genetic observations. This integration step represents 
a significant challenge due to the extreme heterogeneity of the data models, metadata 
schemas and vocabularies, data formats and inconsistencies in naming and 
identification conventions. 

The above-mentioned issues also limit the potential of successfully applying 
existing or traditional knowledge representation and decision support methods, such 
as Rule Based Systems [1], Neural networks [2], Fuzzy cognitive maps (FCMs) [3], 
Fuzzy Rule based classification [4] or Clustering algorithms [4], to the bone dysplasia 
domain. Creating a decision support model (e.g., a rule base) requires a set of well-
established data models, data acquisition guidelines and mature domain knowledge. 
In this domain, clinicians have to diagnose patients with little or no similarity to past 
cases – this requires the generation of  new evidence by combining existing evidence. 
This scenario combined with the general data scarcity issue has determined that 
distributed ontology reasoning [5] is a necessity within the skeletal dysplasia domain. 
Finally, because the study and understanding of skeletal dysplasias is still relatively 
immature, the justifications underpinning the decisions and the decision support 
methods, also need to be documented. All these elements make the knowledge 
representation and decision support methods in the bone dysplasia domain a very 
exciting and potentially productive area of research. 

2   Aim and Objectives 

Our hypothesis is that representing both the knowledge and the data via Semantic 
Web formalisms, together with the application of inductive and statistical reasoning 
on the resulting knowledge base, can support the development of efficient decision 
support methods in the skeletal dysplasia domain. More specifically, such approaches 
will enable the inferencing of key disease features from an existing pool of patients 
and the semi-automated diagnosis of the specific disease affecting new patients. This 
hypothesis can be further decomposed into the following research questions: 

1. How can the generalized evidential statements (evidences), including their 
probabilistic uncertainties, be induced from existing patient cases stored in a 
Semantic Web knowledge base? 

2. How can we efficiently build a comprehensive ontology that is capable of 
capturing the induced generalized evidences? 

3. How can the probabilistic uncertainty of an evidential statement be incorporated 
to improve the precision of both the evidence learning (inductive reasoning) and 
the statistical reasoning? 
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4. How can the diagnosis of an undiagnosed skeletal dysplasia patient and the key 
features of a particular dysplasia be determined using the induced generalized 
evidential statements (including the associated justification)? 

5. What is the optimum approach for combining existing skeletal dysplasia 
evidential statements to form new evidence? 

In order to answer these research questions, this thesis will aim to achieve the 
following objectives: 

a) The development of an ontology to store generalized evidential statements 
(evidences) that lay the foundation for further reasoning tasks. 

b) Inducing the generalized knowledge (evidences) from the existing patient cases 
and encoding this knowledge in an interoperable manner. 

c) Reasoning with this induced generalized knowledge to develop decision support 
methods. Instead of relying on a mature domain knowledge, or approach is to 
determine solutions directly from similar past examples. Our reasoning approach 
will utilize the generalized and inductive knowledge of past cases, concrete 
problem situations (new cases) and combine the learned knowledge from past 
cases to form new knowledge that will assist in solving specific problems. 

3   Related Work 

Existing online knowledge bases, such as the European Skeletal Dysplasia Network 
(ESDN) (www.esdn.org) and the Queensland Bone Dysplasia Registry (QBDR) 
(http://qbdc.org/bone-dysplasia-registry/) are ideal approaches for encouraging 
community-driven content exchange and curation. However, the underlying content is 
static, lacks formally defined semantics, and lacks decision support methods, thus 
making it difficult for the content to be reused, reasoned across and recombined for 
different purposes. 

Most prior work in representing generalized knowledge for medical decision 
support methods [1-4, 6] use some non-standard formalisms or proprietary formats 
which hinder integration, interoperability and efficient knowledge reasoning. They also 
lead to unjustified results by fusing all generalized knowledge into a black box system 
or assume a mature established domain knowledge. Moreover, some of these previous 
methods cannot evolve over time, due to their shallow knowledge representation 
formalisms. Case-based reasoning [6], on the other hand, cannot combine past 
evidences to form a new evidence for a given problem where no past similar evidence 
exists. This scenario is typical for rare diseases like skeletal dysplasias. It also uses 
non-generalized evidences, which does not guarantee correctness. 

Rule based systems [1] and fuzzy rule-based classification [4] use exact matching 
on rules built on mature and established domain knowledge - which is inapplicable in 
a domain that suffers from data sparseness. The neural network approach [2], cannot 
provide justification for the resulting knowledge because it fuses all the evidence into 
the internal weights, whereas in the skeletal dysplasia domain, justification is very 
important to both clinicians and researchers in order to understand the underlying 
causal elements.  

It is widely accepted that uncertainty is an indispensable aspect of medical data. 
Bayesian reasoning [7], a widely used probability formalism, presents issues when 
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applied in this domain due to the estimation of the prior and conditional probabilities.  
Fuzzy sets are commonly used models to manage vagueness and imprecision in the 
medical domain [8]. Dempster-Shafer theory [9] is an alternative to representing 
probabilistic uncertainty mathematically. This is a potentially valuable tool to be used 
in the decision making process when precise knowledge is missing [9]. An important 
aspect of this theory is the combination of evidence obtained from multiple sources 
with the computation of a degree of belief that takes into account all the available 
evidence. Finally, as opposed to Bayesian reasoning, Dempster-Shafer theory does 
not require an estimation of the prior and conditional probabilities of the individual 
constituents of the set. 

Today’s decision support systems require the automatic integration of knowledge 
from multiple sources. However, the lack of interoperability and standard formalisms 
impede these systems to take advantage of the connectivity provided by the Web.   
Decision support systems [10, 11]  using Semantic Web standards are being 
developed to overcome the above challenges. Semantic Web rule-based reasoning has 
been used for domain specific decision support methods, for example, in the Ambient 
Intelligence domain [12]. However, such approaches cannot make use of underlying 
trends in instance data that have not been encoded as ontological background 
knowledge and cannot handle probabilistic uncertainties within the knowledge. 
Moreover, they cannot form new evidence by combining existing evidence via 
reasoning, where there exist no prior examples. 

A recent related effort [11] presents a novel fuzzy expert system for a diabetes 
decision support application using a 5-layer fuzzy ontology and a semantic decision 
support agent. However, as with its predecessors, this system also depends on mature 
and established domain knowledge, and uses fuzzy rule-based reasoning [13], which 
follows an exact matching approach. 

Medical decision support systems have emerged from the co-evolution of research 
in decision support systems and medical informatics. In [14], a Semantic Web based 
Clinical Decision Support System is presented to provide evidence-guided 
recommendations for follow-up after treatment for Breast Cancer. ControlSem [15], a 
medical decision support system using Semantic Web technologies, was developed 
with the goal of controlling medical procedures. Similarly, in [16], the authors present 
a medical expert system for heart failure. These expert systems use general purpose 
rule base reasoning (deductive reasoning) [13] because the underlying domain has 
well-defined rules and a mature background knowledge. 

4   Research Plan 

We aim to develop decision support methods via an ontology-based interoperable 
framework tailored towards the skeletal dysplasia domain. This research combines 
ontological techniques with inductive and statistical reasoning techniques, and will be 
integrated within the SKELETOME1 community-driven knowledge curation platform. 
Figure 1 presents the high level building blocks of the framework. The SKELETOME 
ontology2, developed to capture the essential knowledge of skeletal dysplasia domain, 

                                                           
1  http://itee.uq.edu.au/~eresearch/projects/skeletome/ 
2  http://purl.org/skeletome/bonedysplasia 
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is a foundational prerequisite of our framework. While the SKELETOME ontology 
stores past and newly emerging patient cases, the Evidence ontology stores 
generalized evidences. Taking into account the lack of mature domain knowledge, the 
evidence extraction process induces generalized evidences from the existing patient 
cases and encodes the resulting knowledge in the Evidence ontology.  Reasoning over 
the induced generalized evidences enables the development of the targeted decision 
support methods, i.e., automated diagnosis and identification of key disease features. 

 

Fig. 1. Research methodology – building blocks 

SKELETOME Ontology: The main role of the SKELETOME Ontology is to 
improve the highly static and rigid format of the ISDS Nosology [17], by enabling a 
more flexible classification of the disorders and integration with existing Web 
resources, such as the Gene Ontology, the Human Phenotype Ontology and the NCI 
Thesaurus. This ontology captures the complex relations between the phenotypic, 
radiographic and genetic elements that characterize all skeletal dysplasias. 
 

Evidence Ontology: The Evidence Ontology models uncertainty (both fuzzy / 
vagueness and probabilistic uncertainty) by re-using concepts from Fuzzy Theory, 
such as fuzzy value, fuzzy variable, fuzzy set, membership value, fuzzy term and 
probabilistic uncertainty. It enables the representation of uncertain generalized 
evidences and helps to simplify uncertain knowledge representation in OWL.  OWL 
cannot encode Fuzzy and probabilistic uncertainty semantics. The crisp syntax of 
OWL DL will be used with the Evidence ontology to enable the encoding of Fuzzy 
and probabilistic uncertainty semantics. 

Evidence Extraction Process: Generalized evidence extraction from past patient 
cases stored in the SKELETOME ontology is a crucial prerequisite for the 
implementation of the automated diagnosis and key feature inference capabilities. 
Without the extracted evidence, uncertainty reasoning cannot be performed. The 
actual extraction process will use Machine Learning techniques, and more 
specifically, a level wise search algorithm [18] that is able to infer evidences from the 
instances of the SKELETOME ontology concepts, made available by domain experts. 
The effectiveness of the method will be evaluated empirically. An updating module 
will be developed to ensure the continuous synchronization of the Evidence ontology 
instance base with the current patient repository. 

Automated Diagnosis Reasoning: Clinicians can determine, to a level of 
approximation, possible diseases based on the medical symptoms that the patient 
presents. The vagueness (fuzziness) of medical symptoms is modelled by the 
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fuzzy set concept in the Evidence ontology. The probabilistic uncertainty of the 
medical fact is modelled by attaching a confidence/conditional probability value 
to each evidence. The automated diagnosis will infer a possible skeletal dysplasia 
based on a set of symptoms using Dempster–Shafer theory and fuzzy set theory 
(see Fig. 2). Generalized evidences are represented using the Evidence ontology, 
stored in the SKELETOME knowledge base and include probabilistic uncertainty 
values based on existing phenotype, radiographic and genetic information. The 
candidate hypothesis for an undiagnosed patient will be computed via reasoning. 
Dempster–Shafer theory will then be applied to the set of patient symptoms to 
determine the diagnosis based on the evidence stored in Evidence. In our case, the 
Dempster–Shafer calculation will only consider fuzzy terms, linguistic variables 
and probabilistic uncertainty, excluding the membership value of each fuzzy term.  

 

Fig. 2. Automated diagnosis reasoning based on a set of symptoms 

Key Feature Reasoning: A key feature is a feature that is deemed highly characteristic 
of a specific skeletal dysplasia (for example, short fingers are a characteristic of 
Platyspondylic Lethal skeletal dysplasia). Inferring the key feature of a skeletal 
dysplasia from diverse phenotypic or genetic information is critical for the diagnosis of 
new patients. To determine such key features, our algorithm (depicted in Fig. 3) firstly 
determines the candidate hypotheses from the evidence stored in the Evidence 
Ontology. Then it applies domain-oriented ranking functions on the candidate 
hypotheses and presents the top K to the clinician using the system. 

 

Fig. 3. Finding the Key Feature of a Dysplasia 

5   Evaluation 

The results of our research will be evaluated empirically. The patient cases used for 
evaluation will be collected from the ESDN and the QBDR - 90% of the cases will be 
used to construct our knowledge base, while the rest will act as test cases.  

Evaluating the Decision Support Methods: The decision support methods will be 
evaluated on the basis of following criteria: (1) Decision-Making Effectiveness; (2) 
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Performance; (3) Ease of use and understating; (4) Scalability. Effectiveness will be 
measured using experimental methods combined with a usability study. Three metrics 
will be used to assess effectiveness: Accuracy, Precision and Recall. For the 
automated diagnosis aspect: Accuracy is the overall percentage of correctly diagnosed 
cases; Precision is the percentage of the correct diagnoses of a particular dysplasia; 
and Recall is the percentage of cases of a particular dysplasia that were correctly 
identified. For the key feature reasoning aspect: Accuracy is the overall percentage of 
correctly extracted features; Precision is the percentage of correctly selected key 
features and Recall is the percentage of dysplasias associated with a particular key 
feature that were correctly identified. To measure the performance of the decision 
methods, the following metrics will be used: Run time, Load time, Memory usage 
(main memory), and Memory usage (disk storage). The ease of use and understanding 
will be determined via a questionnaire with Likert-scale answers. We will define the 
testing environment and set of tasks to be performed by the participants. Observation 
data will also be collected from the usability study and used to complement to 
questionnaire. Scalability will measure how the methods scale as the number of 
patients in the KB increases. We will test our decision support methods against a 
number of different sized instance datasets and observe the changes in response times. 
 

Evaluating the Evidence Ontology: Task-based evaluations [19] will be used to 
measure the generalized uncertain evidence representation capability of the Evidence 
ontology. A set of use-cases, formulated as parameterized test questions and answer 
keys will be leveraged to characterize the ontology in terms of accuracy, insertion 
errors, deletion errors and substitution errors. 
 

Evaluation of the Evidence Extraction Process: To quantitatively assess the quality 
of the evidence extraction process, we will measure the evidence retrievability (recall) 
[20] and the evidence spuriousness (precision) [20]. Evidence retrievability measures 
how well the underlying trends in past data have been discovered. Although 
retrievability provides a good estimate of the fraction of detected patterns in the data, 
it does not provide an estimate of the quality of the found patterns. The quality of a 
pattern will be measured using spuriousness, which quantifies the number of items in 
the pattern that are not associated with the matching base pattern. 

6   Conclusions 

No prior research has investigated knowledge integration and decision support 
methods for the skeletal dysplasia domain - although it suffers from two important 
problems: (1) existing data is represented in a heterogeneous and non-interoperable 
manner, and (2) there are no mechanisms for building a consolidated and evolving 
knowledge base to support the decision making process. Our proposed research aims 
to address these problems by (1) using Semantic Web standards to formalize both the 
knowledge and data in the domain; (2) developing decision support methods based on 
past patient case studies, combined evidence and aggregated knowledge discovery. 
We believe that this research will advance the knowledge of the skeletal dysplasia 
community and expedite their understanding and diagnosis of skeletal dysplasias. 

Acknowledgments. The work presented in this paper is supported by the Australian 
Research Council (ARC) under the Linkage grant SKELETOME - LP100100156. 
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Abstract. Since the Linked Data is continuously growing on the Web,
the quality of overall data can rapidly degrade over time. The research
proposed here deals with the quality assessment in the Linked Data and
the temporal linking techniques. First, we conduct an in-depth study of
appropriate dimensions and their respectively metrics by defining a data
quality framework that evaluates, along these dimensions, linked pub-
lished data on the Web. Second, since the assessment and improvement
of the Linked Data quality such as accuracy or the resolution of het-
erogeneities is performed through record linkage techniques, we propose
an extended technique that apply time in similarity computation which
can improve over traditional linkage techniques. This paper describes the
core problem, presents the proposed approach, reports on initial results,
and lists planned future tasks.

Keywords: Linked Data Quality, Quality Assessment, Temporal
Linking.

1 Problem Definition

Data quality is an important issue for data driven applications which should be
deeply investigated and understood. As a consequence of non controlled quality
of the data that flows across information systems, the overall data can rapidly
degrade over time. The literatures provides a wide range of techniques used to
assess and improve the quality of data, such as record linkage, business rules,
and similarity measures [2]. However, the quality becomes more complex and
controversial as a consequence of networked-based structure (such as the web),
where the amount of data evolve and it becomes more complex to be controlled.

Our focus is based on the assessment of data sets represented by structured
data published on the web, known as Linked Data [4]. The aspect of quality in
Linked Data is considered as an important task to consumers for a number of
obvious reasons: they need data to be correct, thus, they need to have the ability
to select and compare data from different sources to detect and correct errors in
the data sets. Missing values or duplication can lead to applications not realizing
the full potential of exchanging data.
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Techniques as record linkage are mostly used to assess and improve the data
quality of the information systems. Although these techniques have been adapted
in the Linked Data context [11], they ignore as well as the traditional one that
real-world entity can evolve over time and can fall short for temporal data.
For example, a person can change her phone number and address and so facts
that describe the same real-world entity at different times can contain different
values. Identifying entities that refer to the same concept enables interesting
longitudinal data analysis over such data. Thus, the representation of temporal
entities within the Linked Data cloud is an essential step of the linking which
provide linking in a temporal context and likewise evaluate the quality of the
Linked Data.

As a possible scenario, we can consider the Digital Bibliography & Library
Project (DBLP)1, published as Linked Data. It is one of the largest collection of
bibliographic metadata about computer science publications over many decades.
Although in general the DBLP data is of a very high quality, we have noticed
some quality problems by querying that data. We wish to identify individual
authors such that we can list all publications by each author. This data set con-
tains temporal entities over a long period of time; each entity is associated with
a time stamp and describes some aspects of a real-world entity at that particular
time. A necessary extension to the traditional linking should be approached by
incorporating the time concept to the entities.

In particular, this PhD work will concentrate on assessing the quality of Linked
Data which is divided into two parts. First, to solve the above mentioned prob-
lem we aim at providing data quality dimensions as well as related metrics and
validation tools which are mandatory for the assessment of quality of the pub-
lished data (Linked Data). Second, as a continuously work of quality assessment
we aim at providing an in-depth study about the matching heuristics defined in
the context of Linked Data and the application of the approach proposed in [16]
for linking temporal facts that describe the same real-world entity over time and
so be able to trace the history of that entity.

2 State of the Art

Quality Aspect in Linked Data

The assessment of data quality is considered as a continuous cycle involving four
major steps: the definition of quality dimensions, measuring these dimensions
through sound and measurable metrics, and analyzing the results [21]. Starting
from some previous works which describe six most important classifications of
quality dimensions, it is possible to define a basic set of data quality dimensions,
including accuracy, completeness, consistency, and timeliness. Concerning the
Web, a model that associates quality information with Web data is proposed
in [18]. Several dimensions are considered, such as volatility, completability, and
semantic and syntactic accuracy.
1 http://dblp.l3s.de/d2r/
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Linked Data, as all the data driven application need a thorough assessment.
But the assessment of Linked Data poses a number of unique challenges: due to
the structured nature of Linked data published in an open environment such as
the web. A comprehensive study of various problems related to the quality in
Linked Data have been conducted in [13]. In fact the use of incompatible levels
of abstraction makes complex a true context-sensitive analysis in elaborating
query answering and visualization scenarios. Broken links in Linked Data or
the ambiguous use of owl:sameAs are some of the data quality errors that can
reduce the usability of a Linked Data approach. Broken Linked Data appears
when it is impossible to retrieve the content of structured data due to server
errors or the general unavailability of a reference. The owl:sameAs property is
used to connect different data element to support semantic data integration.
That is, any two URI references connected by owl:sameAs should be the same
thing. But in reality, the correctness cannot be ensured and some analysis in
the literature underline the different semantic associated by different designers
to the owl:sameAs properties. Therefore, the authors in [9] conduct an empirical
study and proposed several components of a general strategy for integrating and
fusing information from the URIs in an owl:sameAs network. An approach has
been proposed for quality and trustworthiness assessment based on provenance
information in [10]. A description of dimensions and related metrics for the
assessment of Linked Data are partly a contribution of Web community [1].
With the goal to evaluate a quality-driven information filtering a framework is
proposed in [3] which supports information consumers in their decision whether
to accept or reject information. This framework requires the contribution of the
consumer on writing the policies.

Temporal Linking Aspects in Linked Data

Record linkage considers a set of records as input and discovers which of them
refers to the same real-world entity, even if the records are not identical. They
typically relies on string comparison techniques which compare multiple proper-
ties of the entities that are to be interlinked. The first studies were introduced
in the statistic community [7]. Record linkage, also called identity resolution or
duplicate detection, is a well-known problem in database community [5] as well
as in the ontology matching community [6].

Recently, this approach is finding application in a new community such as
the Linked Data. The usual approach uses automatic or semi-automatic record
linkage heuristics to generate links between data sources. Silk − a Link Discovery
Framework is a toolkit used for discovering and maintaining data links between
Web data sources [20].

Considering the time evolution of entities in the the record linkage, some
approaches have been developed [16]. The value evolution over time has been
addressed in [16] by introducing the concept of decay applied in a global fashion.
This approach could be also employed in our solution. Within the Semantic Web
community, the representation of temporal information encodes the semantics
into a time ontology which describes the temporal content of Web pages and
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the temporal properties of Web services [12]. Some other existing approaches
include temporal RDF for the representation of temporal information which
introduce time in RDF by assigning a number t for the temporal validity of
a triple [8]; versioning which suggests that the ontology has different versions,
one per instance of time [15]; named graph to implement temporal graphs which
were designed to handle statements temporal validity [19], etc. There is also
another approach based on tracing knowledge evolution over time which extract
temporal facts to build a large-scale temporal information system [22].

3 Proposed Approach and Methodology

The contribution of this PhD work is twofold: (i) enrich the actual quality as-
sessment framework defined in [3] by adding a new component composed by a
set of quality dimensions, new measures and validation tools for higher quality
of the published data; (ii) define new algorithms for performing linking between
two data sets considering the temporal aspect of entities in the Linked Data.

In the following, we give an overview of the methodology which we want to
follow to come up with the aforementioned contributions.

New Component for Data Quality Assessment

While there are significant overlaps, our approach focuses on assessing the quality
of structured data on the web by defining a ”filtered” set of quality dimensions
which fit better to the user or application requirement, rather than a continu-
ously creation of new dimensions and separated methodologies. In this context
we introduce the concept of Data Profiling (DP) defined as the application of
data analysis techniques to existing data sources for the purpose of determin-
ing their quality. Therefore, the aim of this work is to define a data quality
framework as a set of guidelines and techniques that, starting from input in-
formation describing a given application context, defines a rational process to
assess and improve the quality of published data. Furthermore, our intent is
to drive through an automatic or semi-automatic data quality approach. The
achievement of an automatic data quality framework raises complex research
issues and challenges, which we intend to tackle in this PhD. More precisely, we
will focus on the creation of a repository of quality dimensions that are interest-
ing for Linked Data purpose (both consumer and producer view point), for each
dimension at least one metric (subjective or objective) and a framework able to
analyse the data sources by means of probes that implements the above defined
metrics. Results of this analysis will be shown in a dashboard so that it could
be easier to understand the quality of exposed data source.

As a first step work we introduce a framework based on green engineering
aspects where we have extracted only 9 of the original 12 principles with a
short description, the dimensions in which they expand and measures for the
assessment of linked data on the Web. [14]. The evaluation of the data will
be done through validators which will consist of open source or off-the-shelf
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algorithms offered in the Web of Data community, as well as new validators (e.g.
to check comprehensibility) that we are implementing.

Temporal Linking in Linked Data

The approach followed in this paragraph is inspired by legacy related work for
structured data from the database community since the record linkage techniques
are used to assess and improve the quality. In fact, if data quality issues are related
to the accuracy and completeness dimensions which represent a quality aspect of
the data then the improvement method is targeted to the record linkage technique.

However, the temporal record linkage gain an important role since it goes fur-
ther from the traditional record linkage for the quality assessment. Therefore, con-
sidering the temporal aspects within the Linked Data is an essential step in order
to provide connection of the same entities expressed in different time stamp.

A first step of defining a temporal record linkage will be targeted at transfer-
ring techniques from relational databases to the Linked Data environment [17].
For instance, it has been observed that the record linkage is a well-known prob-
lem in database community [5] and many of the techniques from these fields are
directly applicable in the Linked Data context [11]. Thus, we will appropriately
adapt the use of ”time decay”, which aims to capture the effect of time elapse on
entity value evolution. As an example, let us consider RDF triples that describe
paper authors. Let consider two real world persons: A1 and A1’.

In Figure 1 we have author A1 who was at ”The Open University” in year
Y1; then A1 moved to ”University of Milan Bicocca” in year Y2; A1’ describe
another entity, this author moved from ”University of Milan Bicocca” in year
Y3 to ”Karlsruhe Institute of Technology” in year Y4.

Despite the challenges, temporal information does present additional evidence
for linkage. We can notice that the if we consider A1 and A1’ as the same person
he is moving back and forth from one university to another. Exploring such
evidence would require a global view of the facts with the time factor in mind.
In particular we want to apply the concept of false positive and false negative
related to the time decay. In particular, we consider false negative when there
are changes on a value then it is not necessarily considered that these values are
referring to different entities; we consider false positive when a value remain the
same with a long time gap then it is not referring to the same entity. Afterwards
we plan to learn decay from labelled data and apply it when computing links
between entities.

An overview of what will be followed during the research is briefly described
below. First, when creating explicit data links between entities, the traditional
link discovery technique reward high value similarity and penalize low value
similarity. However, as time slip away, values of a particular entity may evolve.
Meanwhile, different entities are more likely to share the same value(s) with a
long time gap. Thus, decay is introduced to reduce the penalty for value dis-
agreement and reward for value agreement over a long period. We expect to
have better results by applying decay in similarity computation.
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<http://dblp.l3s.de/.../publications/P1>  dc:creator  <http://dblp.l3s.de/.../authors/A1> 
<http://dblp.l3s.de/.../authors/A1> opus:has_affiliation <http://open.ac.uk>  
<http://dblp.l3s.de/.../authors/A1> foaf:homepage <http://www.open.ac.uk/A1>  
<http://dblp.l3s.de/.../publications/P1> dcterms:issued ''Y1'' 
<http://open.ac.uk>  rdfs:label ''The Open University''

<http://dblp.l3s.de/.../publications/P2> dc:creator <http://dblp.l3s.de/.../authors/A1>  
<http://dblp.l3s.de/.../authors/A1> opus:has_affiliation <http://www.disco.unimib.it>  
<http://dblp.l3s.de/.../authors/A1> foaf:homepage <http://www.disco.unimib.it/A1>  
<http://dblp.l3s.de/.../publications/P2> dcterms:issued ''Y2''   
<http://www.disco.unimib.it> rdfs:label ''University of Milano-Bicocca''

<http://dblp.l3s.de/.../publications/P3> dc:creator <http://dblp.l3s.de/.../authors/A1'>  
<http://dblp.l3s.de/.../authors/A1'> opus:has_affiliation <http://www.disco.unimib.it>  
<http://dblp.l3s.de/.../authors/A1'> foaf:homepage <http://www.disco.unimib.it/A1>  
<http://dblp.l3s.de/.../publications/P3> dcterms:issued ''Y3''
<http://www.disco.unimib.it> rdfs:label ''University of Milano-Bicocca''

<http://dblp.l3s.de/.../publications/P4> dc:creator <http://dblp.l3s.de/.../authors/A1'>  
<http://dblp.l3s.de/.../authors/A1'> opus:has_affiliation <http://www.kit.edu>  
<http://dblp.l3s.de/.../authors/A1'> foaf:homepage <http://www.kit.edu/A1> 
<http://dblp.l3s.de/.../publications/P4> dcterms:issued ''Y4'' 
<http://www.kit.edu/> rdfs:label ''Karlsruhe Institute of Technology''

Fig. 1. An example of RDF triples that describe the evolution of the entity author

4 Results and Conclusions

The PhD work is now in the first year. Current work involves analysing the data
quality dimensions addressed by several research efforts. The results so far are:
literature study on data quality methodologies by a comparative description,
create a framework to be able to provide a set of dimensions and their respective
measures for helping the consumer or the publisher on evaluating the quality
of their Linked Data. Related to the second contribution we firstly considered
a comparison of interlinking approaches. The idea was to verify if there exist a
full cover of all steps presented in the traditional record linkage activity. The
approach we considered was the following: (i) define the main steps present in
the record linkage (ii) evaluate the current works based on those steps (iii) define
the problems and future works.

In Figure 2 we can see the works2 considered in this comparison which operate
principally on the instance matching level. The basic idea is that only one or two
of them cover all the steps used in the record linkage task. A key aspect has been
underestimated so far in the research in the linking task, in particular the Search
Space Reduction step. This step has been deeply investigated only in two works.
Therefore, in the Search Space Reduction there are no many methods proposed
to reduce efficiently the number of entity comparisons. Finally, we can conclude
that a lot of works need to be done to improve the quality of linking techniques

2 http://dl.dropbox.com/u/2500530/Linked%20Data%20vs%20Record%
20Linkage.pdf
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Fig. 2. A comparison of linking approaches in the Linked Data

in the Linked Data. With the perspective of improving the interlinking between
data sets we concentrate on linking with temporal information such that to
capture the effect of elapsed time on entity value evolution. We define a use case
for applying the approach explained earlier. We consider that this work will be
very beneficial for the above reasons.

In our future work, we will focus on the effectiveness of the assessment mea-
sures defined in the framework based on their nature (subjective or objective).
We especially would be interested to investigate the role of the temporal linking
technique in the overall framework, e.g., how some of the dimensions defined in
the framework will be processed by the temporal linking technique to achieve
better results.
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Abstract. Semantic Web technologies are becoming more interleaved with geo-
spatial databases, which should lead to an easier integration and querying of spa-
tial data. This is fostered by a growing amount of publicly available geospatial
data like OpenStreetMap. However, the integration can lead to geographic incon-
sistencies when combining multiple knowledge bases. Having the integration in
place, users might not just issue a points-of-interest search, but rather might be in-
terested in regions with specific attributes assigned to them. Though, having large
amounts of spatial data available, standard databases and reasoners do not provide
the means for (quantitative) spatial queries, or struggle to answer them efficiently.
We seek to combine spatial reasoning, (nonmonotonic) logic programming, and
ontologies for integrating geospatial databases with Semantic Web technologies.
The focus of our investigation will be on a modular design, on efficient process-
ing of large amounts of spatial data, and on enabling default reasoning. We pro-
pose a two-tier design related to HEX-programs, which should lead to a plausible
trade-off between modularity and efficiency. Furthermore, we consider suitable
geo-ontologies to semantically annotate and link different sources. Finally, the
findings should lead to a proof-of-concept implementation, which will be tested
for efficiency and modularity in artificial and real-world use cases.

1 Background and Problem Statement

Fostered by a popular demand for location-aware search applications, linking and query-
ing spatial data has become an active research field. At the same time, governments open
up their official datasets for public use, and collaborative projects like OpenStreetMap
(OSM) are becoming large sources of spatial data (http://www.openstreetmap.org/). In
this context, geospatial databases are the backbone for storing and querying these data.
Hence they have been extensively studied by the Geographic Information Systems (GIS)
community (cf. [9,18]).

Geospatial databases often have the drawback that querying them is complicated,
inference mechanisms are virtually non-existent, and extending them is difficult. In
response, Semantic Web technologies are becoming more interleaved with geospatial
databases [5,24], which should lead to an easier integration and querying of spatial
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data. The integration should happen on several levels. First, the different data sources
have to be linked to concepts and roles of different (often predefined) ontologies. Af-
ter having several ontologies and their assertions in place, they have to be merged or
linked in a certain manner. However, on the spatial level, linking can cause geographic
inconsistencies, e.g., if the same place is located on different coordinates because of
imprecise data. On the logical level, inconsistencies arise by introducing contradictions
in the joint knowledge base (KB). Searching and retrieving location-based information
is possible with a working integration. But users might be interested in areas with spe-
cific attributes assigned to them instead of searching plain or semantically annotated
points-of-interest (POIs). For example, the walk-ability of a certain neighborhood in a
city could be of interest (cf. http://www.walkscore.com/). However, having spatial data
of larger cities or even countries, standard tableaux-based reasoners do not provide the
means for (quantitative) spatial queries or struggle to answer them efficiently.

We seek to combine spatial reasoning, (nonmonotonic) logic programming rules
(such as Answer Set Programming [6], Prolog [2], or Semantic Web Rule Language
(SWRL) [17]), and ontologies for interleaving the different approaches. Besides hav-
ing rules to formalize spatial integrity constraints [1], rules opens a way to qualitative
spatial reasoning with the Region Connection Calculus (RCC) being applied on top
of ontologies and spatial data [15]. Several authors have considered these combina-
tions. We distinguish between heterogeneous and homogeneous combinations, where
heterogeneous combinations can be separated into loose couplings and tight integra-
tions. Grütter et al. focus on enhancing ontologies with spatial reasoning based on RCC
and SWRL-rules to capture dependencies between different administrative regions [15].
In [1], a combined framework based on Description Logic Programs (DLP) was intro-
duced. This approach considers the coupling with a spatial databases and the focus on
the formulation of spatial constrains. With PelletSpatial and DLMAPS, there has been
proof-of-concept implementations of qualitative spatial reasoning in a Description Log-
ics (DL) reasoner, featuring consistency checking and spatial query answering [27,28].

Modularity as a design goal enables the integration of external computation sources,
which could be a DL reasoner, spatial data sources, or computational geometry engines.
With efficiency as a goal, we have to identify efficient external computation sources, op-
timize information flow between them, and prune intermediate results. We need to put
a particular focus on the trade-off between expressivity and performance first, and be-
tween pre-computation and on-demand calculation of queries thereafter. We will try to
capture nonmonotonic notions such as reasoning by default to express exceptions. For
example, it is important to express statements such as “by default all restaurants in a
city are non-smoking,” but we like to state some exceptions with a smoking permission.
Concluding from the points above, we will focus on the following research questions:

– Given the focus of our investigation on modular design, efficiency, and nonmono-
tonic reasoning, which will be the most suitable architecture for a framework of
combining spatial data, rules, and ontologies?

– What methods are feasible to infer certain regions from a selected point set? And,
how to deduce attributes from the created regions? For example, we would like to
investigate which point sets (e.g., cafés, restaurants, or pubs) make up a suitable
neighborhood for dining.

http://www.walkscore.com/
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– Considering several spatial data sources like OSM or Open Government Data
(OGD), how can we combine this sources using logic programs as an integration
mechanism?

– How does the framework behave for query answering over large data sets (e.g., the
OSM data set of Austria)? And how does it perform in an artificial test environment
and further under real-life conditions in an e-government and public transit system.

2 Related Work

A well known top level ontology is GeoOWL, which keeps a strict distinction between
the geographic object, called Feature, and its footprint, called Geometry (http://www.w3.
org/2005/Incubator/geo/XGR-geo/). Furthermore, GeoNames is a feature-centric geo-
graphical database containing about 7.5 million unique features (http://www.geonames.
org/). In particular the categorization in nine top-feature (such as area feature, road fea-
ture, building feature, etc.) and corresponding sub-features (e.g., street, railroad, trail)
are of interest. The creators of GeoNames also created an OWL ontology, which is
very instance-heavy, with just a few concepts defined. Coming from the field of per-
vasive computing, the Standard Ontology for Ubiquitous and Pervasive Applications
(SOUPA) is a general ontology, which covers the domain of space, time, actions, and
agents [8]. The top concept SpatialThing is divided into the sub-concepts Geographi-
calSpace and RCCSpatialRegion. Different from other frameworks, the RCC calculus
is considered as a concept instead of a set of transformation rules.

RCC8 is a fragment of RCC, where eight binary predicates are defined for represent-
ing the relationships between two regions [3,23]. Drawing from the close connection
between DL and Modal Logics, and between RCC8 and Modal Logics, Katz and Cuenca
Grau defined a translation from RCC8 into DL. This is achieved by defining a DL con-
cept for every region and a set of translation rules for every RCC8 constructor [19].

Smart et al. and Abdelmoty et al. [26,1] address the need for rules to extend
geo-ontologies and facilitate spatial reasoning. This is mainly due to the limited ex-
pressivity of OWL. They identify two possible extensions, namely the formulation of
spatial integrity constraints and rules for spatial relationships between objects in space.
They developed a geo-ontology framework which is split into three components: a geo-
ontology management system, a spatial reasoning engine, and an error management
system [26,1]. In [28] the authors describe a framework which focuses on four differ-
ent ideas. The first approach deals with compiling the spatial relationships to the ABox
and using nRQL as a query language. Another approach is a hybrid concept, where the
ABox is associated with a Space Box (SBox) containing a set of spatial ground atoms
which represent the whole spatial information. For querying the SBox, nRQL [16] is
used, which is extended with spatial query atoms. In another approach, the ABox is
extended again with an SBox, but spatial assertions are computed by means of inspec-
tion methods and materialized on the fly. The last method uses a standard ABox and
exploits qualitative spatial reasoning, which is usable through spatial query atoms. All
approaches were incorporated in the DL reasoner RacerPro for the DLMAPS system.
PelletSpatial is a proof-of-concept implementation of RCC8 with a DL reasoner, featur-
ing consistency checking and query answering. The authors extended the DL reasoner

http://www.w3.org/2005/Incubator/geo/XGR-geo/
http://www.w3.org/2005/Incubator/geo/XGR-geo/
http://www.geonames.org/
http://www.geonames.org/
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with a hybrid RCC8 reasoning engine, which is based on a path-consistency algorithm
and a RCC8 composition table [27]. Finally, in the work of Grütter et al. a web search is
enhanced with DL and spatial reasoning based on RCC8. RCC8 is encoded in SWRL-
rules to capture spatial dependencies between different administrative regions [15].

SWRL was one of the first proposals for combining rules and ontologies. The rule
layer in SWRL was set on top of an OWL KB by allowing material implication of
OWL expressions [17]. Heterogeneous loose coupled approaches keep the rule base
and DL KB as separate, independent components. The knowledge exchange is managed
by an interface between the components. As a prominent example Description Logic
Programs (dl-programs) can be taken, which were introduced by [11] and combine DL
and normal logic programs under stable model semantics. Later they were extended
in [10] to well-founded semantics. The concept of plug-ins in dl-programs was further
generalized to HEX-programs [12] and lead to the successful development of the dlvhex
reasoner.1 In heterogeneous tight integrated approaches the combining of rules and DL
is based on the integration of their models, where each model should satisfy its domain
and agree with the other model. CARIN [20] and DL+log [25] represent this approach.
Full integrated approaches do not have any separation between the two vocabularies, this
could either be achieved by a bidirectional translation of the different vocabularies or by
rewriting both vocabularies to an overlapping formalism. Description Logic Programs
(DLP) [14] and Hybrid MKNF knowledge bases [22] can be counted to this approach.

In the wider scope of our interest are Semantic Web search engines. For example, the
authors of [13] developed two prototypes of a search engine. In the proposed systems
an additional annotation step is used together with a domain specific ontology, with this
step semantics is added to the elements of a web page.

3 Expected Contributions

Our contribution will be partly on the formal level and partly will include practical
aspects. Derived from the research questions, we identify the following objectives:

– Creating a rule-based framework for combining heterogeneous spatial data, ontolog-
ical reasoning, and spatial reasoning with focus on modular design and efficiency.
Furthermore, we will consider non-monotonic features such as exception handling.

– Qualitative spatial reasoning will be considered, first by inferring regions out of
points, and second by defining spatial relations among the regions. The spatial re-
lations could be expressed in the well-know calculus RCC8. Furthermore, we will
investigate the qualitative attributes of the inferred regions.

– The data integration should consider the semantical annotation and linking of hetero-
geneous data, and suitable ontologies for OSM, OGD, and other sources are needed.
We will evaluate whether a modular or a centralized approach is more appropriate.

– Finally, we will provide a proof-of-concept implementation, which will be evalu-
ated for query answering on large data sets and benchmarked against existing tools
like PelletSpatial or DLMAPS.

We recognize, that objectives are quite challenging, particularly to find a good trade-off
between a modular design and efficiency.

1 http://www.kr.tuwien.ac.at/research/systems/dlvhex/
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4 Proposed Methods

To fulfill the objectives, we have to put our focus on two issues. First, we need a formal
representation of the different abstraction levels of spatial data. Based on the represen-
tation, an inference mechanism for constraint checking and query answering can be de-
fined. Second, we need to outline an architecture, which is built around a multi-tiered
reasoning engine. A central part of the architecture will be a top-level geo-ontology,
which acts as an central repository for linking the different spatial data sources. The
data sources could be defined in their own specific ontologies, which could be linked to
the top-level ontology. The data sources will mostly be points in the metric space, but
also other geometrical objects as lines and polygons appear.

4.1 Query Rewriting and Reasoning

We distinguish two different models for spatial data, namely point-based and region-
based spatial models. The related spatial logics are considered either with reasoning about
topological relations (interpretation over topological spaces) or about distances over met-
ric spaces. We will start with point-based spaces and extend them by transformation to
region-based spaces. These transformations could be calculated by a convex hull or by
Voronoi tessellation [4]. The transformations require first metric spaces, but in addition
also topological spaces by describing the relations between regions in RCC8. We identify
a two-tier design to achieve a good trade-off between modularity and scalability.

Tier 1. The first tier is concerned with DL reasoning extended with point- and range-
based spatial queries. At this point, there is no qualitative spatial reasoning, just a trans-
formation (similar to the first step of [19]) of points from the spatial model to ABox
assertions. Furthermore, we already consider the later described semantical annotation
of points, which links the spatial data to DL concepts and roles.

Tier 2. The second tier is responsible for advanced transformation like Voronoi tessel-
lation and qualitative spatial reasoning like RCC8. We propose to use HEX-programs,
which facilitate declarative meta-reasoning through higher-order atoms. HEX-programs
are an interesting candidate, because external atoms (e.g., description logic (dl) atoms)
offer a query interface to other external computation sources (e.g., DL reasoning). Fol-
lowing from the idea of dl-atoms, we could extend HEX-programs with spatial atoms,
which encapsulate access to the first tier and enables qualitative reasoning capabili-
ties.Furthermore, by using HEX-programs under the answer-set semantics, we will be
able to perform default and closed-world reasoning, translating and manipulate reified
assertions, exception handling, and search in the space of assertions [12].

Dealing with Inconsistencies. Contrary to [26], we omit an error management sys-
tem and perform inconsistency checks as a preprocessing step. ABox inconsistency
is checked for linked spatial assertions by simply using the underlying DL reasoner.
But as mentioned in [26], we have to deal with topological, directional, and duplicate
inconsistencies. Stocker et al. [27] propose to check topological inconsistencies by cal-
culating an n×n matrix M , where n are the different regions (represented as polygons),
and using the path-consistency algorithm on M to approximate consistency. Duplicate
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inconsistencies occur with spatial objects of different sources, which are intentionally
the same, but are not aligned by owl:sameAs. We use custom heuristics to determine
the similarity between objects, where the objects names, directions, shapes, and loca-
tions are considered. We leave directional inconsistencies for further research activities.

4.2 Architecture

Regarding technical aspects of the framework, we propose an architecture consisting of
the following four parts:

Geo-Ontology. The OWL2 profiles OWL2 QL [7] and OWL2 EL [21] are interesting
candidates for representing our spatial ontology. There has been a considerable effort
of developing efficient query answering algorithms over ontologies using an RDBMS
for both DLs. We draw on already defined work with GeoOWL for modeling a suitable
geo-ontology. For our needs, the feature concept of GeoOWL is too general, thus we
adopt a more detailed categorization based on GeoNames and OSM. There has been
a large community effort to categorize the geospatial information in OSM, so we can
derive with some additions an ontology out of the categorization. It is open how to unify
the various OGD sources under a common ontology. However, most of the considered
OGD sources of the city of Vienna are covered by the existing OSM concepts.

Knowledge Base. Heterogeneous sources of spatial data like OSM, OGD, or even
local food guides could be integrated and linked by a central DL KB, which is part
of our first tier. The KB should be based on our geo-ontology and act as a repository
for the different sources keeping the vocabulary needed for concept and role queries.
In particular, the annotated information should be kept in the KB, so we fulfill the
modularity criteria and do not alter the original data sources. For example, for querying
restaurants, the type of cuisine and atmosphere will be kept in the KB, but the geospatial
information will be kept in the spatial database. The different spatial data sources can
be stored in database like PostGIS keeping their native projections. Hence we will use
a projection function to convert points to a predefined reference coordinate system.

Reasoning Engine. The first tier of the engine will incorporate a DL reasoner and
a proprietary implementation for spatial predicates like Near or Along. From the vo-
cabulary of our geo-ontology in combination with spatial functions, a join of a spatial
and DL query will be created. We will exploit the rewriting techniques of OWL2 QL
by compiling TBox and query into a SQL statement, which can be evaluated by an
RDBMS over the ABox [7]. The second tier of the engine will mainly be build around
dlvhex, an implementation of HEX-programs. We need at least one plugin to a compu-
tational geometry engine, one plugin to the first tier, and one plugin, which evaluates
RCC8 relations on existing or on-demand calculated regions. Depending on the external
data sources, a further plugin for accessing directly an RDBMS might be desirable.

Annotating Engine. A priori, the spatial data are not linked to any DL KB. Hence this
step is crucial for integration them and extending the vocabulary of the queries. The
spatial data is linked to the DL KB concepts and roles by asserting spatial objects to
the ABox. For the OSM data, a straightforward task is to find related concepts, because
our geo-ontology is partly derived from the OSM categories. For other data sources, we
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have to develop domain specific heuristics to assign spatial objects to our categorization
(e.g. restaurant which are named pizzeria belong to Italian restaurants).

5 Conclusion and Future Work

We have proposed a novel framework for combining heterogeneous spatial data, on-
tological reasoning, and spatial reasoning. Our focus will be mostly on modularity,
scalability, and non-monotonic features as default reasoning. Query Answering will not
just cover standard POIs searches, but queries based on qualitative spatial reasoning
(e.g., RCC8), which considers the inference of regions and the calculation of properties
and spatial relations among the regions. For the data integration we consider the se-
mantical annotation and linking of OSM, OGD, and further data sources by a top-level
geo-ontology, which acts as a central repository. The above finding should lead to a
proof-of-concept implementation with HEX-programs, which should be integrated into
a larger research prototype containing a routing services and POI exploring facilities.

The ability to formulate constraints and defaults is a common goal for a knowl-
edge representation formalism and increases expressivity quite dramatically. Using the
loose-coupling approach to combining rules with external computation sources helps
by facilitating modularity and allowing to integrate different DL reasoners and compu-
tational geometry engines quite naturally. However, compared to a tight coupling ap-
proach, using external computation sources usually has a negative effect on efficiency,
as the external sources could be intractable, and certain optimizations and structural
dependencies are easier to detect in homogeneous KBs.

Our future work will be along two parallel paths. Along the theoretical path, we have
to investigate query rewriting and reasoning. Particularly the combination of modular
HEX-programs, qualitative spatial reasoning, and DL needs to be addressed. We will
also investigate how well qualitative spatial reasoning can be expressed in a rule-based
languages. Furthermore, we will refine our centralized geo-ontology and investigate on
a more modular design. Along the practical path, we will develop several dlvhex plu-
gins, which enables access to spatial data and computational geometry functions. Fur-
thermore, we will consider an implementation, which is more geared towards tractable
evaluation. Finally, our implementation will be tested for efficiency and modularity in
an artificial test environment and further under real-life conditions in an e-government
and public transit system. The implementation is part of a larger project concerned with
e-government and public transit systems.
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16. Haarslev, V., Möller, R., Wessel, M.: Querying the semantic web with racer + nrql. In: ADL
2004 (2004)

17. Horrocks, I., Patel-Schneider, P.F.: A proposal for an owl rules language. In: WWW 2004,
pp. 723–731 (2004)

18. Jones, C.B.: Geographical information systems and computer cartography. Prentice Hall
(1997)

19. Katz, Y., Cuenca Grau, B.: Representing qualitative spatial information in owl-dl. In:
OWLED 2005 (2005)

20. Levy, A.Y., Rousset, M.C.: Combining horn rules and description logics in carin. Artif. In-
tell. 104(1-2), 165–209 (1998)

21. Lutz, C., Toman, D., Wolter, F.: Conjunctive query answering in the description logic el using
a relational database system. In: IJCAI 2009, pp. 2070–2075 (2009)

22. Motik, B., Rosati, R.: A faithful integration of description logics with logic programming.
In: IJCAI 2007, pp. 477–482 (2007)

23. Renz, J.: Qualitative Spatial Reasoning with Topological Information. LNCS (LNAI),
vol. 2293. Springer, Heidelberg (2002)

24. Rodrı́guez, M.A., Cruz, I.F., Egenhofer, M.J., Levashkin, S.: GeoS 2005. LNCS, vol. 3799.
Springer, Heidelberg (2005)

25. Rosati, R.: Dl+log: Tight integration of description logics and disjunctive datalog. In: KR
2006, pp. 68–78 (2006)

26. Smart, P.D., Abdelmoty, A.I., El-Geresy, B.A., Jones, C.B.: A Framework for Combining
Rules and Geo-Ontologies. In: Marchiori, M., Pan, J.Z., Marie, C.d.S. (eds.) RR 2007. LNCS,
vol. 4524, pp. 133–147. Springer, Heidelberg (2007)

27. Stocker, M., Sirin, E.: Pelletspatial: A hybrid rcc-8 and rdf/owl reasoning and query engine.
In: OWLED 2009. Springer, Heidelberg (2009)
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Abstract. Most Web of Data applications focus mainly on using
SPARQL for issuing queries. This leads to the Web of Data being difficult
to access for non-experts. Another problem that will intensify this chal-
lenge is when applying the algorithms on large-scale and decentralized
knowledge bases. In the current thesis, firstly we focus on the methods for
transforming keyword-based queries into SPARQL automatically. Sec-
ondly, we will work on improving those methods in order to apply them
on (a large subset of) the Linked Data Web. In an early phase, a heuristic
method was proposed for generating SPARQL queries out of arbitrary
number of keywords. Its preliminary evaluation showed promising re-
sults. So, we are working on the possible improvements for applying that
on the large-scale knowledge bases.

1 Introduction

Web of Data is growing at an astounding rate (currently amounting to 28 Billion
triples1) and contains a wealth of information on a large number of domains
which enables automated agents and other applications to access the information
on the web more intelligently. The vendor-independent standard SPARQL has
been specified and allows to query this knowledge easily. Yet, while SPARQL is
very intuitive for SQL-affine users, it is very difficult to use for lay users who are
not familiar with the concepts behind the Semantic Web. Because a naive user
needs to acquire both knowledge about the underlying ontology and proficiency
in formulating SPARQL queries to query the endpoint. Also, with the huge
amount of background knowledge present in Linked Data, it is difficult for naive
as well as proficient users to formulate SPARQL queries. Consequently, there is
a blatant need for another mean to query the Semantic Web that is appealing
for novice users. In other word, the naive user prefers to hold the traditional
paradigm of interaction with search engines which is based on natural language
or keyword-based queries.
� Supervisor: Sören Auer.
1 http://www4.wiwiss.fu-berlin.de/lodcloud/state/ (June 19th, 2011)
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Nowadays, keyword-based search is the most popular and convenient way for
finding information on the Web. The successful experience of keyword-based
search in document retrieval and the satisfactory research results about the
usability of this paradigm [23] are convincing reasons for using the keyword
search paradigm to the Semantic Web.

Document retrieval approaches use probabilistic foundations combining with
ranking algorithms for selecting documents containing those keywords which
practically works well. Since the nature of RDF data is different and potentially,
information need is more complex, we require novel and efficient algorithms
for querying Data Web. RDF data has a directed and multiple edges graph
structure with typed vertices and labeled edges. The fundamental base of that
is entity which has three main features as type, attributes and relations with
other entities. Therefore, objective of search on this data is retrieval of entities
or maybe along with some attributes and relations.

Although it is around one decade that semantic search has been targeted by
researchers, to the best of our knowledge, still there is not any service which prac-
tically obviate this need. Services such as Sindice [25], Sig.ma [24], Swoogle [6] or
Watson [5] offer simple search services2, but are either restricted to the retrieval
of single RDF documents or in the case of Sig.ma to the retrieval of information
about a single entity from different sources.

In essence, the problem which we are addressing in the proposal can be stated
as follows:

How can we interpret a user query in order to locate and exploit relevant
information for answering the user’s query using large-scale knowledge bases
from the Linked Data Web?

Figure 1 shows a birds-eye-view of the envisioned research. Based on a set of
user-supplied keywords, first, candidate IRIs (Internationalized Resource Identi-
fier) for each of the keywords issued by the user is computed. Then, by using an
inference mechanism, a subgraph based on the identified IRIs is extracted and
represented to the user as the answer.

2 Research Challenges

To query Web of data by naive user, the NL (Natural Language) queries should
be interpreted in accordance to user’s intention. Because natural language inher-
ently includes ambiguity, precise interpretation is difficult. For instance, relations
of terms in an NL query are prevalently either unknown or implicit. In addition,
the retrieval of knowledge from a large-scale domain such as Linked Data Web
needs efficient and scalable algorithms. Some algorithms and applications can be
robust in a small or medium scale, while they may not be suitable when applied
to large scale knowledge bases present in the entire Linked Data Web. Therefore,
a suitable approach for querying the Linked Data Web is essential for retrieving
information both efficiently and precisely in a way that can be easily utilized
2 These systems are available at: http://sindice.com, http://sig.ma,
http://swoogle.umbc.edu, http://kmi-web05.open.ac.uk/WatsonWUI

http://sindice.com
http://sig.ma
http://swoogle.umbc.edu
http://kmi-web05.open.ac.uk/WatsonWUI
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Fig. 1. Birds-eye-view of the envisioned research

by a naive user. Based on this observation, we will investigate 3 fundamental
questions:

– Can we (semi-)automatically interpret user queries using background knowl-
edge from the Linked Data Web possibly involving the user in a feedback
loop?

– How can we efficiently retrieve meaningful answers for the user query from
large scale knowledge bases on the Linked Data Web?

– How can we cluster and represent the retrieved answers to the user in a
meaningful way?

With regard to the first problem, we will use the keyword-based query that a
user enters in a traditional interface, as a model. This model involves some dif-
ficulties due to the ambiguity, because in natural language, a query may stand
for different meanings and be interpreted in different ways. This ambiguity in
the case of keyword-based query is even intensified. Therefore, the main task
is to interpret the user query using background knowledge. In the case of the
second question, the user query needs to be transformed to the formal SPARQL
query syntax and sent to different knowledge bases for retrieving relevant in-
stances.

For tackling the third question, we will investigate clustering methods and
extend an approach which can be applied on the graph nature of the answers.
Therefore, the instances will be delivered in different categories.

Another problem that will intensify the aforementioned challenges is when ap-
plying the algorithms on large-scale and decentralized datasets, which will pose
several difficulties. For example, mapping of user query terms to various ontolo-
gies causes severe ambiguity due to redundancy in entities and terminologies.



360 S. Shekarpour

3 Methodology

Figure 2 indicates the main components of this thesis. The first component con-
sists of processing and analyzing the keyword-based query employing a linguistic
component. We will use the GATE infrastructure in order to pre-process the
query. The output of this component will be a series of terms associated with
the input query. Afterwards, extracted terms of the user query will be mapped
to entities which exist in the underlying ontology and knowledge base such as
DBpedia. The mapping process will be performed by applying some similar-
ity metrics with regarding the context and using synonyms provided by lexical
resources such as WordNet.

In the second component, the relation of the mapped entities will be recog-
nized by using a heuristics approach over a graph traversal method. We aim to
make a comparison between the existing approaches and our proposed method.
We will design an interface that enables a user to interact with the system with-
out any special knowledge of vocabularies or structure of the knowledge base.
We need to mention that various interpretations of the user query are created
since different options for mapping user terms to entities and connecting these
mapped entities exist. With regard to tools, we use Jena and Virtuoso. The re-
sults of both components can be evaluated based on a comparison with a gold
standard (i.e. a hand-crafted collection of natural language queries and their
equivalent SPARQL queries with automatically constructed SPARQL queries
obtained from the inference engine). Some accuracy and performance metrics
such as precision, recall, fscore, MMR and runtime will be chosen. Another com-
ponent is related to clustering of the instances. We will investigate and develop
a clustering method based on context and background knowledge for organizing
instances.

At the last phase, we will work on improving the previous components and
develop them in order to apply them on (a large subset of) the Linked Data
Web. For this, we will use a benchmark method for development. For this, a set
of datasets which are large in terms of both the number of triples and variety
of the background knowledge will be chosen. In an iterative phase, each of the
earlier components will be individually applied on a selected set of datasets (the
size of the selected set of datasets will increase in each phase). By comparing
the performance metrics in each phase, appropriate revisions will be done on the
algorithms and methods.

4 A Synopsis of the Current Situation

In an early phase, a novel method for generating SPARQL queries based on two
user-supplied keywords was proposed [21]. Since this method is based on simple
operations, it can generate SPARQL queries very efficiently. Also it is completely
agnostic of the underlying knowledge base as well as its ontology schema. We
currently use DBpedia as the underlying knowledge base, but this method is
easily transferable to the whole Data Web. The implementation of this method
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Fig. 2. Architecture of the envisioned semantic search algorithm

is publicly available at: http://lod-query.aksw.org. Table 1 shows some samples
of keywords for which the application is capable to retrieve suitable results.
These keywords were categorized based on the type of queries which they can
answer in three categories, i.e. similar instances, characteristics of an instance
and associations between instances.

Table 1. Samples of keywords and results

Keywords Answers
Instance characteristics.

Kidman spouse d:Kidman dp:spouse Keith Urban .

Iran language d:Iran dp:Language d:Persian_language .

Associations between instances.
Obama Clinton d:Obama dp:predecessor d:Bush . d:Bush dp:predecessor d:Clinton .

Volkswagen Porsche d:Volkswagen_Group dp:subsidiary d:Volkswagen .

Similar instances.

Germany Island

1. d:Germany dp:Islands d:Rgen. d:Rgen a do:Island.
2. d:Germany dp:Islands d:Fhr. d:Fhr a do:Island.
3. d:Germany dp:Islands d:Sylt. d:Sylt a do:Island.

Lost Episode

1. d:Raised_by_Another dp:series dbp:Lost.
d:Raised_by_Another a do:TVEpisode.

2. d:Homecoming dp:series dbp:Lost.
d:Homecoming a do:TVEpisode.

3. d:Outlaws dp:series dbp:Lost.
d:Outlaws a do:TVEpisode.

In the next phase, we proposed a method for generating SPARQL queries for
arbitrary number of keywords [Submitting Article to WSDM 2012]. Its base is
an inference mechanism embedded in a graph traversal approach which both
accurately and efficiently builds SPARQL queries for the straightforward inter-
pretations of the user’s queries. Implementation of this method is also available
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at: http://sina.aksw.org. This application generats SPARQL query for those
keyword-based queries which can be converted to a conjunctive query. A con-
junctive query is a conjunction of triple patterns (based on the standard notions
of the RDF and SPARQL specifications). For instance, consider the example
shown below:

Example 1. Let suppose we have the keywords people, birthplace, deathplace
and Southampton. A straightforward interpretation of these keywords is peo-
ple whose birthplace and deathplace are in southampton. It can be expressed
by a conjunctive query as (?p a Person) ∧ (?p birthplace Southampton) ∧
(?p deathplace Southampton)

Because of the promising results of the preliminary evaluation, we are currently
working on this method for improving the overall functionality with regard to
accuracy and efficiency so as to run that over more number of knowledge bases.

5 State of the Art

With the advent of the Semantic Web, information retrieval and question an-
swering approaches were adapted for making use of ontologies. We can roughly
divide related work into ontology-based information retrieval, ontology-based
question answering and keyword search on structured data.

Ontology-based information retrieval. Approaches falling into this category an-
notate and index documents using a background ontology. The retrieval process
is subsequently carried out by mapping user query terms onto these semantic
document annotations. The approaches described in [26,24,6,5,25,3,9,19] are ex-
amples of this paradigm. All these approaches use background knowledge to
enhance the retrieval accuracy, however, they do not utilize the background
knowledge for semantically answering user queries.

Ontology-based question answering. Approaches falling into this category take
a natural language question or a keyword-based query and return matching
knowledge fragments drawn from the knowledge base as the answer. There are
two different methods: (1) Using linguistic approaches for extracting complete
triple-based patterns (including relations) from the user query and matching
these triples to the underlying ontology (e.g. PowerAqua [16], OntoNL [12] and
FREyA [4]). (2) Detecting just entities in the user query and discovering relations
between these entities by analysing the knowledge base. Examples for this second
group are KIM [18] and OntoLook [13] and [20,7,27,17]. In these two approaches
the RDF data is considered to be a directed graph and relations among enti-
ties are found through sequences of links (e.g. using graph traversal). Sheth [22]
introduced the term semantic association for describing meaningful and com-
plex relations between entities. Our work differs from these approaches, since it
is completely independent of the underlying schema. Furthermore, schema in-
formation is in our approach just implicitly taken into account, so a complex
induction procedure is not required.
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Keyword search on relational and XML data. With the beginning of the millen-
nium, research on keyword search on relational and XML data attracted research
interest. Meanwhile there exist many approaches such as [1], [11], [10], [14] for the
relational domain and [8], [15], [2] for the XML domain. Especially the relational
domain is relevant to our work due to the similarities to the RDF datamodel. All
these approaches are based on schema graphs (i.e. a graph where tables and their
primary-foreign key relations are represented as nodes and edges, respectively).
In our work, we do not rely on an explicitly given schema, which is often missing
for datasets on the Web of Data. However, achieving sufficient performance for
instant query answering is more an issue in the RDF case, which is why our
approach is currently limited to two keywords.
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Abstract. Mobile devices like smartphones together with social net-
works enable people to generate, share, and consume enormous amounts
of media content. Common search operations, for example searching for
a music clip based on artist name and song title on video platforms such
as YouTube, can be achieved both based on potentially shallow human-
generated metadata, or based on more profound content analysis, driven
by Optical Character Recognition (OCR) or Automatic Speech Recog-
nition (ASR). However, more advanced use cases, such as summaries or
compilations of several pieces of media content covering a certain event,
are hard, if not impossible to fulfill at large scale. One example of such
event can be a keynote speech held at a conference, where, given a stable
network connection, media content is published on social networks while
the event is still going on.

In our thesis, we develop a framework for media content processing,
leveraging social networks, utilizing the Web of Data and fine-grained
media content addressing schemes like Media Fragments URIs to pro-
vide a scalable and sophisticated solution to realize the above use cases:
media content summaries and compilations. We evaluate our approach on
the entity level against social media platform APIs in conjunction with
Linked (Open) Data sources, comparing the current manual approaches
against our semi-automated approach. Our proposed framework can be
used as an extension for existing video platforms.

Keywords: Semantic Web, Linked Data, Multimedia Semantics, Social
Networks, Social Semantic Web.

1 Introduction

Official statistics [15] from YouTube, one of the biggest online video platforms,
state that more than 13 million hours of video were uploaded during 2010, and
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35 hours of video are uploaded every minute. The mostly text-based video search
engine behind YouTube works mainly based on textual descriptions, video titles,
or user tags, but does not take semantics into account: it does not get the mean-
ing of a video, for example whether a video tagged with “obama” is about the
Obama, or about a person that just happens to have the same name. We speak
of the semantic gap in this context. In [11], Smeulders et al. define the semantic
gap as “The semantic gap is the lack of coincidence between the information
that one can extract from the visual data and the interpretation that the same
data have for a user in a given situation”. Our thesis presents an approach for
bridging the semantic gap for media content published through social networks
by adding proper semantics to it, allowing for summaries, compilations, and
improved search.

The remainder of this paper is structured as follows: Section 2 lists related
work, Section 3 presents the proposed approach, Section 4 provides an evaluation
of our work so far and gives an outlook on the evaluation plan for future work,
which is detailed in Section 5. We conclude this paper with Section 6.

2 Related Work

We refer to previous work in a number of related areas, including enriching
unstructured media content, event illustration, and video summarization.

The W3C Ontology for Media Resources [7] defines a set of mappings for many
existing metadata formats. It aims to foster the interoperability among various
kinds of metadata formats currently used to describe media resources on the
Web. Time-based semantic annotations are possible using the relation property
by linking to an RDF file or named graph containing annotations for a media
resource (or fragment [14]), but currently there is no solution for embedding a set
of RDF triples directly into one of the properties of the ontology. Similarly, the
MPEG-7 [5] standard deals with the storage of metadata in XML format in order
to describe multimedia content. Several works like for example [1] by Celma et
al. have already pointed out the lack of formal semantics of the standard that
could extend the traditional text descriptions into machine understandable ones.
The authors explain that semantically identical metadata can be represented in
multiple ways. Efforts [3] have been made to translate MPEG-7 into an ontology
to enhance interoperability. These efforts, however, did not gain the traction
their authors had hoped for.

In [8], Liu et al. present a method combining semantic inferencing and visual
analysis for automatically finding photos and videos illustrating events with the
overall objective being the creation of a Web-based environment that allows
users to explore and select events and associated media, and to discover con-
nections between events, media, and people participating in events. The authors
scrape different event directories and align the therein contained event descrip-
tions using a common RDF event ontology. The authors use Flickr and YouTube
as media sharing platforms and query these sources using title, geographic co-
ordinates, and upload or recording time. In order to increase the precision, the
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authors either use (title and time), or (geographic coordinates and time) as com-
bined search queries. Liu et al. prune irrelevant media via visual analysis. While
the authors of [8] start with curated event directory descriptions and the two
media sources Flickr and YouTube, we focus on leveraging social networks and
a broad range of media content sharing platforms specialized in live-streaming.
Limiting the event scope to concerts, Kennedy et al. describe a system for syn-
chronization and organization of user-contributed content from live music events
in [6]. Using audio fingerprints, they synchronize clips from multiple contributors
such that overlapping clips can be displayed simultaneously. Furthermore, they
use the timing and link structure generated by the synchronization algorithm to
improve the representation of the event’s media content, including identifying
key moments of interest. In contrast to us, Kennedy et al. focus mainly on con-
tent analysis, without revealing the origin of the considered media content, where
we focus on semantically enriching media content coming from social networks.

Shaw et al. present a platform for community-supported media annotation
and remix in [9], and describe how community remix statistics can be leveraged
for media summarization, browsing, and editing support. While our approach is
semi-automatic, their approach is manual.

3 Proposed Approach

Our objective for this thesis is to create a framework that allows for the semi-
automatic generation of summaries or compilations of several pieces of me-
dia content covering a certain event and leveraging social networks. The term
“event” is defined1 by WordNet as “something that happens at a given place
and time”. Our proposed process of generating a summary or compilation for an
event includes the following steps:

Event-Selection: Decide on an event that shall be summarized.
Micropost-Annotation: Find relevant microposts on social networks contain-

ing links to media content about the event, and annotate these microposts
one by one using RDF, leveraging data from the LOD cloud2.

Media-Content-Annotation: Retrieve the pieces of media content and the
accompanying metadata one by one, and annotate them using RDF, lever-
aging data from the LOD cloud.

Media-Content-Ranking: Rank and order the pieces of media content by
relevance, creation time, duration, and other criteria.

Media-Content-Compilation: Based on the ranking, suggest a summary or
compilation taking into account user constraints such as desired duration,
composition (videos only, images only, combination of both), etc.

4 Evaluation

In the following we introduce our evaluation plan and present already existing
evaluation for each of these steps.
1 http://wordnetweb.princeton.edu/perl/webwn?s=event
2 http://lod-cloud.net/

http://wordnetweb.princeton.edu/perl/webwn?s=event
http://lod-cloud.net/
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Event-Selection. For this task we currently have preliminary results only.
We have selected two recent events, the Semantic Technology Conference 2011
(SemTech) and the Apple Worldwide Developers Conference 2011 (WWDC),
both located in San Francisco. For WWDC there is a DBpedia page
(db:Apple_Worldwide_Developers_Conference) besides the official event web-
site (http://apple.com/wwdc), for SemTech there is just the event web-
site (http://sem-tech2011.semanticweb.com/). We have disambiguated both
event names with their locations using an API from previous work [12], [13]. The
plaintext labels of the extracted named entities for WWDC are “Apple”, “San
Francisco”, “Apple Inc.”, “iPhone OS”, and “Apple Worldwide Developers Con-
ference”. Each named entity is uniquely identified by a URI in the LOD cloud,
which allows for ambiguity-free exploration of related entities, and is also indis-
pensable in cases where no unique event hashtag is known. Having links to the
LOD cloud is very important for the discovery of microposts on social networks
that might have links to media content for the task Micropost-Annotation.

Micropost-Annotation. We have implemented a generic framework based on
several Natural Language Processing (NLP) Web services in parallel for the
on-the-fly enrichment of social network microposts [13]. This framework has
been successfully tested on overall 92 seven-day active users. The context of
the tests was the detection of news trends in microposts, however, the general
contribution of this framework is the extraction and disambiguation of named
entities from microposts. Figure 1a shows an example. By using Google Analyt-
ics, named entity occurrences can be easily tracked over time. As an example,
Figure 1b shows the occurrences graph generated by Analytics of the named en-
tity “tsunami” (db:tsunami). Japan was hit by a tsunami on March 11, exactly
where the peak is on the graph. In general the occurrences graphs also for other
examples indeed correspond to what we would expect from the news headlines
of the considered days, which implies the correct functioning of our micropost
annotation framework.

Media-Content-Annotation. For this task we currently have preliminary re-
sults only. At present we have implemented an interactive Ajax application called
SemWebVid [12] that allows for the automatic annotation of videos on YouTube
with RDF. Based on the same API that powers SemWebVid, we have imple-
mented a command line version of the annotation mechanism that in the future
can be used to batch-process videos. For now, we have annotated videos with
the interactive Ajax application and reviewed the annotations manually, how-
ever, at this point, have not yet compared the annotations to a gold standard.
We use the Common Tag [2] vocabulary to annotate entities in a temporal video
fragment [14]. An example can be seen in Figure 2. This simple and consistent
annotation scheme will make the comparison with a gold standard easier. Using
Common Tag, both the video per se, as well as video fragments of the whole
video can be annotated in the same way.

Whole Video Annotation. From our experiences so far, video annotation of the
whole video works accurately. We have tested our approach with keynote and

db:Apple_Worldwide_Developers_Conference
http://apple.com/wwdc
http://sem-tech2011.semanticweb.com/


DC Proposal: Enriching Unstructured Media Content 369

(a) Screenshot of a tweet and the thereof extracted named
entity “gmail” with its representing DBpedia URI

(b) Popularity of the named entity “tsunami” from March
10 - 14 in tweets. Japan was hit by a tsunami on March 11,
at the peak

Fig. 1. Tweet annotation and popularity of a named entity over time

<http://www. youtube.com/watch?v=hzFp3rovfY0#t=171,177>

a ma:MediaFragment ;

ctag:tagged

[ a ctag:Tag ;

ctag:label "Commodore 64" ;

ctag:means <http://dbpedia.org/resource/Commodore_64>

] .

Fig. 2. Annotated named entity in a video fragment

conference session videos (for examples from the Google I/O events in 2010 and
2011), political speeches (for example Obama’s inauguration address), but also
more underground video productions such as a video3 about the music artist
Timbaland being accused of stealing a tune from the Commodore 64 scene.

In-Video Annotation. Results for the subtask of annotating in-video fragments
are currently still sparse in most test cases. We found that sending smaller input
texts increases the recall of the NLP Web services that we use without lowering
the precision. In consequence we are now considering splitting up the to-be-
analyzed data into smaller pieces, at the cost of processing time. We found
the sweet spot between recall, precision, and processing time to be around 300
characters. This figure was also publicly confirmed by Andraž Tori, CTO of
Zemanta, at a keynote speech.

Media-Content-Ranking. We have no results yet for this task. We plan to
let the user tweak the ranking criteria interactively and see the effect on the

3 http://www.youtube.com/watch?v=hzFp3rovfY0

http://www.youtube.com/watch?v=hzFp3rovfY0
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ranking immediately. This could happen via sliders, where a user could change
the weights of criteria like view count, duration, recency, etc. The evaluation will
happen based on user feedback from a test group. We will have to test whether
video genre-specific weights have to be introduced, or whether common weights
across all genres already reveal satisfactory results.

Media-Content-Compilation. We have no results yet for this task. Simi-
lar to the previous task Media-Content-Ranking, we plan to let the user adjust
media composition criteria on-the-fly. For the desired duration, a slider seems
adequate UI-wise, however, we have to do some experiments whether the video
compilation can work fast enough to make the slider’s reaction seem interactive.
The same speed constraint applies to the video composition selection (videos
only, images only, combination of both). Obviously the quality of the final video
summaries needs to be evaluated by a test group, ideally against a gold stan-
dard of human-generated event x in n seconds videos. A typical example is the
YouTube video http://www.youtube.com/watch?v=skrz1JsxnKc, which has a
60 seconds summary of Steve Jobs’ keynote at WWDC. The problem, however,
with these user-generated summaries is that they usually use official profession-
ally produced video footage and not user-generated content. This allows for high
quality audio and video quality, whereas user-generated content from mobile de-
vices typically suffers from problems like noisy environments when recorded from
the middle of an audience, overexposure when recorded against stage lighting,
or a lack of detail when recorded from too far away. We will see in how far this
is an issue once we have a working prototype of the whole framework.

5 Future Work

We present future work for each of the previously introduced steps.

Event-Selection. We will keep an eye on a wide variety of events, such as
concerts, conferences, political demonstrations, elections, speeches, natural dis-
asters, festivities, but also non-publicly announced events such as private parties,
always given there is enough social media coverage and media content available.
We will archive social network communication produced around these events for
further analysis.

Micropost-Annotation. So far we have implemented a solid framework capa-
ble of annotating microposts. Future work in this task will be to further increase
recall and precision by incorporating more Natural Language Processing engines
both for English and non-English languages. While English is covered quite well
by the existing engines, other key languages such as the so-called FIGS lan-
guages (French, Italian, German, Spanish) are still not optimally covered. Our
work here will focus on the integration and the alignment of the output formats
of the various NLP services, both commercial and non-commercial. The main
constraint here will be the processing time, and depending on the event the sheer

http://www.youtube.com/watch?v=skrz1JsxnKc


DC Proposal: Enriching Unstructured Media Content 371

amount of potentially available microposts within a short period of time (com-
pare nation-wide elections with a private party). We will also work on improving
entity consolidation and ranking algorithms when different NLP services have
agreeing or contradicting results for the same input text.

Media-Content-Annotation. At present we have implemented both a com-
mand line and an interactive Ajax version of the media content annotation mech-
anism tailored to the YouTube video platform. Future work in this task will be to
improve precision and recall by the same improvement steps as in the Micropost-
Annotation task. In addition to these steps, a major improvement will come from
piece-wise rather than all-at-once analysis of the available unstructured meta-
data, taking into account the 300 characters sweet spot mentioned before. The
constraint with this task is processing time, especially the more NLP services are
involved in processing the data. Our current approach will have to be broadened
to support other popular social media video and photo sharing platforms, some
of them covered in [10]. In addition to that we will work to support Facebook’s
and Twitter’s native photo and video sharing features.

Media-Content-Ranking. This task has not started yet. It will consist of
development efforts in order to create a testing framework for the interactive
ranking and re-ranking of user-generated media content.

Media-Content-Compilation. This task has not started yet. In a first step,
the task consists of application development using JavaScript, HTML5, and CSS
in order to generate media content compilations. We will make heavy use of the
HTML5 media elements interface [4] for the video and audio elements as defined
in the HTML5 specification. In a second step, an evaluation framework has to
be developed in order to objectively judge the generated results. We will also
investigate in how far existing third party manually generated summaries can
be used as a gold standard.

6 Conclusion

We have had a look at related work from the fields of enriching unstructured me-
dia content, event illustration, and video summarization. In continuation we have
introduced the required steps for our proposed approach and have evaluated our
work so far, considering the tasks Event-Selection, Micropost-Annotation, Media-
Content-Annotation, Media-Content-Ranking, and Media-Content-Compilation.
Finally, we have provided an outlook on future work for each task.

Keeping in mind our objective for this thesis, we have the basic bricks in
place, both for media content annotation, and for social network communication
enrichment. Now we need to put the two pieces together in order to get a working
product. The main research question is “how can semantically annotated media
content linked to from semantically annotated microposts be ranked, key moments
of interest be detected, and media content fragments be compiled in order to get a
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compelling summary?”. We are envisioning both a stand-alone Web application
where a user can select an event and get a custom-made video summary, but
also Web browser extensions for existing media content sharing platforms where
users can start off with one piece of media content and see its broader context.
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Abstract. Ontology learning - loosely, the process of knowledge extrac-
tion from diverse data sources - provides (semi-) automatic support for
ontology construction. As the ‘Web of Linked Data’ vision of the Seman-
tic Web is coming true, the ‘explosion’ of Linked Data provides more
than sufficient data for ontology learning algorithms in terms of quan-
tity. However, with respect to quality, notable issue of noises (e.g., partial
or erroneous data) arises from Linked Data construction. Our doctoral
researches will make theoretical and engineering contribution to ontology
learning approaches for noisy Linked Data. More exactly, we will use the
approach of Statistical Relational Learning (SRL) to develop learning
algorithms for the underlying tasks. In particular, we will learn OWL
axioms inductively from Linked Data under probabilistic setting, and
analyze the noises in the Linked Data on the basis of the learned ax-
ioms. Finally, we will make the evaluation on proposed approaches with
various experiments.

1 Motivation

Ontology learning refers to the task of providing (semi-) automatic support for
ontology construction [3], and can overcome the knowledge acquisition bottleneck
brought by the tedious and cumbersome task of manual ontology construction
[17]. Recent ontology learning approaches have attempted to learn ontology from
various types of data sets, such as text, xml, and database, but they seldom
explore learning from Linked Data. Based on URIs, HTTP and RDF, the Linked
Data project [2] aims to expose, share and connect related data from diverse
sources on the Semantic Web. Linked Open Data (LOD) is a community effort
to apply the Linked Data principles to data published under open licenses. With
this effort, a large number of LOD data sets have been gathered in the LOD
cloud, such as DBpedia, Freebase and FOAF profiles. LOD has gained rapid
progress and is still growing constantly. Until May 2009, there are 4.7 billion
RDF triples and around 142 million RDF links [2]. After that, the total has
been increased to 16 billion triples in March 2010 and another 14 billion triples
have been published by the AIFB according to [21].
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The advantages of learning from Linked Data, and what distinguishes it from
learning from other resources, are depicted in Table 1. The most common used
learning resource is HTML documents, which emerged and developed ever since
the invention of the Web. The distinguishing feature thereof is that they con-
stitute a large-scale data set and are generally publicly accessible. However, the
structures inside are formed through simple HTML tags, and the HTML doc-
uments are linked to each other on document level. Compared to HTML doc-
uments, XML documents (made to be the origin of comparison in Table 1) are
far more easily accessible to machines. XML can overcome the shortcomings of
HTML (highly human interpretable contents, not for machines) to some extent,
because XML documents contain certain structural information. The characters
of glossaries are similar to that of XML documents. Besides the links among
words (phrases), the structures inside are simple. The biggest problem of learn-
ing from database is that it is limited in both contents and accessibility. Learners
can only learn from databases of specific domain. According to the description
and statistics described in the last paragraph, we conclude that compared with
other resources Linked Data is superior in that it is publicly available, highly
structured, relational, and large with respect to learning.

The other side of the Linked Data coin poses the challenges we are going to
cope with during the doctoral research: First, due to the publishing mechanism
of the Linked Data, it contains noises inherently [4,1]. Hogan et al. analyzed the
types of noises which exist in the Linked Data [9]. We are particularly interested
in handling two types of noises: partiality and error. Partiality means that con-
cept assertions or the relationships between named individuals are actually true
but missed, and error means that the RDF triples are not correct (with respect
to some constraints). Take a family ontology for example. The declarations of
‘Heinz is a father’ and ‘Heinz is a male’ exist in the RDF triples, then Heinz
should have a child, however it is not declared in the ontology. This is an exam-
ple of partiality. Besides, if we know Anna has a child, and she is a female, then
Anna should not be a father, but in the ontology Anna is incorrectly declared
to be a father. This illustrates the error case. Second, the ontologies in Linked
Data are generally inexpressive. For example, one of the most popular ontologies,
DBpedia ontology1, is claimed as a shallow ontology. The TBox of this ontology
mainly includes a class hierarchy [10].

In our doctoral researches, we endeavor to inductively learn ontologies using
statistical relational learning (SRL) models. The development of SRL has been
driven by real-world needs of handling noises, relations (Figure 1). In the early
days, ML community have been focused on learning deterministic logical con-
cepts. However, those methods failed to fit perfectly for noises and large-scale
circumstances, which leads to statistical methods that ignored relational aspects
of the data, such as neural networks, generalized linear models. On the other
hand, inductive logic programming (ILP) is designed to learn first-order rules
directly which are much more expressive [18]. It is argued in [4] that inductive
learning methods, could be fruitfully exploited for learning from Linked Data.

1 http://wiki.dbpedia.org/Ontology
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Table 1. Comparison of learning from various resources. XML Document is made to
be the origin of comparison, indicated by ‘0’. ‘+’ and ‘−’ denote degree of the corre-
sponding character (above/below the origin), ‘++’ and ‘−−’ denote stronger degree
than ‘+’ and ‘−’.

Publicly Available Structured Linked Large

HTML Document + −− 0 ++

Glossary 0 − 0 0

XML Document 0 0 0 0

Database − + + −
LOD + + + +

For the last few years, the ILP community and the statistical machine learning
community have been incorporating aspects of the complementary technology
(machine learning, probability theory, and logic), which leads to the emerging
area of SRL. It attempts to represent, reason, and learn in domains with com-
plex relational and rich probabilistic structure [8]. Using SRL, two characters of
Linked Data, which distinguish Linked Data from other data sets, can be eas-
ily handled: 1) Linked Data are highly structured due to the relations between
entities and the underlying ontology. 2) Linked Data contains noises, here, as
described above, we refer particularly to partiality and error.

Fig. 1. The evolution of Statistical Relational Learning (SRL). SRL integrates tech-
nologies from machine learning, probability theory, and logic.

2 Related Work

There is an important body of previous work that our work builds on. We note a
subset of them here. Lehmann J. et al. have done a series of work on learning De-
scription Logics, and the algorithms proposed are implemented in DL-Learner.
DL-Learner is a framework for learning Description Logics and OWL from posi-
tive (and negative) examples (in ILP, ground literals of target concept are called
examples, if the ground literal is true, it is positive, negative on the contrary),
and supports several learning algorithms (CELOE, random guesser learning algo-
rithm, ISLE, brute force learning algorithm) based on ILP and machine learning
[11]. [13] learned Description Logics ALC, and [14] learned Description Logic
ALCQ using a learning algorithm based on refinement operators, and the algo-
rithm is implemented and evaluated in the DL-Learner. AutoSPARQL is a most
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recent work, which makes use of the individual assertions in the ABox, and can
be used to learn descriptions for individuals [12]. [19] proposes a log-linear De-
scriptions Logics based on EL++. It integrates log-linear model with Description
Logic EL++, and can be used to learn coherent ontologies. In [20], Völker J. and
Niepert M. propose a statistical approach, to be specific, association rule mining,
for learning OWL 2 EL from Linked Data. Fanizzi N. et al. proposed a specific
concept learning algorithm by extending FOIL algorithm, called DL-FOIL [7].
[6] works on the induction and revision of terminologies from metadata. Lisi
F.A. et al. have done a series of work on learning rules. In [15] hypotheses are
represented as AL-log rules, and the coverage relations are defined on the basis
of query answering in AL-log. Correspondingly, [16] learns DL-log rules, besides
the differences in the expressive power of the target language, it also reformulate
the coverage relation and the generality relation as satisfiability problems.

3 Proposed Approaches

In the doctoral researches, the following issues will be studied:

How to Learn from Noisy Linked Data? We propose to learn ontologies
from Linked Data by SRL methods. Generally speaking, SRL models combine
relational representations and probabilistic learning mechanisms such as graphi-
cal models. The majority of proposed SRL models can be categorized according
to several dimensions: 1) the representation (logic or frame-based) formalisms. 2)
probabilistic semantics (Bayesian networks, Markov networks, stochastic gram-
mar etc.). We will learn ontologies under probabilistic setting, where the learn-
ing problem is transformed into finding an optimum axiom A satisfying certain
function, such as A = arg maxA P (A, E), E denotes all assertions (facts) in the
original ontology. In SRL models, different probabilistic semantics are used for
modeling the probability distributions, and random variables corresponding to
assertions (containing partiality and errors) can encode probabilistic informa-
tion, thus is suitable for handling noises. For example, in Markov logic, the facts
and the terminology axioms correspond to a Markov network. The joint probabil-
ity distribution is defined according to this Markov network, where nodes repre-
sent assertions with probabilities. In the current work (c.f. Sect. 4.2), the axioms
are attached with weights. By maximizing the joint probability, the weights can
be learned. Each step the candidate axiom with the largest weight is selected to
be further expanded in the next step if the joint probability still increases. The
process of finding the optimum axiom can be viewed as searching in a predeter-
mined hypotheses space. This process can go in a top-down or bottom-up man-
ner. Top-down algorithms start from the most general hypothesis target � �,
and iterate to select one from candidates according to a performance criteria
and add to the hypothesis until the stop criteria is reached. In bottom-up ap-
proaches the iteration begins at the most specific hypothesis whose right-hand
is the intersection of all possible literals.

We will propose a SRL model suitable for learning from noisy data. Currently,
a number of SRL models have been proposed from various research fields with
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different application background. For example, Markov logic [5] is one of the
most recent SRL model, which combines first-order logic with undirected graph-
ical models (Markov networks). According to one of our recent works (c.f. Section
4.2), Markov logic can be applied to ontology learning from noisy data. Still the
results can be better. We argue that the performance of applying the currently
proposed SRL models to learn from Linked Data can be further improved by
proposing a SRL model particularly for this task concerning the following as-
pects: 1) As we all know, OWL builds on Description Logic basis. Today’s SRL
models use either frame-based, which contains simple relations, or logic repre-
sentation (e.g. FOL, which is more complex). In terms of expressing power, they
are not the best fit for OWL. 2) Currently SRL models are still weak in analyz-
ing the independencies inside the probabilistic model. However, independencies
play an important role in saving parameter space as well as improving the com-
puting efficiency, which should be studied carefully. Thus we will propose a more
suitable model for learning from noisy Linked Data with the goal of improving
both the learning accuracy and the learning efficiency.

How to Guide the Search? We will propose methods to structure the hy-
potheses space. In ILP algorithms such as FOIL [18], which learns first-order
rules, the rules are generated through adding literals to the current rule. New
literal can be of the form Q(v1, . . . , vr) (at least one vi already exists in the rule),
equal(vj, vk), or the negation of either of the first two forms. Using this kind of
approaches, it is still unknown that whether the following can be guaranteed:
1) will adding a new literal lead to a more specific concept? 2) can all concepts
be traversed? Another approach, named refinement operator, defines a mapping
S → 2S on a quasi-ordered space S, thus it structures the hypotheses space
according to quasi-ordering relations, such as subsumption. A number of refine-
ment operators have been proposed, such as ALC refinement operator [13] and
ALCQ refinement operator [14]. The properties of refinement operators, such as
(weakly) complete, ensure that if an axiom should be correct according to the
Linked Data, it can be reached by the refinement operator. Current refinement
operators will be improved by, firstly, at each step, the hypotheses generated by
the refinement operator should be finite, and secondly, the refinement operator
should be designed for OWL and its profiles according to specific models. For
example, if Markov logic is chosen as the model, then in each step in the itera-
tion, the dependencies between the candidate hypotheses should be minimized,
so as to guarantee that the weights learned truly reflect the confidence of the
hypothesis (c.f. Section 4.2).

How Many Partiality and Errors Are There? In [9], Hogan discusses com-
mon errors that can be systematically detected in RDF publishing. The results
provide a significant basis for our motivations. We are still interested in ana-
lyzing the Linked Data more semantically. The axioms we learned contain two
parts. One part of them already exist in the ontology, which can be evaluated
automatically by comparing with the original ontology. The other part of them
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are not in the ontology. Given the observation that the ontologies in Linked Data
are generally inexpressive (c.f. Sect. 1), this part of axioms are not necessarily
incorrect. We will evaluate them manually. Finally, we will have a set of correct
axioms. We want to answer the question of “How many partiality and errors are
there in Linked Data?”. By querying the original ontology and comparing the
results with the learned axioms, we will propose algorithms to analyze the data
in ABox to know whether some of them are missed or some of them are wrongly
stored in the Linked Data.

4 Results and Evaluation

4.1 DLP Learning from Uncertain Data

The origin of this work can be found in [22], where we focused on learning de-
scription logic programs (DLP) from explicitly represented uncertain data. DLP
is an intermediate knowledge representation that layers rules on top of ontolo-
gies. DLP is an expressive and tractable subset of OWL, and plays an important
role in the development of the Semantic Web. We modified the performance eval-
uation criteria based on pseudo-log-likelihood in the designed ILP like algorithm
PIDLP. With the new performance evaluation criteria, uncertainties are han-
dled and meanwhile DLPs can be learned. We also tested the algorithm in two
datasets, and the results demonstrated that the approach is able to automat-
ically learn a rule-set from uncertain data with reasonable accuracy. However,
in many cases, uncertainties exist implicitly, such as in Linked Data. In what
follows, we transfer our attention to learning from noisy Linked Data without
handling explicitly specified uncertainties.

4.2 Learning ALCI from Noisy Data by Markov Logic

ALCI contains inverse role constructor in addition to the basic Description Logic
ALC. In our most recent work, we examine learning ALCI from noisy Linked
Data, attempting to take the first step towards our first proposed approach. The
procedure of learning can be viewed as searching for the optimize hypotheses
(axiom) in the hypotheses space composed of all possible axioms according to
certain criterion. In this work, Markov logic is used for handling noises. More
specifically, hypotheses are accompanied with a weight which indicate the degree
of consistency between the hypotheses and the RDF triples in the data set. In
each iteration, the weights are learned with the target of joint probability max-
imization, and we choose the hypothesis with the largest weight. The iteration
runs until performance stops to improve. We evaluate the approach on 4 data
sets in addition to a small data set illustrating the functionality of learning def-
initions. The results demonstrate that the method performs well under noises,
and is capable of learning ALCI with an average precision of 0.68 and recall
0.59.
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4.3 Evaluation

The evaluation goes in two-fold (semi-)automatically. Firstly, using ontologies
as gold standard, such as EKAW ontology, we separately treat the TBox and
ABox in the Linked Data as testing and training set. We learn ontologies from
the ABox, and evaluate the results learnt according to the TBox. Widely used
IR measures precision, recall, and F1-score are adopted here. This way, the per-
formance of the proposed approaches can be observed. Nevertheless the axioms
in TBox may still not be complete [10], and the learned axioms not in the TBox
are not bound to be wrong. Thus secondly, the part of learned axioms not in
the TBox will be manually evaluated. We assign 3 numbers to indicate the cor-
rectness of the axioms: 1-low, 2-medium, and 3-high. For each axiom, a group
of people will determine whether or not they think it is correct, and offer a
judgement represented as a number. The final result will be an average.

5 Future Works

In the future, we plan to do the following works: firstly, we will further improve
our approaches of learning OWL axioms from Linked Data (such as DBPedia)
by adopting new SRL models. By proposing mechanisms for representing OWL
axioms with probabilistic graphical models, and analyzing the independencies
inside, more accurate results and more efficient algorithms can be found. Sec-
ondly, we will work towards answering the question “How many partiality and
errors are there?”. According to the preliminary results we got from the work
(c.f. Sect. 4.2), a number of axioms we learned that are not in the Linked Data
should be correct. In addition to the analyzes carried out by Hogan et al. in [9],
we will propose algorithms to analyze the noises in the Linked Data.
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Abstract. Expertise modeling has been the subject of extensive research in two 
main disciplines - Information Retrieval (IR) and Social Network Analysis 
(SNA). Both IR and SNA techniques build the expertise model through a 
document-centric approach providing a macro-perspective on the knowledge 
emerging from large corpus of static documents. With the emergence of the 
Web of Data, there has been a significant shift from static to evolving 
documents, characterized by micro-contributions. Thus, the existing macro-
perspective is no longer sufficient to track the evolution of both knowledge and 
expertise. The aim of this research is to provide an all-encompassing, domain-
agnostic model for expertise profiling in the context of dynamic, living 
documents and evolving knowledge bases. Our approach combines: (i) fine-
grained provenance, (ii) weighted mappings of Linked Data concepts to 
expertise profiles, via the application of IR-inspired techniques on micro-
contributions, and (iii) collaboration networks - to create and enrich expertise 
profiles in community-centered environments.  

Keywords: Expertise profiling, Linked Data, Semantic Web, fine-grained 
provenance, micro-contributions.  

1   Introduction 

Acquiring and managing expertise profiles represents a major challenge in any 
organization, as often, the successful completion of a task depends on finding the 
most appropriate individual to perform it. The task of expertise modeling has been the 
subject of extensive research in two main disciplines: information retrieval (IR) and 
social network analysis (SNA). From the IR perspective, static documents authored 
by individuals (e.g., publications, reports) can be represented as bags-of-words 
(BOW) or as bags-of-concepts (BOC). The actual expertise location is done by 
associating individual profiles to weighted BOWs or BOCs either by ranking 
candidates based on their similarities to a given topic or by searching for co-
occurrences of both the individual and the given topic, in the set of supporting 
documents. Such associations can then be used to compute semantic similarities 
between expertise profiles. From the SNA perspective, expertise profiling is done by 
considering the graphs connecting individuals in different contexts, and inferring their 
expertise from the shared domain-specific topics. 
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With the emergence of the Web of Data (which has evolved from the increasing 
use of ontologies, via the Semantic Web [1] and Web 2.0 [2])  there has been a 
significant shift from static documents to evolving documents. Wikis or diverse 
knowledge bases in the biomedical domain (e.g., Alzforum1) are examples of 
environments that support this shift by enabling authors to incrementally refine the 
content of the embedded documents to reflect the latest advances in the field. This 
gives the knowledge captured within them a dynamic character, and generating 
expertise profiles from this knowledge raises a new and different set of challenges. 
Both the IR and the SNA techniques build the expertise model through a document-
centric approach that provides only a macro-perspective on the knowledge emerging 
from the documents (due to their static, final nature, i.e., once written, the documents 
remain forever in the same form). However, the content of living documents changes 
via micro-contributions made by individuals, thus making this macro perspective no 
longer sufficient when tracking the evolution of both the knowledge and the expertise. 
As a result, such dynamic content requires a novel method for representing underlying 
concepts and linking them to an expertise profile. This method involves capturing and 
analyzing micro-contributions by experts through a fine-grained provenance model. 

1.1   Aims and Objectives 

A comprehensive, fine-grained provenance model, able to capture micro-contributions 
in the macro-context of the host living documents, will facilitate expertise profiling in 
evolving knowledge bases or environments where the content is subject to ongoing 
changes. 

The focus of the research will be on addressing the following questions: 

• How can we model the provenance and evolution of micro-contributions in a 
comprehensive and fine-grained manner? 

• How can we bridge the gap between Linked Data [3] domain concepts and their 
lexical representations, by taking into account acronyms, synonyms and/or ambiguity? 

• What is the best IR-inspired model for consolidating the domain concepts present 
in micro-contributions and for computing ranked maps of weighted concepts 
describing the expertise profiles? 

• How can we enrich expertise profiles using existing collaboration networks? 
• What is the appropriate methodology for evaluating emerging expertise profiles 

from evolving micro-contributions?  
 

These research questions can be further specified into the following objectives: 

O1: development of a comprehensive model for capturing micro-contributions by 
combining coarse and fine-grained provenance, change management and ad-hoc 
domain knowledge; 

O2: development of a profile building mechanism by computing ranked maps of 
weighted (Linked Data) concepts and consolidating (Linked Data) concepts via IR-
inspired techniques; 

O3: development of a profile refinement mechanism by incrementally integrating 
the knowledge and expertise captured within given social professional networks. 
                                                           
1  http://www.alzforum.org/ 
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The outcomes will be applied and evaluated in the context of the SKELETOME 
project2 (a knowledge base for the skeletal dysplasia domain), the iCAT project3 (a 
collaboratively engineered ontology for ICD-11) and the Alzforum (Alzheimer 
disease) knowledge base. 

1.2   Significance and Innovation 

The main innovation of our research lies in the acquisition and management of the 
temporal and dynamic characteristics of expertise. Tracking the evolution of micro-
contributions enables us to monitor the activity performed by individuals, which in 
turn, provides a way to show not only the change in personal interests over time, but 
also the maturation process (similar to some extent to the maturation process of 
scientific hypotheses, from simple ideas to scientifically proven facts) of an expert’s 
knowledge. Using well-grounded concepts from widely adopted vocabularies or 
ontologies, such as the ontologies published in the Linked Data Cloud, enables a 
straightforward consolidation of the expertise profiles. As a result, the overhead 
imposed by performing co-reference entity resolution (to consolidate the expertise 
concepts to a shared understanding) will be reduced to a minimum. From an academic 
perspective, a shift in the scientific publishing process seems to gain momentum, 
from the current document-centric approach to a contribution-oriented approach in 
which the hypotheses or domain-related innovations (in form of short statements) will 
replace the current publications. Examples of this new trend can be seen via nano-
publications [4] or liquid publications [5]. In this new setting, mapping such micro-
contributions to expertise will become essential in order to support the development 
of novel trust and performance metrics. 

2   Related Work  

Expertise profiling is an active research topic in a wide variety of applications and 
domains, including bio-medical, scientific, education. In this section we present a 
brief overview of the related efforts, with particular accent on the Information 
Retrieval and the Semantic Web domains. 

The two most popular and well performing types of approaches in TREC (Text 
Retrieval Conference) expert search task are profile-centric and document-centric 
approaches. These studies use the co-occurrence model and techniques such as Bag-
of-Words or Bag-of-Concepts on documents that are typically large and rich in 
content. Often a weighted, multiple-sized, window-based approach in an information 
retrieval model is used for association discovery [6] or the effectiveness of exploiting 
the dependencies between query terms for expert finding is proved [7]. Other studies 
present solutions through effective use of ontologies and techniques such as spreading 
to include additional related terms to a user profile by referring to an ontology 
(Wordnet or Wikipedia) [8]. Such traditional techniques work well with large 
corpuses as word occurrence is high and frequency is sufficient to capture the 
semantics of the document. However, when dealing with shorter texts such as  
                                                           
2  http://itee.uq.edu.au/~eresearch/projects/skeletome/ 
3  http://icat.stanford.edu/ 
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micro-contributions within evolving knowledge bases, these traditional techniques are 
no longer reliable. Their heavy dependency on statistical techniques (e.g., TF/IDF) 
cannot be applied on micro-contributions, because these don’t offer sufficient context 
to capture the encapsulated knowledge. 

A different approach is adopted by the ExpertFinder framework, which uses and 
extends existing vocabularies on the Semantic Web (e.g., FOAF, SIOC) as a means 
for capturing expertise [9]. Algorithms are also proposed for building expertise 
profiles using Wikipedia by searching for experts via the content of Wikipedia and its 
users, as well as techniques that use semantics for disambiguation and search 
extension [10]. We intend to leverage these studies in order to enable the 
straightforward consolidation of expertise profiles to generate a shared understanding 
by using widely adopted vocabularies and ontologies. This will also lead to a 
seamless aggregation of communities of experts. 

In the context of micro-blogging, a proposed framework includes the capacity to 
link entities within each blog post to their disambiguated concept on the Semantic 
Web [11]. However, this approach relies on the author to manually annotate the 
entities in the post. Our proposed approach could alleviate this manual linking of the 
entities. Early results in discovering Twitter users’ topics of interest are proposed by 
examining, disambiguating and categorizing entities mentioned in their tweets using a 
knowledge base. A topic profile is then developed, by discerning the categories that 
appear frequently and cover the entities [12]. Although this study analyzes short texts, 
there are fundamental differences between micro-contributions in the context of 
online knowledge bases and Twitter messages. These differences include: shortening 
of words, usage of slang, noisy postings and the static nature of twitter messages. 

Finally, other studies focus on methods for finding experts in social networks and 
online communities via a conceptual framework that uses ontologies such as FOAF, 
SIOC or SKOS [13]. A propagation-based approach to finding experts in a social 
network is proposed that makes use of personal local information and relationships 
between persons in a unified approach [14]. Most studies focus on connecting experts 
based on their profiles and social networks. However, our focus is on leveraging 
existing collaboration networks and enriching expertise profiles based on the 
relatedness of an expert’s profile and the profiles of his/her collaborators. 

3   Approach and Methodology 

The objectives listed in Sect. 1.1, and depicted in Fig.1 represent the building blocks 
of our research methodology. In the following sections we detail the provenance and 
change management model for micro-contributions, the profile building and the 
profile refinement phases. 

 

Fig. 1. Research methodology - building blocks 
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3.1   Provenance and Change Management Model 

The first step of our research involves the development of a comprehensive 
provenance and change management model for micro-contributions. The resulting 
ontology will combine coarse and fine-grained provenance modeling (using the SIOC 
ontology [15]) with change management aspects captured by the generic W7 model 
[16] and SIOC actions [17]. The Annotation Ontology [18] will then be used to bridge 
the lexical grounding and the ad-hoc domain knowledge, represented by concepts 
present in the Linked Data Cloud, via ontologies such as SNOMED. As a result, the 
final model will have a layered structure where micro-contributions will annotate the 
contributed text and will be linked via the same annotations to domain knowledge. 
Instances of the model will not only be useful for expertise profiling, but will also act 
as a personal repository of micro-contributions, to be published, reused or integrated 
within multiple evolving knowledge bases.  

3.2   Profile Building 

The Profile building phase comprises three steps: (i) concept extraction, i.e., 
extracting the domain concepts from micro-contributions, (ii) concept clustering, i.e., 
consolidating the domain concepts around particular centroids, and (iii) profile 
layering, i.e., building the actual expertise profile by using the temporal dimension 
intrinsically associated with micro-contributions. 

Concept Extraction. This step bridges the gap between the domain knowledge and 
evolving documents. While in general our methodology is domain-agnostic, in the 
context of our target use cases, we intend to utilize the NCBO Annotator4 to identify 
and annotate concepts within the micro-contributions. For every identified concept, 
we will define its corresponding lexical chain of terms from the results of the 
annotation. Assuming that terms having more relations with other terms are 
semantically more important, we will attach a weight to each term based on its 
relations with other terms such as identity, synonymy and their weights in the lexical 
chain. We will use WordNet [19] to determine the relatedness of terms. The concept 
weight is then obtained by summing the scores of all terms in the lexical chain. The 
output of this step is therefore, a weighted vector of terms in the lexical chain 
representing each concept identified by the annotator in a micro-contribution. 
 

Concept Clustering. In this step, the aim is to maintain a collection of concept clusters 
such that as each concept is presented, either it is assigned to one of the current 
clusters, or it starts off a new cluster, while two existing clusters are merged into one 
[20]. We propose a real-time, incremental and unsupervised algorithm for clustering 
concepts resulting from the previous step. The concept-cluster similarity is measured 
using the classic cosine similarity between the reference point Rp (representative 
concept) of each cluster and a concept identified in the previous step. If the similarity 
value is higher than a predefined similarity threshold, the concept is assigned to the 
nearest cluster; otherwise incoming concepts are examined to create a new cluster [22]. 
If the concept already exists in the identified cluster, its weighted vector is adjusted 
according to the weighted vector of the assigned concept; otherwise, the concept and 
its associated weighted vector will be assigned to the cluster. The weight associated 
                                                           
4  http://www.bioontology.org/annotator-service 
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with a concept in a cluster will therefore represent the overall weight of the concept 
across all micro-contributions for an expert. As concept weights in clusters are subject 
to change, we will recalculate a cluster’s reference point (using a method similar to the 
Evolving Clustering Method (ECM) [21]), each time the weight of a concept is 
changed or a concept is added to a cluster. As this is a completely separate process, it 
will not affect the performance of our proposed clustering algorithm [22]. 

Profile Layering. We introduce a temporal dimension to user profiles by splitting and 
combining concepts on a timeline. Thus, the user profiles will be multi-layered; static, 
session, short-term and long-term, with each layer reflecting a user’s interests within a 
certain period. This approach will not only reflect the changeability of user interests 
but also maintain the steadiness of persistent preferences [22]. Once concepts are 
extracted, weighted and clustered, we will detect any change of context and assign the 
latest as the current context (currency criterion) to the session layer. The short-term 
layer consists of the most frequently updated and used concepts (frequency criterion), 
which are in turn chosen from the most recent concepts in the concept currency list. 
The long-term layer is derived from the concepts of the short-term layer (currency and 
frequency criteria), whose persistency factor, PF, is high. PF is a measure to infer an 
expert’s continuous interests by combining a concept’s frequency count with its 
evidence of being a constituent of the user’s short-term layer [22]. The emergence of 
a new model for a user is not determined by predefined parameters, such as the fixed 
time period after which a new model should be created. It is rather driven by natural 
dynamics of changing user interests, signified by change of the concepts in terms of 
their ranking or new concepts in the short-term profile layer [22]. 

3.3   Profile Refinement 

As a final step, we will look at existing collaboration networks and refine profiles 
based on the collaboration structure and collaborators’ expertise. With regard to 
collaboration structure, we will take into consideration the type of collaboration (e.g. 
co-authorship) and its strength. For a given expert, we will retrieve a dense sub-graph 
of his/her collaborators, through measuring the connectedness of direct neighbours to 
the expert node (clustering coefficient). We will then establish the collaboration 
strength (strong, medium, weak, extremely weak, unknown) by measuring the 
minimum path length that connects two nodes in the network; i.e. Geodesic. The 
expert’s profile will then be refined based on the profiles of experts with whom there 
is a strong collaboration. The refinement is performed by considering the similarity in 
expertise through measuring the cosine similarity between the weighted vector of 
expertise concepts and the type and strength of collaboration between experts. 

4   Evaluation 

We will specifically evaluate the concept clustering, overall profile building and 
profile refinement phases using the use cases outlined in Section 1.1. Precision and 
recall will be used as metrics in all of the evaluation steps. 

The proposed concept clustering method will be compared against the ECM 
algorithm [21] since (as with our method) it does not limit the number of clusters and 
the threshold value determines the ranges within which concepts assigned to a 
particular cluster must lie. In ECM the threshold value is a distance, whereas in our 



 DC Proposal: Capturing Knowledge Evolution and Expertise 387 

 

proposed method, it’s a similarity. Therefore in our experiments, the distance threshold 
for the algorithm will be converted into similarity [22]. We will process the same use 
cases with ECM and use cosine similarity as a similarity measure. The evaluation will 
compare our method against ECM, using a number of different similarity thresholds. 
We will also record the following quantities as additional evaluation measures for this 
step: the number of concepts correctly assigned to the relevant cluster (true positives), 
the number of concepts incorrectly assigned to a cluster (false positives), the number of 
concepts correctly identified as irrelevant to all clusters, hence their assignment to the 
pool (true negatives) and the number of concepts relevant to a cluster, incorrectly 
identified as irrelevant (false negatives) [22]. 

The evaluation of the profile building phase will be performed using a range of domain 
experts from each of our use cases. The chosen participants will have significantly 
different interests – in order to capture a variety of expertise with variable change rates. 
The profile resulting from the building phase will be compared with manually generated 
and maintained expert profiles over the same period. This comparison will specifically 
target new profile generation/update as a result of new concepts and concept rank changes, 
as well as the precision and recall of our method. 

For profile refinement, we will target existing collaboration networks specific to 
our domain, such as BiomedExperts5 – an online community connecting biomedical 
researchers through the display and analysis of the networks of co-authors with whom 
each investigator publishes scientific papers. As in the previous step, we will select a 
number of experts from our use cases with a variety of interests and co-authorship 
activities. The refined profile will be compared against the expertise profiles 
generated by the collaboration network.    

5   Conclusion 

In this paper, we have proposed a methodology for building expertise profiles from 
micro-contributions in the context of living documents and evolving knowledge bases. 
This methodology consists of three building blocks: (i) a comprehensive provenance and 
change management model for micro-contributions, (ii) a profile building phase that 
includes expertise concept extraction and clustering, and (iii) a profile refinement phase 
that takes into account existing social professional networks. This research will lead to 
two significant outcomes: time-dependent expertise profiling, as well as adaptive and 
novel trust and performance metrics in incrementally changing knowledge environments. 

Acknowledgements. The work presented in this paper is supported by the Australian 
Research Council (ARC) under the Linkage grant SKELETOME - LP100100156. 
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Keynote:

10 Years of Semantic Web Research:
Searching for Universal Patterns

Frank van Harmelen

Vrije Universiteit Amsterdam, NL

Abstract. At 10 years of age, there is little doubt that the Semantic
Web is an engineering success, with substantial (and growing) take-up
in business, government and media. However, as a scientific field, have
we discovered any general principles? Have we uncovered any universal
patterns that give us insights into the structure of data, information
and knowledge, patterns that are valid beyond the engineering of the
Semantic Web in its current form?

If we would build the Semantic Web again, surely some things would
end up looking different, but are there things that would end up looking
the same, simply because they have to be that way?

L. Aroyo et al. (Eds.): ISWC 2011, Part II, LNCS 7032, p. 389, 2011.
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Keynote:

Building a Nervous System for Society:
The ‘New Deal on Data’ and How to Make

Health, Financial, Logistics, and Transportation
Systems Work

Alex Pentland

Massachusetts Institute of Technology (MIT), US

Abstract. Most of the functions of our society are based on networks
designed during the late 1800s, and are modelled after centralized water
systems. The rapid spread of ubiquitous networks, and connected sensors
such as those contained in smartphones and cars, allow these networks
to be reinvented as much more active and reactive control networks - at
the scale of the individual, the family, the enterprise, the city and the na-
tion. This will fundamentally transform the economics of health, finance,
logistics, and transportation. One key challenge is access to the personal
data at scale to enable these systems to function more efficiently. In dis-
cussions with key CEOs, regulators, and NGOs at the World Economic
Forum we have constructed a ‘new deal on data’ that can allow personal
data to emerge as accessible asset class that provides strong protection
for individuals. The talk will also cover a range of prototype systems
and experiments developed at MIT, outline some of the challenges and
growth opportunities, focusing on how this new data ecosystem may end
up strongly promoting but also shaping the semantic web.

L. Aroyo et al. (Eds.): ISWC 2011, Part II, LNCS 7032, p. 390, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Keynote:

For a Few Triples More

Gerhard Weikum

Max-Planck-Institute for Informatics (MPI), DE

Abstract. The Web of Linked Data contains about 25 billion RDF
triples and almost half a billion links across data sources; it is becom-
ing a great asset for semantic applications. Linked Data comprises large
general-purpose knowledge bases like DBpedia, Yago, and Freebase, as
well as many reference collections in a wide variety of areas, spanning
sciences, culture, entertainment, and more. Notwithstanding the great
potential of Linked Data, this talk argues that there are significant limi-
tations that need to be overcome for further progress. These limitations
regard data scope and, especially, data quality. The talk discuss these is-
sues and approaches to extending and enriching Linked Data, in order to
improve its scope, quality, interpretability, cross-linking, and usefulness.

L. Aroyo et al. (Eds.): ISWC 2011, Part II, LNCS 7032, p. 391, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Anaya, Julia II-157
Anderson, Philip I-714
Angeletou, Sofia I-35
Anyanwu, Kemafor I-193
Arenas, Marcelo I-421
Atencia, Manuel I-51
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